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Abstract—The main causes of the diffusion spreading of a solid-solution composition near the boundaries of
the Si transport channel in a Si/Si1 – xGex heterostructure grown by molecular-beam epitaxy combined with solid
(Si) and gaseous (GeH4) sources are considered. For the grown structures, the contributions from various mech-
anisms involved in forming the profile of the metallurgical boundary of the layer are compared and the effect
of channel boundary spreading on the mobility of a two-dimensional electron gas in the channel is evaluated.
© 2000 MAIK “Nauka/Interperiodica”.
Recently, the requirements for the technological
procedures used to fabricate heterostructures with
nanolayers have become much more stringent in view
of the widespread introduction of these heterostruc-
tures into semiconductor engineering. In addition to
conventional molecular-beam epitaxy employing solid
sources of silicon and germanium, methods of gaseous
epitaxy with high-purity hydrides under both lowered
[1] and atmospheric pressure [2] in a reactor are widely
used to fabricate Si–Ge structures. Combined epitaxial
techniques, with a combination of various sources of
atomic and molecular fluxes (solid, liquid, gaseous, and
plasmachemical), are being tested. The sources used in
epitaxy produce molecular fluxes with molecular disso-
ciation times that are fairly long, compared with the
characteristic times of atom incorporation into a grow-
ing layer. This draws close attention to the kinetics of
processes occurring on the growth surface in order to
find the optimal conditions for growing nanolayers
with extremely abrupt planar heteroboundaries.

The stringent requirements on the quality of the
boundaries in pseudomorphic heterostructures are most
frequently imposed in those cases where acceptable
electrical characteristics of charge carriers in two-
dimensional (2D) transport channels must be obtained.
This may be necessary both for the observation of a
number of unique phenomena in a 2D charge-carrier
gas (e.g., the effects of liquid-type interactions in a sys-
tem of 2D electrons etc.) and for applications of these
structures in devices (e.g., for fabricating high-fre-
quency field-effect transistors, lasers relying on elec-
tron heating effects, etc.). Moreover, when most of the
existing technological procedures are used, the effect of
1063-7826/00/3410- $20.00 © 21103
compositional intermixing in the vicinity of hetero-
boundaries leads to severe difficulties in creating a new
class of materials of the SinGem type, which combine
monolayers within an individual unit cell of a single
crystal. In connection with this, there is an urgent need
to analyze the possibilities of various techniques that
can be used to grow planar heterostructures with
extremely abrupt boundaries and to determine the main
causes of compositional intermixing at nanolayer
boundaries in order to eliminate this effect, if possible.
Substantial compositional intermixing and spreading at
nanolayer boundaries can lead to the following. First,
the potential profile in the well can be markedly dis-
torted by a significant background of an isovalent
impurity created in the 2D channel. Second, the bound-
ary roughness may become more pronounced owing to
composition fluctuations in the heteroboundary plane,
enhanced by the effects of elastic strain and by the
accelerated diffusion of alloy components.

The aim of this study was to determine (by means of
a theoretical analysis based on our nonsteady kinetic
model of layer growth [3] and the experimental mate-
rial accumulated so far [4, 5]) the most important real
causes of compositional intermixing near heterobound-
aries in Ge(Si)/Si1 – xGex heterostructures grown by MBE
with a combined solid source of silicon and gaseous
chemical source of germanium: (Si–GeH4)-MBE [5, 6].

We have previously shown [3, 4] for the given com-
bined epitaxial technique that GeH4 molecule pyroly-
sis, both on a substrate and on a sublimating silicon slab
placed in the reactor, can successfully solve the prob-
lem of controlling fluxes of Si and Ge atoms and ger-
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mane molecules toward the substrate. This simulta-
neously stabilizes the growth rate in a wide range. In
addition, an unconventional model that describes the
growth kinetics of Si1 – xGex solid solution layers from
an atomic beam of silicon, and a molecular flux of ger-
mane in vacuum, has been developed for this epitaxial
process. This was done in order to study in detail the
pyrolysis of germane molecules on the surface of the
growing layer and the effect of this process on the rate
of epitaxy [7]. Numerical simulation data were com-
pared with the experimentally established depen-
dences. In this way, the steady-state kinetics of
Si1 − xGex layer growth were studied and a comparative
analysis was made of the efficiency of incorporating Ge
and Si atoms into the growing layer, both with and
without Si and Ge atom fluxes in the reactor [8].

In this study, we attempted to establish a relation-
ship between the effective heteroboundary broadening
and the basic parameters of Si1 – xGex layer growth in
the (Si–GeH4)-MBE method, i.e., the temperature and
rate, and the gas pressure in the reactor. For different
growth conditions employing combinations of atomic
and molecular beams in the reactor, various mecha-
nisms that govern heteroboundary abruptness in the
layer are compared. The following mechanisms can be
assigned to this category: a finite rate of material deliv-
ery to the substrate surface; a finite rate of Ge and Si
atom incorporation into the growing layer; a finite dis-
sociation rate of hydride molecules, which, generally
speaking, is determined by the different pyrolysis path-
ways on the growth surface; accelerated diffusion over
the surface due to elastic strain effects; surface segrega-
tion; and the dependence of Si and Ge atom incorpora-
tion factors on surface bond filling, which include
hydrogen. The results are used to evaluate the compo-
sition profile in Ge(Si) layers that form potential wells;
these served as transport channels for holes (electrons)
in the Si1 – xGex matrix in structures grown in our previ-
ous work [9] by the given epitaxy technique. Recom-
mendations are provided for selecting the growth con-
ditions, under which factors that severely impair the
transport characteristics of the structures can be elimi-
nated or their influence significantly diminished.
A computer model based on these selected parameters,
can reproduce the compositional profile of a grown
structure with high reliability.

We analyze the causes and efficiency of composi-
tional intermixing near the heteroboundaries of a mul-
tilayer Si(Ge)–Si1 – xGex structure grown by the
(Si−GeH4)-MBE method by examining the main non-
steady physicochemical processes on the Si1 – xGex
layer growth surface. The validity of the mathematical
model employed in the analysis relies upon the consis-
tency of steady-state characteristics obtained from it
with the experimentally observed dependences (e.g.,
the dependence of the growth rate on the film growth
temperature and atomic and molecular fluxes) [10]. The
system of time-dependent kinetic equations for dimen-
sionless mean surface concentrations of GeH3 mole-
cules and H, Ge, and Si atoms corresponding to the
chosen model has the form

(1)

In Eqs. (1),  is the capture coefficient of a GeH4

molecule by a free surface,  is the molecular

(atomic) flux, [s–1] = ν0exp(–Eact/kT) =
0.5exp(−0.4/kT [eV]) is the effective decomposition
rate of a GeH3 molecule for a specific technological
process, νH is the rate of hydrogen-atom desorption
from the surface of the growing layer, νGe(Si) is the des-
orption rate of Ge(Si) atoms, and rGe(Si) is the crystalli-
zation rate of Ge(Si) atoms. The transfer coefficient g
accounts for the specific features of the experimental
installation, including the geometric dimensions of the
Si source, its temperature, distance from the source to
the substrate, and their mutual orientation.

The physicotechnological model of Si1 – xGex layer
growth proposed for the given method of epitaxy with
combined atomic and gas fluxes is based on the reac-
tions

GeH4(gas) + 2  GeH3 + H,

GeH3 + 3  Ge + 3H,

Ge, Si + 1  Ge, Si,   Ge, Si  Ge, Si(crystal),

Ge, Si  Ge, Si(gas),   2H  H2(gas), (2)

which rely on the following assumptions: (i) monomo-
lecular adsorption takes place in the system, (ii) there is
no interaction between the particles being adsorbed,
(iii) atomic fluxes have no effect on chemisorption and
pyrolysis of GeH4 molecules; and (iv) each GeH3 mol-
ecule blocks three free adsorption centers, (v) hydride
atoms are delivered to the growth surface only by ger-
mane molecules. Germane decomposition and the for-
mation of additional Ge atomic fluxes in a hybrid (Si–
GeH4)-MBE system may proceed on a hot solid source
of Si vapor. The underlining in (2) indicates an atom
bound to the surface.

For monomolecular adsorption, we also assume that
the following condition is satisfied:

(3)

dθGeH3
/dt 2 SGeH4

FGeH4
/ns( )θnbl

2
24νGeH3

θGeH3
θfr

3
,–=

dθH/dt 2 SGeH4
FGeH4

/ns( )θnbl
2

=

+ 24νGeH3
θGeH3

θfr
3 νH x( )θH,–

dθGe/dt g SGeH4
FGeH4

/ns( )θfr= 24νGeH3
θGeH3

θfr
3

+

– νGe rGe+( )θGe,

dθSi/dt SSiFSi/ns( )θfr– νSi rSi+( )θGe.=

SGeH4

FGeH4 Ge Si,( )

νGeH3

θSi θGe θH θGeH3
θfr+ + + + 1,=
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the concentrations θbl and θnbl of free surface bonds
blocked and nonblocked by GeH3 molecules satisfy the
relations

(4)

Equations (1)–(4) form a general system of equations
for determining the dimensionless concentrations θi.
With a knowledge of θi, the film growth rate Vgr and Ge
content in the epitaxial layer can be readily calculated

(5)

Numerically solving the system of equations (1) allows
the investigation of both the steady and nonsteady pro-
cesses in the growth system. The time-independent
relations, readily found in each particular case from
experiment, can be used to determine the unknown
parameters of the model [7, 8].

To study transient processes in the growth system,
we used a rectangular pulse of germane pressure (sili-
con flux) at a constant flux of Si atoms (constant pres-
sure of germane in the reactor) [11]. The characteristic
curves describing the time dependence of the surface
concentrations of GeH3, Ge, H, and Si and the growth
rate in a Si/Si1 – xGex/Si structure, calculated for some
parameter values, were reported previously [10, 12]. In
this study, we only pay attention to the effective com-
positional intermixing near heteroboundaries. The
intermixing is determined by the distance L at which
the Ge concentration in the Si1 – xGex alloy decreases by
two orders of magnitude to 0.01x (for a given x) when
one of the fluxes is abruptly switched off. Apparently,
if the abruptness of the lower boundary of a Si1 – xGex

layer is determined mainly by the rate of surface cover-
age by germyl molecules when the pulsed gas flux is
switched on (t = t0), i.e., it is proportional to
exp{( /ns)(t – t0)}, then spreading of the upper
boundary is associated exclusively with relaxation pro-
cesses governed both by the rate of atom incorporation
into the growing layer and by the rate of pyrolysis of
germane molecules. However, the question remains
open as to what range of parameters will be dominated
by the process determining the effective boundary
broadening and background doping of the adjacent sil-
icon layer. Figure 1 illustrates the specificity of physic-
ochemical processes, occurring at the surface and
affecting the abruptness of the boundaries, by the
example of the composition profiles near heterobound-
aries forming a Si1 – xGex layer that acts as a barrier to
electrons (Fig. 1a) and, correspondingly, a quantum
well (QW) in the Si layer (Fig. 1b). Numerical calcula-
tions using the above formulas were performed for a
growth temperature Tgr = 500°C, which is sufficiently
low for the effects of surface segregation to be disre-
garded, for the values rGe = rSi = r = 3.1, x = 0.35 (pre-
scribed composition) at various germane pressures

θfr θbl θnbl, θbl+ 3θGeH3
.= =

Vgr rSiθSi rGeθGe+( )ns/n0,=

x rGeθGe/ rSiθSi rGeθGe+( ).=

FGeH3
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 and silicon atom fluxes. Figures 1a and 1b

clearly demonstrate the asymmetry of the lower and
upper layer boundaries; the latter is characterized by
the presence of at least two regions in which the com-
positional intermixing due to relaxation processes
occurs at two different rates. It also follows from
Fig. 1b that in a specific range of germane pressures in
the reactor (incidentally, the range most frequently
used in the experiment) the residual concentration of
the isovalent germanium impurity in the thin (2–3 nm)
silicon transport channel may be as high as several

PGeH4

0.10

0.01

0.01 x

x'

1

2

34

5
6

10.0

1.0

0.1

0.01
–1 0 1 32

z, nm

0 1 2

Si0.65Ge0.35 Si0.65Ge0.35

1 2

3

4 4

x, at. %

(‡)

(b)

Fig. 1. Germanium distribution along the z coordinate in
(a) Si1 – xGex and (b) Si layers in a Si1 – xGex–Si hetero-
structure grown by the (Si–GeH4)-MBE technique at T =
500°C, x = 0.35, rGe = rSi = r = 3.1, and g = 0.037.

(a) /FSi = (1) 0.011/0.01, (2) 0.042/0.02, (3) 0.168/0.06,

(4) 0.187/0.6, (5) 3.15/1, and (6) 6.3/2 mTorr/(1015 cm2/s).
(b) /FSi = (1) 0.011/0.01, (2) 0.104/0.04, (3) 1.24/0.4,

and (4) 12.5/4 mTorr/(1015 cm2/s).
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tenths of a percent, adversely affecting conduction in
the 2D electron gas. In this case, the potential profile in
the channel will be clearly far from rectangular.

To tackle the question as to what range of parame-
ters is optimal for fabricating heterostructures with het-
eroboundaries that are as abrupt as possible, let us ana-
lyze the effective broadening of the upper boundary of
the layer due to relaxation processes on the layer sur-
face in relation to the germane pressure in the reactor.

Vgr
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Fig. 2. (a) Dependences of the characteristic parameters L1
and L2 of the compositional intermixing near the upper het-
eroboundary of the Si1 – xGex layer on the germane pressure
in the reactor and (b) the atomic flux of silicon FSi for a
given x = 0.35 in the layer, growth rate Vgr of silicon layer at
T = 500°C, and x' values corresponding to the onset of relax-
ation processes associated with pyrolysis of germane mole-
cules on the germane pressure. Full symbols correspond to
r = const, open symbols, to ri = ri(θi).
The characteristic shape of the L(P) curves calculated
for the same parameter values as the curves in Fig. 1 is
illustrated in Fig. 2a. The quantity L1 is related to the
finite time of Si(Ge) atom incorporation into the grow-
ing layer, and L2, to the finite time of germane pyroly-
sis on the hot surface of the epitaxial layer. The solid
symbols in the figure correspond to the condition rGe =
rSi = r = const; the blank symbols correspond to the data
obtained by taking into account the dependence of the
incorporation factors of atoms on their surface concen-
tration ri = ri(θi), in accordance with [7, 10]. In Fig. 2a,
the circles correspond to the values of L1 obtained by
approximating up to the value L1(0.01x) the initial por-
tions (in the x–x' range) of the composition distribution
fronts at the upper boundary of the Si1 – xGex layer, cor-
responding to the star-shaped symbols. The value of x',
at which the relaxation mechanisms associated with
germyl molecule dissociation at the surface start to be
dominant, was determined from the inflection point in
the x(z) curve in Fig. 1a. The dependence x'(P) corre-
sponding to the curves in Fig. 2a is shown in Fig. 2b.
For the chosen range of germane pressures, the silicon
atom fluxes and the corresponding Si layer growth rates
are also shown.

Analysis of the curves in Figs. 1 and 2 leads to
somewhat interesting conclusions. First, it can be seen
that, for sufficiently high gas pressures in the reactor
(  > 1 mTorr), the growth process is dominated by
atomic fluxes of silicon and germanium from the
source; as a result, the rate of occurrence of the relax-
ation processes is determined exclusively by the rate of
incorporation of the adsorbed atoms into the growing
layer. The effective boundary broadening determined
by this mechanism is 1–3 Å and, for r = const,
decreases as the pressure in the reactor is lowered,
because of the decreasing layer-growth rate (Fig. 2b).
Consideration of the dependence of ri on θi causes the
dependence of L1 on  to become weaker, since,
according to [10], the value of ri increases with increas-
ing surface coverage by adsorbed atoms. For  <
1 mTorr, long-term processes associated with the disso-
ciation of hydride molecules and radicals on the growth
surface come into play. As a result, the relaxation tail of
L2 at the boundary becomes much longer (see Figs. 1a,
2a), reaching a value of 1–3 nm in the pressure range of
0.1−1 mTorr. It should be noted that this range is most
frequently used in experiments since the growth rates in
this case are 0.5–5 nm/min, which is quite acceptable
for epitaxy. To obtain abrupt (about one monolayer
wide) fronts in the alloy composition distribution, it is
necessary to use either lower or higher pressures. How-
ever, in the former case, the film growth rates become
extremely low, while in the latter case, the molecular
flux of the gas in the reactor may already be upset and
other classical mechanisms characteristic of flow-
through gas-phase systems [13] may contribute to
boundary spreading.

PGeH4

PGeH4

PGeH4
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Let us evaluate the composition profile in an actual
Si0.86Ge0.14 transistor structure with a silicon transport
channel, using the above analytical procedure. If we
take into account only the above mechanisms of com-
position spreading at heteroboundaries (i.e., we assume
instantaneous removal of germane from the reactor
after termination of its delivery therein), then, for a
growth temperature T = 700°C, germane pressure dur-
ing Si0.86Ge0.14 layer growth  = 2 mTorr, and k =
rSi/rGe = 50, we have a nearly rectangular germanium
distribution profile (x) in the structure, shown by the
dashed line in Fig. 3a. In an actual system, the forma-
tion of tails of the composition distribution near the
transition regions may be governed not only by the nat-
ural mechanisms of diffusion broadening, but also by
factors associated with the finite rate of gas evacuation.
In the installation employed in this work, germane
pressure decay in the reactor was described by the rela-
tion P(t) = 2 × 10–3/{1 + 32.8(t – t0)}, where t0 is the
time (in min) of termination of germane supply into the
reactor. It can be seen (Fig. 3b, solid line) that the low
evacuation rate used in this study gives rise to a pro-
nounced tail of a solid solution at the left-hand bound-
ary of the silicon channel, forming a nearly triangular
composition profile in the QW, thereby leading to low
electron mobilities.

If, in order to obtain a more abrupt boundary profile,
we interrupt the atomic fluxes of silicon and germa-
nium from the source for ~2 min, and simultaneously
shut off the gas supply to the reactor, a thin germanium
film forms at the left-hand boundary of the Si layer
(Fig. 3b). To evaluate the thickness of the Ge layer
deposited onto the epitaxial Si1 – xGex layer during evac-
uation of germane from the reactor, it is necessary to
know the effective rate of germane decomposition at
the germanium surface in the absence of atomic fluxes.
The effective rate can be readily determined if the ger-
manium-film growth rate at a constant germanium
pressure is known. Under conditions close to those
mentioned above, the growth rate of a germanium layer
in a Ge/Si0.9Ge0.1 structure is ~15 Å/min according to
electron microscopy data [9]. This value, found for a
temperature of 700°C, is in close agreement with
results reported elsewhere [14] and corresponds to an
effective rate of GeH3 molecule dissociation of ν0 =
6.25 at the growth surface. The germanium film thick-
ness in Fig. 3a, corresponding to the given rate of GeH3
molecule disintegration, is 3 nm. If the critical germa-
nium-layer thickness is exceeded, the film grows by the
Stranski–Krastanov mechanism; i.e., a system of disor-
dered islands appears at the Si1 – xGex/Si interface. This
is confirmed by scanning tunneling electron micros-
copy of the structure surface. Impurity gettering in the
vicinity of these islands gives rise to effective scattering
centers at the transport-channel boundary, thereby
reducing the mobility of 2D electrons in the Si layer
plane (to 4000 cm2/(V s) at 5 K according to our mea-

PGeH4
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surements). The growing germanium layer can be made
thinner and the surface roughness that appears can be
reduced by increasing the rate of gas evacuation from
the reactor.
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Abstract—The capture coefficient at the repulsive Coulomb centers is calculated in an explicit form within the
approximation of quasi-elastic scattering in crossed strong electric and magnetic fields. It is shown that, along
with the Sommerfeld factor, the capture probability must depend exponentially on the energy of an electron that
has tunneled through a barrier. The dependence of the critical electric field, above which the exponential depen-
dence should be considered, on the magnetic field and the scattering mechanism is determined. In fields lower
than the critical one, the Bonch-Bruevich approximation is valid. © 2000 MAIK “Nauka/Interperiodica”.
Hot-electron capture by negatively charged centers
has been studied in numerous publications (see, for
example, [1–4]). The necessity of developing the exist-
ing theories has led us to reconsider this problem. In all
previous studies, including those mentioned above,
electron capture has been estimated by using the
expression for capture probability first obtained by
Bonch-Bruevich [1]. However, as shown in [5, 6], the
capture of an electron by a repulsive center should not
only involve the Sommerfeld factor, but should also
depend exponentially on the energy of an electron that
has tunneled though a barrier:

(1)

where x = W/kT, W is the electron energy, γ0 = kT,

and τ1 is the time of tunneling. The same authors also
calculated the capture coefficient in the electron-tem-
perature approximation and showed that consideration
of electron tunneling leads to the substitution of the
electron temperature by an effective electron tempera-
ture which contains a parameter of the center on the
order of the inverse energy of the vibration quantum.
When the electron temperature is much lower than this
energy, the results obtained in [5] coincide with those
obtained by Bonch-Bruevich [1].

With allowance made for expression (1), the capture
coefficient was calculated under the conditions of a
transverse runaway and a delta-function distribution of
hot electrons [7, 8]. According to the results obtained in
these studies, the effective Bonch-Bruevich cross sec-
tion is a good approximation far from the runaway
threshold and for a multiply charged capture center,
whereas in the opposite cases it is necessary to take into
account the exponential factor.

P γ0x–( ),exp∼

2τ1

"
--------
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We calculated the capture coefficient in crossed
strong electric and magnetic fields in an explicit form
within a quasi-elastic scattering approximation. The
critical electric field, above which the exponential func-
tion (1) should be considered, is determined as a func-
tion of the magnetic field and scattering mechanisms.

The nonequilibrium distribution function in a quasi-
elastic-scattering approximation in crossed strong elec-
tric and magnetic fields has the form [9]

(2)

where a ≡ , ξ = ξ1 = 1 – , and ζ = 0 in a weak

magnetic field (η ! 1); ξ = ξ2 = 1 +  and ζ = 1 in

a strong magnetic field (η @ 1); and t and s are the
exponents in the energy dependences of the mean free

paths with respect to the momentum (l) and energy ( ):

where m is the effective electron mass and c is the speed
of light.

Using a conventional definition of the capture coef-
ficient and calculating the integrals by the steepest

f 0 x( ) N axξ–( ), ξ 0,>exp=

ηζ

αξ
------- t s+

2
----------

t s–
2
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descent method, we obtain the following expression for
the ratio of the capture coefficients with and without

consideration of factor (1) (Cn and , respectively)
for ξ = 1:

(3)

Here, Ψ is a slowly varying function, ν0 is a parameter

of the order of unity, γ ≡ , z is the charge of a

repulsive center in electron charge units, ε is the dielec-
tric constant, and VT is the thermal velocity [1].

As was mentioned above, expression (3) is obtained
for ξ = 1, because, in this case, a complete calculation
can be performed without any approximations for the
relation between α, η, γ, and γ0. The condition ξ = 1
covers almost all possible mechanisms of electron and
momentum scattering that may be dominant in the
problem discussed. Indeed, in a weak magnetic field,
ξ = ξ1 = 1 if t = +1 and s = –1, or t = –1 and s = +1. In
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The ratio of capture coefficients as a function of the electric
field. The curves correspond to (1) ξ = 1 and a weak mag-
netic field); (2) ξ = 1, η = 4, and a strong magnetic field;
(3) ξ = 1, η = 9, and a strong magnetic field; (4) ξ = 2 and a
weak magnetic field); (5) ξ = 2, η = 4, and a strong magnetic
field; (6) ξ = 2, η = 9, and a strong magnetic field.
a strong magnetic field, ξ = ξ2 = 1 if t = +1 and s = +1,
or t = –1 and s = –1. For momentum scattering, these
values of t and s correspond to the following mecha-
nisms: scattering by dipole centers, by the piezoelectric
potential of acoustic phonons (PA scattering) in a high-
temperature approximation, by polar optical phonons
(PO scattering), by the deformation potential of acous-
tic phonons (DA scattering) in a high-temperature
approximation, and by the deformation potential of
optical phonons (DO scattering). For energy scattering,
the values of t and s correspond to the DA and PA scat-
tering, in the high- and low-temperature approxima-
tions, and to DO scattering.

The critical magnitude of the applied electric field

can be determined from expression (3) as αcr ≡ . For

the fields α ! αcr , factor (1) is insignificant and may be
neglected. However, when α ≥ αcr , the Bonch-Bruevich
approximation should be corrected by factor (1). In a
strong magnetic field, the critical electric field
increases directly with the magnetic field.

Now we present the results of calculating the cap-
ture-coefficient ratio for an arbitrary value of ξ > 0. In
this case, the complete calculations can be carried out
only if certain relations between the parameters α, η,
γ0, and ξ are fulfilled.
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(7)

One can readily see that the ratio of coefficients (3)
for ξ = 1 exactly coincides with the corresponding
expressions from (5) and (7), provided inequalities (4)
and (6) are valid. It is also evident that the αcr can be
extended to an arbitrary value of ξ > 0:

(8)

Thus, for the fields α ≥ αcr , calculation of the cap-
ture coefficients requires consideration of factor (1).
For the fields α ! αcr , the Bonch-Bruevich approxima-
tion is valid.

In order to verify the precision of analytical expres-
sions (3), (5), and (7) and for the sake of illustrating the
results, we performed numerical calculations of the

integrals of the general expression Cn/  for ξ = 1 and
ξ = 2 at T = 20 K in weak and strong magnetic fields.
The corresponding curves are shown in the figure. It
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should be noted that, for certain magnitudes of the elec-
tric field, they exactly coincide with the curves
described by expressions (3), (5), and (7). The vertical
lines indicate the positions of the critical electric fields.
As one might expect, all the curves in a region far from
the critical fields behave identically: they tend to unity
in weak fields and tend to zero with increasing field
strength.
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Abstract—Temperature dependences of the charge-carrier concentration in Czochralski-grown n-Si crystals
irradiated with 60Co gamma-quanta are studied. The applicability of a model of the monovalent defect with a
level at about Ec – 0.17 eV to the description of the A-center properties in n-Si crystals is analyzed. It is shown
that the model is not consistent with available experimental data. It is suggested that the A-center introduces
two levels into the upper half of the band gap: an acceptor level in the vicinity of Ec – 0.16 eV and a donor level
near Ec – 0.20 eV. This assumption is consistent with the data obtained by magnetic spectroscopy. © 2000 MAIK
“Nauka/Interperiodica”.
The structure of the oxygen–vacancy complex (the
A-center) in silicon has long been known [1]; however,
many of its properties have not been explained satisfac-
torily. One of these properties is the extremely high
recombination activity of the A-centers, which is
caused by a very large capture cross section for both
electrons (σn) and holes (σp) [2]. According to [2, 3],
the theory of multiphonon transitions cannot account
for such large values of cross sections for charge-carrier
capture by the A-center acceptor state (at least for σp).
The causes of such a discrepancy between the theory
and experiment are not yet clear. One of these causes
may consist in the inapplicability of the multiphonon-
transition theory to the vacancy centers [2]. However, it
is possible that the discrepancy is caused by the fact
that the current concepts of the A-center in n-Si as a
simple monovalent defect are unrealistic.

These concepts have primarily come into existence
on the basis of results of Hall measurements that indi-
cated that the A-center had an acceptor level EA(–/0) ≈
Ec–0.17 eV [4, 5]. Most commonly (see [16]), the ion-
ization energy obtained by Wertheim [4] is cited:
∆EA = 0.160 + 1.1 × 10–4 T (in eV), where, as usual,
∆EA = Ec – EA(–/0). The data of the Hall measurements
were analyzed in more detail elsewhere [5]. It was
found that the values of enthalpy (∆HA) and entropy
(∆SA) that correspond to A-center ionization and are
obtained for materials with various ratios between the
concentrations of donors and compensating radiation
defects may differ considerably. Therefore, it is desir-
able, in addition to the determination of ∆HA and ∆SA,
to somehow assess whether the description of experi-
mental data in terms of the occupancy function used is
adequate. Unfortunately, such an assessment was not
1063-7826/00/3410- $20.00 © 1112
performed fully either in the above cited or in the sub-
sequent publications devoted to studying the A-center
with the use of the Hall effect.

The results of capacitance-related studies of radia-
tion defects in silicon also give no way of judging the
adequacy of the monovalent-defect model. The A-cen-
ter parameters determined by different researchers fea-
ture a wide scatter, which, in our opinion, exceeds what
might be expected. Thus, the value of ∆HA = 0.15 eV
was reported previously [7], whereas ∆HA = 0.19 eV is
typical of detector-grade silicon [8]. In addition, the
influence of the electric field of the p–n junction on the
emission rate of electrons from the A-center acceptor
level [9, 10] hampers the interpretation of data obtained
in studying the barrier structures with differing impu-
rity concentrations.

Thus, the available experimental data give no way of
stating that the monovalent-defect model is adequate to
describe the A-center occupancy function in n-Si. Con-
sequently, this model should be regarded as a mere
hypothesis that requires testing. It is such a test that
constitutes the subject of this study.

We studied a Czochralski-grown single-crystal n-Si
with a resistivity of 20 Ω cm and concentrations of oxy-
gen [O] = 0.9 × 1018 cm–3 and carbon [C] = 5 × 1016 cm–3.
Temperature (T = 78–320 K) dependences of the Hall
coefficient RH were measured. The charge-carrier con-
centration n was calculated with the conventional for-
mula n = AH(T)/eRH, where AH(T) is the Hall factor. The
temperature dependence AH(T) was approximated by a
polynomial, much the same as was done previously
[5, 11].
2000 MAIK “Nauka/Interperiodica”
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In order to introduce the A-centers, we irradiated the
samples with 60Co gamma-quanta. The irradiation dose
was chosen in accordance with the condition for slight
compensation, so that the A-center concentration (NA)
would be lower than the phosphorus-dopant concentra-
tion (NP). According to numerous experimental data
[2, 12–14], in Czochralski-grown lightly doped (n <
1016 cm–3) n-Si crystals irradiated with 60Co gamma-
quanta, the A-center is the prevalent type of electrically
active defects, whereas the concentration of other cen-
ters with levels in the upper half of the band gap is neg-
ligibly low.

Figure 1 shows the temperature dependences of
electron concentration n(T) for one of the studied sam-
ples; these dependences were measured both immedi-
ately after irradiation and after several stages of isother-
mal annealing at 352°C. As a result of irradiation,
a  radiation defect with the level in the vicinity of
Ec − 0.18 eV is introduced; henceforth, this defect is
designated as E(0.18). The simplest method for identi-
fying a defect from the Hall data consists in determin-
ing its level from the position of the Fermi level (F1/2)
at a temperature for which the occupancy function is
equal to 1/2 and, consequently, corresponds to the elec-
tron concentration n = (Nnet – Nlow)/2 (the quantities Nnet
and Nlow are indicated in Fig. 1). For all crystals, the
value of F1/2 = Ec–0.183 eV for E(0.18) was obtained,
which is consistent with the data reported previously
[4, 11]. The temperature and the time constant of
annealing for the E(0.18) centers are also consistent
with the results obtained in studying the A-centers by
electron spin resonance (ESR) and infrared (IR) spec-
troscopy [15, 16], which serve as additional verification
when identifying the center in question with the oxy-
gen–vacancy complex.

First, we analyze the adequacy of the single-level
model using the differential method [17]. According to
[17], the parameters of a defect may be determined
from the Fermi-level (F) dependence of the quantity

(1)

We approximated numerically the quantity DH as

(2)

Here, ∆ni = nexp(Ti) – nexp(Ti – 1) and ∆Fi = Fexp(Ti) –
Fexp(Ti – 1), where nexp(Ti) and Fexp(Ti) are the experi-
mentally determined values of the electron concentra-
tion and the Fermi-level position, respectively. Such an
approximation makes it possible to partly smooth the
oscillations in ∆H, which emerge owing to random
errors in the measurements.

The maximal value of ∆H for a monovalent defect
with ∆SA = 0 should be virtually equal to unity [17, 18].
However, the maximal value of ∆H is significantly
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smaller than unity for the A-center (see Fig. 2). This
may indicate that ∆S < 0 [18]. In fact, the dependence
∆H(F) calculated for the values of ∆HA and ∆SA reported
previously [4] is in much better accord with experimen-
tal data than the similar dependence calculated for
∆HA = F1/2 and ∆SA = 0 (see Fig. 2). However, neither
of the curves calculated on the basis of the single-level
model can satisfactorily describe the experimental data
in the entire temperature range under consideration.
Thus, for example, curve A (Fig. 2) adequately
describes the high-temperature portion of experimental
dependence, whereas curve B adequately describes
only the low-temperature portion.

The cause of the discrepancy between the calculated
and experimental dependences ∆H(T) becomes clear if
we consider the temperature variations of the quantity

(3)

where Nc is the effective density of states in the valence
band. According to [19], ε(T) = ∆E(T) = ∆HA – T∆SA for
a monovalent defect. If we are not dealing with very
low temperatures and if the starting and final tempera-
tures in the experiments differ by no more than a factor
of 2–3, the quantities ∆HA and ∆SA may be regarded as
virtually constant and the dependence ∆E(T) is linear
[20]. This assumption is typically postulated and can be
used as the applicability criterion for the single-level
model.
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Fig. 1. Temperature dependences of the charge-carrier con-
centration in silicon crystal (1) immediately after irradiation
with 60Co gamma-quanta to a dose of Φ = 2.5 × 1017 cm–3

and after subsequent annealing at 352°C for (2) 15 and
(3) 40 min.
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Fig. 2. Dependences of the quantity ∆H on the distance
between the conduction-band bottom (Ec) and the Fermi
level (F). The symbols used to designate the experimental
data are the same as in Fig. 1. Calculated curves ∆H were
computed on the basis of the electroneutrality equation
according to the single-level model for the values of (A)
∆HA = 0.183 eV and ∆SA = 0; (B) ∆HA = 0.160 eV and
∆SA = –1.25k eV/K (taken from [4]); and also (C) according
to the divalent-center model with the following parameters
taken from [21]: ∆H1 = 0.158 eV, ∆S1 = –0.5k eV/K, ∆H2 =
0.205 eV, and ∆S2 = 0.4k eV/K.

Fig. 3. Temperature dependences ε(T). The symbols used to
designate the experimental data are the same as in Fig. 1.
The straight lines represent the dependences ∆EA(T) plotted
on the basis of the results reported in [4] (W) (∆HA =
0.160 eV and ∆SA = –1.25k eV/K) and in [5] (S & T) (∆HA =
0.146 eV and ∆SA = –2.3k eV/K); the curve M was calcu-
lated on the basis of the divalent-center model with the fol-
lowing parameters taken from [21]: ∆H1 = 0.158 eV, ∆S1 =
–0.5k eV/K, ∆H2 = 0.205 eV, and ∆S2 = 0.4k eV/K.
Experimental curves εexp(T) are shown in Fig. 3. The
dependences ∆EA(T) obtained by Wertheim (W) [4] and
Sonder and Templeton (S & T) [5] are also plotted. As
can be seen, the curve derived by Wertheim [4] is a lin-
ear approximation of the dependence εexp(T) in the
entire temperature range under consideration, whereas
the straight line plotted according to the data obtained
by Sonder and Templeton [5] is a good approximation
of only the low-temperature portion of the experimen-
tal curve. However, it can be seen that the experimental
curves εexp(T) cannot be described by a linear depen-
dence. Consequently, in order to interpret the experi-
mental data of the Hall measurements, we have to
assume that either the A-center ionization energy fea-
tures an anomalous nonlinear temperature dependence
or the model used to describe the A-center properties is
inapplicable. The first assumption is apparently
unlikely from the standpoint of the physical signifi-
cance of the quantities ∆HA and ∆SA [20]. It follows
from the second assumption that it is necessary to use a
more sophisticated model for describing the A-center
occupancy function.

Recently [21], a new model was suggested; accord-
ing to this model, the A-center is regarded as an ampho-
teric defect with an acceptor level near Ec – 0.16 eV and
a donor level in the vicinity of Ec – 0.20 eV. As can be
seen from Figs. 2 and 3, this model adequately accounts
for the features of the dependences ∆H(F) and ε(T). The
model also makes it possible to explain the data of the
Hall measurements in Si crystals irradiated with large
doses of gamma-quanta [22], in which case a large spread
(from 0.16 to 0.20 eV) is observed for the A-center activa-
tion energy. In addition, the above assumption is also con-
sistent with the data obtained by other methods.

The simplest test for the applicability of the bivalent
model to the A-center is apparently related to the data
of ESR spectroscopy. The A-center is paramagnetic
only in the negatively charged state (the Si-B1 center)
[1]. In this case, according to this model, the concentra-
tion of Si-B1 centers in the Czochralski-grown silicon
crystals should be equal to (Nnet – Nlow)/2. At the same
time, it follows from Fig. 1 that a decrease in the con-
centration of phosphorus-impurity atoms in the para-
magnetic state would be proportional to Nnet – Nlow.
Thus, it should be expected that an increase in the
amplitude of the ESR signal related to Si-B1 would
amount to only half of a decrease of the signal related
to phosphorus donors, which agrees well with experi-
mental data [23].

If the A-center has a donor level, the value of Nnet

should increase after irradiation to  = NP + NA, and,
after termination of the A-center ionization, we would
observe an increase in the charge-carrier concentration
by a value of NA compared to the initial phosphorus
concentration. Since such an increase is not observed,
we should assume that, simultaneously with the A-cen-
ters, other acceptor defects with virtually the same

Nnet
irr
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introduction rate are produced under irradiation. More-
over, as follows from Fig. 1, this acceptor center should
be annealed in exactly the same way as the A-center.
Although, at first glance, such a correlation appears to
be unlikely, it can be logically expected for generically
related radiation defects. Moreover, it was such behav-
ior that was revealed from the DLTS data for E(0.18)
and the hole trap H(0.42) [12].

It is assumed that the H(0.42) center is related to the
complex CiOi [23–25]. In turn, a correlation between
the spatial distributions of the A-center and CiOi is con-
sistent with the data reported [26] and related to elec-
tron transitions between these centers in irradiated sili-
con. It is the result of the effect of this interimpurity
recombination mechanism that may account for the
anomalously high recombination activity of the oxy-
gen–vacancy complex in silicon.

Thus, we have shown that the assumption that the
A-center in silicon is a defect that introduces a single
acceptor level into the upper half of the band gap is incon-
sistent with experimental data of the Hall coefficient mea-
surements. The model according to which the A-center in
silicon has an acceptor level near Ec – 0.16 eV and a
donor level in the vicinity of Ec – 0.20 eV is more sat-
isfactory.
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Abstract—The electrical properties of single crystals of synthetic semiconducting diamonds of p- and n-types
with B and As impurities were studied. The method of space-charge-limited currents revealed As-related
monoenergetic carrier traps and traps with exponential distribution of the density of states. The possibility of
using the crystals of a synthetic semiconducting diamond in alpha-particle detectors and temperature-sensitive
elements is demonstrated. © 2000 MAIK “Nauka/Interperiodica”.
Possessing a set of unique properties, a synthetic
semiconductor diamond (SSD) is a promising material
for electronics [1]. However, further investigations and
applications are restricted by the complexity of its dop-
ing. Here, we report results obtained by studying the
electrical properties of SSD single crystals grown
under varied doping conditions and consider examples
of their possible use in sensors.

The single crystals under study were grown by
spontaneous crystallization [2], with TiC being intro-
duced into the starting charge as a nitrogen getter, and
B and As, as acceptor and donor impurities. By varying
the composition and concentration of these additives,
several sets of p-type SSD crystals were obtained with
resistance in the range R = 10–105 Ω , as well as n-type
crystals with R > 106 Ω .

The single crystals had the shape of a cube or a cubic
octahedron 0.4–0.8 mm in size. Contacts with the areas
of 5 × 10–4–1 × 10–5 cm2 were formed on their opposite
(111) faces by a laser technique employing a multicom-
ponent formulation with carbide-forming additives. Sil-
ver or gold wires were laser-welded to the contacts.

The conduction type of relatively low-resistivity
crystals was determined from thermoelectric power
measurements. The impurities responsible for the con-
duction were identified by the temperature dependence
of resistance (Fig. 1). For example, for samples synthe-
sized in the presence of a TiC getter and a minor addi-
tion of boron (the content of additives in the charge is
given in Fig. 1 captions), the impurity activation energy
Ea = 0.35 eV (Fig. 1, curves 3, 4) is close to that known
for boron-related acceptor centers. For a higher boron
content (curves 1, 2), Ea ≈ 0.20 eV. A decrease in Ea in
crystals of this kind is related, as shown previously [3],
to the increasing concentration of boron.

For high-resistivity crystals obtained in the absence
of a TiC getter in the charge (curve 6), the activation
energy (Ed = 1.6 eV) is characteristic of a deep nitro-
1063-7826/00/3410- $20.00 © 21116
gen-related donor center. On addition of arsenic to the
charge (curve 5), an activation energy appears (Ed =
0.7 eV), corresponding to an As-related level in the
band gap of SSD [4].

The specific features of R(T) curves in the low-tem-
perature region are typical of the case of hopping con-
duction [5].

Figure 2 shows current–voltage (I–V) characteris-
tics for a number of crystals obtained under varied syn-
thesis conditions. Let us consider in more detail the
properties of SSD crystals of batch 5 (curve 5 in Fig. 1)
with electrically active As centers. The specific features
of the I–V characteristics of these crystals can be
explained in terms of the model of space-charge-lim-
ited currents (SCLC) with the monopolar injection of
electrons into an SSD containing electron traps [6].

I–V characteristics 51 and 52 are typical of the case
of two kinds of monoenergetic traps with energy levels
E1 and E2 and concentrations N1 and N2. When the
Fermi level (EF) in SSD crystals satisfies the condition
EF < E1 < E2, the sharp rise in the current is preceded at
low voltages by a quadratic portion in the I–V charac-
teristic (curve 52). For E1 < EF < E2, an ohmic portion is
observed at low voltages (curve 51). Each of the
I−V characteristics contains two portions of a nearly
vertical rise in the current at voltages corresponding to
the complete occupation of traps first with energy E1
and then E2.

The “trap-controlled” quadratic portions of the
I−V characteristics are described by the expression [6]

(1)

where θ = (Nc/gNt)exp(Et – Ec)/kT, L is the contact
spacing, and the remaining symbols have conventional
meaning.

I εµnθU2( )/L3,=
000 MAIK “Nauka/Interperiodica”
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For high voltages, the I–V characteristics exhibit a
“trap-filled” quadratic portion

(2)

The expressions for the characteristic portions and
points of the I–V characteristics make it possible to
determine the parameters of free charge carriers and
impurity states. For example, expression (2) was used
to evaluate the electron mobility µn. The parameters of
the donor level governing the equilibrium carrier con-
centration was determined from the ohmic portion of
the I–V characteristics. The slope of the  = f(1/T)
dependence at a fixed voltage in the temperature range
T = 300–800 K yields the donor activation energy Ed =
0.7 eV. The donor concentration N0 was determined
from the intersection of this straight line with the ordi-
nate axis at 1/T  0. As shown by calculations, the N0
values in SSD samples with different resistances fall
within the range of 1016–1019 cm–3.

Using equation (1) and the expression for the volt-
age corresponding to the complete trap occupation [6],
we evaluated the trap parameters. The scatter of the E1
and E2 values (0.5 and 0.58 eV, respectively, for sample 51)
did not exceed 0.05 eV, and that of N1 and N2 (2 × 1011 and
5 × 1011 cm–3, respectively) was no larger than an order
of magnitude.

Application of the SCLC method to calculations of
this kind was also justified by the existence of a linear
dependence of I on 1/L3 in the quadratic portions of the
I–V characteristics, obtained in measurements for dif-
ferent samples.

I–V characteristics with stronger-than-linear I(U)
dependences (Fig. 2, curves 53, 54) demonstrate the
presence of traps with an exponential energy distribu-
tion of density [6] in the SSD single crystals. In this
case,

(3)

where l = T/Td, and Td is a characteristic distribution
constant, with Td > T.

When such a distribution begins at the conduction
band bottom, it can be described by

(4)

where h(E) is the trap-level concentration in a unit
energy interval.

The parameters Td and H calculated from the tem-
perature dependences of I–V characteristics for such
samples (Fig. 3) exhibit a linear dependence of 
on 1/kTd. As shown in [7] using the method employed
in this study, this dependence is well described by a
model that takes into account the presence of a
monoenergetic trap level with energy Et in the band gap

I εµnU2( )/L3.=

Ilog

I Ncµe1 l– εl
l 1+( )h

-------------------
l 2l 1+

l 1+
-------------- 

 
l 1+ Ul 1+

L2l 1+
------------,=

h E( ) H/kTd( ) E/kTd–( ),exp=

Hlog
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and traps with the density of states exponentially
decreasing from this level down into the band gap

(5)

Here, E is the energy of traps in the exponential distri-
bution, still reckoned from the conduction band bot-
tom; H ' is the total density of traps in the distribution
below Et; and H = H'exp(Et/kTd). These traps are shown
schematically in the insert in Fig. 1.

The slope of the straight line  = f(1/kTd) yields
a value of Et, and the intersection of this straight line
with the ordinate axis at 1/kTd  0, a value of H '. For
the SSD samples studied, the values of Et were within
0.57–0.61 eV, and H ', in the range of 109–1012 cm–3.

At temperatures higher than 520 K and low volt-
ages, an ohmic portion with parameters governed by
the 0.7-eV level appears in the I–V characteristics.

The calculated energies of local levels are close to
the previously obtained values [4, 8]. The fact that the

h H'/kTd( ) E/kTd–( ) Et/kTd( ).expexp=

Hlog
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Fig. 1. Temperature dependences of the resistance of SSD
samples obtained by synthesis from a charge containing,
respectively, B, As, and TiC: (1) 0.1, 0, and 6; (2) 0.1, 2, and
6; (3) 0.003, 0, and 6; (4) 0.003, 2, and 6; (5) 0.003, 2, and
0; and (6) 0.1, 0, and 0 wt %. The insert shows the energy
levels of B, As, and N in diamond (in eV with respect to the
conduction-band bottom or the valence-band top).
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concentration N0 exceeds by many orders of magnitude
the values of N1 and N2 gives no means of explaining
the nature of the discovered centers in terms of the mul-
ticharged donor model [8]. These centers are probably
related to different types of arsenic incorporation into
the diamond lattice. The existence of an exponential
distribution of trap density below Et = E1 may be attrib-
uted to a strong structural lattice disordering near this
trapping center.

The SSD samples studied exhibit sensitivity to
alpha particles. This fact is of interest, alpha particle
detectors being commonly based on natural diamond.

The highest sensitivity was observed for structures
with monoenergetic traps in the second quadratic por-
tion of the I–V characteristic. The detection was
impaired and eliminated when traps with the exponen-
tial energy distribution of trap density appeared in crys-
tals and their concentration increased. This behavior

1

1'

6

51

52

53 54

–4

–6

–8

1 2 3
log(U, V)

log(I, A)

Fig. 2. The I–V characteristics of SSD crystals 1, 5, and 6 (see
Fig. 1) at 300 K (1; 51–54; 6) and 77 K (1'). SSD crystals
51−54 were obtained under identical synthesis conditions.
becomes understandable if we take into account the
conditions for efficient detection: high carrier drift
velocities and the absence of carrier trapping. The trap-
ping can be diminished by using pure samples or by
employing conditions in which traps are already filled
before irradiation. It is conditions of this kind that are
realized in crystals with monoenergetic traps: the
deeper trap level is occupied completely, and the sec-
ond to a large extent.

Let us briefly consider some properties of p-type
SSD single crystals.

The I–V characteristics of low-resistivity crystals at
300 K follow Ohm’s law up to currents of ~1 mA. At
77 K, they show (as do high-resistivity crystals at
300 K) power-law I(U) dependences characteristic of
the SCLC mode (Fig. 2, curves 1, 1').

The strong temperature dependence of the resis-
tance and the constant slope of the  = f(1/T)
dependence in a wide temperature range (Fig. 1) sug-
gest that p-type SSD crystals can be used as efficient
temperature sensors. The highest stability was observed
for low-resistance (10–103 Ω) crystals obtained in the
presence of TiC and large amounts of boron.

Rlog
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14 18

log(H, cm–3)

1/kTd, eV–1

log(I, A)

–4
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–8

0 1 2
log(U, V)

Fig. 3. I–V characteristics of sample 5 (see Fig. 1) with
exponential trap density distribution. T = (1) 300, (2) 370,
(3) 410, (4) 520, and (5) 500 K. Insert: a  = f(1/kTd)
plot.

Hlog
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The SSDs with contacts deposited as described
above can be used as chip sensors. Also, SSD samples
were fabricated with a working crystal overgrown with
an encapsulating insulating diamond layer. These sam-
ples, used as thermal vacuum gages at gas pressures in
the range from 5 × 10–2 atm to atmospheric pressure,
exhibited better sensitivity than such vacuum gages as,
e.g., PMT-2.
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Abstract—The features of optical transitions in the photon-energy range of 1.85–3.00 eV in single-crystal
Ca4Ga2S7:Eu2+ were determined from optical measurements in the temperature range of 77–300 K. It was
ascertained that indirect and direct optical transitions with band gaps of Egi = 1.889 eV and Egd = 2.455 eV,
respectively, occur at 300 K in the photon-energy ranges of 2.2–2.6 and 2.6–3.0 eV. The temperature coeffi-
cients of Egi and Egd are equal to –5.15 × 10–4 and –14.86 × 10–4 eV/K, respectively. © 2000 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Ca4Ga2S7:Eu2+ belongs to the group of highly effi-
cient luminophors with the common formula
CamGa2Sn:REE (REE stands for rare-earth element),
where n = 4, 5, 6, …, and m = n – 3 [1]. As far as we
know, there is no available data on the band structure of
compounds of the Ca4Ga2S7 type. Studying the optical
properties of semiconductors makes it possible to reli-
ably determine the most important characteristic
parameters, including the band gap, effective masses
and mobilities of electrons and holes, and acoustic and
optical phonon energies. In this paper, we report the
results of studies of the optical-absorption coefficient α
in Ca4Ga2S7:Eu2+ single crystals.

2. GROWTH OF Ca4Ga2S7:Eu2+ SINGLE 
CRYSTALS

Polycrystalline Ca4Ga2S7 samples were obtained by
fusing the CaS and Ga2S3 components mixed in stoichi-
ometric proportions at a temperature of 1400 K. The
samples were synthesized either in evacuated quartz
1063-7826/00/3410- $20.00 © 21120
ampules (10–5 Torr) or in a quartz crucible under a layer
of activated carbon. In order to obtain data on the sym-
metry and structure of the samples, we performed
X-ray diffraction analysis. Four diffraction peaks posi-
tioned at 2θ = 27°40′, 31°32′, 42°06′, and 56°00′ can be
distinguished in the diffraction pattern (Fig. 1)
(a DRON 3M diffractometer, CuKα radiation, and an
angle range of 10° < 2θ < 60°). The interplanar spac-
ings (d) determined from the corresponding reflections
are 3.221, 2.834, 2.082, and 1.642 Å. The synthesized
crystals have an fcc structure with lattice constant
a = 5.67 Å. The indices of the reflections are (111),
(200), (220), and (222). An analysis of the experimental
data suggests that, as a result of the interaction of the
4CaS and Ga2S3 components, a cubic structure of the
sphalerite type is formed.

The fact that the ionic radii of REEs (0.80–1.04 Å)
and Ca (0.99 Å) are almost the same is conducive to
isomorphous incorporation of an activator into the
matrix, which causes high-intensity luminescence with
sharply defined spectral lines [2, 3].
222
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Fig. 1. Diffraction pattern of Ca4Ga2S7.
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Ca4Ga2S7:Eu2+ single crystals in the shape of cylin-
drical ingots 8–10 mm in diameter and 15–17 mm long
were obtained by the Bridgman–Stockbarger method.
The Ca4Ga2S7:Eu2+ samples were produced by grinding
single-crystal ingots. As the thickness of the samples
increases, their color changes from light orange to red.

3. METHOD OF MEASUREMENTS

A setup based on an MDR-12 monochromator was
used to study the spectral dependence of the absorption
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hν, eV
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Fig. 2. Spectral dependences of the optical-absorption coef-
ficient of Ca4Ga2S7:Eu2+ at temperatures T = (1) 115,
(2) 173, (3) 212, (4) 233, (5) 251, (6) 273, and (7) 300 K.
SEMICONDUCTORS      Vol. 34      No. 10      2000
coefficient α(hν) for the Ca4Ga2S7:Eu2+ single-crystal
samples in the temperature range of T = 77–300 K and
the photon-energy range of hν = 1.85–3.00 eV. An
incandescent lamp was used as an excitation source.

4. RESULTS AND DISCUSSION

Figure 2 shows the experimental dependences α(hν)
for a sample 70 µm thick at various temperatures. Three
portions can be distinguished in the curves: α is virtu-
ally independent of hν in the range of hν = 1.85–
2.03 eV, α increases rapidly with hν in the range of
hν = 2.03–2.50 eV, and α increases even more rapidly
with hν in the range of hν = 2.50–3.00 eV. In addition,
the dependence α(hν) shifts to longer wavelengths with
increasing temperature and the value of α ranges from
500 to 1040 cm–1.

The results were analyzed in accordance with the
theory of direct and indirect transitions [4–7]. It is well
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Fig. 3. Spectral dependence of (α – αb)1/2 for

Ca4Ga2S7:Eu2+ at temperatures T = (1) 115, (2) 173,
(3) 212, (4) 233, (5) 251, (6) 273, and (7) 300 K.
The Ca4Ga2S7:Eu2+ parameters determined from optical spectra

T, K Egi , eV Ke, cm–1/2 eV–1 Ka, cm–1/2 eV–1 Θ, K Ep, eV

115 1.997 22.4 17.7 53.9 0.0445

173 1.975 23.2 19.5 61.31 0.04

212 1.954 24.8 19.2 109.28 0.051

233 1.929 25.2 19.1 128.68 0.0675

251 1.933 29.1 19.5 202.27 0.0785

273 1.922 28.7 23.5 109.12 0.055

300 1.889 28.1 23.7 101.42 0.0415
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known that, in general, the quantity α(hν) may be rep-
resented as the sum of the following three components:

(1)α α i αd αb.+ +=

2.8

2.4
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(α – αb)2, cm–2
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Fig. 4. Spectral dependence of (α – αb)2 for Ca4Ga2S7:Eu2+

at temperatures T = (1) 115, (2) 173, (3) 212, (4) 233,
(5) 251, (6) 273, and (7) 300 K.

Fig. 5. Temperature dependence of the band gap for (1)
direct and (2) indirect transitions (Egd and Egi, respectively).
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Here, αi and αd are the optical-absorption coefficients
for indirect and direct transitions, respectively; αb is the
optical-absorption coefficient for background absorp-
tion and is virtually independent of the photon energy.

Figure 3 shows the experimental dependences of
(α – αb)1/2 on hν. Two rectilinear portions with differ-
ing slopes that increase with increasing temperature
can be recognized in the curves. According to the the-
ory of indirect transitions, these portions are related to
the absorption and emission of phonons; in this case,
the optical-absorption coefficient is defined as [8]

(2)

where Egi is the band gap for indirect transitions, Ep is
the phonon energy, Θ is the characteristic temperature,
T is the absolute temperature, and A is a quantity that
depends only slightly on hν and T. In formula (2), the
first term is related to the absorption of phonons (αa),
whereas the second term accounts for phonon emission

(αe); therefore, the slopes of the straight lines  =

f1(hν) and  = f2(hν) can be determined from the fol-
lowing expressions:

(3)

Thus, we have

(4)

We used the experimental data and formulas (2)–(4) to
determine the values of Egi, Ep, and Θ, which are listed
in the table.

As can be seen from Fig. 2, a sharp increase in the
absorption coefficient is observed in the photon-energy
region of hν ≥ 2.5 eV. In order to clarify the nature of
optical transitions in this energy region, we plotted
experimental data on (α – αb)2 against hν (Fig. 4) [9].
It can be seen that, for energies hν ≥ 2.5 eV, the values
of the optical-absorption coefficient fall nicely on a
straight line. Such a dependence indicates that the fun-
damental-absorption edge in Ca4Ga2S7:Eu2+ is due to
direct allowed optical transitions. In order to determine
the band gap for direct allowed transitions, we extrapo-
lated the straight lines (α – αb)2 = f(hν) to the value of
α − αb = 0.

Figure 5 shows the temperature dependences of Egi
and Egd (Egd is the band gap for direct transitions); tem-
perature coefficients of the above band gaps were deter-
mined from these dependences and were found to be
−5.15 × 10–4 and –14.86 × 10–4 eV/K, respectively.
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Abstract—The results of studying the temperature and frequency dependences of the permittivity of
Cd1 − xFexSe (x = 0.05, 0.105, and 0.14) semimagnetic semiconductors are reported. In the frequency region of
f < 10 MHz and at temperatures of T < 400 K, a thermally activated increase in the permittivity due to the hop-
ping mechanism of the charge exchange is observed. In the temperature region of T > 400 K, transport over the
bands becomes prevalent, which brings about a decrease in the permittivity and the disappearance of the fre-
quency dependence of electrical conductivity. © 2000 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

Dielectric properties and the electrical conductivity
of Cd1 – xMnxTe [1] and Cd1 – xFexTe [2] semimagnetic
semiconductors have been studied previously. A model
based on the hopping exchange of charges between
deep-level amphoteric defects was suggested in [1];
this model accounts for the observed phenomena of a
thermally activated increase in the permittivity for fre-
quencies up to 10 MHz. It follows from the available
experimental data that the arrangement of manganese
atoms in the CdTe lattice is nearly random. In contrast
with Mn atoms, Fe atoms tend to be correlatively
arranged, and, even for x ≥ 0.02, the overwhelming
majority of these atoms form pairs.

In this paper, we report the results of studying the
dielectric properties of Cd1 – xFexSe compounds (per-
mittivity ε, the dielectric-loss tangent , and the
resistance R) in the range of frequencies f from 0.1 kHz
to 30 MHz. In order to determine the band gap ∆Eg as
a function of the composition of the samples, we stud-
ied the cathodoluminescence at liquid-nitrogen temper-
ature (the experimental technique has been described
elsewhere [3]).

The Cd1 – xFexSe compounds are of potential inter-
est, because these semiconductors, in contrast with the
previously studied Cd1 – xMnxTe and Cd1 – xFexTe com-
pounds that have a sphalerite structure, crystallize in
the wurtzite structure [4]. The Cd1 – xFexSe compounds
are single-phase for x < 0.15.

2. CATHODOLUMINESCENCE

Figure 1 shows the cathodoluminescence spectra of
Cd1 – xFexSe compounds (x = 0.00, 0.05, 0.105, and
0.14); the spectra were measured at liquid-nitrogen
temperature. Two bands are observed in the CdSe spec-

δtan
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trum. A band peaked at a wavelength of λ = 670 nm is
related to band-to-band transitions [3]. A band at lower
energies (λ = 715 nm) is most likely a superposition of
several known lines of impurity edge emission [5].

The introduction of Fe with a concentration corre-
sponding to x = 0.05 results in the complete disappear-
ance of the impurity band, a decrease in the main-band
intensity by a factor of about 2, and an insignificant
change in its energy position. A further increase in the
Fe concentration causes the peak’s position to change
nonlinearly. The energy positions of the main-band
peak, which specify the band gap (∆Eg) as a function of
the Fe content in the compound, are listed in the table.

3. DIELECTRIC PROPERTIES

Temperature dependences of the capacitance, from
which the permittivity ε, the dielectric-loss tangent

 and the resistance R were determined, were mea-
sured using an E7-14 immitance meter (f = 0.1, 1, and
10 kHz). Before the measurements, platelets ~0.45 mm
thick were prepared from the Cd1 – xFexSe samples, and
layers of silver paste were deposited on the platelet’s
surfaces. The resulting capacitors were installed in a
cryostat with a temperature T varied in the range of
80−450 K. The accuracy of measuring the temperature
was ±0.5 K. The frequency dependences of ε, R, and

 were measured using a VM-507 impedance meter
(0.05–500 kHz) and a VM-560 quality-factor meter
(0.05–35 MHz) at fixed temperatures of T = 77 and
300 K.

Figure 2 shows the temperature dependences of per-
mittivity for Cd1 – xFexSe compounds (x = 0.05, 0.105,
and 0.14) at a frequency of f = 10 kHz. It can be seen
that a thermally activated increase in permittivity is
observed in the compounds under study. The corre-

δtan

δtan
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sponding activation energies ∆Eε determined from the
slope of the curves are listed in the table. Studies of the
temperature dependence of the capacitance for a CdSe
sample showed that, in the entire temperature range
(T = 80–500 K), the permittivity remains high (>100),
and a portion of an increase in permittivity is not
observed. This means that, as is the case for CdTe [1],
the permittivity of CdSe is activated at temperatures
lower than 80 K. Most likely, the activation energy for
this sample is lower than for a compound with x = 0.05.
As can be seen from the table, an increase in the energy
of thermal activation of permittivity for Cd1 – xFexSe
compounds occurs virtually simultaneously with an
increase in the band gap. This apparently means that, in
the Cd1 – xFexSe compound, the Fe atoms reside almost
randomly in the matrix and do not tend to form pairs or
more intricate complexes as is characteristic of
Cd1 − xFexTe [2]. Such sharp distinctions between the
arrangement of Fe atoms in the above compounds may
be explained, in our opinion, by a difference in the crys-
tal structures of the starting compounds: CdTe has the
zinc blende structure, whereas CdSe has the wurtzite
structure.

In Cd1 – xFexSe compounds, an interesting phenom-
enon is observed; this phenomenon is not characteristic
of Cd1 – xMnxTe and Cd1 – xFexTe compounds and con-
sists in the fact that the permittivity first increases with
temperature, reaches a maximum, and then decreases to
a value corresponding approximately to that in the low-
temperature region. In order to gain insight into the ori-
gin of this phenomenon, we compare the temperature
dependences of the permittivity ε and resistance R for
the sample with x = 0.105 (see Figs. 3 and 4, respec-
tively).

In the range of temperatures lower than that corre-
sponding to the peak of ε, a strong frequency depen-
dence of the sample’s resistance is observed, which is
characteristic of hopping conduction. This means that,
in this temperature region, there exists hopping trans-
port of the charge between defects whose ground state
is neutral. As a result of a hop, there appears a dipole
that brings about additional polarization; furthermore,
during the hop, an electron is involved in hopping con-
duction [1]. As the temperature is elevated further, the
dependences R(T) obtained at different frequencies
indicate that the frequency dependence of resistance
first becomes much weaker and then ceases to exist at
all. In our opinion, this is related to the fact that the lev-
els corresponding to the ground states of defects
responsible for the hopping exchange of charges are
relatively shallow, as a result of which the rate of
charge-carrier excitation to the conduction band
increases with increasing temperature. As a conse-
quence, the contribution of hopping processes to the
total conductivity decreases (see Fig. 4), and positively
charged defects come into existence, which lowers the
probability of hops occurring between neutral defects
and giving rise to additional polarization. As the tem-
SEMICONDUCTORS      Vol. 34      No. 10      2000
perature deviates further, the dominant conduction
mechanism becomes that related to conduction in the
band.

4. FREQUENCY DEPENDENCE OF ADDITIONAL 
POLARIZATION

Previously [1], we obtained the following expres-
sion that describes the dielectric susceptibility of semi-
conductors in which hopping charge exchange between
neutral defects occurs:

(1)

Here, P(T) = c(α5)2(∆E/kT)exp[–2α5 – (∆E/kT)] is
the probability of a hop [6], ∆E is the activation energy,
N is the defect concentration, 5 ≈ N–1/3, and τ is the
time of existence of the defect in a charge state different
from neutral.

Formula (1) is valid for a constant electric field with
strength E and for the frequency region f < 2/τ. In the
case of low-strength fields, formula (1) may be written
as

(2)

χ p
NP T( )τ e5E/kT( )sinh

2P T( )τ e5E/kT( ) 1+sinh[ ]
----------------------------------------------------------------------

E5
ε0E
---------.=

χ p
NP T( )τe252

ε0kT
---------------------------------= .

x = 0.14

x = 0.105

x = 0.05

x = 0.00

650600 700 750 800

Intensity, arb. units

λ, nm

Fig. 1. Cathodoluminescence spectra of Cd1 – xFexSe com-
pounds. The spectra were measured at T = 77 K.
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In actual semiconductors with high concentrations of
defects, the quantity τ ceases to be constant. This is
related to the fact that neighboring defects interact and
their properties become dependent on the interdefect
separation (see, for example, [7]). If the defects are dis-
tributed randomly, as is the case for the Cd1 – xMnxTe
and Cd1 – xFexSe compounds, it should be assumed that
the distances r between the components of the defect
pairs are also distributed randomly; i.e., we have

(3)

where ∆5 is the variance.
The magnitude of interaction is defined by the

degree of overlap of wave functions for neighboring
defects and, thus, depends on the distance between
these defects. This, in turn, in the case of high concen-
trations of defects, would give rise to the distance
dependence of the defects’ properties that are defined
by the electron wave function; in our opinion, these
properties also include the time of existence of the

n r( ) 5 r–( )2

2∆52
--------------------– ,exp∝

1

2

3

10–2

3 4 5 6

ε, arb. units

2
1000/T, K–1

Fig. 2. Temperature dependences of permittivity for
Cd1 − xFexSe compounds at a frequency of 10 kHz for x =
(1) 0.05, (2) 0.105, and (3) 0.14.

Energy-related parameters of the Cd1 – xFexSe samples

x ∆Eε, eV ∆Eg, eV

0.00 <0.12 1.85 ± 0.02

0.05 0.12 ± 0.03 1.85 ± 0.02

0.105 0.14 ± 0.03 1.87 ± 0.02

0.14 0.16 ± 0.03 1.92 ± 0.02
defect in the charge state τ that appears in formula (1).
It is impossible to ascertain the relation between n(r)
and τ(r) for deep-level centers. Assuming the existence
of such a relation, we may write

(4)

so that

(5)

Thus, in the case of f ≠ 0, the quantity Nτ in formula (2)
should be replaced by

(6)

where t = 1/f. Thus, we have

(7)

It follows from formula (7) that, in semiconductors
with a high concentration of deep-level centers, a dis-
persion of permittivity should be observed.

Figure 5 shows the frequency dependences of per-
mittivity for the Cd1 – xFexSe compound (x = 0.105) at
T = 77 and 300 K. It can be seen that there are two por-

n τ( ) ϕ τ( ),=

N n τ( ) τ .d

τ 0=

∞

∫=

n τ( )τ τ ,d

τ 0=

t /2

∫

χ p
P T( )e252

ε0kT
------------------------- n τ( )τ τ .d

0

t /2

∫=

1000/T, K–1

1

2

3

42 6 8 10

102

103

ε, arb. units

Fig. 3. Temperature dependences of permittivity of
Cd0.895Fe0.105Se at the frequencies f = (1) 0.1, (2) 1.0, and
(3) 10 kHz.
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tions (102–104 and 104–5 × 106 Hz) where the depen-
dence χp(f) may be represented as

(8)χ p τγ.≈

1

2

3

42 6 8 10

101

102

103

104

105

1000/T, K–1

R, kΩ

Fig. 4. Temperature dependences of resistance of the
Cd0.895Fe0.105Se sample at the frequencies f = (1) 0.1,
(2) 1.0, and (3) 10 kHz.

1

2

102 103 104 105 106 107

102

103

ε, arb. units

f, Hz

Fig. 5. Frequency dependences of permittivity for the
Cd0.895Fe0.105Se compound at the temperatures T = (1) 300
and (2) 77 K.
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For these portions, we may assume that

(9)

Substituting (9) into (7), we obtain

(10)

or

(11)

We can determine the values of (α + 2) = –γ from
experimental dependences χp(f). Then, for the linear
(on the –  scale) portion of χp(f), the distri-
bution of defects in their times of existence is given by

(12)

It follows from formula (11) that, for α = –2, there is no
dispersion, whereas, for α > –2, a normal dispersion
takes place, which is observed in our experiments (see
Fig. 5 and [2]). In this case, in the range of 102–104 Hz
(Fig. 5), we have α = –1.4 (i.e., n(τ) ∝ τ –1.4), whereas,
in the range of 104–5 × 106 Hz, α = –1.77, i.e.,
n(τ) ∝  τ−1.77. For α < –2, an abnormal dispersion should
be observed.
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Ž a̧

Ž
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Abstract—For the first time, ZnS:Cu films with an intense photoluminescence were prepared by a chemical
nonvacuum method. They were produced by means of the combined pyrolytic deposition of zinc and copper
dithiocarbamates onto glass and ceramic substrates heated up to 260–300°C. A close packing of practically
identical grains is characteristic of these films, with grain sizes depending on the substrate type. The photolu-
minescence and electroluminescence spectra include the blue, green, and yellow bands typical of copper. The
band-intensity ratio depends on the film-preparation conditions, as well as on their excitation, which makes it
possible to change the emission color of radiators in a wide range (from blue to white). © 2000 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

As radiation sources of green and blue emission,
thin ZnS:Cu films are of significant interest for produc-
ing various types of optoelectronic devices. The operat-
ing efficiency of such radiators is governed by the film
properties that depend on the film preparation method.
ZnS:Cu films obtained by known vacuum methods
have still not found a practical application due to the
fast degradation of thin-film electroluminescent struc-
tures compared with ZnS:Mn-based films.

Recently [1, 2], it was shown that thin-film elec-
troluminescent structures based on ferroelectric ceram-
ics with a ZnS:Cu layer fabricated by electron-beam
evaporation in vacuum (EBE method) with subsequent
annealing are characterized by slower (by more then
1−2 orders of magnitude) degradation of an electrolu-
minescent layer compared with conventional degrada-
tion for ZnS:Cu. This allows us to consider these struc-
tures to be promising for practical applications.

At present, chemical methods, first of all, chemical
decomposition of metal–organic compounds
(MOCVD), are also widely used in the preparation of
thin-film electroluminescent structures based on
ZnS:Mn films [3]. One of these methods, the simplest,
and quite promising, consists in the preparation of films
of various semiconductor materials from chelate
metal–organic compounds (MOC) [4–6]. Electrolumi-
nescent radiators based on ZnS:Mn films with high
brightness and light output are fabricated from these
precursors, among other thin-film elements and struc-
tures [4, 5]. The films were produced at temperatures of
240–300°C as a result of combined pyrolysis of zinc
1063-7826/00/3410- $20.00 © 21128
and manganese dithiocarbamates taken in the specified
ratios.

The aim of this work was to study the possibility of
obtaining electroluminescent ZnS:Cu films by a similar
nonvacuum chemical method from chelate MOC of
zinc and copper, and to investigate their crystalline
structure and emission spectra.

2. THE OBJECTS OF THE STUDY
AND EXPERIMENTAL METHODS

The chelate metal–organic compounds of zinc and
copper [7] used in this study belong to a class of metal–
organic compounds, for which the presence of complex
anions—ligands—is typical. The anions, i.e., ligands,
join the metal (a complexing agent) simultaneously by
their two constituents and form a chelate ring via the
chemical elements that produce an inner sphere of a
complexing agent. Atoms of sulfur, selenium, tellu-
rium, and oxygen can enter the composition of the
inner sphere directly surrounding a metal. We have
used dithiocarbamates [8] sulfur-containing compounds,
which were used by us previously [4], and later on by the
authors of [9] to prepare CdS and CdZnS films.

When depositing ZnS:Cu films doped directly in the
growth process (similar to [5] for ZnS:Mn), we used the
similar compounds ZnL2 and CuL, where L is a sulfur-
containing dithiocarbamate ligand. When obtaining
ZnS films, a single original substance was used, and,
for ZnS:Cu films, two substances were used; a pyridine
was used as a solvent.

Thermal analysis of ZnL2 and CuL compounds
showed that they have the same stages of substance
000 MAIK “Nauka/Interperiodica”
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transformation due to the effect of temperature. How-
ever, all the critical temperatures (melting, decomposi-
tion, and crystallization of the decomposition products)
have lower values for CuL (by 30–60°C) than for ZnL2.

The deposition of ZnS:Cu films was accomplished
in air in a flow-type nonhermetic reactor. The substrates
were mounted on a flat, horizontally placed heater.
Sputtering was performed with a sputterer placed
above the substrate and with the use of compressed air
at a pressure of (0.6–1.2) × 105 Pa. The deposition time
for a film 0.5–1.0 µm thick is 5–20 min, depending on
the sputtering rate and on the temperature of the sub-
strate. The concentration of the main initial species,
zinc dithiocarbamate [(C2H5)2NCS2]2Zn, is 4 wt %,
which corresponds to a ~0.1 M solution; the sputtering
rate is 1–2 ml/min; and the substrate temperature is
220–300°C.

The study of the dependence of the film growth rate
on the substrate temperature showed that, in the range
of 220–300°C, the growth rate changes from 5 up to
20 Å/s for ZnS films and from 3 up to 15 Å/s for Cu2S
films.

Due to this difference in the growth rates, the Cu
content in the initial solution (Cs) is chosen to be sub-
stantially different from the Cu content in the film (Cf);
similar to [6],

where V1 and V2 are the growth rates of ZnS and Cu2S
films, respectively, for constant values of the substrate
temperature and flux intensity of the source substance.
The values of V1/V2 obtained experimentally allow us to
calculate with sufficient accuracy the ratios of the
source substances, which provide a given concentration
of copper in the ZnS films.

Electroluminescence studies were carried out on
two types of structures, a conventional MISIM (metal–
insulator–semiconductor–insulator–metal) structure on
a glass substrate, where the radiation left through the
substrate, and an inverse MISIM structure on a ceramic
substrate, where the radiation left through the transpar-
ent upper electrode (similar to [2]). In the conventional
type of structure, In2O3 and Al were usually used as the
electrodes; SiO2 and Al2O3 films 80 and 100 nm thick
served as insulators. The electroluminescent layer was
~0.5 µm thick in both types of structures. All the oper-
ating layers, except for the electroluminescent one,
were deposited by electron-beam or thermal evapora-
tion in vacuum.

In the inversion-type structure, a thick layer of fer-
roelectric BaTiO3 ceramics served as an insulator
(~40 µm), which was deposited by a special technique
[2] onto the metallic electrodes deposited on the
ceramic substrates.

A nitrogen laser (radiation wavelength λ = 337 nm)
was used for photoluminescence (PL) excitation, and
electroluminescence (EL) was excited by a sinusoidal

Cs V1/V2( )C f ,=
SEMICONDUCTORS      Vol. 34      No. 10      2000
voltage with a frequency of 2 kHz. The morphology
studies of the film surfaces were performed using a
Nanoscope D3000 (Digital Instruments) scanning
probe microscope.

3. RESULTS AND DISCUSSION

The ZnS:Cu films prepared by the technology
described above were studied with the aim of assessing
their suitability for applications as electroluminescent
emitters, and their structural parameters were com-
pared with those of the films obtained by electron-beam
evaporation in vacuum [2]. The morphology of the film
surface was investigated in connection with the fact that
homogeneity of the film crystal structure is a prerequi-
site for obtaining a uniform steady emission.

The study of the morphology of the ZnS:Cu film
surface produced on various substrates showed that the
MOCVD-films on polycrystalline ceramic substrates
(with a grain size of 7–9 µm) consisted of joined crys-
tallites that had an identical elongated shape with sizes
of 0.07 × 0.15 µm, a quasi-parallel orientation with
respect to each other, and poorly pronounced facets
(Fig. 1a). The surface of films deposited on the glass
substrate consists of microcrystalline grains differing
greatly from each other in size, which range from 0.10
up to 0.30 µm (Fig. 1b), and without any predominant
shape or orientation.

When depositing ZnS:Cu films on ceramic sub-
strates by EBE, the films are produced in the form of a
microcrystalline aggregate with nonuniform joined
individual microcrystalline species without inherent
facets, i.e., the films consist of a xenomorphic microc-
rystalline grains (Fig. 1c). In addition, various types of
excrescences are observed at the boundaries of individ-
ual grains. It is noteworthy that the nonuniformity of
the crystallite distribution is not eliminated even after
high-temperature annealing (at ~800°C for 1 h in an
atmosphere of sulfur vapors) of the films deposited by
the EBE method, although the crystallite size increases
significantly. The distribution of the crystallite sizes at
the surface of a film is rather nonuniform, which is
illustrated by Fig. 2 where the distribution of the grain
number f1 over its area s for all three cases of film dep-
osition under consideration is shown.

The degree of microrelief development is shown in
Fig. 3 in the form of the height (h) distribution of the
number of points (pixels) f2 on the images of the film
surface which are shown in Fig. 1. The curves are
obtained by statistically processing the results of mea-
surements carried out in the scanning probe micro-
scope. The height in Fig. 3 corresponds to the distance
from the surface point being studied up to the point
which occupies the lowest position. The number of
points is expressed as a percentage relationship of the
calculated points to the total number of points (pixels) of
the entire image; the latter number is equal to 256 × 256,
i.e., to 65 536 points. It follows from Figs. 1–3 that the
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MOCVD films on ceramics have the smallest grain
sizes and the most uniform distribution both over the
area and by the height of the relief. This can be
explained by the fact that the chemical method used
corresponds to thermodynamic equilibrium than the
EBE method, and, in the case of deposition on the poly-
crystalline ceramic substrates, initially a significantly
larger number of crystallization centers are observed on
their surface than on the glass substrate.

It is found that the radiative properties of the films
depend most strongly on the copper concentration and
the conditions of film formation (the temperature and
substrate structure). We found that, at substrate temper-
atures in the range of 220–300°C, the dependence of
the luminescence intensity of ZnS:Cu films on the sub-
strate temperature is profoundly nonmonotonic.
A change of temperature in the range of 220–260°C has
virtually no influence on a weak luminescence inten-
sity, whereas a temperature increase from 260 to 300°C
results in an increase of 2–3 orders of magnitude in the
radiation intensity (depending on the copper concentra-
tion). The copper concentration in the solution (Cs) was
varied from 0.05 up to 1.60 wt %. As a result, it was
found that the PL intensity of the films in this range of
concentrations increases continuously; as for EL, the
intensity increase is limited by the concentration of
0.20 wt %. For higher values of activator concentration
(from 0.30 up to 1.60 wt % of Cu) the EL intensity is
actually reduced to zero.

It has been established that the radiation spectrum
depends on the film preparation conditions and on the
excitation of radiation in these films. The green-blue
color of PL characteristic of copper is most distinctly
revealed at a substrate temperature of ~300°C and a
copper concentration of ≥0.2 wt %. The PL spectrum
consists of a broad asymmetric band with peaks at
λmax = 420 and 525 nm (Fig. 4, curve 1). The ratio of the
band intensities is governed by the substrate tempera-
ture and the copper concentration in the films and can
change in a wide range, causing blue or green radiation.
The EL spectra are in the same range of wavelengths as
the PL spectra for ZnS:Cu films prepared for a similar
activator concentration and at the same deposition tem-
perature, but differ significantly in the ratio of the band
intensities and in their number. They represent the PL
spectra resolved in the bands with a half-width of
~30 nm (Fig. 4, curves 2, 3). These curves also illus-
trate the influence of the substrate type—amorphous
(glass) or polycrystalline (ceramics)—on the EL spec-
tra. Thus, in the emission spectrum of ZnS:Cu films
deposited on a ceramic substrate, a yellow band (λmax =
570 nm) is dominant, whereas a green (λmax = 520 nm)

Fig. 1. Image of the ZnS:Cu film surface obtained using
scanning probe microscopy: (a, b) the films were deposited
by the MOCVD method on ceramic and glass substrates,
respectively; (c) the films were deposited by the EBE
method on ceramic substrates.
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Fig. 2. Distribution of the number of grains by their area; (a, b) the films were deposited by the MOCVD method on ceramic and
glass substrates, respectively; (c) the films were deposited by the EBE method on ceramic substrates.
band prevails in the spectrum of the same films depos-
ited on a glass substrate. In this case, the presence of
blue, green, and yellow bands determines a nearly
white emission color of electroluminescent structures
on the glass substrate and a yellow-green color of the
structure on the ceramic one.

The emission spectrum of the ZnS:Cu films being
studied is presented in the table as a function of excita-
tion type and substrate material. The wavelengths
(λmax), relative intensities (I) of the bands in the emis-
sion spectra of ZnS:Cu films, and the identification of
emission centers in accordance with published data are
given in the table.

1.0

0.5

0 30 60 90 120 150
h, nm

f2, %

Fig. 3. Distribution of the number of points by their height
on the ZnS:Cu film surface obtained by statistical process-
ing of the scanning-probe microscopy data: (a, b) the films
were deposited by the MOCVD method on ceramic and
glass substrates, respectively; (c) the films were deposited
by the EBE method on ceramic substrates.

a

b

c
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The data listed in the table allow us to conclude that
the emission bands at 420, 445, and 520 nm are caused
by the centers related to copper, whereas the formation
of a yellow band (570 nm) possibly involves both the
copper centers and the self-activated emission centers.
Such a spectral band was observed in both self-acti-
vated [15] and copper-doped films of zinc sulfide
[1, 13, 14]. As for the radiation band with λmax =
485 nm, we may conclude with a certain confidence
that it is not related to the emission of copper centers.
According to the available data, this band can be attrib-
uted to self-activated ZnS emission or, possibly, to the
emission of unknown impurity centers. The presence of
blue, green, and yellow emission bands indicates that
various emission centers related to copper exist in

1.0

0.5

0
450400 500 550 600 650

λ, nm

Intensity, arb. units

1 2

3

Fig. 4. Photoluminescence (1) and electroluminescence
(2, 3) spectra of ZnS:Cu films on the (1, 2) glass and
(3) ceramics.
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Radiation spectrum of ZnS:Cu films

Photoluminescence Electroluminescence

Type of center Sourceglass substrate glass substrate  ceramic substrate

λmax, nm I, arb. units λmax, nm I, arb. units λmax, nm I, arb. units

420 0.78 420 0.02 420 0.2 Cu [10], [11]

445 0.30 445 0.3 Cu [12]

490 0.85 485 0.5 Self-activated or impurity –

525 1.00 520 1.00 520 0.3 Cu [12]

575 0.67 570 1.0 Cu [1], 13], [14]

and self-activated [15]
ZnS:Cu films; in these centers, compensation of the
charge of Cu+ is accomplished by the various defects of
the ZnS structure. The appearance of such centers is
caused by the absence of a coactivator, which, as a rule,
is introduced to compensate the copper charge in con-
nection with the nonisovalent character of its incorpo-
ration into ZnS.

The differences we found in the ratio of band inten-
sities in the emission spectra of structures on glass and
ceramic substrates, can apparently be caused by the dif-
ference in the crystalline structure (grain sizes) and, thus,
in the structural defects in these films (Figs. 1a, 1b). Such
a dependence was also recently observed for ZnS:Cu
films prepared by the EBE method [11].

The features of radiation spectra observed in the
cases of photoexcitation and electroexcitation can be
caused by differences in spatial localization of the exci-
tation energy over the film volume in the presence of
nonuniformly distributed emission centers of dissimilar
types and also by the various ways of excitation energy
transfer by the emission centers for different excitation
types.

Thus, for the first time we managed to obtain elec-
troluminescent ZnS:Cu films by a chemical nonvacuum
MOCVD method from chelate metal–organic com-
pounds—zinc and copper dithiocarbamates—by means
of their combined pyrolysis at temperatures of
260−300°C. It is established that these films have a
more ordered structure and a less pronounced surface
relief compared to films produced by electron-beam
evaporation in vacuum. The structure of films deposited
on a smooth surface of amorphous glass substrates is
characterized by larger crystallites than in the case of
deposition on the rough surface of polycrystalline
ceramics. A strong dependence of the emission inten-
sity on the substrate temperature and copper concentra-
tion is observed. A temperature of 300°C is favorable
for film production. The concentration dependences of
PL and EL are different. The copper content Cs ≈
0.2 wt % is favorable for EL. As a result of our studies,
it is established that the films contain centers of blue,
green, and yellow emission characteristic of copper.
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Abstract—The parameters of deep-level centers in lightly doped 4H-SiC epilayers grown by sublimational epi-
taxy and CVD were investigated. Two deep-level centers with activation energies Ec – 0.18 eV and Ec – 0.65 eV
(Z1 center) were observed and tentatively identified with structural defects of the SiC crystal lattice. The Z1
center concentration is shown to fall with decreasing uncompensated donor concentration Nd – Na in the layers.
For the same Nd – Na, the Z1 center concentration is lower in layers with a higher dislocation density. © 2000
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Deep-level centers are known to affect semiconduc-
tor device parameters, such as the minority carrier life-
time, leakage currents, breakdown voltages of p–n-struc-
tures and the temperature coefficients of these voltages.
It is also known that, along with impurities, intrinsic
defects of the semiconductor crystal lattice may con-
tribute to the deep-level center formation. Accordingly,
the device parameter optimization requires that the
influence of structural defects on the deep-level center
spectrum in the band gap be studied. Investigations of
this kind are especially important for silicon carbide in
which practically all of the known deep-level centers
[1] include, or comprise, intrinsic defects.

We report here the results of a comparative study of
the deep-level center spectra in 4H-SiC epilayers fabri-
cated by sublimational epitaxy on SiC substrates of var-
ied degrees of structural perfection.

2. SAMPLES

SiC substrates were produced by the Lely [2] and
modified Lely methods (ML substrates) [3]. For ML
substrates we used crystals commercially manufac-
tured by CREE Co. [4] and those produced at
St. Petersburg State Electrotechnical University (SPbSEU).
The Lely substrates were fabricated at the Podolsk
Chemical-Metallurgical plant (PCMP) [5]. Epitaxial
layers were grown by sublimational epitaxy (SE) at the
Ioffe Physicotechnical Institute (PTI) [6] and
Linköping University, Sweden, (LiU) [7], and also by
chemical vapor deposition (CVD) at CREE [4]. The
n-layer thickness was 5–7 or ~30 µm (for the layers
grown at LiU); the substrate thickness was about
400 µm. Schottky diodes 400–800 µm in diameter
were fabricated on the epilayer surface by the magne-
1063-7826/00/3410- $20.00 © 1133
tron sputtering of Ni. Ohmic contacts to the back of the
substrate were formed by firing in at ~1000°C a Ni
layer deposited by vacuum evaporation.

3. EXPERIMENT

3.1. X-ray Data

The dislocation density in commercial SiC ML sub-
strates is commonly about 104–106 cm–2; in addition,
extended micropipes are present. The “classical” Lely
method allows the fabrication of micropipe-free SiC
substrates with a dislocation density of 10–104 cm–2

[8]. However, the Lely substrates have a small area (less
than 1.5 cm2), and fabrication by this method of 4H
polytype crystals, the most promising for semiconduc-
tor devices, is rarely successful, making such substrates
commercially unpromising. Previously [9, 10], X-ray
studies of 6H- and 4H-SiC ML substrates before and
after SE layer formation showed that the layer perfec-
tion may be higher than that of the substrate used. Scan-
ning electron-microscope studies have revealed a total
overgrowth of small defects and the partial “healing” of
large substrate defects (macropipes). At the same time,
no substantial decrease in the dislocation density was
observed in CVD-grown epitaxial SiC layers.

In this study, the structural perfection of the sub-
strates with already deposited epitaxial layers was eval-
uated by X-ray diffractometry in the asymmetric

( ) CuKα reflection in the Θ-scan mode. The
depth (~5 µm) of the layer responsible for the diffrac-
tion peak in this reflection does not exceed the epitaxial
layer thickness. The obtained results are listed in the
table.

101.7
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Fig. 1. Arrhenius plots for the observed deep-level centers: (1, 3) Z1 and (2, 4) Ec – 0.18 eV; in samples (see table): (1, 2) CS219,
(3) S-187, and (4) S-187 after irradiation with 8 MeV protons.
As can be seen from the table, the half-widths of the
rocking curves (ωΘ) for the SE layers of samples
CS189, CS220, and CS219 do not differ substantially
from that for the S-002 sample with a layer grown on a
Lely substrate and having the best characteristics of all
the epitaxial layers. The high quality of the epitaxial
layers on the Lely substrates is ensured by the structural
perfection of the substrates. Thus, we can conclude that
the structure of the CS series substrates is disturbed
only slightly. A large scatter of half-widths is observed
for sample S-187, indicating a highly nonuniform dis-
tribution of the substrate defects. For the V0017-4 sam-
ple with a CVD epitaxial layer, the half-width is notice-
ably larger.

3.2. Capacitance–Voltage (C–V) Characteristics
and DLTS Measurements

The C–V characteristics were measured on a stan-
dard setup with a parallel equivalent circuit at a fre-
quency of 10 kHz. The concentrations of uncompen-
sated donors (Nd – Na), found from the C–V data, and
those of deep-level centers, determined from the DLTS-
Parameters of the epitaxial structures studied

Sample
Method (place) of fabrication

Nd – Na , cm–3 ωΘ, in the (10 .7) 
reflection

Ndc , cm–3

of the substrate of the layer Z1 (Ec – 0.7 eV), 
σn = 10–14 cm–2

(Ec – 0.18 eV), 
σn = 4 × 10–15 cm–2

S-187 ML (SPbSEU) SE (PTI) 4.5 × 1016 20–250 1.5 × 1014 <1013

S-002 Lely (PCMF) SE (PTI) 3.1 × 1016 8–9 6 × 1014 <1013

V0017-4 ML (CREE) CUD (CREE) 1.5 × 1016 50–60 <1013 <1013

CS189 ML (CREE) SE (LiU) 1.05 × 1016 12–30 2.5 × 1014 <1013

CS220 ML (CREE) SE (LiU) 3.4 × 1015 8–15 3.5 × 1013 3.2 × 1014

CS219 ML (CREE) SE (LiU) 2 × 1015 12–30 3.5 × 1013 6 × 1014

Note: ML stands for the modified Lely method; SE, for sublimational epitaxy; CVD, for chemical-vapor deposition; Ndc, for the concentra-
tion of observed deep-level centers.

1
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signal amplitudes for different types of samples, are
listed in the table.

A study of deep-level centers revealed two types of
traps in the upper half of the band gap, with energy lev-
els Ec – (0.16–0.18) eV and Ec – 0.65 eV. The latter is
known in the literature as the Z1 center [11]. Figure 1
shows Arrhenius plots for the observed deep-level cen-
ters. It can be seen that the recharging times of the Z1
center are the same for the PTI and LiU layers. The
identity of the center parameters for layers grown on
different installations, with different impurity composi-
tions of the vapor phase, confirms its purely defect-
related nature. The shallower center was not found in
the S-002 and S-187 samples, but a center with very
close parameters appeared in sample S-187 upon irra-
diation with protons [12].

Figure 2 shows the Z1 center concentration NZ1 as a
function of Nd – Na for the samples studied in this work.
It can be seen that the Z1-center concentration typically
grows with increasing Nd – Na in most structures. Sam-
ples V0017-4 (where no such center was found) and
S-187 (where the Z1 concentration appeared to be
much lower than would be expected from the Nd – Na

value) fall outside of the general dependence. We note
that in the first case the epitaxial layer was CVD-grown
and its ωΘ value was larger than that of the substrate
used; in the second case, a substrate with a low degree
of structural perfection was used for SE growth.

It can also be noted that, by contrast, the concentra-
tion of the Ec – (0.16–0.18) eV center increases with
decreasing Nd – Na in the layer, but data on this center
(including those published) are insufficient for estab-
lishing a clear-cut correlation.

4. DISCUSSION

As follows from the obtained X-ray data, the struc-
tural perfection of the 4H-SiC SE layers compares well
with that of the ML substrates used for their growth.
New dislocations are not formed during the sublima-
tion growth. Thus, a conclusion can be made regarding
the structural properties of the SE 4H-SiC epitaxial lay-
ers, similar to that for SE 6H-SiC layers.

According to ESR data [10, 11], both kinds of deep
centers found in 4H-SiC layers are associated with
structural defects in the lattice. The shallower center is
an elementary defect, i.e., an isolated vacancy in the sil-
icon sublattice or an interstitial atom, and the Z1 center
is a vacancy in the carbon sublattice.

As shown previously for 6H-SiC [13], the deep-cen-
ter concentration for SE layers is 2–3 orders of magni-
tude higher than that for CVD layers with the same
Nd − Na, the half-width ωΘ being larger for the CVD
layer. It has been suggested [13] that, since SiC layers
grow in CVD epitaxy at substantially lower tempera-
tures, as compared with the SE process, (~15000 and
2000°C, respectively), conditions for strain relaxation
via the formation of deep-level centers associated with
SEMICONDUCTORS      Vol. 34      No. 10      2000
structural defects do not yet exist in the CVD layers. In
the case under consideration, such relaxation may
occur, for example, via the formation of a great number
of dislocations. In other words, the dislocations formed
during CVD layer growth serve as sinks for elementary
lattice defects. No sinks of this kind exist in the SE epi-
taxial layers, and the given defects form electrically
active deep-level centers. This assumption explains the
observed lower concentration of deep levels and the
higher dislocation density in the CVD 4H-SiC layers as
compared with the layers grown by sublimational epit-
axy.

5. CONCLUSION

This study confirms that the correlation between the
dislocation density, the concentration of uncompen-
sated donors, and the deep-center concentration, previ-
ously established for 6H-SiC layers, holds in the case
of epitaxial 4H-SiC layers. According to the obtained
data, the concentration of the characteristic background
center Z1 in 4H-SiC falls with decreasing Nd – Na. For
the same Nd – Na, it is lower in layers with a high dislo-
cation density.
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Abstract—The temperature and pressure dependences of photoconductivity, the photoelectromagnetic effect,
dark electrical conductivity, and the Hall coefficient in p-CdxHg1 – xTe samples with x ≈ 0.20–0.22 were mea-
sured at low temperatures. It is shown that recombination transitions in the temperature region of T < 30–40 K
may be interpreted in the context of the two-level Shockley–Read model with allowance made for the freezing-
out of majority charge carriers (holes). Furthermore, the second recombination center, which manifests itself
only in the aforementioned temperature region, is an acceptor of a non-Coulomb type with an ionization energy
of about 10–15 meV. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION
The photoelectric properties of CdxHg1 – xTe (CMT)

single crystals and epilayers, which is one of the basic
materials of infrared (IR) photoelectronics, still attract
considerable interest. The n-type material has now been
reasonably well studied owing to advances in technol-
ogy. Its kinetic coefficients have been determined with
a high accuracy, and the recombination mechanisms in
the temperature range of 4.2–300 K are considered as
known (see, for example, review [1]). The results of
experiments are reproducible. The situation with p-type
material is much more intricate. Publications devoted
to n-CMT far outnumber those concerned with p-CMT.
This is also true for photoelectric studies, especially in
the low-temperature range. Meanwhile, in recent years,
a wide use of single crystals and epilayers with hole
conduction in the IR photodiodes has been evident. As
is known, such photodiodes operate at low tempera-
tures. The photodiode characteristics depend apprecia-
bly on the parameters of nonequilibrium charge carriers
in the p-layer.

The recombination processes for the charge carriers
in p-CMT were studied and reported in a number of
publications [2–7]. It was found that, in contrast with
n-CMT, there was a large spread in the experimental
data related to p-type material. This is true for both the
values of the main parameters of nonequilibrium
charge carriers (the lifetime τ, the diffusion length L,
the surface-recombination rate s, and so on) and the
determination of the predominant recombination
mechanism itself in different temperature ranges. The
aforementioned spread in the data was primarily attrib-
uted to the low structural quality of p-type crystals;
large differences in the conditions of their growth,
annealing, and treatment; and the different state of the
surface of samples. The main result of these studies
1063-7826/00/3410- $20.00 © 21137
amounts to the fact that, in p-CMT with x = 0.20–0.30,
the Shockley–Read mechanism is predominant, as a
rule, in the recombination processes at temperatures of
T < 150–200 K. On this basis, a large spread in the life-
times τ = 10–9–10–6 s is attributed to different concen-
trations of defects and impurities in the crystals. In
addition, it follows from various publications that at
least three types of recombination levels are present in
the p-CMT band gap, with the depth depending on the
composition (for x = 0.2, we have the energy separa-
tions of 10–15, 40–45, and 60–70 meV, respectively,
from the valence-band top); these levels also feature a
large spread in the capture cross sections for the major-
ity and minority charge carriers.

In n-CMT, the recombination centers are certainly
defects of the acceptor type [1]. As for p-CMT, the
inferences in different publications have been contra-
dictory; and, thus, the type of recombination center has
remained uncertain to a large extent. Since attempts to
explain the temperature dependences of τ in p-CMT in
the context of the single-level Shockley–Read model
have not met with actual success, several scientists
[5, 7] made use of the two-level model. However, the
types of recombination centers remained unidentified.
On the other hand, it was attempted to interpret the
dependences τ(T) in a wide temperature range on the
basis of band-to-band recombination mechanisms
alone [4]. Thus, the low-temperature behavior of
recombination mechanisms in p-CMT calls for further
investigation.

It should be taken into account that kinetic coeffi-
cients in p-CMT feature a number of anomalies in the
region of low temperatures (T < 77 K) (see the review
[8]). These anomalies affect the photoelectric proper-
ties of p-CMT [9]. The low-temperature anomalies are
largely based on two mechanisms: on a drastic decrease
000 MAIK “Nauka/Interperiodica”
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in the concentration of equilibrium holes due to their
freezing-out at acceptor states at lowered temperatures
and on large difference between the mobilities of elec-
trons and heavy holes in CMT. Therefore, competing
channels of n-conduction may manifest themselves in
the bulk or at the surface of the p-type crystal.

In this paper, it is demonstrated that recombination
transitions occurring at low temperatures in p-CMT
crystals with the composition corresponding to x = 0.20
may be interpreted in terms of the two-level Shockley–
Read model with allowance made for the freezing out
of the majority charge carriers (holes). In this case, the
second recombination level, which manifests itself
only at T < 30–40 K, is an acceptor with an ionization
energy of about 10–15 meV.

EXPERIMENT AND DISCUSSION
OF THE RESULTS

This study has two distinct features that include the
simultaneous measurement of the steady-state photo-
conductivity and the magnitude of the photoelectro-
magnetic (PEM) effect and also the use of uniaxial
elastic stress. The photoconductivity and PEM mea-
surements make it possible to determine the lifetime τ
of both majority and minority charge carriers (as is
known, the lifetime τphc determined from the photocon-
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Fig. 1. Temperature dependences of the Hall coefficient RH
and resistivity ρ for a p-CdxHg1 – xTe crystal with the

parameters x = 0.201, p = 3.3 × 1015 cm–3, and µ = 1.2 ×
103 cm2/(V s) at T = 77 K.
ductivity measurements is close to the lifetime τh of the
majority charge carriers, whereas the value of τ (τphm)
determined from the PEM analysis corresponds to τe,
i.e., the lifetime of minority charge carriers). The use of
uniaxial stress P relies on its selective effect: in narrow-
gap semiconductors, the stress P radically transforms
the energy states of the valence band and acceptors
without significantly affecting the conduction band and
the donor levels related to this band. This may apprecia-
bly facilitate the determination of the type of recombi-
nation center.

We studied the p-CdxHg1 – xTe samples with the
composition parameter x = 0.20–0.22 and the concen-
tration of uncompensated impurities in the range of
Na – Nd = 3 × 1015–2 × 1016 cm–3. The samples were cut
from CMT single crystals grown by planar crystalliza-
tion and annealed at T = 400°C in an atmosphere satu-
rated by mercury vapors. The concentration of active
impurities was determined from the Hall coefficient RH
at a temperature of T = 78 K that corresponded to the
depletion of the impurities. In order to eliminate the
contribution of light holes to the Hall coefficient, we
determined the concentration of free holes from mea-
surements of RH under reasonably high magnetic fields
H > 3–5 kOe. Special attention was given to the surface
treatment of the samples. The samples were preliminar-
ily subjected to chemical–mechanical polishing and
then, immediately before measurements, were etched
in a 5% solution of bromine in methanol with subse-
quent rinsing in isobutyl alcohol. Electrical contacts
were formed by alloying aluminum. The dimensions of
the samples were (0.4–0.6) × (1.5–2) × (6–8) mm3.

We measured the photoconductivity and the magni-
tude of the PEM effect using conventional methods
with modulation of the excitation radiation. The radia-
tion sources were a globar in the wavelength range of
1–14 µm and an LG-126 laser (λ = 3.39 µm). For the
samples under study, the condition for the low-level
excitation ∆p ! p (∆p is the concentration of nonequi-
librium holes) was satisfied for the globar radiation in
the entire temperature range of T = 4.2–150 K, whereas,
for the unattenuated LG-126 radiation with a power of
5 mW, this condition was met for T > 20–30 K. A device
for applying uniaxial pressure to produce an elastic
strain was installed directly in a liquid-helium cryostat.

Figures 1 and 2 show the temperature dependences
of RH, ρ, τphc, and τphm in the temperature range of
4.2−200 K; these dependences are characteristic of the
CMT samples studied. Drastic changes in RH and ρ in
the region of T < 30–40 K are of concentration-based
origin and are related to the freezing-out of free holes
at the acceptor level. The depth of this level depends on
the concentration Na and is equal to 6–8 meV in the
samples studied. In view of a very high resistance of the
sample at T < 10 K (the region of hopping conduction),
we cannot measure the value of RH reliably. In the low-
temperature region of T < 30–40 K, we also observe an
SEMICONDUCTORS      Vol. 34      No. 10      2000
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increase in the hole lifetime τh simultaneously with a
decrease in the electron lifetime τe with a drop in tem-
perature. In addition, as in the case of RH, for T < 10 K,
the photomagnetic current decreases to such an extent
that τe becomes virtually unmeasurable. The difference
between the values of τh and τe reaches several orders
of magnitude at T = 10 K. This makes it possible to
make a choice in favor of the Shockley–Read mecha-
nism and abandon the interpretation of the dependences
τ(T) on the basis of the band-to-band recombination
mechanisms in the aforementioned temperature region.
We are reminded that, in the case of interband recombi-
nation, the condition τh = τe should be valid.

Taking into account the effect of the freezing-out of
holes, we can easily explain an increase in τh with
decreasing T. In fact, as the temperature is decreased,
the Fermi level in the p-type samples shifts downward
and approaches the valence-band top. The excess elec-
trons are rapidly captured by unoccupied states of the
recombination center, so that the recombination rate
becomes limited by a slower process, i.e., by the cap-
ture of holes by the center:

Here, rv is the recombination coefficient for the capture
process of a hole, and p and ∆nt are the concentrations
of free holes and electrons that are already trapped by
the recombination center. The lifetime of the majority
of charge carriers may then be written as

(1)

where ∆p is the concentration of photogenerated holes.
The freezing-out of holes results in an increase in τh,

because τh ∝  p–1. In such a simple model, the lifetime
τe of the majority charge carriers should not vary, since
the freezing-out of holes does not in the least affect the
rate of trapping of electrons by the recombination cen-
ter:

Here, rc is the corresponding recombination coefficient
and Nt is the recombination-center concentration. How-
ever, as can be seen from Fig. 2, the experimental data
contradict this inference: in the freezing-out region, an
appreciable decrease in τe is observed. A decrease in τe
in the p-CMT crystal has also been reported previously
[7, 10].

Thus, the simple single-level Shockley–Read model
cannot account even qualitatively for the experimen-
tally observed dependences τ(T). Obviously, in addi-
tion to the reliably ascertained deep-level recombina-
tion center (its depth is within E = 40–45 meV for
x = 0.20), another recombination center becomes
involved in the recombination processes in p-CMT at
low temperatures. This center comes into force as the
temperature is decreased and the Fermi level lowers, in

V rv p∆nt.=

τh
∆p
V

-------
∆p

rv p∆nt
----------------,= =

τe rcN t( ) 1–= .
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which case the trapping states are depopulated of elec-
trons. As will be shown below, the second recombina-
tion center is located near the valence band and is an
acceptor whose level lies deeper than that of a Coulomb
type center.

It was mentioned above that the impact of uniaxial
elastic stress on the energy spectrum of semiconductors
with a cubic crystallographic structure was found to be
selective. In fact, the uniaxial stress almost does not
affect the conduction band (except for the introduction
of a slight anisotropy) and the donor states related to the
conduction band. We have a completely different situa-
tion for the valence band that, in the absence of strain,
is doubly degenerate at the point k = 0 and consists of
subbands of light and heavy holes. By lowering the
symmetry, the uniaxial stress removes the valence-band
degeneracy. As a result, the energy gap ε0 proportional
to the pressure P emerges at the point k = 0, and the
states of heavy and light holes become mixed. It is more
convenient to characterize the new states by the sub-

10 102
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2

τphc, τphm, s

103/T, K–1

Fig. 2. Temperature dependences of the lifetimes (1) τphc
and (2) τphm. The parameters of the sample are the same as
in Fig. 1.
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bands V+ and V– with anisotropic effective masses of
holes [11].

The fourfold degenerate (considering the spin)
acceptor level is also split into two doubly degenerate
states. The magnitude of splitting Ea for small strains
(when the relation ε0 < Ea is valid) is found to be of the
same order of magnitude as that for valence-band split-
ting [12]. Contrastingly, for large strains where the
inverse relation ε0 > Ea is valid, the acceptor forms a
series of localized states (the ground state and excited
states) related to the subband V+ and the resonance
states related to the subband V– [13].

In conventional semiconductors (for example, Ge
and Si), the ratio between the effective masses of heavy
and light holes mh/ml is small; as a result, the first of the
above-described limiting cases is realized up to fairly
large strains (corresponding to P ≈ 3 kbar for Ge). On
this basis, we may treat the influence of strain on the
states of the valence band and acceptor states as insig-
nificant.

For CdxHg1 – xTe (x = 0.20), we have mh/ml ≈ 50.
Therefore, the splitting of subbands, a change in the
effective masses of holes in the bands and the depth of
the location of the acceptor level are found to be much
more pronounced for the same values of strain [14]. In
fact, even for P = 1 kbar, the magnitude of the band
splitting ε0 amounts to 12 meV for the [100] direction
of stress, which exceeds the depth of shallow-level
acceptors in the initial material. In this case, the second
of the above-described situations is realized. It is clear
that, at low temperatures, holes occupy only the upper
split-off valence subbands and the ground state of the
acceptor is formed from energy states of the top of this
subband.

To a first approximation, the acceptor energy may
be sought as the energy of a Coulomb center in a simple
anisotropic band with the effective masses given by

Here,  and γ1 are the Luttinger parameters. In the ini-
tial crystal, the mass of heavy holes is equal to mh =
m0/(γ1 – 2 ). Since the averaged effective mass in the
upper part of the split-off bands is found to be much
smaller than mh in the initial crystal, this results in an
increase in the Bohr radius a0 of the acceptor center and
a decrease in its ionization energy Ea. In the absence of
strain [14], we have

At the limit of infinitely large strain,

(2)

Here, Z is the charge of the center and κ is the permit-
tivity of the crystal.

m|| m0/ γ1 2γ+( ) and m⊥ m0/ γ1 γ–( ).= =

γ

γ

a0 "/ 2mhEa( ) 1/2– , Ea 0( ) 4/9( )mhe4/2"
2κ2.= =

Ea eV[ ] 13.52Z2

κ2
-------------------

2m⊥
2 m||

mh
----------------.=
We note that formula (2) is found to be a fairly good
approximation for estimating the binding energy of the
state 1s of the split acceptor level related to the band V+
at the limit of large strains. Thus, for an acceptor in a
severely deformed Ge, formula (2) yields Ea = 2.8 meV,
whereas the more exact variational calculation [13]
results in a somewhat larger value of Ea = 3.8 meV. We
emphasize that, when reaching the limit of large strains,
the value of Ea becomes independent of P.

At the limit of a large strain, an estimation of the
binding energy of the shallow-level acceptor yields
Ea = 0.6 meV for CMT. This value is much smaller than
that obtained for Ge; this is caused by the smaller effec-
tive mass ml. Therefore, for large strains, the states of
an electrically active acceptor are found to be ionized at
temperatures T > 10 K, and the concentration of free
holes p approaches the value of Na – Nd. The latter
should result in a drastic decrease in the resistivity of
p-CMT crystal with increasing pressure. However, if
the acceptor concentration in CdxHg1 – xTe is suffi-
ciently high (Na ≈ 1015 cm–3), the uniaxial compression
may give rise to the merging of the acceptor states with
the valence-band top (the Mott transition) if the doping
parameter (the product of the concentration by the Bohr
volume Naa3) exceeds 0.02 [14]. In this case, the energy
of the acceptor’s ground state vanishes. Thus, the
impact of P on shallow-level acceptor centers in CMT
is found to be profound.

An appreciable decrease in the capture cross section
occurs if a charge carrier is trapped by a Coulomb cen-
ter at the limit of the large strain. In fact, as was shown
previously [15], capture by a charged center constitutes
a continuous descent in energy, in contrast with the ear-
lier Lax model [16]. In this case, a transition over the
zero energy level is not distinguished at all, and the
cross section for trapping by a charged center is
described by the generalized Thompson formula; i.e.,

(3)

where kT is the thermal energy. The length l0 is inde-
pendent of either the energy of the trapped charge car-
rier or the temperature and is related to the mean free
path by the formula

(4)

Here, m is the effective mass of a charge carrier and s is
the velocity of sound. To a first approximation and in
the limit of large strains, the influence of uniaxial stress
on the cascade trapping of a hole by an acceptor may be
taken into account by introducing the anisotropic effec-

tive mass m* = ( m||)1/3 into expression (4). For the
above-discussed reasons, this will result in an apprecia-
ble decrease in the capture cross section and, corre-
spondingly, in an increase in the lifetime of the holes.

σ 4
3
--- π

l0
--- e2Z

κkT
---------- 

 
3

,=

l0 l
kT

2ms2
------------.=

m⊥
2
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A simple estimation of the cross section for trapping by
the acceptor level in CMT in the limit of large strain
yields σ∞/σ0 = 0.04. A more accurate estimate can be
obtained using the data reported previously [17], which
yields a qualitatively similar result.

If the recombination center is a deep-level acceptor
that is described in terms of a model of the zero-radius
potential, the corresponding state is also found to be
split by the uniaxial strain into two doubly degenerate
states. In this case, as was shown elsewhere [18], the
energy separation between the split-off acceptor sub-
levels is E12 ≈ 0.1ε0 as a result of a small ratio me/mh.

Thus, in contrast to the above-considered case of a
shallow-level Coulomb acceptor, the binding energy of
the lower split-off state with respect to the band V+ is
given by

(5)

For a CMT crystal with the aforementioned composi-
tion, we have ε0 = αP, where α = 12 meV/kbar.

We can use the above relationships to approximately
estimate the value of strain that converts the lower split-
off level to a resonance level. The estimation shows that
the level with Ea(0) ≈ 10 meV remains localized up to
at least the value of P = 2 kbar. However, for such a
level, the process of trapping a hole can be no longer
described in the context of the cascade Lax model,
because the binding energy significantly exceeds the
acoustic-phonon energy. In this case, the simplest anal-
ysis of the multiphonon trapping by the center in terms
of the Huang–Rhys model yields the following expres-
sion for the capture cross section:

(6)

Here, ω is the vibration frequency of the atomic
nucleus, E is the activation energy defined by the ther-
mal ionization energy and the constant of the electron–
phonon coupling, and m is the density-of-state mass in
the band to which the level is related [15].

In the strict sense, in the case of a strained crystal,
the use of the anisotropic effective mass m* is improper
in the vicinity of the top of the band V+. However, this
effective mass may be used in qualitative estimations
for the values of P for which Ea(P) ! E, where E are all
the other energy spacings in a system that consists of
the split acceptor level and the split valence-band top.
Consequently, the cross section of multiphonon trap-
ping by the deep-level acceptor increases owing to a
decrease in the effective mass. The second cause of an
increase in σ may be a decrease in the activation energy
E in the exponential function in (6). Thus, a uniaxial
pressure can unambiguously discriminate between the
cases of trapping by a shallow-level Coulomb center
and those related to a deep-level center described by the
model of the zero-radius potential.

Ea P( ) Ea 0( ) 0.45ε0.–≈

σ 1

16π2
-----------"ω

kT
------- "

2

mkT
----------- E

kT
------– 
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Figures 3 and 4 show the pressure dependences of
RH, ρ, τphc, and τphm measured at T = 4.2 K. In the pres-
sure range of P = 1–3 kbar, all the aforementioned
parameters change drastically (by several orders of
magnitude). We emphasize that qualitatively similar
dependences were observed for virtually all studied
p-CMT samples with the hole concentration in the
range of 3 × 1015–2 × 1016 cm–3. It follows from the
dependences RH(P) and ρ(P) that, due to a decrease in
the effective mass, the hole mobility  in the upper

split-off band increases from 3.9 × 102 cm2/(V s) (the
hole mobility µh in unstrained crystals) to 4 ×
103 cm2/(V s). Simultaneously, the free-hole concentra-
tion increases appreciably owing to the strain-induced
depopulation of the acceptor states; this is the effect
opposite to the freezing-out of holes. It may be referred
to as the “strain-induced boiling-out.” For P = 3 kbar,
the hole concentration in the upper valence subband is
as high as p = 7.2 × 1014 cm–3; i.e., it approaches (by an
order of magnitude) the value of p in the temperature
region that corresponds to the depletion of electrically
active acceptors (T > 60–70 K).

It can be also seen from Fig. 4 that the pressure
dependences of the lifetimes of electrons and holes are
radically different: the quantity τphm rapidly increases
with increasing P, whereas τphc decreases substantially.

µV+

1
2

1 2 30
1

10

102

103

104

105

104

105

106

107

ρ,
 Ω

 c
m

P, kbar

R
H

, c
m

3 /C

Fig. 3. Dependences of the Hall coefficient RH and the resis-
tivity ρ on the pressure P at T = 4.2 K. The parameters of the
sample are the same as in Fig. 1.
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On the basis of the above dependences, we may
infer that the effect of elastic stress on the recombina-
tion rate is opposite to that of a decrease in temperature.
Obviously, the cause of this consists in the fact that, as
the pressure P increases and the acceptor states are
depopulated, the Fermi level rises and moves away
from the valence-band top. As a result, the free-hole
concentration increases substantially, which causes τh
to decrease [see expression (1)]. On the other hand, the
recombination level involved in transitions at low tem-
peratures becomes populated with electrons, and the
rate of the further process of trapping of minority
charge carriers (electrons) decreases appreciably. This
causes the electron lifetime τe to increase.

On the basis of the above estimates, we attempt to
infer the form of the potential of the recombination cen-
ter located in the vicinity of the valence-band top. To
this end, we take into account the strain-induced varia-
tion in the capture cross section. It follows from formu-
las (1) and (5) for a shallow acceptor level that the life-
time of the majority of charge carriers (holes) is
affected by two opposing factors: an increase in the
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Fig. 4. Dependences of lifetimes (2) τphc and (1) τphm on the
pressure P at T = 4.2 K. The parameters of the sample are
the same as in Fig. 1.
hole concentration p with increasing pressure and a
decrease in the capture cross section σ. Their effects
compensate for each other to a large extent, so that the
ratio τh/τ0 for P = 3 kbar is no larger than 10 according
to estimations. This is at least by two orders of magni-
tude smaller than the experimental value. Thus, we may
conclude that the recombination center is not a Cou-
lomb acceptor for which the Lax model is valid; rather,
its level is located somewhat deeper in the band gap.
The model of the zero-radius potential is better fitted to
such a center. The cross section for trapping by such an
acceptor is bound to increase with increasing pressure,
and, thus, the hole lifetime is bound to decrease.
Another cause of the strain-related decrease in the hole
lifetime is, as was mentioned above, the increase in the
Fermi level. Estimation of the strain-induced shift of
the Fermi level using formulas (1) and (5) shows that
the depth of the acceptor level should not exceed 10–15
meV from the valence-band top.

CONCLUSION

Thus, the suggested two-level model with allowance
made for the freezing-out of holes can be used to
describe the special features of the recombination pro-
cesses in p-CMT at low temperatures. Experimental
data can be interpreted by considering, in addition to
the well-known recombination level located at E ≈
40 meV, another acceptor with Ea = 10–15 meV. It is
only in terms of the suggested model that a decrease in
the lifetime of the minority charge carriers (electrons)
in the low-temperature range, as well as the opposite
dependences of the hole and electron lifetimes on elas-
tic stress, can be interpreted.
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Abstract—The kinetics of variation in the resistance of PbTe:Ga single crystals, with their Fermi level pinned
within the band gap, during annealing at temperatures of up to 400°C was studied for the first time. It is shown
that annealing the crystals for only several minutes at 200–250°C leads to the transformation of the material,
which is semi-insulating at low temperatures, into a strongly degenerate semiconductor with a free electron
concentration of about 10–18 cm–3. In other words, annealing results in the decomposition of DX-like impurity
centers, which account for Fermi level pinning within the PbTe:Ga band gap. The corresponding activation
energy is determined. It is found that high-temperature annealing at about 400°C promotes the tendency to a
partial recovery of semi-insulating properties. © 2000 MAIK “Nauka/Interperiodica”.
Doping of lead telluride with certain elements of
Group III entails Fermi level pinning and persistent
photoconductivity, among the other long-term relax-
ation processes, when the equilibrium is disturbed at
low temperatures [1]. Under certain conditions, the
Fermi level in PbTe:Ga can be pinned within the band
gap, ~70 meV below the conduction-band bottom, and
persistent photoconductivity is observed at temperature
T < 80 K [2]. This effect of doping with gallium is
attributed to the formation of DX-like impurity centers
[3]. When the Fermi level is not pinned, gallium is
known to act as a donor with an unstable doping effect,
which strongly depends on external conditions, i.e.,
pressure, temperature, etc. [4]. In this paper, we discuss
the stability of DX-like centers in PbTe:Ga with the
Fermi level unaffected by high-temperature annealing.

Before annealing, we observed the pinned Fermi
level and also persistent photoconductivity in crystals
that were studied at T < 80 K. Annealing was performed
by heating the crystals to T ≤ 400°C in a helium atmo-
sphere, and the crystal resistance was measured in situ
by the four-contact technique. For this purpose, the
graphite contacts were pressed to the samples by a
spring made of beryllium bronze. The sample tempera-
ture was measured with a copper–constantan thermo-
couple.

Heating PbTe:Ga to a temperature of about 250°C
for several minutes leads to a complete loss of semi-
insulating properties. Figure 1 shows the temperature
dependence of sample resistance during the following
cycle: heating from room temperature to 250°C and
subsequent cooling. It can be seen that, during heating,
the temperature dependence of the resistance is typical
of semiconductors, whereas, during cooling, it exhibits
“metallic” behavior, with n-type conduction. The tem-
1063-7826/00/3410- $20.00 © 21144
perature dependence of the resistance during cooling
from 250°C indicates that the free-electron concentra-
tion in the annealed sample is no lower than 1018 cm–3.

Annealing the samples at a constant temperature
between 200 and 280°C results in the approximate
exponential decay of the resistance:

Here, τ depends exponentially on the annealing temper-
ature (see Fig. 2):

Estimation of Ea from the dependence τ(T) yields Ea ≈
1.8 eV.

The resistance of a sample heated above 380°C rap-
idly increases, and subsequent cooling gives rise to an
activation portion that extends down to ~100°C. The
closest approach to the initial (before annealing) resis-
tance of a sample at room temperature was achieved by
quenching it by rapid cooling from ~400 to 25°C within
tens of seconds. Nevertheless, we failed to completely
recover the semi-insulating properties and to achieve
persistent photoconductivity at low temperatures.

Fermi level pinning in PbTe:Ga substantially differs
from a similar effect observed in PbTe doped with other
Group III elements, namely, indium and thallium. This
difference can be primarily attributed to the fact that, in
PbTe:Ga, Fermi level pinning occurs only in a narrow
range of concentrations of the introduced Ga, whereas
beyond this range, up to the solubility limit, gallium
acts as a donor [5]. In contrast, in PbTe:Tl and PbTe:In,
Fermi level pinning occurs for any dopant concentra-

ρ ρ0 ∆ρ 1 t/τ–( )exp–[ ] .–=

τ τ 0 Ea/kT( ).exp=
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tion exceeding the concentrations of other electrically
active impurities and defects [6].

Another important point is the following. It would
appear reasonable to assume that, in PbTe doped with
various elements of Group III, the position of the impu-
rity level that accounts for Fermi level pinning would
depend monotonically on the atomic number of the ele-
ment. Evidently, gallium breaks this pattern: in PbTe
doped with thallium, which is the heaviest Group III
element, the Fermi level is pinned deep in the valence
band; in PbTe:In, it is pinned at 70 meV above the bot-
tom of the conduction band; and in PbTe doped with
gallium, which is lighter than indium, the Fermi level is
pinned within the band gap. The described “inconsis-
tency” may be explained by assuming that Fermi level
pinning within the band gap in PbTe:Ga does not result
from the effect of individual gallium atoms but is gov-
erned by complexes of gallium with surrounding
defects. A number of experimental results support this
conjecture.

Optical excitation to a quasi-local level high in the
conduction band was observed in the pioneering stud-
ies of optical absorption in PbTe:Ga [7]. However, the
relatively low solubility of gallium in lead telluride pre-
vents the Fermi level from reaching this quasi-local
level by means of doping. It is possible that this quasi-
local level corresponds to a plausible position of the
Fermi level pinned by individual gallium atoms.

Furthermore, the fact that the Fermi level pinning
within the band gap occurs in a narrow range of Ga con-
centrations indicates that the density of states at the cor-
responding level is much smaller than the total quantity
of Ga in the crystal. Therefore, such pinning can take
place only if gallium atoms, which are not included in
complexes, compensate the doping produced by other
impurities and defects. Any noticeable disbalance of
this compensation results in the Fermi-level shift in
either direction.

The results obtained in this study also point to the
fact that Fermi level pinning within the band gap in
PbTe:Ga is related to a complex consisting of an impu-
rity and a defect. Most likely, this complex is metasta-
ble at temperatures below 400°C. As was pointed out
above, heating a sample to a mere 200–250°C leads to
a complete loss of its semi-insulating properties. Even
if all the gallium atoms included in these complexes are
transformed into a state in which they do not contribute
to Fermi level pinning, the concentration of the com-
plexes should be on the order of 1018 cm–3, which is
considerably lower than the total amount of gallium in
the crystal ~1020 cm–3. The height of the barrier
between the metastable DX-like state of a complex and
the ground state, which does not contribute to Fermi
level pinning, is about 2 eV. In all probability, at tem-
peratures above 380°C, the DX-like state of the com-
plex becomes the ground state, thus implying a rapid
increase in resistance and a tendency to recovery of the
SEMICONDUCTORS      Vol. 34      No. 10      2000
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Fig. 1. The temperature dependence of PbTe:Ga resistance
during heating to T . 250°C and subsequent cooling. The
annealing at 250°C lasted for a few minutes.

Fig. 2. The characteristic decay time of resistance versus the
annealing temperature.
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semi-insulating properties during subsequent quench-
ing.
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Abstract—Special features of gadolinium solubility during the Hg3In2Te6:Gd crystal growth are considered.
The highest attainable gadolinium concentration in the solid phase is equal to 2.3 × 1019 cm–3. It is shown that,
as the doping level increases, strains and stresses in the crystal lattice occur and correlate with the dopant con-
centration. Doping has virtually no effect on the transport properties and the Fermi level located near the middle
of the energy gap. The optical absorption observed at photon energies lower than the energy gap is accounted
for by the tails of the density of states in the band gap. Absorption-spectra features are explained using the the-
ory of the interaction of light with disordered, heavily compensated semiconductors. Additional structureless
absorption in the optical transparency region is caused by the small-angle scattering of light by inclusions
formed by the charged impurities. © 2000 MAIK “Nauka/Interperiodica”.
The most complete knowledge about semiconduc-
tors doped with the rare-earth elements (REE) with
unfilled 4f shell relates to Si, Ge, and III–V and II–VI
compounds. As shown in review [1], the behavior of
REE impurities in semiconductors is characterized by
some special features, for example, by low solubility
and the ability to purify material; the latter feature
makes it possible to lower the concentration of the
residual impurities considerably and to increase elec-
tron mobility. Gadolinium and ytterbium impurities are
most effective in this respect. Therefore, studies of
these impurities in different types of semiconductors, in
particular, compounds with stoichiometric vacancies
which are characterized by rather high solubility of the
impurities, are of great interest.

In this paper, we report the results of a study of gad-
olinium-doped Hg3In2Te6 crystals. The semiconductor
Hg3In2Te6 is a chemical compound in an In2Te3–HgTe
system with a congruent type of melting. This com-
pound crystallizes in an imperfect sphalerite structure
with a high concentration (~1021 cm–3) of the electri-
cally neutral stoichiometric vacancies which define the
properties that are useful for practical applications [2]:
high stability of the physical parameters against ioniz-
ing radiation, electrical neutrality of impurities, and a
wide spectral range of photosensitivity (0.74–3.5 eV)
and transparency (2–25 µm). Preliminary studies
showed an interesting property of gadolinium: it can
uniformly reduce the transmission coefficient, propor-
tionally to its content in Hg3In2Te6 crystals, in the entire
transparency range from the value T = 55–60% corre-
sponding to the undoped material. In this case, the
structureless character of the transmission spectra
remains unchanged.
1063-7826/00/3410- $20.00 © 1147
We studied ingots of Hg3In2Te6 with different con-
centrations of gadolinium impurity (1019–1020 cm–3)
grown by planar crystallization from the melt by the
Bridgman–Stockbarger method. The ingots were cut
into disks, from which the samples were prepared. The
impurity concentration of NGd in the samples was deter-
mined from the measurements of static magnetic sus-
ceptibility. Taking into account the well-known fact
that REE atoms in semiconductors are in the Re3+ state
[1] (except for Eu2+), we assumed that gadolinium in
Hg3In2Te6 crystals is also in the Gd3+ state.

X-ray diffraction analysis showed that doping with
Gd to the solubility limit did not affect either the struc-
ture or the lattice constant (6.289 ± 0.001 Å), which
remained almost the same as in the undoped material.
However, using monochromatic CuKα radiation, we
found that the height and width of the diffraction peaks
varied appreciably. For NGd < 1018 cm–3, reflections at
large angles are sharp and intense and had split dou-
blets. As the doping level increases, the peaks become
lower and wider; splitting of the doublets becomes less
noticeable and disappears completely for NGd *

1019 cm–3. The transformation of the X-ray diffraction
patterns indicates that the introduction of an impurity
produces the strained state of the matrix lattice.

Since the lowest impurity concentration was in sam-
ples cut from the starting part of the ingots, we came to
the conclusion that the distribution coefficient of Gd
impurity in Hg3In2Te6 samples was k < 1. However, due
to the fact that the concentration-profile curves were
nonmonotonic, we were unable to describe the impu-
rity distribution along the ingots by the Pfann equation
for planar crystallization. The higher the impurity con-
centration introduced into the charge, the larger the
2000 MAIK “Nauka/Interperiodica”
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periodical nonuniformity of the gadolinium distribu-
tion. One of the possible causes of this effect is impu-
rity accumulation near the crystallization front in
accordance with the distribution coefficient k < 1. This
may lead to a decrease in the crystallization equilib-
rium temperature. Temperature fluctuations at the
phase interface result in unstable crystal growth, with
the formation of growth layers with varying impurity
concentrations. As a result, impurity inhomogeneities
occur along the ingot. The highest concentration of NGd

in the single-crystal samples was 2.3 × 1019 cm–3, which
is 1–2 orders of magnitude lower than the solubility
limit of other (not REE) impurities in Hg3In2Te6 but an
order of magnitude higher than in semiconductors that
do not contain stoichiometric vacancies. Rare-earth
ions with a screened f shell are hardly subjected at all to
the influence of the crystal field of the matrix, and, as a
result, their low solubility is basically defined by a
dimensional factor. Due to relatively large size of Gd3+

ions (r = 0.97 Å), during the growth process, the impu-
rity does not easily enter into the crystal from the melt
and accumulates in the end part of the ingot. The part
of a crystal that is supersaturated with an impurity has
an increased tendency to crack; and, as the ingot is
removed from the container, it easily shatters into small
pieces that are useless for investigation. Low solubility
and substantial deviation of the REE impurity distribu-
tion from the statistical one are typical of different
classes of semiconductors. This phenomenon is
explained [1] by the tendency of REE to form compli-
cated complexes and associations (especially with ele-
ments of group VI), the formation of which causes
strains in the crystal lattice, which is consistent with the
X-ray diffraction pattern.

Studies of Hg3In2Te6:Gd transport properties (elec-
trical conductivity, Hall coefficient, and thermoelectric
power) showed that the charge-carrier concentration
(~1013 cm–3 at 300 K) is 4–6 orders of magnitude lower
than the impurity concentration in the samples. The
Hall mobility for an impurity concentration lower than
1019 cm–3 is virtually the same as the mobility in
undoped material (300–320 cm2/(V s) at 300 K). For
higher impurity concentrations, mobility decreases
slightly to 270 cm2/(V s) for NGd = 2.3 × 1019 cm–3.
Thus, purification of the material and improvement of
its parameters do not occur. This is probably related to
the fact that the concentration of native defects is higher
than the impurity concentration. The main native
defects in Hg3In2Te6 are stoichiometric vacancies (SV)
with a concentration (2.7 × 1021 cm–3) which has the
same order of magnitude even when all the Gd impurity
corresponding to the solubility limit (2.3 × 1019 cm–3)
occupies the stoichiometric vacancies. Thus, the SVs
define imperfection and disordering of a structure. In
the temperature range of 150–400 K impurity conduc-
tion does not occur, and Hg3In2Te6:Gd crystals are sim-
ilar to an intrinsic semiconductor. Like many other
metal impurities [3], gadolinium has no influence at all
on the Fermi level which is located near the middle of
the energy gap. This explains the electrical inactivity of
Gd3+ ions in Hg3In2Te6. Pinning of the Fermi level
approximately near the middle of the energy gap may
be caused by either high temperatures or precise com-
pensation. Realization of both of these cases in
Hg3In2Te6 is possible at temperatures between 400 and
150 K. According to the theory [4], the Fermi level
descends deep into the energy gap in disordered sys-
tems due to both large-scale fluctuations of the electro-

static potential in the case of heavy doping (  @ 1,
where ae and ah are the Bohr radii of an electron and a
hole) and the approximate equality of donor and accep-
tor concentrations N randomly distributed in the crys-
tal. Large-scale potential fluctuations may be caused by
strains and stresses in the lattice of the doped material.
However, in Hg3In2Te6, this occurs not because of the
introduction of high and equal concentrations of donor
and acceptor impurities into the matrix but as a result of
the self-compensation effect. This effect is characteris-
tic of semiconductors with stoichiometric vacancies, is
defined by the nature of the material [5], is not yet con-
vincingly explained and needs further study.

It is well known that optical absorption is sensitive
to the degree of material perfection. Because of this, the
optical absorption spectra were studied at energies hν
less than the energy gap Eg. When the difference
between the energies ∆ = Eg – hν is small, the absorp-
tion coefficient α is described well by the Uhrbach rule:

where ∆0 is a specific energy that is independent of fre-
quency. The linear parts of the curves, which obey the
Uhrbach rule (Fig. 1), and correspond to samples with
different impurity concentrations, converge to a com-
mon point after extrapolation. This is evidence that
doping does not change Eg. Both the absorption coeffi-
cient and the specific energy ∆0 (Fig. 1, the insert) are
proportional to the doping level. Among the models
involving the Uhrbach rule that were suggested previ-
ously [4, 6–8], model [4] is most acceptable in our case.
In this model, the optical absorption with an energy
deficit is explained by the potential fluctuations which
form the states in the band gap. Theory [4], developed
for a direct-gap semiconductor with randomly distrib-
uted impurities, with a hole mass larger than the elec-
tron mass, and a Fermi level located deep in the energy
gap, may be quite acceptable for a semiconductor such
as Hg3In2Te6.

According to [4], for small values of energy ε mea-
sured from the bottom of the conduction band in the
direction of the valence band, the density of states ρ(ε)
decreases according to the relation

(1)

Nae h( )
3

α hν( )[ ] ∆/∆0–∝ln ,

ρ ε( )/ρ 0( )[ ]ln ε2
/γ2

, γ– e
2

Nr0
3( )

1/2
/(κr0 ),= =
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where e is the elementary charge, r0 is the screening
radius, κ is the permittivity, and N is the impurity con-
centration.

It follows from Eq. (1) that large-scale fluctuations,
which form a smoothly varying potential, influence the
density of states. It is shown in [4] that the absorption
coefficient in the region where the Uhrbach rule is ful-
filled is not proportional to the density of states (Eq. 1)
but decreases in accordance with the law

(2)

where β is a numerical factor, EB is the ionization
energy of an isolated impurity, and a is the effective
Bohr radius. Equation (2) is similar to the experimen-
tally obtained Uhrbach rule:

because the ∆5/4 dependence in a narrow range of fre-
quencies does not differ from the linear. Actually, the
dependences α(∆) (Fig. 1), plotted in coordinates lnα
versus ∆5/4 in the region of the Uhrbach law, are linear
in accordance with formula (2).

α ∆( )/α 0( )[ ]ln β ∆/EB( )5 4/
/ Na

3( )
1/2

,–=

α ∆( ) ∆/∆0–( ),exp∝
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Fig. 1. Absorption-coefficient spectra of Hg3In2Te6 sam-
ples: (1) undoped and (2–7) doped with gadolinium for
NGd(×1018, cm–3) = (2) 0.55, (3) 2.8, (4) 5.0, (5) 12.6,
(6) 15.8, and (7) 23.0; the dependence of the specific energy
∆0 on the gadolinium concentration NGd is shown in the
insert.
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It can be seen from Fig. 1 that, for the large values
∆ = 0.06–0.11 eV and in the region of comparatively
small α, the dependences lnα = f(hν) are less steep and
do not follow the Uhrbach rule. As we go deeper into
the band gap, the small-scale fluctuations (small in
comparison with r0) become important, because fluctu-
ation size decreases as ε increases, and a major contri-
bution to the density of states is made by the impurity
aggregates of the atomic type [4]. In this case, the den-
sity of states in the energy gap decreases with increas-
ing energy and follows the law

The absorption coefficient in the deep tail of the depen-
dence ρ(ε) is proportional to the density of states and is
described by the formula

(3)

The nonlinear portions of lnα = f(hν) dependence in
the range ∆ = (0.06–0.11) eV (Fig. 1) become linear if
we plot them in the coordinates lnα versus ∆1/2ln∆ as
shown in Fig. 2. The slopes of these linear segments

ρ ε( ) ε1/2 ε.ln–∝ln

α ∆( )/α 0( )[ ]ln ∆/EB( )1/2 ∆/EB( )2/ Na
3( )[ ] .ln–=
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Fig. 2. Dependence of the absorption coefficient α on
∆1/2  for the same samples as in Fig. 1. Dependence of

ε0 = –d(∆1/2ln∆)dlnα on the gadolinium concentration NGd
is shown in the insert. The labels of curves 2–7 are the same
as in Fig. 1.
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ε0 = –d(∆1/2ln∆)/dlnα (see insert in Fig. 2), increase
with the gadolinium concentration in the samples. It
should be noted that the concentration of NGd is not
identical to the quantity N in formulas (2) and (3), in
which N is the total concentration of donors and accep-
tors. The latter concentration in Hg3In2Te6:Gd should
depend on NGd in the case of self-compensation, but
may appreciably exceed the gadolinium concentration
in the samples. It is impossible to determine N in a mul-
ticomponent semiconductor with a high concentration
of SVs. Nevertheless, experimental data do not contra-
dict formulas (2) and (3).

In the region of transparency (0.62 * hν > 0.05 eV),
the absorption coefficient increases as the dopant con-
centration increases and, at the same time, remains
independent of the wavelength λ. In this case, absorp-
tion of light by the free carriers does not appear in the
spectra α(λ) = const. We succeeded in explaining the
transparency decrease defined by the additional absorp-
tion, by assuming the occurrence of the well-known
small-angle light scattering by inhomogeneities formed
by charged impurity aggregates [9]. Such microdefects
may be surrounded by elastic stress regions and by
regions of the screening space charge. If there are inclu-
sions with electron concentrations different from that
of the matrix, the scattering intensity is independent of
the wavelength and is proportional to the product
C(∆κ)2 (C is the inclusion concentration, ∆κ is the dif-
ference between the permittivities of inclusions and
matrix). In the case of Hg3In2Te6, the concentration of
these inclusions is directly related to the gadolinium
content in the samples. Scattering of light by inclusions
causes a decrease in the transmission coefficient.

Thus, as the doping level increases, interaction of
the gadolinium impurity with the native defects of
Hg3In2Te6 crystals leads to an increase in the potential
fluctuation and, as a result, to an increase in the tail
width of the density of states in the energy gap. Pinning
of the Fermi level near the middle of the energy gap is
defined by the symmetric corrugation of the conduction
and valence band edges.
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Abstract—It is shown that the photoluminescence (PL) band at 1.2 eV in n-GaAs:Te, which is associated with
emission from VGaTeAs complexes with reorienting Jahn–Teller distortions, also includes a contribution from
nonreorienting defects. The optical dipole parameters are almost the same for both types of defects. Expressions
relating the polarization of the PL band at 1.2 eV under uniaxial pressure and polarized resonant excitation to
dipole parameters and to relative contributions to emission from reorienting and nonreorienting defects are
derived. A procedure is developed for evaluating these characteristics by analyzing experimental data, and the
contributions from each kind of defects to the PL band at 1.2 eV were found to be comparable, even though
they vary from sample to sample. The obtained angles characterizing the position of the axes of optical dipoles
associated with the defects in light-absorbing and light-emitting states indicate that, in the former state, the
effects of donors and the Jahn–Teller distortion on the vacancy orbitals of the VGaTeAs complex are comparable,
while in the latter, the effect of distortion is dominant. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

As is known, a broad photoluminescence (PL) band
peaked at a photon energy of 1.2 eV in Czochralski-
grown n-GaAs:Te is related to complexes consisting of
a gallium vacancy (VGa) and a tellurium atom in place
of arsenic (TeAs) at neighboring lattice sites [1–5]. It is
believed that this band is due to radiative recombination
of a hole captured by the complex and an electron from
the conduction band or a shallow level (excited state)
near the conduction band bottom. This interpretation of
the 1.2-eV PL band was first proposed by Williams
[1, 2] on the basis of similar behavior of this band and
the PL related to complexes composed of a cation
vacancy and a shallow donor in ZnS.

Investigations of the piezospectroscopic properties
of the 1.2-eV emission band and its polarization under
resonant polarized excitation [6–9] revealed distortions
in the complex associated with this band which lower
its initially trigonal symmetry to monoclinic. These dis-
tortions have several equivalent orientations for each
defect, and their alignment occurs under the action of
uniaxial pressure at low temperatures. Phenomena of
this kind, caused by the Jahn–Teller effect and previ-
ously observed by magnetic resonance for complexes
composed of a vacancy and a shallow-level donor in sil-
icon [10, 11], qualitatively confirm the above interpreta-
tion of the origin of the 1.2-eV PL band in n-GaAs:Te.

At the same time, as reported recently in [12], the
contribution to the band in question comes from defects
in which no distortion alignment occurs under uniaxial
pressure. However, it may be assumed that the optical
1063-7826/00/3410- $20.00 © 21151
characteristics of these defects are close to those of
complexes with aligning distortions. This makes it pos-
sible to use the two-dipole approximation to quantita-
tively compare the data obtained in experimental stud-
ies of the 1.2-eV PL band by piezospectroscopy and
polarized PL. The comparison makes it possible to
evaluate the contributions of the above kinds of defects
to luminescence and to determine the parameters of the
optical dipoles describing the emitting and absorbing
states of the defects and furnishing information about
the relative roles of various intracenter interactions.

The aim of this study was to develop a procedure for
obtaining this kind of information and evaluating the
characteristics of the emitting and absorbing states of
complexes responsible for the 1.2-eV PL band in
n-GaAs:Te.

2. EXPERIMENTAL RESULTS AND THEIR 
QUALITATIVE COMPARISON

As established in [6, 8], a uniaxial pressure P
applied along crystallographic directions [111] or [110]
at temperatures T = 2–4.2 K aligns distortions of the
complexes responsible for the 1.2-eV PL band in
n-GaAs:Te. This alignment results in a steplike
increase in the linear polarization of the luminescence
from the complex when the pressure is raised. This
increase sets in at P = 0 and is complete when the split-
ting of the energy levels corresponding to different
complex configurations (equivalent at P = 0) starts to
substantially exceed both the kT value and similar split-
000 MAIK “Nauka/Interperiodica”



 

1152

        

GUTKIN 

 

et al

 

.

                                                                                                                         
ting in the random electric and deformation fields in the
crystal. Dependences of this kind are shown in Fig. 1
for the integral polarization ratio r* for the 1.2-eV PL
band (ratio of total emission intensities with electric
vectors parallel and perpendicular to the pressure axis)
for several samples cut from various Czochralski-
grown n-GaAs:Te crystals. The PL was excited with
light corresponding to the fundamental absorption band
of GaAs, and the experimental procedure was similar to
that used previously [6]. The gradual increase in r*
with increasing pressure, observed together with the
steplike behavior in the r*(P) dependences (Fig. 1),
may be due to pressure-induced changes in the elec-
tronic states of the defects [13]. For this reason, the
integral emission polarization r*, which is associated
solely with the maximum alignment of complex distor-
tions possible at a given pressure direction (rm), can be
obtained by extrapolating the r*(P) dependence at high
pressures to P = 0, as shown in Fig. 1.

According to the data reported in earlier publica-
tions [6, 7], the extrapolated integral polarization ratio
r1 determined by the alignment of distortions at P || [111]
is approximately 1.5 in the case of interband excitation
of PL. For P || [110] and a direction of PL observation

coinciding with the [ ] or [001] axis, the respective
polarization ratios (r2 or r3) were approximately 1.37
and 1.95. These values may vary substantially from
crystal to crystal, as do the r*(P) values (Fig. 1). A sim-
ilar difference was also observed in the case of 1.2-eV
PL excitation in n-GaAs:Te, with electron transitions
from the defects to the conduction band (the resonance
excitation) being studied (Fig. 2).

110

1

2

3

20 4 6 8 10
1.0

1.5

2.0

2.5
r*

P, kbar

Fig. 1. Integral polarization ratio r* for the 1.2-eV PL band
in n-GaAs:Te vs. uniaxial pressure P along the [111] axis;
T = 2 K. Electron concentration n = (1, 3) 10 × 1017 and
(2) 5 × 1017 cm–3. Sample numbers correspond to those of
the curves.
At the same time, the emission polarizations under
resonance polarized excitation, measured [9, 14] in an
orthogonal experimental configuration for P = 0, were
practically the same for all samples within experimen-
tal accuracy. This can be seen (Fig. 3) from the results
obtained in the measurements of the degree of 1.2-eV
PL polarization for n-GaAs:Te samples with different
electron concentrations under resonance excitation
with linearly polarized light. The degrees of PL polar-
ization ρ1 and ρ2 with respect to the axis perpendicular
to the propagation directions of the exciting radiation
and observed emission correspond to the experimental

configurations [ ]–[001] and [100]–[010] (first the
direction of the exciting light flux and then the direction
of the PL observation is given) and exciting-light polar-
izations along the [110] and [001] axes, respectively.
A similar equality of emission polarizations under res-
onance polarized excitation and P = 0 can be seen for
two samples in Fig. 2.

The degree of emission polarization in a given
experimental configuration under polarized resonance
excitation and P = 0 is determined only by the parame-
ters of light-emitting and light-absorbing dipoles
(namely, by their direction in a local coordinate system
that is linked to a defect and depends on its orientation
in the lattice, and by the relative contributions of the
rotator and the linear oscillator to the emission and
absorption of light by a separate dipole [15, 16]). For
this reason, the data in Figs.1–3 suggest that the PL
band at 1.2 eV in n-GaAs:Te is related to two kinds of
defects described by optical dipoles with similar
parameters. The emission and absorption spectra of

110

1

2

20 4 6
1.2

1.6

2.0

2.4

P, kbar

r

Fig. 2. Polarization ratio r vs. uniaxial pressure P along the
[110] axis under polarized resonance excitation of the
1.2-eV PL band in n-GaAs:Te. Sample numbers: (1) 4 and
(2) 5; "ωPL = 1.2 eV, "ωex = 1.43 eV. Excitation direction,
[001]; PL observation direction, [ 10].1
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these defects are also similar. However, defects of the
first type possess distortions that can change their ori-
entation at low temperatures and align under the action
of relatively low pressures along the directions [111]
and [110], whereas no such alignment occurs in defects
of the second type. Thus, the difference in the r*(P)
polarization of the 1.2-eV PL band between different
samples is due to the unequal relative concentrations of
these types of defects.

It should also be noted that extrapolating the pres-
sure dependence of the luminescence polarization ratio
to P = 0 for a certain photon energy "ω from the 1.2 eV
band, r("ω, P), yields a value ri("ω, 0) which decreases
somewhat with increasing "ω (Fig. 4). This indicates
that the emission band associated with defects charac-
terized by aligning distortions is shifted to lower pho-
ton energies with respect to the emission band related
to nonreorienting defects.

3. MODEL FOR QUANTITATIVE ANALYSIS
OF THE 1.2-eV PL BAND

It seems reasonable to assume, on the basis of [1, 2,
10, 11] and the results of an analysis qualitatively
explaining the piezospectral and polarization properties
of the 1.2-eV PL band, that the defects with reorienting
distortions are isolated VGaTeAs complexes containing
Te in the first coordination sphere of VGa. According to
[6, 17–19], this initially trigonal defect is distorted in
the emitting and absorbing states by the Jahn–Teller
effect and has a monoclinic symmetry. The symmetry
plane of the complex is a plane of the {110} type con-
taining VGa, TeAs, and one of three As atoms nearest to
VGa (Fig. 5). For any complex there exist three such

1

2

0 4 8 12 14
0

5

10

15

20

25

30
ρ1, ρ2, %

n, 1017 cm–3

Fig. 3. Degree of polarization of the 1.2-eV PL band in var-
ious n-GaAs:Te samples under resonance excitation with
linearly polarized light; T = 77 K, "ωex = 1.43 eV; (1) cor-
responds to ρ1 and (2) to ρ2.
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planes and, consequently, three possible orientations of
the Jahn–Teller distortion. The optical dipole axis of
such a complex lies in its symmetry plane, and the posi-
tion of the axis is defined by an angle ϕ measured from
the [110] direction also lying in the symmetry plane of
the complex (Fig. 5). Where the complex’s distortion is
reoriented, its symmetry plane changes and, corre-
spondingly, the direction of the dipole axis also
changes, however, the angle ϕ remains the same. All
four possible positions of the TeAs donor with respect to
VGa are equiprobable; and, at P = 0, all three distortion
orientations are equiprobable also. Therefore, for P = 0,
the entire set of reorienting VGaTeAs complexes will be
described by a set of 12 dipoles with axes lying in
planes of the {110} kind, as shown in Fig. 5. These
dipoles may be different in the light-absorbing and
light-emitting states of the defect. Taking this into
account in calculating the optical properties of this kind
of system, we use a two-dipole approximation; i.e., we
assume that, in the case of light absorption, the optical
dipole is described by angle ϕ1 and by the relative rota-
tor contribution µ1, and in the emission, by ϕ2 and µ2,
respectively [15, 16].

According to the preceding section, the same set of
absorbing and emitting dipoles can be used for an
approximate description of a system of nonreorienting
defects. Then, for P = 0, the reorienting and nonreori-
enting defects are indistinguishable and constitute a
uniform set of defects. On considering this system, we
can readily find that the degrees of PL polarization
under resonance excitation with an electric vector per-
pendicular to the plane containing the PL excitation and
observation directions in the experimental configura-

2 4 6 8 100
1.0

1.5

2.0

2.5

2

1

3

P, kbar

r

Fig. 4. PL polarization ratio r for different photon energies
in the PL band of n-GaAs:Te as a function of pressure P.
Sample 1, T = 2 K, "ωPL = (1) 1.15, (2) 1.175, and
(3) 1.20 eV.
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tions [ ]–[001] and [100]–[010] are given, respec-
tively, by

(1)

(2)

where the denominator

When the electric vector of the exciting light is
aligned with the observation direction, the emission is
unpolarized.

We now consider emission polarization for a uniax-
ial pressure. Let A be the relative number of reorienting
defects capturing holes in PL excitation via interband
transitions, in the total number of defects contributing
to the 1.2-eV PL band. Analysis of the 1.2-eV PL band
in n-GaAs:Te under polarized resonance excitation in
the single-dipole approximation [17] shows that the
contribution of the linear oscillator to the optical prop-
erties exceeds that of the rotator, and that the optical
dipole axis of the defects responsible for the emission
is not significantly tilted with respect to the 〈111〉  direc-
tion that does not coincide with the initial axis of the
VGa−TeAs defects. In addition, as demonstrated by
experiments at liquid-helium temperatures, applying a
uniaxial pressure along the direction [111] or [110]
causes a drastic increase in PL polarization with respect
to the pressure axis (see, e.g., Fig. 1 and [6, 7]). These
facts suggest that the configurations of reorienting
defects in which the optical-dipole axis makes the
smallest angle with the pressure axis start to be domi-
nant as a result of alignment, since their energy

110

ρ1 2 ϕ1 ϕ2 ϕ1 ϕ2 4 ϕ1 ϕ2sinsin+coscos( )coscos[=

× 1 2µ1–( ) 1 2µ2–( ) ] /R,

ρ2 3 ϕ1 2–cos
2( ) 3 ϕ2 2–cos

2( )[=

× 1 2µ1–( ) 1 2µ2–( ) ] /R,

R 2 1 2µ1–( ) ϕ1cos
2

–[ ] 2 1 2µ2–( ) ϕ2cos
2

–[ ]=

+ 2 2µ1 1 2µ1–( ) ϕ1cos
2

+[ ] 2µ2 1 2µ2–( ) ϕ2cos
2

+[ ] .

Te

As

As

As

ϕ

VGa

z

x

y

Fig. 5. Optical-dipole axis direction for a VGaTeAs complex
in one of its possible symmetry planes.
becomes lower than the energies of other configura-
tions.

Then, on considering sets of AN reorienting and
(1 − A)N nonreorienting defects with monoclinic sym-
metry, we find that, for interband excitation, the integral
PL polarization ratio r1 associated with the distortion
alignment at P || [111] is given by

(3)

For P || [110] and PL observed along the [ ] or [001]
axis, the analogous polarization ratios r2 and r3 are

(4)

(5)

with the numerator

4. EVALUATION OF OPTICAL-DIPOLE 
PARAMETERS

By transforming each of the Eqs. (3)–(5), we readily
obtain

(6)

(7)

(8)

where

When measuring the r2 and r3 values, we used a sin-
gle sample in the form of a rectangular parallelepiped

whose faces corresponded to the (110), ( ), and
(001) planes [6, 7]. Therefore, the relative contributions
of reorienting defects are the same for these measure-
ments. Then, equating the right-hand parts of equalities
(7) and (8), we obtain an equation for determining ϕ2
corresponding to the measured values of r2 and r3. Sub-
stitution of r2 . 1.37 and r3 . 1.95 [6, 7] into this equa-

r1

=  
2 1 µ2+( ) 2A 2 ϕ2 ϕ2cos+sin( ) 1 2µ2–( ) ϕ2cos+

2 1 µ2+( ) A 2 ϕ2 ϕ2cos+sin( ) 1 2µ2–( ) ϕ2cos–
--------------------------------------------------------------------------------------------------------------------------.

110

r2 Q/ 8 1 µ2+( ) 2A 3 ϕ2 1–sin
2( ) 1 2µ2–( )+[ ] ,=

r3 Q/ 8 1 µ2+( ) A 5 ϕ2cos
2(–[=

+ 6 2 ϕ2 ϕ2 2 ϕ2sin
2 ) 1 2µ2–( ) ] ,+cossin

Q 8 1 µ2+( ) A 7 ϕ2cos
2(+=

+ 6 2 ϕ2 ϕ2 2 ϕ2sin
2 ) 1 2µ2–( ).–cossin

A
1 2µ2–
1 µ2+
-----------------

r1 1–
r1 2+
------------- 2

2 ϕ2 ϕ2cos+sin( ) ϕ2cos
--------------------------------------------------------------,=

A
1 2µ2–
1 µ2+
-----------------

8 r2 1–( )

B 2r2 3 ϕ2 1–sin
2( )–

--------------------------------------------------,=

A
1 2µ2–
1 µ2+
-----------------

=  
8 r3 1–( )

B r3 5 ϕ2 6 2 ϕ2 ϕ2 2 ϕ2sin
2

+cossin+cos
2( )+

--------------------------------------------------------------------------------------------------------------,

B 7 ϕ2 6 2 ϕ2 ϕ2 2 ϕ2sin
2

.–cossin+cos
2

=

110
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tion yields the solution ϕ2 . 28°40′. The other solution,
ϕ2 . 145°, cannot satisfy equality (6) for the experi-
mental values r1 = 1.3–1.5 (Fig. 1 and [6, 7]), since
0 ≤ A ≤ 1 and 0 ≤ µ2 ≤ 1 by definition. The physical sig-
nificance of this result consists in the following. For
ϕ2 . 145°, the optical dipole axis in any configuration
is close to the initial trigonal axis of the reorienting
VGa–TeAs complex, and the pressure-induced transition
SEMICONDUCTORS      Vol. 34      No. 10      2000
of these complexes to a configuration with lower
energy (distortion alignment) has only a slight effect on
the overall polarization of the emission from the entire
system; i.e., r1 must remain close to unity (less than 1.3)
even for A = 1 and µ2 = 0.

On the other hand, by solving the system of equali-
ties (1) and (2) for ϕ1 and µ1, we obtain
(9)

(10)

ϕ1tan

=  

ϕ2 ϕ2

ρ1

ρ2
----- 2 ϕ2 1–tan

2( ) 1
ρ1

ρ2
----- 2 ϕ2 1–tan

2( )++tan
2±tan

ρ1

ρ2
----- 2 ϕ2 1–tan

2( )
-------------------------------------------------------------------------------------------------------------------------------------------,

µ1
1
2
---

3 1 µ2+( )
2 1 µ2+( ) C 1 2µ2–( )+
--------------------------------------------------------,–=
where

Substitution of ρ1 . 0.28 and ρ2 . 0.08 (Fig. 3) and the
value ϕ2 . 28°40′ obtained above into (9) yields two
values of ϕ1: 8°55′ and 137°. The use of these two val-
ues in expression (10) shows that the condition 0 ≤ µ1 ≤ 1
at 0 ≤ µ2 ≤ 1 is satisfied by the value ϕ1 = 8°55′. It fol-
lows from (10) that

(11)

In view of the restrictions imposed on µ1 and µ2 by def-
inition, it follows from this formula that µ1 falls within
the range 0–0.26 and µ2, correspondingly, falls within
0.26–0. Thus, the dipoles describing the polarization
properties of the 1.2-eV emission band in n-GaAs:Te
are characterized by the following parameters:

The fraction of reorienting defects A can be evaluated
for each of the samples using (6), (7), or (8); experi-
mental values of r1, r2, or r3; and estimates of µ2 and ϕ2.
For the sample for which r2 and r3 were measured in
[6, 7], this yields A = 0.83–0.32. For samples 1–3 in
Fig. 1, the A values fall within 0.55–0.21, 0.44–0.17,
and 0.31–0.11, respectively.

5. DISCUSSION AND CONCLUSION
We note in the first place that the above analysis of

PL polarization made it possible to uniquely determine
the positions of optical dipole axes in the emitting and
absorbing states of the defects being studied, despite

C = 3
ρ2

ρ1
----- ϕ1 ϕ2 ϕ1 ϕ2 4 ϕ1 ϕ2sinsin+coscos( )coscos– .

µ1

0.91 3.5µ2–
3.5 5.32µ2–
-----------------------------.=

ϕ1 . 9°, µ1 0–0.26, ϕ2 . 29°, µ2 0.26–0.= =
the fact that the equations used for this purpose have
several real solutions.

The results indicate that the axes of the dipoles
describing the absorption and emission of light are
markedly different and in both cases are tilted apprecia-
bly with respect to the direction of the initial trigonal
axis of the VGaTeAs complex. Such behavior is associ-
ated with the static Jahn–Teller effect. Indeed, if this
effect and the resulting three equivalent monoclinic
configurations are lacking, the optical dipole axis must
coincide with the trigonal axis of the VGa–TeAs com-
plex. Otherwise, if the donor influence in the complex
is negligible compared with the Jahn–Teller interac-
tion, the behavior of the complex becomes similar to
that of an isolated VGa vacancy which is distorted trigo-
nally by the Jahn–Teller effect [20]. Hence, it follows
that in this case the direction of the optical dipole axis
in each of the three equivalent configurations must tend
to one of the 〈111〉  axes of the crystal not coinciding
with the VGa–TeAs axis. Thus, the optical dipole direc-
tion furnishes qualitative information about the relative
roles of the donor and the Jahn–Teller effect in deter-
mining the electronic structure of the complex.

The value ϕ1 . 9° determined in the preceding sec-
tion indicates that the effects of the donor and the Jahn–
Teller distortion are comparable, even though the
former somewhat exceeds the latter [the optical dipole
axis is tilted at considerable angles with respect to both
the VGa–TeAs axis and another trigonal axis lying in the
symmetry plane (Fig. 5), although it is somewhat closer
to the latter]. This conclusion agrees with the results of
[19], where the relative contributions from the donor
and Jahn–Teller effect were evaluated from the energy
splitting of Jahn–Teller configurations under uniaxial
pressures.
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In contrast to the absorbing state, the emitting state,
which is characterized by a dipole with an axis close to
that of the trigonal Jahn–Teller distortion of an isolated
vacancy (ϕ1 . 29°), is influenced to a much greater
extent by the Jahn–Teller effect. This distinction is con-
sistent with the general concepts of the magnitude of
the Jahn–Teller effect and the possible number of holes
localized at the vacancy orbitals of the VGaTeAs complex
in the light-emitting and light-absorbing states [19] and
is confirmed by the existence of low-temperature reori-
entations of the complex distortions in the absorbing
state only [18].

The nature of nonreorienting complexes is
unknown. The similarity of their characteristics to
those of the reorienting complexes suggests that these
defects also contain VGa and a donor and also bind a
hole at the vacancy state. These conditions are satisfied
by a defect in which the donor (TeAs) is not at the anion-
sublattice site nearest to VGa, but at the next nearest site.
It is also possible that there is one more donor or
another defect at close range (at the same kind of site).1 

The low initial symmetry of defects of this kind and
a rather strong influence of donors located at small dis-
tances from VGa may lead to a strong energy splitting of
the previously equivalent Jahn–Teller configurations
and to the absence of reorientations even under uniaxial
pressure. Since the effect of the donor is not dominant,
the emission and absorption spectra of such a defect are
presumably close to the spectra of the initially trigonal
VGaTeAs complex. Indeed, as follows from [8, 22], the
emission and absorption spectra of the VGaSnGa,
VGaSiGa, and VGaTeAs complexes almost coincide,
although in the first two defects the donor occupies the
cation-sublattice site and is therefore more remote from
VGa. Identical emission spectra have also been observed
in ZnSe for the Frenkel pairs VZn–Zni, in which Zni was
in different (but close to VZn) interstitial sites [23].
However, the possibility of the existence of these
defects in rather high concentrations in n-GaAs:Te
crystals being studied is unclear and requires further
investigation.
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Abstract—The results of structural, electrical, and photoelectric investigations of phase transitions in layers of
cadmium-sulfide and cadmium-telluride solid solutions synthesized under profoundly nonequilibrium condi-
tions are reported. As a model process, the thermally activated decomposition of a CdSxTe1 – x single-phase
solution containing the α1 (x1 = 0.4–0.6) phase was chosen. Increasing the temperature was shown to result in
the formation a heterophase system with two phases α2 (x2 = 0.1–0.2) and α3 (x3 = 0.78–0.99). The electron
diffraction patterns, the photoelectric-current spectrum, and the temperature dependences of the dark electrical
conductivity in the course of and after phase transitions are reported. The results of electrical and photoelectric
investigations are compared with the results of structural investigations. Changes in the dark conductivity in the
course of phase transitions are shown to simultaneously account for the evolution of the density of states near
the Fermi level. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION
Electrical properties are known to be extremely sen-

sitive to changes in structure. Therefore, it seems prom-
ising to use investigations of these properties to analyze
phase-transition processes. Consequently, we report
below the results of investigations of the electrical and
photoelectric properties during the thermally activated
decomposition of films of a cadmium-sulfotelluride
solid solution and analyze the possibilities of using
them in investigating phase-transition processes.

2. INVESTIGATED SAMPLES
AND EXPERIMENTAL PROCEDURE

We investigated the layers of CdSxTe1–x (0.4 < x <
0.6) solid solutions prepared by thermal evaporation
and condensation under profoundly nonequilibrium
conditions [1]. The choice of the method was dictated
by the purpose of the investigation that implies a model
object prone to phase transitions. As substrates, we
used the laminas of potash mica. The film thickness for
all the investigated samples did not exceed a few tenths
of µm. The layers were of polycrystalline structure with
crystallites of cubic modification both before and after
the thermal treatment.

Prior to the electrical measurements, the samples
were cut into several parts, and silver contacts were
deposited on some of them. The ohmic behavior of the
contacts was checked against initial portions of the cur-
rent–voltage characteristics.

Structural investigations were carried out using an
ÉMR-100 electron diffractometer and a PZM-100 elec-
tron microscope. Electrical measurements were carried
1063-7826/00/3410- $20.00 © 21157
out under the current operating conditions in vacuum
(a residual gas pressure of 10–3 Pa) using a B7-30 elec-
trometer and a special heat controller making it possi-
ble either to maintain a constant temperature (with an
accuracy of 0.1 K) or to vary it linearly. The rate of
heating and cooling was varied within 0.05–0.2 K/s.

The possibility of measuring the electric field influ-
encing phase transitions was checked by comparing the
properties of the samples that experienced phase transi-
tions under the effect of an electric field with properties
of the samples subjected to these transitions without a
field.

The influence of temperature on the properties of
the contacts was tested by comparing electrical proper-
ties of samples with the contacts deposited before
annealing with the similar properties of samples whose
contacts were deposited following thermal treatment.

3. EXPERIMENTAL RESULTS 

We investigated the influence of temperature on the
structure, the phase composition, and the electrical and
photoelectric properties of the solid-solution layers of
cadmium sulfotelluride in relation to the temperature-
field characteristics.

The main results of the experiment are shown in
Figs. 1 and 2.

In Fig. 1, we display the typical electron-diffraction
patterns from an as-prepared solid-solution film and a
thermally treated film. In Fig. 1, curve 1 is indicative of
the presence of only the α1 phase corresponding to the
composition of the solid-solution with x1 = 0.5 in the
000 MAIK “Nauka/Interperiodica”
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as-prepared film. Curve 2 obtained for an annealed
sample implies the appearance of two phases α2 and α3

in the bulk: the CdSxTe1–x solid solutions with compo-
sitions of x2 = 0.15 and x3 = 0.85, respectively.

111 200 220311

222111

111

200 220311

200 220 311222

222

15 20 25 30 35 40
θ, min

CdS0.5Te0.5

CdS0.15Te0.85

CdS0.85Te0.15

1

2

J, arb. units

1

2

3

4

10–3

10–5

10–7

10–9
1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2 3.4

100

10–1

10–2

10–3

1.0 1.5 2.0 2.5 3.0

"ω, eV

i p
/i p

 m
ax

σ,
 Ω

–
1  c

m
–1

103/T, K–1

Fig. 1. Electron diffraction patterns of the films of a
CdS−CdTe system: curve 1 was recorded before annealing,
and curve 2, after annealing.

Fig. 2. Variations in the conductivity σ during the phase
transitions in the CdS0.5Te0.5 layer: curves 1 and 3 corre-
spond to heating with a rate v, curves 2 and 4 show the tem-
perature dependences of the conductivity of the layer after
the phase transitions. Curves 1 and 2 correspond to v =
0.05 K/s; curves 3 and 4 correspond to v = 0.2 K/s (the con-
ductivity scale is on the left, and the temperature scale is at
the bottom); curve 5 is the typical photoelectric-current
spectrum for the CdS0.5Te0.5 layer (the current scale is on
the right, and the photon-energy scale is at the top).

5

The phase inhomogeneity in the samples after
annealing was also detected from the optical transmis-
sion spectrum [2]. The character of the electron-diffrac-
tion patterns was independent of the sample-annealing
methods used in this study.

In Fig. 2, we show the typical behavior of the elec-
trical conductivity σ of the films in the course of
annealing in relation to the heating rate of the samples.
Curve 1 shows the dark conductivity for an as-prepared
sample heated with a rate of 0.05 K/s. A constant acti-
vation energy of about 0.5 eV corresponds to its initial
section. At the temperature T ≈ 360 K, the conductivity-
increase rate first grew somewhat with temperature and
then decreased rapidly. After that, the temperature
dependence of the conductivity was described by a sim-
ple exponential curve with an activation energy of
0.72 eV. The indicated exponential temperature depen-
dence was retained further within the entire tempera-
ture range under investigation under the subsequent
heating and cooling (curve 2). A simple exponential
temperature dependence with the same activation
energy for the given sample was also successfully repro-
duced after subjecting the sample to atmospheric air.

Curves 3 and 4 in Fig. 2 represent the changes in the
electrical conductivity of another area of the same
CdSxTe1–x layer, but heated with a rate of 0.2 K/s.
Exposing the samples to the highest temperature of
heating for several hours leaves their conductivity
unchanged at this temperature.

A cumulative result of the thermal treatment was a
multifold decrease in the conductivity of layers (for the
samples, the results of the investigation of which are
displayed in Figs. 1 and 2, this decrease amounts to
three orders of magnitude). Samples with similar prop-
erties could be produced from the as-prepared layers by
“shock” heating using an electron beam.

The influence of the heating rate on the properties of
the samples was determined by investigating the photo-
conductivity. The lower the heating rate, the larger the
photoconductivity increase which could be obtained for
a sample. For example, part of the sample annealed at a
heating rate of 0.5 K/s (Fig. 2, curves 1, 2) showed a
photoconductivity increase by three orders of magni-
tude after annealing at room temperature, while a
“shock”-heated part was virtually photoinsensitive
(undergoing irradiation with a 90-W incandescent
lamp). In the as-prepared samples, the increase in pho-
toconductivity is only severalfold.

A typical photoconductivity spectrum of the sam-
ples is shown in Fig. 2, curve 5. Annealing almost did
not affect the shape of the photoconductivity spectrum
or the absorption spectrum of the samples. The temper-
ature dependences of the photoelectric current had a
form characteristic of the monomolecular mode of
recombination, and their qualitative shape was invari-
ant under the thermal treatment. The current–illumi-
nance characteristics were linear for all the investigated
samples.
SEMICONDUCTORS      Vol. 34      No. 10      2000
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4. DISCUSSION OF THE RESULTS

As can be seen from Fig. 1, the as-prepared films
represent homogeneous solid solutions containing only
the α1 phase. For the sample whose electron diffraction
pattern is shown in Fig. 1, the α1 phase is the
CdS0.5Te0.5 solid solution. For other investigated sam-
ples, this can be a solid solution with a composition in
the range of x1 = 0.4–0.6. According to the equilibrium
phase diagram [3], such a composition corresponds to
the domain of a limited mutual solubility. Moreover, it
corresponds to the part of the domain, where, as might
be expected, the absolute loss of solid-solution stability
should occur. Consequently, the as-prepared samples
represent the metastable systems maintained in the
nonequilibrium state by internal potential barriers. The
annealing of such systems is found to induce the
decomposition of the original solid solution and the
formation of a heterogeneous thin-film structure com-
posed of two solid solutions: CdTe-based (α2) and
CdS-based (α3). Their composition must correspond to
the mutual-solubility domains of their components in
the equilibrium phase diagram of the system.

The results obtained by us for the CdS–CdTe system
are completely consistent with the aforesaid. A mixture
of the α2 + α3 phases was detected in the annealed sam-
ples by the electron-diffraction and optical methods.
The composition of the α2 and α3 phases corresponds
to the mutual-solubility domains (x2 = 0.1–0.2; x3 =
0.78–0.99). The subsequent thermal treatments influ-
ence neither the electron-diffraction pattern nor the
electrical and photoelectric properties. Thus, we can
state that, in this study, we actually investigated the pro-
cess of phase transition of the system (a homogeneous
solid solution) from a metastable state to an equilib-
rium state (a two-phase mixture of solid solutions).

As a rule, the system passes from a metastable state
to an equilibrium state due to fluctuations, i.e., by
means of the formation and growth of new-phase
nuclei. This process takes a certain amount of time. It is
reasonable to assume that the conditions taking place
during this time must influence both the phase-transi-
tion kinetics and the properties of the newly formed
phases. This explains the cause of the distinction
between the electrical and photoelectric properties of
the solid-solution samples annealed at various heating
rates. This is related to distinctions in the structure,
which cannot be detected by electron diffraction. Con-
sequently, we attempt to analyze the kinetics of the
thermally activated decomposition of a homogeneous
metastable solid solution on the basis of the electrical
properties of this compound.

The condensed solid-solution layers belong to dis-
ordered systems [4]. The charge transport proceeds in
such systems at high temperatures over the mobility-
gap edge and is described by the expression [5]

(1)σ σmin Ec EF–( )/kT–[ ] ,exp=
SEMICONDUCTORS      Vol. 34      No. 10      2000
which is qualitatively consistent with our experimental
data. Here, σmin is the minimum metallic conductivity,
Ec is the mobility-edge, EF is the Fermi level, k is the
Boltzmann constant, and T is the temperature. The fact
that the charge transport takes place over the mobility-
gap edge is also confirmed by the results of calcula-
tions. According to Mott and Davis [5], a specific test
for conduction over the mobility-gap edge is the repre-
sentation of the experimental conductivity in the
form of 

with the subsequent calculation of the parameter C. For
the samples investigated both before and after anneal-
ing, the value of the factor C was on the order of
103 Ω−1 cm–1, which agrees closely with the results
obtained by Mott and Davis and with a minimum
metallic conductivity σmin in expression (1). Thus, we
can state that the charge transport over the mobility-gap
edge takes place both during and after the phase transi-
tion.

An appreciable change in the dark conductivity dur-
ing the charge transport over the mobility-gap edge
similar to that taking place on annealing the investi-
gated samples is possible only owing to a change in the
Fermi-level position. There are two reasons for this
fact. The first is a change in the value of the mobility
gap; the second is a change in the density of states. No
experimental facts supporting the former reason have
been revealed. Moreover, investigations of photocon-
ductivity indicate the opposite: neither the photocon-
ductivity spectrum nor absorption spectrum vary on
annealing. At the same time, a number of experimental
results testify in favor of the latter reason. These
include the shape of the photoconductivity spectrum
(Fig. 2, curve 5), the linear current–illuminance charac-
teristic, the dependence of the photoelectric current on
annealing conditions, and the stability of the tempera-
ture dependence of the photoelectric current with
respect to thermal treatments.

Actually, the first two facts imply that the photoelec-
tric current in the investigated samples was monomo-
lecular [5]; i.e.,

(2)

where e is the elementary charge, F is the electric-field
strength, µD is the drift mobility, G is the rate of gener-
ation of nonequilibrium charge carriers, and τ is the
lifetime of these carriers. In the experiment under dis-
cussion, a substantial variation of µD is improbable,
because the value of µD typically specifies the form of
the photoelectric-current temperature dependence,
which was stable here with respect to the thermal treat-
ment. It only remains for us to consider the lifetime τ.
This lifetime is very sensitive to the defect-level con-
centration near the Fermi level. Consequently, various
photoelectric properties of cadmium sulfotellurides are

σ C E/kT–( )exp=

ip eFµDGτ ,=
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governed precisely by the density of states near the
Fermi level.

Thus, we can state that the photosensitive properties
acquired by the samples of cadmium-sulfotelluride
solid solutions in the course of their phase transitions
are caused by a change in the density of states near the
Fermi-level position. In turn, the density of states con-
trols the Fermi-level position. As was shown above, the
Fermi-level position specifies the dark conductivity.
Therefore, a change in the dark conductivity occurring
in cadmium sulfotelluride on annealing (Fig. 2,
curves 1, 3) also accounts simultaneously for the evolu-
tion of the density of states near the Fermi level and the
character of variations in the Fermi-level position in the
course of phase transitions.

In conclusion, we will make a remark concerning
the peak in the temperature dependence of the dark
conductivity (Fig. 2, curve 1). As can be seen from
Fig. 2, no peak is observed at high heating rates. We
relate this fact to the inertial behavior of our detecting
instrumentation. For high heating rates, the rate of for-
mation of new-phase islands turns out to be very high,
and is exponentially related to the temperature, which
rises fast at high heating rates. As to the time constant
of our detecting instrumentation, it amounts to seconds.

5. CONCLUSION

From the results of the investigation carried out, we
can conclude the following.

(i) The phase transitions in metastable solid solu-
tions of cadmium sulfotellurides are accompanied by a
drastic changes in the density of states near the Fermi
level and its subsequent monotone relaxation to the
equilibrium concentration.
(ii) The microstructure and the photosensitive prop-
erties of the phases formed as a result of the thermally
activated phase transition of a metastable solid solution
are specified by the temperature-rise rate.

(iii) Variations in the dark conductivity during the
thermally activated decomposition of metastable solid
solutions simultaneously reflect the features of varia-
tions in the Fermi-level position and the features of
variations in the density of states during the indicated
phase transitions.
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Abstract—Numerical estimations showed the crystalline triaminotrinitrobenzene explosive to be a wide-gap
semiconductor with a band gap of 2–4 eV under normal conditions and 1.5–2.0 eV under pressures of 10–20 GPa,
which is typical of shock-wave-initiated detonation. © 2000 MAIK “Nauka/Interperiodica”.
Recently, a physical model was proposed for the
shock-wave-initiated detonation of pressed fine-crys-
talline triaminotrinitrobenzene (TATB) explosive [1].
The model is based on the assumption that TATB is a
semiconductor with a 2-eV band gap under pressures of
10–20 GPa typical of shock-wave initiation.

An experimental value of the TATB band gap is
unknown. Based on the electron structure of the TATB
molecular crystal, calculated in the Hartree–Fock
approximation, it was concluded in [2] that this mate-
rial is an insulator with a band gap of about 10 eV.
However, the Hartree–Fock calculations as a rule
grossly overestimate the band gap (see table). Thus, the
problem of the TATB crystal band gap remains
unsolved. Furthermore, molecular crystals of some
nitro compounds (TATB belongs to this class) are
indeed known to be semiconductors [3].

This study is aimed at finding a refined numerical
estimate of the band gap of the TATB molecular crystal
by the density-functional technique with a local
approximation for the exchange–correlation energy
(local density approximation, LDA). The fact that the
density-functional method yields more accurate band
gaps compared to the Hartree–Fock method is illus-
trated in the table where experimental band gaps of
some materials are compared to those calculated by the
Hartree–Fock and LDA methods.

The electron structure was calculated for a TATB
crystal structure taken from crystallographic data [8].
We note that TATB crystallizes in the triclinic Bravais
lattice and the crystal unit cell contains two molecules
composed of 48 atoms. We use the electron-density
functional method [9] with a local approximation for
the exchange–correlation energy (LDA) [10]. To solve
the Kohn–Sham single-particle equations, we employ
the nonlinear method of augmented plane waves. The
calculation is based on the warped-muffin-tin approxi-
mation where the electron density and the effective
potential between nonoverlapping muffin-tin (MT)
1063-7826/00/3410- $20.00 © 21161
spheres and inside these are described by Fourier series
and assumed to be spherically symmetric [11], respec-
tively. The basic calculation error is caused by truncat-
ing the Fourier series to represent the density and
potential in the region between MT spheres and by a
limited number of augmented plane waves to represent
the wave functions. The number of plane waves for the
density and potential is 4261, the largest number of
augmented plane waves is 332. Integration over the
Brillouin zone was carried out using eight special
points [12].

To estimate the error related to incomplete conver-
gence of expansions outside the MT spheres, two cal-
culations were carried out with a different choice of
sphere radii. In the first case, all sphere radii were taken
to be identical. In the second case, hydrogen atom radii
were halved whilst the radii of heavier atoms were
retained. Under the condition of complete convergence,
such a radius variation should not affect the result.
Under the condition of incomplete convergence, the
difference in results yields a computational-error esti-
mate.

In these cases, the band gap was found to be 1.71
and 1.88 eV, respectively. This means that the compu-
tational error is reasonably small. Thus, the obtained

Calculated band gaps found by the Hartree–Fock (HF) and
LDA methods in comparison to the experiment 

Material
Calculation

Experiment
LDA HF

Diamond 4.0 [4] 12.4 [4] 5.5 [4]

Si 0.5 [4] 6.3 [4] 1.2 [4]

MgO 4.64 [7] 25.3 [5] 7.833 [6]

CaO 4.30 [7] 15.8 [5] 7.09 [6]

Note: The band gaps are given in electronvolts.
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data allow the conclusion that the TATB molecular
crystal is a semiconductor with the band gap of about
1.8 eV or about 40 kcal/mole.

The density-functional technique used yields more
accurate, though systematically underestimated, values
of the band gap than the Hartree–Fock method. Judging
from the data listed in the table, the true band gap of
TATB may exceed 1.5–2 times that found by the LDA
calculations. Hence, the expected value of the band gap
can be estimated at 2–4 eV for TATB under standard
conditions. According to estimations, at pressures of
10–20 GPa typical of the TATB shock-wave initiation,
the band gap can probably decrease to the value of
1.5−2 eV found by the explosion experiments [1].

Thus, the measured TATB band gap and its depen-
dence on pressure are of great interest for verifying
computations of the band structure of complex molec-
ular crystals and for understanding the physics of deto-
nation in crystalline explosives.

Preliminary estimates show that other explosives
based on nitro compounds (for example, hexogen) can
have an analogous electron structure and their band gap
can be on the order of 2–5 eV under standard condi-
tions.
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Abstract—The possibility of using the results of measuring the quasi-static current–voltage characteristics and
high-frequency impedance of symmetrically doped bicrystal structures obtained by direct bonding to simulta-
neously determine the electrical parameters of the bonding interface [differential density of the surface states
ν(E)] and the near-boundary layers (the dopant-concentration distribution in the vicinity of the boundary) is dis-
cussed. Attention is given to the fact that the ratio of static current to high-frequency conductivity is extremely
sensitive to the presence of “punch-throughs” (regions with enhanced electrical conductivity) in the potential
barrier of the bonding interface. It is shown experimentally that the electrical conductivity of actual bicrystal
structures obtained by direct bonding of silicon is governed to a large extent by the presence of such “punch-
throughs,” which should be taken into account, in addition to the possible doping of interfacial layers in the
course of bonding, when determining the dependence ν(E). © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The use of the technology of direct bonding of sili-
con in the production of electronic devices makes the
electrical characterization of the structures thus formed
a topical problem. In particular, this concerns the meth-
ods for determining the differential density of surface
states ν(F) at the bonding interface. Thus far, the form
of the dependence ν(E) has been considered as the main
factor that defines the electrical (including the varistor)
properties of directly bonded silicon structures [1].

The previously suggested methods for determining
the dependence ν(E) from electrical measurements are
based on an a priori assumption that the transverse dis-
tribution of the dopant concentration N(x) is uniform in
the vicinity of the bonding interface and that the struc-
tures are laterally homogeneous [1–3]. However, there
are reports that, in a number of cases, the effect of par-
asitic p-doping of the bicrystal near-interface region is
observed; this effect is caused by diffusion of residual
boron and (or) aluminum from the cleaned wafer sur-
face [4–8]. It is noteworthy that the use of destructive
methods for testing the structures (using thinning of
wafers subjected to bonding with subsequent measure-
ment of the parameters of the near-surface regions) in
order to determine the distribution N(x) in the vicinity
of the interface leads to problems caused by difficulties
with ensuring the “plane-parallel” approach to this
interface. On the other hand, measurement of the
parameters of the near-surface layers in the regions of
the wafers that were not bonded for technological rea-
sons (for example, at the periphery of the structures or
1063-7826/00/3410- $20.00 © 21163
in the region of bonding defects of the “bubble” type)
also introduces an ambiguity. This is caused by the fact
that residual impurities can penetrate into the gap
between the wafers and then into the environment [7],
in contrast with the case where these impurities remain
confined in the structure and may diffuse only in the sil-
icon bulk. The stress-defined conditions for the forma-
tion of structural defects are evidently also different in
the above two cases, so that the impurity and defect
composition of the near-surface region of nonbonded
zones and near-interface layers in monolithic structures
may, in general, be different.

The presence of large structural defects in the bond-
ing-boundary region [9] also calls for an analysis of
what error in determining ν(E) is introduced by the
assumption that the directly bonded silicon structures
are laterally electrically homogeneous. This issue has
not been elaborated thus far, notwithstanding the avail-
able evidence that the transverse conductivity of
directly bonded silicon structures may fluctuate appre-
ciably over the interface, which gives rise to pronounced
punch-throughs (highly conducting regions) in the corre-
sponding potential barrier (see, for example, [10]).

In this paper, we consider two methods for deter-
mining the quantity ν(E) at the bicrystal interface from
the results of measurements of high-frequency (HF)
capacitance and the static and HF conductances of
directly bonded silicon structures. These methods are
not based on special assumptions about the distribution
N(x) in the vicinity of the interface but rely on lateral
homogeneity of the structures. It is demonstrated that
the internal parameter of one of the considered algo-
000 MAIK “Nauka/Interperiodica”
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rithms (the ratio of the static current to the HF conduc-
tance of directly bonded silicon structures) is a quantity
which is extremely sensitive to the presence of punch-
throughs, which makes it possible to use this parameter
to check the lateral homogeneity of the conductance in
the structure being studied.

2. A MODEL OF A DIRECTLY BONDED SILICON 
STRUCTURE AND A METHOD
FOR ITS CHARACTERIZATION

The energy diagram of the bicrystal boundary (x = 0)
in a p-Si–p-Si symmetrically doped, directly bonded
silicon structure for both zero and nonzero external
biases is shown in Fig. 1. As in [1–3], it is assumed that
the oxide layer present (possibly) at the boundary is
transparent to tunneling for the charge carriers. Here, h
is the width of the space-charge region (SCR) consid-
ered in the approximation of the Shockley layer (h @ lD,
where lD is the Debye screening length), h1 and h2 are
the widths of the forward- and reverse-biased parts of
the SCR (h = h1 + h2), and V1 and V2 are the barrier
heights for the forward and reverse currents.

The static above-barrier current j– is controlled by
the barrier height V1; i.e.,

(1a)

where j0 = A*T 2(p0/Nv) and qµhp0[E1E2/(E1 + E2)] cor-
respond to the current in the diode and diffusion mod-
els, respectively (A* is the Richardson constant for
holes, p0 and µh are their concentration and mobility, Nv

is the effective density of states in the valence band, and
E1 and E2 are the field strengths to the right and left of
the boundary) [3, 11, 12], so that, for the bias voltage
V @ kT/q, we have

(1b)

The general procedure for determining ν(E) is based
on the fact that the difference between the variations in
the SCR charge at its left- and right-hand boundaries
dQ2 and dQ1 resulting from a change in the external

j– j0e
qV1/kT–

1 e qV /kT––( ),=

j– j0e qV /kT– .≈

(a) (b)

V = 0 V ≠ 0
Ec

Ev

Ec

Ev

II
II

I
I

qV0

qV1

qV2

F1

F1

x xh20–h1–h0 0 h0

Fig. 1. The energy-band diagram of a symmetric, directly
bonded p-Si/p-Si structure under (a) zero and (b) nonzero
external biases.
bias dV is related to a change in the surface-state charge
dQs caused by variation of the Fermi-level position at
the boundary (Fs) by the expression

(2)

in this case,

(3)

Here, all the quantities dQi and dhi are considered to be
positive, and N1 and N2 are the concentrations of accep-
tors at the left- and right-hand SCR boundaries that are
assumed to be unknown.

The total SCR thickness h is determined from the
measured capacitance C (h = εaS/C, where S is the
structure area), whereas, in order to determine the ratio
between the SCR widths in wafers I and II, the HF con-
ductivity (G~) of the structure has to be additionally
measured. In fact, if an HF component V– is added to
the constant bias V~(V = V~ + V–), the total current is
given by

Since the surface-state charge Qs has no time to change
at a high frequency (dQs = 0), the alternating field E~ at
any point in time is spatially uniform in a region with

thickness h(E~ = –V~/h); therefore,  = –V~(h1/h) and
G~ = j~/V~ = (q/kT)j–{(h1/h) + [exp(qV/kT) – 1]–1}.
Thus, we have

, (4a)

or, for V @ kT/q,

(4b)

After the quantities h and h/h1 (and thus h1 and h2
separately) have been determined, the concentrations
N1 and N2 can be found from conventional formulas for
C–V profiling with allowance made for the barrier
heights V1 and V2 = V + V1 [11] determined from the
measured current j–; i.e.,

(5)

Using formulas (1b), (2), and (3) and ignoring the
dependence j0(V) in (1b) that is weaker than the one
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Fig. 2. (a) The dependences of (1) the barrier capacitance C, the resistances (2) R– and (3) R~, and (4) the difference R− − R~ on the
bias V; (b) the bias dependence of the barrier height V1 for a symmetric, directly bonded p-Si/p-Si structure.
introduced by the exponential law exp(–qV1/kT), we
obtain

(6)

where (R–)–1 = dj–/dV = G– is the differential conduc-
tance of the static current–voltage (I–V) characteristic
and R~ = (G~)–1. Formula (6) clearly demonstrates that,
as might be expected, the difference between G~ and G–

is defined by the presence of a nonvanishing differential
surface-state density ν. Thus, the considered approach
to determining the dependence ν(E) from the measured
quantities j–, R–, and R~ and the determined value of h2,
as outlined above, is in fact based on the known method
of frequency discrimination for the contribution of
deep states to the current response to the voltage
applied to the structure.

3. EXPERIMENT

In the experiment, we used symmetric structures
obtained by bonding KDB-20 Si (p-Si:B, ρ = 20 Ω cm)
wafers with boron concentration NB = (6–7) × 1014 cm–3

and (100) orientation. Prior to bonding, the wafers were
subjected to the conventional RCA treatment with sub-
sequent hydrophilization of the surface in an ammo-
nium–peroxide solution, rinsing in distilled water, and
dehydration in a centrifuge. The wafers were bonded in
atmospheric air at room temperature under an applied
external pressure. The final bonding was accomplished
in a dry nitrogen atmosphere at a temperature of
1050°C for 2 h without using any additional load. After
bonding, one of the wafers was thinned by mechanical

ν
εa j– R– R~–( )

kTh2
--------------------------------,=
SEMICONDUCTORS      Vol. 34      No. 10      2000
polishing to a thickness of ~100 µm. A diamond disc
was then used to form grooves about 80 µm deep at the
surface of this wafer; these grooves were subsequently
expanded by etching in an aqueous solution of KOH in
order to remove the damaged layer down to the inter-
section of the groove bottom with the bonding inter-
face. The samples were 0.3 × 0.3 and 0.3 × 0.6 cm in
size. Ohmic contacts to the samples were formed by
applying In + Ga paste to the surface.

The quasi-static I–V characteristics and the HF
impedance (at a frequency of f = 1 MHz) of the struc-
tures were measured in the dark at temperatures of Tm =
78–300 K. A VM-508 impedance meter was used. It
was assumed that the equivalent circuit of the structures
at high frequency includes a barrier capacitance C con-
nected in parallel to the resistance R~ that defines the
above-barrier current; C and R~ are connected in series
to the resistance r of the quasi-neutral bulk of the
wafers. The inequalities R~ @ (ωC)–1 @ r are typical;
the first of these changes to R > (ωC)–1 with increasing
external bias, and, for V = 10–15 V, the values of R~ and
(ωC)–1 become comparable. The parameters of the
equivalent circuit were determined from measurements
of the frequency dependence of the samples' impedance
in the range of ω = 0.5–5 MHz. To this end, we first cal-
culated the parameters of the electric circuit composed
of the parallel-connected capacitance C ' and resistance
R', which were related to R~, C, and r by the expressions
C ' ≈ C and R'–1 ≈ R–1 + ω2C 2r–1 ≈ R–1 + ω2C '2r–1; the lat-
ter of these expressions was used to determine r from
the dependence R'–1(ω2) and then the conductance G~ =
(R~)–1.
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4. RESULTS AND DISCUSSION

The dependences of C, R~, R–, and the difference
R− – R~ on the bias V applied to the structure are shown
in Fig. 2a. It can be seen that G– < G~, in accordance
with the fact that recharging of the deep levels has time
to occur at a low frequency of a quasi-steady scan of V
and thus hinders variation of the barrier height V1 by the
external bias. We note that the SCR width h for V = 0
calculated from the capacitance C (2h0 ≈ 0.3 µm) is
found to be much smaller than that expected from the
bulk doping level of the wafers (~2 µm). An increase in
C with increasing bias magnitude above 10 V can result
from errors in calculating the barrier capacitance C
from the results of measurements of the structure’s
impedance; these errors are caused by the fact that the
equivalent circuit for V > 7–10 V (in which case the role
of punch-throughs becomes more important) is more
intricate than expected and (or) by the contribution of
the surface-state capacitance to the total structure
capacitance measured for these biases in the regions
with a lowered barrier. The barrier heights V1 calculated
with the formula

(here, j0 = A*T2(pch/Nv), where A* = 79.2 A cm–2 K–2

[11] and pch ≈ 1 × 1016 cm–3 is the characteristic hole
concentration defined as pch = (2εa/q)[dV/d(h – h0)2]) is
shown in Fig. 2b for various values of the bias V. Using
these results and the formulas reported in [12], we can
verify that, under the experimental conditions used
here, the conductance caused by the minority charge
carriers (electrons) for both alternating and constant
current is negligible compared to the hole-induced con-
ductance. The bias (V) dependence of the parameter

V1 kT /q( ) j0/ j–( ) 1 qV /kT–( )exp–[ ]{ }ln=

2
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Fig. 3. Dependences of (1) the parameter η = (q/kT)(j–/G~)
and (2) the ratio h/h1 determined using the iteration proce-
dure on the bias V.
η = (q/kT)j–R~ associated (in accordance with the
above) with the ratio h/h1 in a laterally homogeneous,
directly bonded silicon structure is shown in Fig. 3. It
can be seen that the parameter η first increases to a
value on the order of 100 for V = –(5–6) V; then
decreases to 40–50 with increasing V; and, after that,
increases again. Such values of h/h1, even for low V,
(several volts) would seem to be unrealistically large.

In fact, for symmetric, directly bonded silicon struc-
tures, another method for calculating the thicknesses h1
and h2 and all other sought-for parameters is also pos-
sible. This method is based on the current-related mea-
surements only to the extent needed for determining the
variation of the barrier height V1 caused by the bias V
(i.e., the quasi-static I–V characteristics j–(V), rather
than the structures’ admittance, are measured). In the
latter procedure, we use the fact that, for a significant
surface-state density, the SCR-boundary position in the
forward-biased part of the structure changes much
more slowly with variations in the bias V than does the
opposite boundary of SCR [1–3]. In view of this and
also making allowance for nominal symmetry of the
structure, we may then assume to a first approximation
that, for zero bias, the width h1 is equal to the half-
width of the SCR and either remains unchanged with
further variations in V [h1(V) ≈ h1(V = 0) = h0, which
corresponds to V1 ≈ const(V) = V0], or varies according
to the dependence h1 = h0[V1(V)/V0]1/2 that is character-
istic of the situation with a constant doping level N(x) =
const. Thereby, the dependence h2(V) = h(V) – h1(V) is
determined, and the possibility arises of finding a first
approximation to the profile N(x) for x > h0 using for-
mula (5). To a first approximation, the profile N(x) is
shown by the dashed line in Fig. 4 (the second of the
above two dependences for h1(V) was used). It can be

1
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3
4
5

1.0

0.5

0
–1.0 –0.5 0 0.5 1.0

x, µm

N, 1016 cm–3

Fig. 4. The dependences N(x) calculated using an iteration
procedure: (1) the first approximation under the assumption
that h1 = (h0)[V1(V)/V0]1/2; (2) the resulting distribution
after several iterations; (3 and 4) approximating distribu-
tions of the diffusion-related type for 1 and 2, respectively;
and (5) the doping level of the initial wafers.
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seen that the acceptor concentration increases as the
boundary is approached, in accordance with the afore-
mentioned smallness of 2h0 and the numerous pub-
lished data on p-doping of interfacial layers in directly
bonded silicon structures.

As the second step, we can take into account in more
detail the variation in h1(V) with allowance made for
the available experimental data on the dependence
V1(V). To this end, we should approximate the depen-
dence N(x) in the region x ≥ h0 with a certain physically
meaningful function Nappr(x) (for example, with a func-

tion of the type of N(x) = exp(–x2/ ) + NB, which
describes the result of impurity diffusion from an
exhaustible surface source into a wafer with a doping
level of NB [13]). The function Nappr(x) is chosen such
that the experimental value of V0 can be obtained using

the expression V0 = (q/εa) (x)xdx. We then cal-

culate the differential variations of h1(dh1j) under small
variations in V1(dV1j) using the formula dh1j =
dV1j/[(q/εa)Nappr(h1)h1j], where h1j is the current value of
h1 determined with allowance made for all accumulated
variations dh1j as V increases from the zero value to the
current value (the subscript j enumerates the points
according to the voltage); i.e., we have

Thus, the dependences h1(V) and h2(V) = h(V) – h1(V)
are determined; the latter dependence is necessary to
refine the profile N(x) for x ≥ h0 using formula (5).

Further on, the procedure is repeated iteratively
until a sufficiently small variation in the distributions

N0* xd
2

Nappr

0

h0∫

h1 V( ) h0 dh1 j V1 j( ).
j

∑–=
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N(x) is attained at the next step. The resulting distribu-
tion N(x) for the case under consideration is shown in
Fig. 4 by the solid line (in the range of x = 0.3–0.5 µm,
the approximating function is given by Nappr(x)[cm–3] =
(1.27 × 1016)exp(–x2/0.4) + 6 × 1014, where x is
expressed in micrometers). Thus, the calculation yields
N(x = 0) = 1.33 × 1016 cm–3 and the value of the coeffi-
cient in the exponent corresponds to the diffusion coef-
ficient for a surface diffusant D ≈ 9 × 10–14 cm2/s, which
is close to the diffusion coefficient for boron (DB ≈
10−13 cm2/s at T = 1050°C [13, 14]). The discrepancy
between the approximating curve and the profile N(x)
calculated from experimental data for x ≥ 0.5 µm may
be caused by both the presence of a more rapidly diffus-
ing entity (for example, aluminum for which the diffu-
sion coefficient is DAl = (6–8) × 10–13 cm2/s at T =
1050°C [13, 14]) and by the reasons given above for the
appearance of the portion in the dependence where C
increases with increasing bias. The inference that the
effect of parasitic p-doping of the interfacial region in
directly bonded silicon structures may be due to the dif-
fusion of boron and aluminum impurities is consistent
with the previously published data [4, 5] and with the
results of mass spectrometry studies of the impurity
composition of interfacial layers in directly bonded sil-
icon structures [6–8]. It is significant that the calculated
values of h/h1 (Fig. 3, the dotted line) do not exceed ~10
up to V = 10 V.

The causes of the observed differences in the param-
eter η and the ratios h/h1 determined by the iteration
procedure become clear if we consider the experimen-
tal data on the temperature dependence of the I–V char-
acteristics of the structures (Fig. 5) and on the transient
current in the case where a reverse-voltage step is
applied to the structures (Fig. 6). It can be seen from
Fig. 5b that, for V = 2–7 V (i.e., in the exact region
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where the increased values of η are characteristic), an
increase in j– with decreasing temperature is observed;
this dependence is opposite to that for thermally acti-
vated above-barrier charge transport. For higher volt-
ages, in which case the current decreases with decreas-
ing temperature, the current decreases more slowly
than might be expected on the basis of the experimen-
tally obtained barrier height V1. Actually, as the temper-
ature is lowered, the surface-state charge Qs (and,
simultaneously, the barrier height V1) should increase,
or at least remain unchanged, owing to the fact the
Fermi level shifts to the valence-band top in the bulk
and (possibly, to a lesser extent) at the boundary; this
should ensure the steep falloff of the current shown in
the insert in Fig. 5a by the dotted line or even steeper
than that. The presence of a slowly decreasing current
component clearly indicates that punch-throughs
(regions with a lowered barrier or even without a barrier
at all) exist for the transverse current. It may be inferred
that, for V < 7 V, the major part of the current j– passes
through such punch-throughs where the local current
density is governed by the temperature dependence of
the corresponding spreading resistance; this depen-
dence is controlled by the temperature dependence of
the hole mobility (µh ~ T–2.3 [15]). An increase in elec-
trical conductivity with decreasing temperature in the
relevant temperature range has been observed previ-
ously for zero-biased p-Si/p-Si bicrystal structures with
grain boundaries [16] and for V < 5 V in directly
bonded n-Si/n-Si structures [10].

The presence of punch-throughs in the potential bar-
rier of the boundary also manifests itself in observa-
tions of the current relaxation when a steplike voltage
is applied to the structure (Fig. 6). The general form of
the corresponding dependences that coincides qualita-
tively with those we observed experimentally was
described previously for monoenergetic surface states
[17]. At the stage when a high-density current j(t) flows
(for V = VH; see the insert in Fig. 6a), the surface charge
Qs is found to be increased compared to the values
observed at lower steady-state external voltages; if the
external voltage is abruptly decreased to VL, the surface
charge has no time to significantly change initially,
which results in a high nonequilibrium barrier height

 immediately after switching and in small values of
the current at stage I. In addition, as long as the differ-
ence between  and the equilibrium value V1 for V = VL

remains much larger than kT, the current through the
laterally homogeneous structure is bound to be negligi-
ble compared to the corresponding steady-state jst for
V = VL. At stage II, as a result of hole emission from the
surface states at the boundary, the barrier height
approaches its equilibrium value for V = VL by the value
of ~kT/q and the nonequilibrium current is found to be
comparable to jst. It is important here that the experi-
mentally observed current patterns are indicative of a
fairly large fraction (of the steady-state value of j– at a
bias of V = VL) of the current at stage I; in addition,
there is a clear tendency towards leveling off, depend-
ing on the filling-pulse amplitude (Fig. 6b). This cur-
rent component I*, which is not blocked by the surface
charge, may be interpreted as being due to punch-
throughs.

Large values of the parameter η may be related to
the presence of punch-throughs in the barrier only if
these punch-throughs are rather clearly pronounced
(i.e., if the local conductance in the corresponding areas
differs greatly from the conductance in the remaining
area, so that, in spite of the small relative total area of

V1*

V1*
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punch-throughs, the predominant fraction of the total
current passes through these punch-throughs). It fol-
lows, first, from the fact that the introduction of addi-
tional leakage results in an increase in both j– and G~;
the appearance of these quantities in the numerator and
denominator, respectively, in the expression for η
partly compensates these variations. Second, consider-
ing the simplest case of lateral inhomogeneity for a
sample composed of two homogeneous regions that
have the parameters η = η1 and η = η2 (η2 @ η1 and
S1 @ S2), with an arbitrary ratio between the currents I1

and I2, we may readily conclude that the measured
effective parameter ηeff = (I1 + I2)η1η2/(I2η1 + I1η2)
would approach η2 only for I2 @ I1(η2/η1). For an ohm-
ically conducting region, the parameter η = qV/kT is
very large (~40 for V = 1 V and ~200 for V = 5 V),
which may indeed lead to the large observed values
of ηeff .

The dependence ηeff(V) obtained for actual p-Si/p-Si
structures can be qualitatively described in the follow-
ing way. For V < 5 V, the major fraction of the total cur-
rent flowing through the structure passes through the
“quasi-ohmic” regions that occupy a small fraction of
the total area of the structure and have a low barrier,
which is responsible for the large values of ηeff in the
initial quasi-ohmic portion of the I–V characteristic
(see Fig. 5a). At a later stage, the current through the
main area with a comparatively high barrier V1
increases, which causes the quantity ηeff to decrease
(5 < V < 10 V). A further increase in ηeff is caused by an
increase in the local values of η for this low-conduc-
tance area and (or) by an increase in the area of rela-
tively highly conducting punch-throughs due to lower-
ing of the barrier in the poorly pronounced punch-
throughs (with intermediate barrier heights). It is also

(a) (b)
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Fig. 7. (a) The effective parameter ηeff as a function of the
bias V for a sample that contains a barrier region and non-
rectifying punch-throughs (see the text for the parameters),
and (b) the I–V characteristics of a region with a barrier
I1(V) and a nonrectifying region I2(V) (I = I1 + I2 is the total
current). 
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significant that the role of progressively smaller
(micro-scale) inhomogeneities becomes more and
more important as the local SCR width h1 approaches
the local Debye length; in the latter case, there arise
additional special features related to violation of the
Schottky-layer approximation in considering the SCR.
It is noteworthy that, in the context of the above con-
cepts, the “soft” breakdown characteristics of bicrystal
structures may be interpreted [1, 12]. As an illustration,
Fig. 7 shows the dependences ηeff(V) that demonstrate
the effect of adding an ohmic conducting region with a
spreading resistance of R = 50 Ω to the homogeneous
boundary (with an area of S = 9 × 10–2 cm2, initial bar-
rier height of V0 = 0.4 eV, and differential surface-state
density equal to ν = 5 × 1011 eV–1 cm–1 and constant
within the range of the Fermi-level variations) on the
effective parameter ηeff of the total sample in a structure
with the spatially uniform acceptor concentration NB =
6 × 1014 cm–3.

The cause of the origination of lateral inhomogene-
ity in the bicrystal interface is difficult to determine pre-
cisely. The punch-throughs can be caused by nonuni-
form distribution of charged surface states over the
boundary area [this nonuniformity may be correlated
with dislocation-type structural defects [9] or be related
to the statistical scatter of their areas (for small h1 ~ lD),
see above]; by statistically nonuniform spatial distribu-
tions of the doping and compensating impurities in the
near-boundary SCR; by conducting channels at the
periphery of large, electrically active structural defects
formed at the boundary (precipitates and the like); by
agglomerates of the impurity of the opposite (to the
main impurity) type of doping at the boundary; by the
presence of “ideally” bonded regions; and so on. Our
experiments with samples having different ratios of the
area to the perimeter and also measurements of the
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Fig. 8. Distributions of differential density of the surface
states at the bicrystal boundary in the directly bonded
Si structures. The distributions were calculated using (1) an
iteration procedure and (2) formula (6).
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fractions of currents flowing through the peripheral and
central surface electrodes formed at one of the surfaces
of separated pieces of wafers with a continuous second
(rear) electrode (a check on the correspondence to the
ratio of the electrode areas) indicate that the inhomoge-
neities discussed here are local and are not related to the
corresponding boundaries. Here it should be noted that,
for small punch-throughs (on the order of h1), their I–V
characteristics, even with zero barriers, may be nonlin-
ear owing to modulation of their effective areas by the
surface-state charge at the adjoining portions of the
boundary; as a result, the corresponding electrical con-
ductivity may be frequency-dependent. Because of this,
in calculating the ratio h/h1 with formula (4), it is diffi-
cult to readily take into account the presence of such
quasi-ohmic punch-throughs by subtracting the current
component I* (Fig. 6b), which is not blocked by the
surface-state charge, from the total current j and sub-
tracting the corresponding differential conductance
dI*/dV from the HF conductance.

The following comments can be made concerning
the determination of the dependence ν(E) in directly
bonded silicon structures. It is clear that the addition of
a small amount (in the sense of the occupied area) of
conducting regions with a specific I–V characteristic,
which negligibly influence the total structure capaci-
tance but appreciably influence the structure conduc-
tance, may dramatically affect the result of determining
ν(E) by any method that involves a combination of
capacitance and current measurements and is based on
the assumption of lateral homogeneity of the samples.
Therefore, the data on ν(E) obtained in the cases where
lateral inhomogeneity is apparent in the experiment
(for example, concerning the parameter η) should
treated as effective values. Taking this reservation into
account, we present two dependences ν(E) (Fig. 8), one
of which was obtained using the above iteration proce-
dure and formula (2) directly (the solid line) and the
other (the dashed line) of which was obtained using for-
mula (6), where R– and R~ were measured experimen-
tally, whereas h2 was taken from a more realistic result
of the iteration procedure. In the first case, it can be
seen that somewhat larger values of ν are obtained; on
the whole, in order of magnitude, the values of ν are
consistent with the results obtained previously by other
methods (see, for example, [1–3, 18]). It appears prob-
able that numerical experiments simulating the sim-
plest inhomogeneity (for example, for samples includ-
ing two homogeneous regions with differing electrical
parameters) and the methods described above for deter-
mining ν(E) for such objects could help to clarify the
question of whether the results of applying the corre-
sponding methods to inhomogeneous structures are
reliable.
5. CONCLUSION

In terms of the conventional model of a laterally
homogeneous bicrystal boundary, we suggested two
new methods for determining the electrical parameters
of symmetric, directly bonded silicon structures from
the results of measuring their static current–voltage
characteristics, high-frequency capacitance–voltage
characteristics, and conductance.

The first method is based on data on the voltage
dependence of the parameter η = (q/kT)(j–/G~) that
coincides, in the high-frequency limit, with the ratio of
the total thickness h of the near-boundary SCR to the
thickness of its forward-biased part h1. In combination
with the determination of h from the capacitance mea-
surements and of the barrier height from the measured
current j–, this method is actually an extension of the
widely known procedure for C–V profiling to the case
where the positions of both boundaries of the SCR
depend on the bias. The second method is an iteration
procedure in which the fact that the structure is sym-
metric and the results of the capacitance and current
measurements are used. These methods exhibit differ-
ent sensitivities of the results to lateral inhomogeneity
of the bonding interface, which makes it possible to use
them to assess this inhomogeneity without performing
any local measurements.

The measurements carried out on actual directly
bonded p-Si/p-Si structures indicate that there are
punch-throughs in the bonding-interface potential bar-
riers; to a large extent, these punch-throughs govern the
transverse conductance of the structures. We reported
additional experimental data that verified the presence
of such punch-throughs in the case where the transient
current (after a steplike bias was applied to the struc-
tures) and the temperature dependences of constant
current were measured. It was shown that the acceptor
concentration in the vicinity of the interface is higher
than the bulk doping level of the wafers; in addition, a
pronounced peak with a magnitude of about ~1 ×
1013 cm–2 eV–1 for E ≈ EV + 0.63 eV was observed in the
distribution ν(E).

On the whole, the experimental data reported here
suggest that the electrical characteristics of actual
directly bonded silicon structures may depend appre-
ciably on their local spatial inhomogeneity, which, to a
great extent, shifts the problem of describing the electri-
cal parameters of the bicrystal interface to the problem of
studying the factors inducing this inhomogeneity.
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Abstract—In the framework of an electron–deformation model, a mechanism of electron–deformation dipole
formation at a strained heterointerface was considered. For a ZnSe/ZnS heterostructure, an external electric
field ~120 kV/cm normal to the heterointerface brought about an additional compression strain of ~4% (~3%)
in the ZnSe (ZnS) lattice. For an opposite field direction, a tensile strain of ~5% (~5%) was observed. © 2000
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Modern technology, in particular, molecular beam
epitaxy [1], enables one to obtain heterostructures with
the lattice mismatch of materials brought into contact
(for example, ZnS/ZnSe [2]), or, in the general case,
with misaligned crystallographic characteristics. Lat-
tice mismatch causes strain in the vicinity of the hetero-
interface. The strain type and level can be controlled by
the thickness of the grown layer [3]. The purpose of this
study was to demonstrate that this effect can also be
achieved by applying an external electric field. In this
case, we used the self-consistent model, which was
developed previously [4]. This model takes into
account the interaction of strain with the electron sub-
system of the crystal. The purposeful control of the
strained state of the heterostructure using an external
electric field enables one to vary physical characteris-
tics of the heterostructure continuously in a certain
range. In some cases, this should lead to radically new
results.

In the context of the model [4], we considered the
mechanism of electron–deformation-dipole formation
at the strained heterointerface and calculated its dipole
moment. We analyzed the influence of an external elec-
tric field through the electron–deformation dipole on
the strained state of the heterointerface and estimated
numerically this influence for the ZnS/ZnSe hetero-
structure.

We note that this problem can be solved by several
methods. One of them includes a consideration of the
heterostructure in an external electric field ab initio. In
this case, the Hamiltonian for the problem will contain

a term, which takes the form Ermn cn, where E
is the electric field strength. This term has no effect on
the equation describing the condition of mechanical

e
nm∑ cm

+
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equilibrium (see below). However, the self-consistent

determination of the electron correlator 〈 ck'〉  [4] and
eventually the strain parameter are functions of the
electric field.

The other method, which is used below, includes a
two-stage solution. At the first stage, the electron–
deformation effects in the heterostructure, particularly
the formation of the dipole moment, are considered in
the absence of an external electric field. The field
effects are considered at the second stage only.

It is clear that both approaches should lead to iden-
tical final results. However, the second method that we
used gives clearer insight into the physical mechanism
of the problem under consideration.

2. ELECTRON–DEFORMATION DIPOLE
OF THE STRAINED HETEROINTERFACE

The nature of the near-boundary dipoles is defined
by states in the band gap, which appear due to the band
discontinuity for contacting heteroregions [5]. In con-
trast with this, the electron–deformation dipole appears
at the strained heterointerface due to the mismatch of
the unit-cell parameters aβ. Here, β = 1, 2, where sub-
script “1” corresponds to the region Lw ≤ x ≤ 0 of the
narrow-gap crystal. For the ZnS/ZnSe heterostructure,
this is ZnSe with the band gap ∆EZnSe = 2.822 eV. Sub-
script “2” corresponds to the region 0 ≤ x ≤ Lw for a
wide-gap material (for ZnS, ∆EZnS = 3.840 eV). Hence-
forth, we assume that Lw  ∞.

The origin of the electron–deformation dipole is the
local charge-carrier redistribution at the strained het-
erointerface due to electron–strain interaction [4]. Spe-
cifically, this is the appearance of regions enriched with
and depleted of electrons (for ZnSe and ZnS, in the

ck
+
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vicinity of x = 0– and x = 0+, respectively, Fig. 1). Thus,
the electron–deformation dipole is formed at the
strained heterointerface (the plane x = 0, see Fig. 1).
The moment P of this dipole is normal to the heteroint-
erface plane. Its magnitude equals [6]

(1)

where s = LyLz is the heterointerface area and ∆n(x) is
the change in the electron density due to the electron–
deformation interaction.

The problem under consideration could be
described by a Hamiltonian, whose site representation
in the framework of the one-band model has the form

(2)

where  and ciσ are the Fermi operators (σ is the spin
index); Wi is the position of the electron level at the site
with the radius vector Ri and aciε(ri) is the level shift
caused by the electron–deformation interaction (aci is
the hydrostatic-deformation potential constant, which
is equal to a1(a2) for sites in regions 1 (2));

is the relative change of the unit-cell volume Ω0);  is
the integral of the electron mixing between the Ri and
Rj sites regardless of the strain; Ki is the lattice elastic

stiffness; and  is the electron Coulomb interac-
tion.

In order to derive the electron density ∆n(x), the
self-consistent solution of the following set of equa-
tions is required [4]:

(i) the time-independent Schrödinger equation for
the strained system

(3)

where ∆λ is the band gap and α = "2/2m*;
(ii) the mechanical-equilibrium condition

(4)

where V is the crystal volume;

P es x∆n x( ),

∞–

∞

∫–=

Ĥ Wi aciε ri( )+[ ]ciσ
+ ciσ λ ij

0 ciσ
+ c jσ

ijσ
∑+

iσ
∑=

+
1
2
--- KiΩ0ε

2 ri( ) ĤCoul,+
i

∑

ciσ
+

ε ri( )
Ω ri( ) Ω0–

Ω0
--------------------------=

λ ij
0

ĤCoul

∇ 2 ac

α
----ε r( )–

e
α
---ϕ r( )+ Ψn r( )

=  
1
α
--- En W ∆λ–( )–[ ]Ψn r( ),–

∂Ĥ
∂ε r( )
------------- σmechV ,=
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(iii) the equation determining the chemical potential
position

(5)

(iv) the equation determining the charge-carrier
density n(r),

(6)

where 〈 ck'σ〉  is the Fourier transform of the 〈 cjσ〉
correlator; and

(v) the Poisson equation for the electrostatic poten-
tial ϕ(r) caused by the redistribution of the electron
density ∆n(x).

As a result,

(7)

where

(8)

with

(9)

 is the average carrier density, and

(10)

n
Ω0

V
------ n r( ) r, 0 n 2;≤ ≤d∫=

n r( ) ckσ
+ ck'σ〈 〉 i k k'–( )r–[ ] ,exp

kk'σ
∑=

ckσ
+ ciσ

+

∆n x( ) R eϕ x( ) Vmech–[ ] ,=

R
3

8π4
-------- 

  1/3 1
α
---

n0
1/3 1 qn0

1/3+

1
3
2
---qn0

1/3 1 qn0
1/3+–

-------------------------------------------------=

q
ac

2

3π2( )2/3αK
---------------------------= ,

n0

Vmech acεmech=

ZnSe
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ZnS
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Ec
P

+

0'
W

Ec
ZnSe

0 x

Fig. 1. Energy diagram of the strained heterointerface
ZnSe/ZnS with allowance made for the electron–deforma-
tion interaction. P is the dipole moment, ∆Vel-d(x) is the
local change in the potential-barrier height or the quantum-
well bottom due to the electron–deformation interaction.

ZnS
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is the potential energy of electrons, which is condi-
tioned by the lattice strain. The latter is caused by the
mismatch of the unit-cell parameters a1 and a2 in the het-
erointerface plane (for ZnSe/ZnS, (a1 – a2)/a1 ≈ 4% [3]).

Above, in Eqs. (3)–(10), the omitted index β = 1, 2
should be taken into account, depending on the consid-
ered region of the heterostructure. In Eq. (8),  is the
average carrier density in the βth material. With regard
for the β index, the parameter of strain in the region β,
εβmech, is determined by the following equation:

(11)

where

(12)

and the unit-cell parameter in the region of the strained
heterointerface under the electrical field E normal to
the heterointerface (Gβ is the shear modulus for the β
region);

(13)

where Dβ is the coefficient determined by the ratio of
the elastic constants and depends on the crystallo-
graphic orientation. For the (100) orientation, Dβ =

2 /  [3], where  and  are the elastic con-
stants.

It follows from Eq. (1) that the dipole moment P is
proportional to the area of contacting regions. This con-
clusion, which is similar to the conclusion that the
dipole moment is proportional to the length of rectilin-
ear dislocation [7], is a manifestation of the fact that the
charge redistribution is independent of the contact-
plane coordinates. A similar conclusion is implicitly
included in the expression for the free energy of the
elastic field of the dislocation [8].

The field potential ϕβ(x) appears as a result of local
carrier redistribution in the vicinity of the strained het-
erointerface [4]. This potential can be determined by
solving the Poisson equation for the first and second
regions of the heterostructure:

(14)

The conduction-band bottom for the first material is
chosen as the reference point for the ϕβ(x) potentials. In
Eq. (14),

n0β

εmech E( ) Spε̂mech
1
2
--- 2a|| E( ) a⊥ β E( )+[ ] 3,–= =
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dx2
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λ2

e
-----∆Vβmech.–=

λβ
2 e2Rβ
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-----------,=
where εβ is the static permittivity for the βth material
(for example, ZnSe), and ε0 is the permittivity of free
space.

Solutions to Eq. (14) in view of the finiteness of the
potential ϕβ(x) for x  ±∞ are given by

(15)

(16)

Coefficients A and B in these equations are deter-
mined from the continuity conditions for the potentials
ϕ1(x) and ϕ2(x) at the strained heterointerface (i.e., for
x = 0) and from the normal component of the electric
displacement vector Din(x) and Djn(x) at x = 0:

(17)

(18)

Substituting (7) into Eq. (1) and taking into account
(15) and (16), we derive the explicit expression for the
dipole moment P, which appears at the strained hetero-
interface due to the electron–deformation interaction:

(19)

In the case of the unstrained heterointerface,
Vβmech = 0, and, according to (19), the dipole moment P
is equal to zero.

3. CHANGE OF THE STRAINED STATE
OF THE ZnSe/ZnS HETEROINTERFACE

UNDER THE INFLUENCE OF AN EXTERNAL 
ELECTRIC FIELD

It is reasonable to expect that the presence of the
dipole moment P (19) in the heterostructure with the
strained heterointerface can be used to change its
strained state by an external electric field E (see Fig. 1).
In this case, the electron–deformation dipole in an
external electric field acquires the potential energy

(20)

In particular, for our problem, the geometry of the elec-
trical field is such that yields |cosα| = 1, where α is the
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angle between the vectors P and E. In Fig. 2, α = 0 for
curves 1a and 2a and α = π for curves 1b and 2b. This
energy is spent on a change in the elastic energies for
the first and second materials:

(21)

where k = k1k2/(k1 + k2) is the coefficient of rigidity of

the strained heterostructure (kβ = Eβs/ (0) is the coef-
ficient of rigidity, and Eβ is the Young modulus for the
βth material); ∆aβ⊥ (E) is the change in the lattice
parameter of the βth material along the normal to the
plane of the strained heterointerface, as a result of inter-
action between an external electric field and the field of
the local carrier redistribution in the vicinity of the het-
erointerface; and aβ⊥ (0) is the lattice parameter of the
βth material along the 0x axis in the absence of an
external electric field.

Equation (19) together with the equation

(22)

which describes the mechanical equilibrium at the het-
erointerface, form a set of equations with the solution

(23)

Here, the sign “+” (“–”) corresponds to the additional
tensile (compressive) strain, which appears due to the
influence of electric field E = (–Ex, 0, 0) (E = (Ex, 0, 0))
applied to the heterostructure (see Fig. 1). In this case,
the expression for the strain parameter εβ(E) as a func-
tion of the field E in view of Eqs. (11), (13), and (23)
has the form

(24)

Thus, the applied electric field changes the local
redistribution of the electron density by the quantity
δn(E) = ∆n(E) – ∆n(0). This in turn causes a variation
in the electronic strain component ∆Vβel-d(E) =

− ∆n(E) [4]. Depending on the ∆n(E) sign, the lat-

tice strain for ZnSe and ZnS can be either tensile
(∆n(E) < 0) or compressive (for ∆n(E) > 0).

To illustrate the inferences from the model sug-
gested, let us consider the influence of the external elec-
tric field E on the type and level of strain for the lattices
of ZnSe/ZnS heterostructures with the following
parameters:

Ei = 0.282 eV/Å3, Ej = 0.347 eV/Å3;

ai = 5.6687 Å, aj = 5.4093 Å;
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aic = –3.65 eV, ajc = –2.78 eV;

Di001 = 1.206, Dj001 = 1.248;

Gi001 = 0.9044 eV/Å3, Gj001 = 1.1269 eV/Å3 [3, 5];

 = 1018 cm–3,  = 1016 cm–3;

mic = 0.17m0, mjc = 0.25m0, εi = 8.1, and εj = 8.3.

The calculated dependences εβ(E) for two cases are
shown in Fig. 2: curves a correspond to the electric field
directed along the normal to the heterointerface plane
from ZnSe to ZnS, and curves b to the electric field
directed oppositely.

As follows from Fig. 2, the ZnS and ZnSe lattices
undergo either the additional tensile (curves 1a and 2a)
or compressive strain (curves 1b and 2b) with increas-
ing electric field. The strain sign depends on the electric
field direction. Particularly, for the electric field E =
120 kV/cm, the ZnSe crystal lattice undergoes an addi-

ni0 n j0

~~
~
~

2a

2b

1b

1a
1.62

1.54

1.46

–1.82

–1.92

–2.00

40 80 120

ε, 10–2

0

|E|, kV/cm

Fig. 2. Strain parameter εβ(E) as a function of the external
electric field E for the lattices: curves 1a and 1b are for ZnS,
and 2a and 2b for ZnSe. The dependences 1a and 2a corre-
spond to the case of E || P (α = 0), and dependences 1b and 2b
correspond to the antiparallel direction of E and P (α = π).
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tional tensile strain of ~4% or a compressive strain of
~5%; and the ZnS crystal lattice, ~3 or ~5%, respec-
tively. The obtained curves εβ(E) demonstrate that the
ZnSe lattice is more strain-sensitive than the ZnS lat-
tice. This is explained by the larger compliance of the
ZnSe lattice compared to the ZnS lattice.

The effect of increasing (decreasing) the strain state
of the ZnSe/ZnS heterostructure with the electric field
can apparently be used for the growth of lattice-mis-
matched heterolayers.
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Abstract—The effect of low-temperature electron charge redistribution at the Si/SiO2 interface between the
interphase states and the conduction band of an n-Si crystal on the temperature behavior of conductance, pho-
tovoltage, and photocurrent in Si barrier structures with edge surface electron channels was studied in the tem-
perature range of 77–300 K. The dynamics of the channel-current response to the voltage changes in the dark
and under illumination can be explained qualitatively by dispersive hopping transport of holes in SiO2, which
induces electron transfer to, and accumulation at, the Si surface near the barrier contact. The leveling off of the
photovoltage at low temperatures and the nonmonotonic temperature dependence of the photocurrent are attrib-
uted to the nonmonotonically increasing, localized hole density at the Si/SiO2 interface and the free electron
density at the Si surface with decreasing temperature, which reflects changes in the valence of oxygen com-
plexes. © 2000 MAIK “Nauka/Interperiodica”.
As was shown in [1–3], the nonmonotonic tempera-
ture behavior of the surface conductance of Si and Ge
crystals in the 77–300 K range exhibits some general
trends. Temperature variations of the surface charge
were ascribed to changes in the valence of oxygen com-
plexes localized at the crystal–oxide-film interface
[3, 4]. The effect of low-temperature interphase redis-
tribution of charges at the semiconductor–oxide inter-
face manifests itself in high-frequency measurements
in the form of nonmonotonic temperature dependences
of the active and reactive current components in the
edge surface channels in barrier structures. In this case,
a set of peaks is observed in the conductance relaxation
spectra for crystals with surface defects [4]. This can be
used to study the nature of the effect and its manifesta-
tions at the interface between the crystal and oxide or
oxygen precipitates [5] and, in particular, to investigate
the contribution of this effect to surface losses in the
barrier structures of the device.

The goal of this work was to study how the mecha-
nism of low-temperature interphase charge redistribu-
tion at the semiconductor–oxide interface influences
the photoresponse of barrier structures. Schottky
diodes on n-Si, in which the edge surface electron chan-
nel was induced by the positive charge in the thermal
oxide film formed during oxidation, were chosen as the
model.

1. EXPERIMENT

We used n-type Si wafers with electron concentra-
tion 2 × 1012 cm–3 and near-surface oxide stacking
1063-7826/00/3410- $20.00 © 21177
faults (OSF) introduced by thermal oxidation to a depth
(<1 µm) less than the Debye screening length [3, 4].
The thermal oxide was then removed by chemical etch-
ing in a 15-mm2 window, and a Schottky barrier was
fabricated by depositing a 19-mm2 semitransparent
gold layer to form a structure with an extended elec-
trode (Fig. 1b). In control samples, the thermal oxide
film was removed from the entire surface prior to
depositing the gold layer (Fig. 1c).

Considerable excess reverse currents were observed
in the diodes with peripheral thermal oxide; these cur-
rents increased nonmonotonically as the temperature
was lowered. The reverse current of the control diodes
decreased upon cooling. After the samples were kept in
air for several months, the reverse currents decreased.
Figure 1a shows reverse current–voltage (I−V) charac-
teristics of the extended electrode structures in the dark
(curves 1'–3') and under the illumination with an incan-
descent lamp (curves 4–6). The I−V characteristics are
nonlinear, with a tendency to be superlinear for U ≈
2−4 V and sublinear for U > ~4 V. The reverse I−V
characteristics of the control samples show similar non-
linearity in the dark, with sublinear I−V characteristics
observed under illumination (Fig. 1c). We note that
similar dark I−V characteristics of Schottky diodes on
n-Si with OSF have been ascribed to the existence of a
surface channel [4].

Temperature dependences of the capacitive, ωC
(C is the measured capacitance, ω = 2πf, and f is the test

signal frequency), and active, , components of the
high-frequency susceptance and the dependence of the
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Fig. 1. Reverse (a, c) and forward (b) i–U characteristics of
Au–n-Si (OSF) diodes with (a, b) thermal and (c) natural
oxide at the periphery. (a) (1–3, 1'–3') Without illumination,
(4–6) under illumination of the entire diode; T = (1, 1') 300,
(6) 250, (2, 2', 5) 185, (3, 3', 4) 77 K; (1–3) as-prepared sam-
ple, (1'–3', 4–6) the sample after several months of storage.
(b) (1, 2) Without illumination, (3–6) illumination of the
entire diode, and (7) illumination of its central part; T =
(1, 3) 300, (4) 220, (5) 185, and (2, 6, 7) 77 K. (c)
(1, 2) Without illumination, (3–5) illumination of the entire
diode; T = (2, 5) 300, (4) 250, and (1, 3) 77 K. Inserts show
the sample configuration. The insert in Fig. 1b illustrates the
formation of a surface channel (I) through the depletion
region of the Schottky barrier Au-n-Si (II) owing to hole
accumulation at the barrier contact.
dc conductance G of the structures we studied are non-
monotonic (Fig. 2). The temperature behavior of the dc
and ac conductances exhibits similar trends. In the
diodes with thermal oxide, the susceptance ωC and

conductance  increase with decreasing temperature
for U > ~2 V (curves 6, 8) and decrease for lower U, as
in the control diodes (curves 3, 4); the high-frequency
susceptance grows somewhat only at T < 160 K
(curves 5, 7).

Figure 3 shows the susceptance relaxation spectra
for the diodes in the form of temperature curves ω∆C =
ω[C(t2) – C(t1)], where t2 and t1 are fixed instants of
time after reverse voltage switching. A set of peaks in
the spectra of the control diodes (curve 1) is similar to
that observed earlier in Schottky diodes on n-Si with
OSF [1, 3]. For structures with thermal oxide, an appre-
ciable monotonic background, which diminishes with
sample aging (curves 4–6), is observed in the spectra.
A monotonic background is also present in the spectra
measured under illumination (curves 3, 7). It can be
seen from Fig. 3 that the peaks in the spectra are
observed at the same temperatures.

Figure 4 shows temperature dependences of the
photovoltage Uoc for the diodes we studied (curves 1–4),
the short-circuit photocurrent (isc) for the structures
with thermal oxide (curve 5), and the photodiode pho-
tocurrent (iph) for the control diodes (curve 6). It can be
seen from the Fig. 4 that, as the temperature is lowered,
the photovoltage tends to level off and the photocurrent
tends to decrease, with similar nonmonotonic tempera-
ture dependences of the photocurrent observed for both
types of diodes. Worth noting is the correlation between
the photocurrent isc(T) (curve 5) and susceptance ωC(T)
temperature dependences (Fig. 2, curve 5) for the
diodes with thermally oxidized surfaces and between
iph(T) (curve 6) and ωC(T) (Fig. 2, curve 3) for the con-
trol diodes.

2. DISCUSSION OF THE RESULTS

2.1. Influence of Hopping Transport of Holes
in SiO2 on the Edge Channel Conductance

The common temperature dependences of the elec-
trical and photoelectric characteristics of the diodes we
studied indicate their relation to the specific features of
the surface channel susceptance. A comparison of the
temperature dependences of high-frequency suscep-
tance components and conductance relaxation spectra
(Figs. 2, 3) shows that features of the channel current
response in the microsecond range are observed in the
same temperature ranges as the relaxation spectra
peaks corresponding to transient processes with char-
acteristic times of ~1–100 ms. The characteristic times
of the slow and fast stages of conductance relaxation
can be written as τf ∝  exp(∆Ei/kT) and τs ∝
exp(−∆Ei/kT), respectively, where ∆Ei is the conduc-
tance activation energy at the corresponding peak in the

G̃
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relaxation spectrum. Therefore, τs(T) ∝  (T), and the
faster the initial stage of relaxation, the slower the final
stage [2, 3]. These features of the channel dynamics
find no explanation in terms of the models of surface
conductance in the presence of potential barriers that
relate the conductance dynamics to the recharging
times of shallow and deep surface states (see, e.g.,
[6−8]). At the same time, they point to a relation
between the channel dynamics and the establishment of
the diffusion–drift balance. The surface channel is
localized in a potential well bounded by the depletion
region of the potential barrier in Si and the wide-gap
insulator SiO2, both of which serve as the channel
“gates.” When the voltage is switched, the potential dis-
tributions in the depletion region and in the SiO2 film
produce transverse fields at the channel boundaries;
screening of these fields must change the channel con-
ductance. The influence of the transverse field on the
interface between the channel and the space charge
region was discussed previously [3]. In this study, we
consider the contribution of hopping transport of holes
in SiO2 and their accumulation near the cathode which
also induces transport of free electrons over the Si sur-
face to the channel conduction dynamics, taking into
account the high hole density in the thermal SiO2 film.
First, we note that the experimentally observed charac-
teristic features of transient processes are typical of the
dynamics of disordered systems. In particular, when
the field is screened in amorphous insulators, slow
“tails” in the polarization current pulses are longer if
the initial current falloff is faster [9, 10]. The polariza-
tion dynamics of thermal SiO2 reflects a wide spectrum
of characteristic times in the range of 10–6–102 s [11].
An additional argument is furnished by the similar tem-
perature dependences of the channel conductance at the
Si/SiO2 interface, observed in this study (Fig. 2, curves
3, 4), and the hole mobility µ(T) in SiO2 [11]. We also
note that the oxygen deficit in the oxides can give rise
to a set of dielectric loss ε''(T, ω) peaks [12] with tem-
perature positions close to the set of ∆ωC(T) peaks

observed in this study (and a similar set of ∆ (T)
peaks [1]). In addition, peaks of this kind were also
observed at low temperatures in studies of the absorp-
tion of sound in Si crystals with surface defects [13]
and dislocations [14] in the temperature spectra of
internal friction. Similarly to the ε''(T, ω) spectra, these
spectra reflect the onset of defect mobility [15].

Competitive contributions to the surface channel

conductance come from negative (  =  + )

and positive (  =  + ) surface charges. Here,

 and  are the electron and hole charges localized

at the interfacial states at the Si/SiO2 interface and 

and  are the negative and positive built-in charges
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localized in traps in SiO2 at the Si surface [16, 17]. The
surface current leakage in diodes with thermal oxide at
U ! kT/e (Fig. 1, curves 1–3) is associated with the for-
mation of positive charge in SiO2 during oxidation. In

this case,  >  and the nonmonotonic temper-
ature dependence of the conduction is determined by

the variation of  with temperature. The decrease in
conductance upon cooling for small U in the samples
subjected to aging (Fig.1, curves 1'–3') can be attributed

to partial recovery of the surface barrier due to 
annealing, followed by an increase in the Si dangling-
bond density at the surface [17]. However, the increase

in voltage compensates for the influence of  anneal-
ing, and the temperature behavior of G(T) remains
unchanged (Fig. 2, curves 1, 2).

This can be explained by the participation of holes
in edge-field screening. On switching the reverse volt-
age, the hole flow to the negative electrode (i.e., the
blocking Au–SiO2 contact) induces the corresponding
electron flow over the Si surface. The slight rise in cur-
rent with increasing voltage for small U may be due to
the predominance of broadening of the Schottky barrier
depletion region with increasing voltage (w ∝  U1/2) and,

Qox
+

Qox
_

Qox
+

Qox
+

Qox
+

A1

A2

B1

B C

D

1

2

3

4

5

6

7

8

150

100

50

0
100 150 200 250 300

60

40

20

0

{G
, G

, ω
C

, ω
C

*)
, 1

0–
6  Ω

–
1

~

{G
, G

, ω
C

, ω
C

*)
, 1

0–
6  Ω

–
1

~

T, K

Fig. 2. Temperature dependences of the static conductance
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correspondingly, to channel narrowing with the chan-
nel length L becoming larger. The superlinear increase
in the channel current at U > 2V may be due to the
accumulation of holes in SiO2 at the cathode, which
leads to enrichment of the near-cathode surface with
electrons and higher conductance of the channel. The
sublinear behavior observed with a further increase in

U may be associated with saturation of the  charge
redistribution and with an increase in L ∝  U1/2.

In the model discussed here, the dynamics of the
channel current response are determined by the dynam-
ics of the hole accumulation in SiO2 at the cathode. The
kinetics of the hole current response to a steplike volt-
age change in amorphous SiO2 films are typical of dis-
persive hopping transport of charge carriers. After the
initial current jump, a fast falloff is observed within
times t < ttr , where ttr is the hole transit time (i1 ∝
t−(1 − β), β = 0.15–0.3), with subsequent slow decay at
t > ttr (i2 ∝  t–(1 + β)), so that the faster the initial falloff,
the slower the final decay [11].
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1

The kinetics of the current response in the channel
can also be affected by negative feedback [4]. When the
voltage is switched, the fast rise in the channel conduc-
tance at the cathode induced by hole accumulation
must terminate because of a voltage redistribution,
where the field is decreased at the cathode and
increased at the anode. The decay of the channel con-
ductance must slow down owing to the increase in the
channel length and the resulting rise in the number of
holes involved in the field screening. Thus, negative
feedback in the channel must cause the characteristic
time of the fast initial relaxation stage to shorten and
the final slow stage to become even slower.

The phase shift between the current and voltage at
high frequency f ~ (2πt tr)–1 determines the nature
(capacitive or inductive) of the reactive current in the
channel and the active current strength and depends on

ωttr . Since ttr = [L(ns)]2/µU and ns ~ , where ns is the
surface electron density, the G(T) and ωC(T) depen-
dences are associated with temperature changes in the
hole mobility and concentration in SiO2 and are repre-

sentative of the (T) dependence. The prevalence of

 results in an increase in the conductance on cool-

ing. When  is prevalent, the (T) dependence is
manifested as a tendency for the above-barrier surface
current decay to become nonmonotonically slower on

cooling, and the slope of the (T) and ωC(T) curves to
decrease. The conductance relaxation spectra reflect
the decrease in the inductive component (and the corre-
sponding increase in the susceptance ωC) and the rise

in conductance , with the through-channel conduc-
tance increasing upon a steplike change of the reverse
voltage.

2.2. Influence of Hole Trapping by Surface States
on the Channel Photoresponse

During excitation by light, which generates elec-
tron–hole pairs in Si, photogenerated holes are cap-
tured by surface states and the channel conductance
increases. Under illumination, the downward band
bending at the Si surface adjacent to the SiO2 film gives
rise to a photovoltage Us with a polarity opposite to that
of the Schottky barrier photovoltage, Uoc. Thus, the sur-
face channel can be simultaneously a photovoltage
source and a nonlinear photoresistor Rs(Us) (Fig. 4).
Without an external bias, the direction of the channel
photocurrent is(Us, Rs) is opposite to that of the photo-
current generated in the space-charge region of the

Schottky barrier . The resulting decrease in the

short-circuit photocurrent isc =  – is(Us, Rs) becomes
more pronounced with increasing downward band
bending at the surface. The nonmonotonic isc(T) depen-
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dence in the structures with thermal oxide can be
explained by the nonmonotonic increase in downward
band bending with decreasing temperature. The chan-
nel resistance reduces the photovoltage contribution Us
to isc, which is observed in the control diodes where isc
is nearly temperature-independent.

As the bias is increased, which causes hole accumu-
lation at the cathode and barrier removal, the photocur-
rent of the diodes with a thermally oxidized surface
increases with cooling in the temperature range of
140 < T < 300 K (Fig. 1a, curves 5, 6). In the control

diodes,  is dominant, as shown by the increase in
the dark resistance on cooling and by the sublinear
behavior of the I−V characteristics under illumination.

Accordingly, the increase in  on cooling only
causes the photocurrent decay in the channel to become
slower, which accounts for the correlation between the
isc(T) dependences in the diodes with a thermally oxi-
dized surface and iph(T) in the control diodes.

Under forward bias, the channel resistance Rs(T)
decreases with voltage faster than the resistance of a
Schottky diode without surface leakage, Ri(T). This
leads to a decrease in the photocurrent isc (Fig. 1b,
curve 6). The rise in photovoltage on cooling (due to
widening of the band gap and a temperature shift of the
Fermi level toward the conduction-band bottom in the
Si bulk) also terminates, because of the great surface
leakage. The leveling off of the photovoltage at low
temperatures (Fig. 4, curves 1–4) is more pronounced
under local illumination of the photodiode periphery
(curve 3). Under local illumination of the central part of
the photodiode, the leveling off of the photovoltage
(curve 2) and reduction in the photocurrent (Fig. 1b,
curve 7) are less pronounced, thus supporting the
model.

2.3. Temperature Dependences of Conductance, 
Photovoltage, and Photocurrent

It was suggested previously [3, 4] that the formation

of the positive charge  at the Si/SiO2 interface and
its buildup on cooling is due to oxygen complexes with
labile chemical bonds, whose valence changes in the
temperature region of microscopic phase transitions. In
frozen oxygen [18] and hydrogen–oxygen condensates
[19], these transformations are governed by the dispro-
portionation reaction

(1)

As a result, molecular ions of oxygen peroxide  are
transformed on heating from 77 to 300 K into atomic
ions O2– and molecular oxygen O2, whose release
increases abruptly at 150 and 220 K. In SiO2, the cova-
lent bond fraction is rather large and we can only con-
ditionally discuss the oxygen ions by representing reac-

Qox
_

Qss
+

Qss
+

2O2
2–

O2 2O
2–

.+

O2
2–
SEMICONDUCTORS      Vol. 34      No. 10      2000
tion (1) as a decrease in the energy of quasi-molecular
bonds (O–O) between two oxygen atoms with dangling
bonds and holes localized on the nonbonding orbitals
(O–). In the Si/SiO2 system, oxygen atoms with cap-

tured holes (O–) and their dimers,  ions, can supply
free electrons to the Si surface:

The nonmonotonic increase in the surface density of

 and O– and, hence, in that of , also results in an
increase in the electron density at the Si surface on
cooling.

3. CONCLUSION

In Schottky diodes on Si, the current response of the
edge electron channels induced by the positive charge
in the oxide film is associated with hopping transport of
holes in SiO2 and their accumulation at the blocking
contact, which also causes accumulation of electrons at
the barrier contact in n-Si. The localized-hole and free-
electron densities at the Si/SiO2 interface vary with
temperature owing to changes in the valence of oxygen
complexes. The increase in the free-electron density at
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the Si surface in the dark and under illumination leads
to leveling off of the photovoltage and a nonmonotonic
decrease in the diode photocurrent on cooling.
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Abstract—Results are reported of a study of a Ge–Ge3N4 interface by the method of capacitance–voltage char-
acteristics, with the structure irradiated with photons of varied energy. The employed technique revealed trap
levels in germanium nitride located at 0.75, 0.89, and 3.0 eV below the conduction-band bottom. A study of the
current through the Ge–Ge3N4 structure yielded two levels in Ge3N4 at depths of 0.75 and 0.87 eV. © 2000
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Germanium nitride (Ge3N4) occupies a prominent
place among films of insulating materials used in
metal–insulator–semiconductor (MIS) structures. It
suffices to say that Ge3N4 provides the best solution to
the complicated problem of developing a gallium ars-
enide MIS transistor [1]. A vast body of information
has been accumulated concerning methods for obtain-
ing Ge3N4 and studying its properties. However, the posi-
tion of energy levels in the band gap of germanium
nitride has only been reported in a single publication [2].

In this communication, we report the results
obtained in studying (with the aim of gaining insight
into the nature of various defects in Ge3N4 and deter-
mining the trap levels in this material) the effect exerted
by irradiation with photons of varied energy on the
charge state of the Ge3N4–Ge interface. These data are
also compared with the results of a study of current
flow through a Ge3N4–Ge structure.

2. EXPERIMENTAL

MIS structures of the Al–Ge3N4–Ge type were fab-
ricated using germanium substrates with [111] orienta-
tion (resistivity ρ = 4.5 Ω cm). Thin films of amorphous
Ge3N4 (0.12–0.15 µm thick) were deposited onto ger-
manium at 350–400°C [3]. Semitransparent aluminum
contacts 0.5 mm in diameter were deposited by vacuum
evaporation. Capacitance–voltage (C−V) characteris-
tics were measured at a frequency of 1 MHz on an
IPPM-02 setup and recorded with an N-307
XY-recorder. For a light source, we used a TRU-1100-
2350 incandescent lamp. The C−V characteristics were
measured with a metal probe as a contact to the semi-
transparent metal electrode.
1063-7826/00/3410- $20.00 © 21183
3. RESULTS AND DISCUSSION

Figure 1 shows a typical C−V characteristic of an
Al–Ge3N4–Ge structure (curve 1). The flat-band volt-
age (VFB) calculated for this structure is 0.5 V, with a
hysteresis of 0.05–0.1 V. Illumination of a structure of
this kind with UV radiation (photon energy "ω =
4.6 eV) shifts the C−V characteristic to more positive
voltages, with VFB increasing to 0.8–0.9 V (Fig. 1,
curve 2). This indicates a build-up of positive charge at
the germanium surface. Figure 2 shows VFB as a func-
tion of the illumination time τ at photon energies "ω =
0.75, 1.5, and 4 eV. As initial VFB values, we took those

1 2

–2–3 –1 0 1 2 3

0

0.2

0.4

0.6

0.8

1.0
C/Ci

V, V

Fig. 1. C−V characteristics of an Al–Ge3N4–Ge structure:
(1) in the dark and (2) under illumination with UV light.
Ci is the calibration capacitance.
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after irradiation of the Al–Ge3N4–Ge structure with UV
light. As can be seen from Fig. 2, irradiation with pho-
tons with different energies causes VFB to decrease dur-
ing a certain initial period and then to level off. The
time after which leveling-off occurs τ = 10 min. For low
light intensity, VFB levels off more slowly but its values
remain the same. To determine the trap levels in germa-
nium nitride, the VFB level-off values, obtained in the
same way as in Fig. 2, are plotted against photon energy
(Fig. 3). It can be seen that VFB starts to decrease at
0.75 eV and then a plateau is observed in the range
from 0.80 to 0.89 eV. Further, VFB decreases to 1.5 eV.
A second plateau is observed in the energy range of
1.5–3.0 eV. Beginning with 3.0 eV, VFB falls abruptly.
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Fig. 2. Flat-band voltage vs. time of irradiation with photons
with energies "ω = (1) 0.75, (2) 1.5, and (3) 4 eV.

Fig. 3. The leveling-off value of VFB vs. photon energy.
The dependence in Fig. 3 can presumably be explained
as follows. Since the band gap of Ge3N4 equals 4.2 eV,
illumination of the MIS structure with UV light depop-
ulates all traps in Ge3N4. Simultaneously, free carriers
are generated in germanium. In view of the fact that the
work function for electrons in Ge (4.4 eV) is smaller
than the value determined in this study for Ge3N4
(4.9 eV),1 electrons mainly pass from Ge into Ge3N4.
This gives rise to a contact field directed from Ge to
Ge3N4. The electrons that have passed into Ge3N4
occupy empty states in the Ge3N4 band gap, increase
the positive charge in Ge, and, consequently, cause the

1 The work function for electrons in Ge3N4 was determined from
the contact-potential difference (the Kelvin method).
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Fig. 4. (a) I–V characteristic of an Al–Ge3N4–Ge structure
and (b) exponent α in the I(V) dependence vs. voltage.

V, V
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VFB to increase. Further illumination of such a structure
with photons of varied energy causes electron emission
from the traps in Ge3N4. These electrons again pass,
under the action of the contact field, into Ge, thus
reducing the positive charge in Ge and, correspond-
ingly, the VFB. Thus, the surface potential of Ge can be
reversibly changed by irradiation with photons with
energy in the range of 0.75–3.0 eV. From the obtained
results (Fig. 3) it follows that Ge3N4 contains shallow-
and deep-level traps located at 0.75, 0.89, and 3.0 eV
below the Ge3N4 conduction-band bottom.

The existence of these levels in Ge3N4 was con-
firmed by measuring the current–voltage (I–V) charac-
teristics of the structures under study. The mechanism of
current flow has been considered for an Al–Ge3N4–Ge
structure, and the energy spectrum of localized states in
the band gap of Ge3N4 was calculated [4]. This was
done using a generalized approximate theory of injec-
tion-contact phenomena and the method developed on
its basis for quantitatively determining the above
parameters [5]. Figure 4a shows a typical I–V charac-
teristic of the Al–Ge3N4–Ge structure, and Fig. 4b
shows the voltage dependence of the exponent in the
I(V) dependence, α = d /d . The concentra-
tions and depths of trap levels in Ge3N4 were calculated
for the system in question. Two levels were clearly rec-
ognized in a germanium nitride film, lying at depths of
0.87 and 0.75 eV, with concentrations of 6.2 × 1016 and
1.6 × 1017 cm–3, respectively. A comparison of the trap
level depths found by this method with those deter-
mined from photocurrent–voltage characteristics
shows that the results are in a reasonably good agree-

Ilog Vlog
SEMICONDUCTORS      Vol. 34      No. 10      2000
ment. As for the level with an energy of 3.0 eV, fields
stronger than 106 V/cm would be necessary to observe
its manifestation in the I–V characteristics. However,
the existence of this level is indicated by the data else-
where [2].

4. CONCLUSION

It was shown by the methods of photo-capacitance–
voltage and current–voltage characteristics that energy
levels located at depths of 0.75, 0.89, and 3.0 eV exist
in germanium nitride.
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Abstract—Molecular-beam epitaxy was used to grow distributed Bragg mirrors on ZnSe substrates. These mir-
rors are composed of 10.5 and 20 pairs of alternating quarter-wave ZnMgSe and ZnCdSe layers with reflectance
peaks at the wavelengths of 530 and 560 nm, respectively, which fall in the transparency region of the substrate.
These structures were studied by low-temperature cathodoluminescence, atomic-force microscopy, and trans-
mission electron microscopy. The maximum of the reflection coefficient was 78% for a 20-pair mirror and 66%
for a 10.5-pair mirror. This result is interpreted in terms of a model that takes into account the roughness of the
interlayer boundaries. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Distributed Bragg mirrors (DBMs) are the key ele-
ments in surface-emitting semiconductor lasers and
light-emitting diodes with a “vertical” microcavity [1].
A small number of quantum wells acting as an ampli-
fying medium is typical of injection lasers. The total
effective amplification length per pass in such a cavity
is hundredths of a micrometer. In this case, even for a
material gain of 104 cm–1, the losses in the cavity mir-
rors by transmission and scattering of radiation should
not exceed about 1%. Such parameters are attained for
DBMs formed of oxides of the SiO2/TiO2 type that are
noted for their large (~1.0) difference in the refractive
indices of alternating layers. However, at least one mir-
ror should be conducting in the case of injection pump-
ing. In addition, the use of insulating mirrors requires
removal of the substrates on which the structure is
grown, which adds to the complexity of the fabrication
technology.

For III–V-based lasers emitting in the infrared
region of the spectrum, this problem is solved to a large
extent owing to the transparency of the GaAs, InP, and
GaP substrates that are used, and to the unique proper-
ties of the GaAs and AlAs pair. With widely differing
refractive indices (∆n ≈ 0.7), this pair exhibits an insig-
nificant mismatch in the crystal-lattice period ∆a ≈
0.0016. This makes it possible to use a large number of
pairs without significantly affecting the morphology of
interlayer boundaries and the surface. A high surface
quality is important not only for diminishing the losses
in the cavity by radiation scattering but also for subse-
quent growth of an efficient active medium for DBMs.

Much less progress has been made in this field for
II–VI compounds. The use of gaseous-phase epitaxy
1063-7826/00/3410- $20.00 © 21186
from metal-organic compounds to form DBMs on a
GaAs substrate was reported elsewhere [2]. These
DBMs had a reflection coefficient R = 0.945 (λ =
465 nm) when 10 ZnSe/ZnS pairs were used. The for-
mation of mirrors that had R = 0.93 (λ = 510 nm) were
formed of a mere five pairs of ZnSe and ZnMgS layers
was also reported [3]. However, due to a large mis-
match in the lattice parameters of these layers, the
DMB quality is low, which makes the formation of a
active size-quantization structure monolithic with the
mirror. On the basis of matched ZnMgSe/ZnCdSe
pairs, a DBM with R = 0.98 at λ = 616 nm was attained
[4] by molecular-beam epitaxy on a GaAs substrate.
Such a high reflection coefficient was also attained
at   λ  = 595 nm using 30 alternating pairs of
Mg0.1(Zn0.48Cd0.52)0.9Se and Mg0.6(Zn0.48Cd0.52)0.4Se
layers matched to the InP substrate [5]. Growth prob-
lems also presented a serious obstacle to attaining high
reflectance. Thus, in a ZnMgSe/ZnSeTe system distin-
guished by its relatively large difference in refractive
indices (∆n ≈ 0.35), a reflection coefficient as small as
R = 0.85 (at λ = 750 nm) was obtained [4]. If the
ZnSSe/ZnMgSSe pair that is most widely used in injec-
tion lasers and is matched to the GaAs substrate, it is
also impossible to obtain high reflectance. In order to
increase the value of ∆n, it is necessary to increase the
concentration of S and Mg in the ZnMgSSe layers,
which causes the solid-solution crystal structure to
deteriorate. The best result corresponds to R = 0.9 for
λ = 500 nm [6].

However, all the data on DBMs made of II–VI com-
pounds have been obtained so far in the case of non-
transparent GaAs or InP substrates. Therefore, these
data cannot be used to construct the output mirror of the
cavity without using the complicated technology for
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Cathodoluminescence spectra of the structures with (a) 10.5 and (b) 20 pairs of alternating ZnCdSe and ZnMgSe layers at
T = 14 K, je = 1 mA/cm2, and Ee = 10 keV.
removing the substrate. In this study, for the first time,
we obtained DBMs using ZnMgSe and ZnCdSe layers
on a ZnSe substrate in its transparency region. In future,
it is expected that such a mirror will be used in the
development of a monolithic active element of a laser
electron-beam tube with a low lasing threshold at room
temperature [7]. Moderately high reflectivities (R ≈
0.9) are required for such applications.

2. EXPERIMENTAL

The wafers for the (100)-oriented substrates were
cut from a ZnSe single crystal grown from the vapor
phase by the method of free growth by chemical trans-
port in a hydrogen atmosphere [8]. The ZnSe single crys-
tal had an etch-pit density no higher than 5 × 104 cm–2

revealed at the (100) surface using a Br solution in
methanol. The wafers were first subjected to mechani-
cal grinding and polishing and were then etched in a
CrO3 polishing solution in HCl to remove the damaged
layer. Immediately before being installed in the growth
chamber, the substrates were kept in a diluted HCl solu-
tion in order to remove the oxide layer [9]. A thin Se
layer formed as a result of the latter treatment was
removed in the growth chamber by heating the sub-
strate to a temperature of 350°C.

Epitaxial structures were grown by molecular-beam
epitaxy. The substrate temperature during growth was
300°C. In the course of growth, the substrate was
SEMICONDUCTORS      Vol. 34      No. 10      2000
rotated with constant speed in order to ensure a higher
uniformity of the epitaxial-structure parameters. The
growth rate for the layers with differing composition
was determined by transmission electron microscopy
for reference samples. The typical growth rate was
0.25 µm/h for ZnSe films.

Several multilayer structures were grown. Here we
report the results of measuring the parameters of two of
these structures. In the structures, a 380-nm-thick
buffer ZnSe layer was grown first and then a set of alter-
nating quarter-wave ZnCdSe and ZnMgSe layers that
terminated with a ZnCdSe layer was grown. In struc-
ture 134, the first layer following the buffer was a
ZnMgSe layer. The total number of layers was 40
(20 pairs). The first layer in the second (142) structure
was ZnCdSe, and there were 21 layers (10.5 pairs) in
total. The quarter-wave layers corresponded to a wave-
length of 520 nm, based on the data on refractive indi-
ces reported elsewhere [10].

Cathodoluminescence of the structures was studied
at T = 14 K for the electron energy Ee = 10 keV and the
current density je = 1 mA/cm2. The samples were stud-
ied by transmission electron microscopy (TEM) using
a Philips EM-430ST microscope with an accelerating
voltage of 200 kV. The samples for TEM were thinned
by conventional methods (by mechanical polishing
with subsequent ion etching with an argon beam). The
optical transmission and reflection spectra were mea-
sured using a UV/VIS/NIR Spectrometer Lambda 900
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Fig. 2. The optical transmission and reflection spectra of the Bragg mirrors with (a) 10.5 and (b) 20 pairs of ZnCdSe and ZnMgSe
layers grown on a ZnSe substrate 1.1 mm thick: the solid lines correspond to the experiment and the dashed lines represent the results
of the numerical simulation. The numbers of the samples are (a) 142 and (b) 134.
(Perkin Elmer). The reflection spectrum of the samples
was measured from the multilayer-structure side.
Absolute values of the reflection coefficient were deter-
mined from the reflection coefficient of a freshly depos-
ited Al layer that exhibited R = 0.89 in the green region
of the spectrum.
3. RESULTS AND DISCUSSION

Figure 1 shows the cathodoluminescence spectra of
two structures with DBMs. Emission lines of the struc-
tures are fairly narrow (the half-width at half maximum
is less than 25 meV), which makes it possible to deter-
mine the composition of the layers with high accuracy.
SEMICONDUCTORS      Vol. 34      No. 10      2000
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Using the data on the dependence of the band gap on
the solid-solution composition for Zn1 – xCdxSe [11]
and Zn1 – yMgySe [12], we obtained x = 0.14 for both
structures and y = 0.2 and 0.24 for samples 134 and
142, respectively. Then, on the basis of the x depen-
dence of the solid-solution atomic spacing for
Zn1 − xCdxSe [13] and Zn1 – yMgySe [12], we found that
the lattice mismatch of the alternating layers was less
than 0.04% in sample 134 and about 0.24% in sample
142. For such values of mismatch, the critical scale of
coherent growth (hc ≈ 130 nm for ∆a/a = 0.24% [14])
exceeds the layer thicknesses in the samples studied,
which, in the case of growth on a matched substrate,
makes it possible to obtain DBMs with a low concen-
tration of structural defects. However, in the structures
we studied, the lattice mismatch of the layers with
respect to the ZnSe substrate was appreciable, amount-
ing to about 1% (hc ≈ 20 nm) in sample 134, and was
even larger for the ZnMgSe layer in sample 142. Since
the critical scale of coherent growth in this case is
smaller than the thickness of a single DBM layer, both
structures are bound to have defects of the misfit-dislo-
cation type.

In Fig. 2, the solid lines represent the optical trans-
mission and reflection spectra of the structures studied
at room temperature. As can be seen, the peaks of the
Bragg reflection (R = 78% at a wavelength of 560 nm
for sample 134 and R = 66% at a wavelength λ =
530 nm for sample 142) fall in the transparency region
of the ZnSe substrate. The short-wavelength edge of the
transmission spectra for the structures is governed by
absorption in the ZnCdSe layers that have a narrower
band gap. Using the data on the refractive-index disper-
sion n(λ) in ZnCdSe and ZnMgSe [10], we estimated
the variation ∆n in alternating layers at the peak of the
Bragg reflection: ∆n = 0.16 and 0.21 for samples 134
and 142, respectively. In an ideal structure with pre-
cisely matched thicknesses of alternating layers, disre-
garding the losses by absorption and scattering, such
changes in ∆n should ensure a reflection coefficient of
R = 87% for 20 pairs of layers (see also Fig. 5) and R =
75% for 10.5 pairs of DBM layers. The difference
between these values and experimental data cannot be
attributed to errors in determining ∆n and is related to
the degree of structural perfection of the structures.

Figure 3 shows TEM microphotographs of a cross
section of the structures. The buffer ZnSe layers, alter-
nating ZnCdSe layers that exhibit darker contrast, and
ZnMgSe layers with lighter contrast can be clearly
seen. The structures have extended defects caused by
lattice mismatch between the layers and the ZnSe sub-
strate. The roughness of the interfaces over the struc-
ture is also distinct. This roughness increases in the
region of sample 142 with higher dislocation density.
This indicates that, if the lattice constants of the sub-
strate and layers are matched, the quality of the inter-
faces and the structure in general should improve.
However, as the number of layers increases, a zigzag-
SEMICONDUCTORS      Vol. 34      No. 10      2000
type of roughness can arise even if the lattices are com-
pletely matched, as was observed in DBMs formed of
AlGaAs and AlAs layers on GaAs substrates [15]. It
was ascertained that it is necessary to use disoriented
substrates in this case.

Topograms of the sample surfaces are shown in
Fig. 4. The surface roughness can be described by the
rms deviations of the heights σ from the mean value,

100

ZnMgSe

ZnCdSe

ZnSe

ZnSe 0.5 µm

(‡)

(b)

ZnMgSe

ZnCdSe

ZnSe

ZnSe 100 0.5 µm

Fig. 3. A microphotograph of the cross section of the Bragg
mirror with (a) 10.5 and (b) 20 pairs of layers. The arrows
indicate the ZnCdSe and ZnMgSe layers, the ZnSe sub-
strate, and the ZnSe buffer layer.
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which are 8 and 4.8 nm for samples 134 and 142,
respectively. It is noteworthy that the characteristic size
of small-scale irregularities over the surface is appre-
ciably smaller than the wavelength in the DBM layers
(λ0/n ≈ 200 nm) that corresponds to the reflection-spec-
trum peak. In sample 134, irregularities that have a
large transverse size and act as sort of pedestals for
smaller irregularities (nanoirregularities) can also be
seen. The deviation of the heights of this pedestal from
the mean value is much less than in the case of nanoir-
regularities. In general, the surface relief pattern is con-
sistent with irregularities observed in the microphoto-
graphs shown in Fig. 3.

The interlayer-boundary irregularities with a char-
acteristic size appreciably exceeding the wavelength of
light in the layer should cause scattering of light [16–18].
This scattering causes the specular-reflection coeffi-
cient R to decrease at each boundary according to for-
mula (1) in [17]:

(1)R R0 4πσn/λ0( )2
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Fig. 4. Topograms of the surface (with an area of 7.5 ×
7.5 µm2) of the Bragg mirrors with (a) 10.5 and (b) 20 pairs
of ZnCdSe and ZnMgSe layers; the rms deviation of the
roughness heights σ is (a) 4.8 and (b) 8 nm.
where R0 is the reflectivity from an ideally smooth
interlayer boundary, σ is the rms deviation of the points
of the irregular-boundary surface from the mean value,
n is the refractive index of the layer from which the
wave impinges on the boundary, and λ0 is the wave-
length of light in vacuum. Formula (1) also holds for an
optical beam of finite aperture if the characteristic size
of the irregularities is smaller than the cross-sectional
size of the beam. Scattering gives rise to a decrease in
both the reflection coefficient and the transmission
coefficient. Figure 5 shows the calculated reflection and
transmission spectra for an ideal DBM composed of
20 pairs of quarter-wave ZnCdSe and ZnMgSe layers
(solid lines, σ = 0) and for a Bragg mirror with an inter-
layer-boundary irregularity characterized by a devia-
tion σ = 1.8 nm (dashed line) that causes the reflectivity
to change according to formula (1). Calculations were
performed by the matrix method [19]. The losses by
scattering at the interlayer boundary were accounted
for in terms of equivalent losses by absorption in the
layer from which the optical wave impinged on this
boundary. Absorbance in a layer was described by the
imaginary component of the complex refractive index;
i.e.,

(2)

where h is the layer thickness. A similar result is
obtained when using a modified method, in which case
the matrices describing the pairs of layers are corrected
to account for the changes in the boundary conditions if
there is scattering [16]. We note that, although the peak
of the mirror’s reflection coefficient is close to the
experimental value for σ = 1.8 nm, the minimum in the
transmission spectrum is significantly less than the
measured value. In addition, atomic force and transmis-
sion microscopies yield larger values of σ.

In the other limiting case where the characteristic
size of irregularities is smaller than the wavelength,
scattering is suppressed. In this case, roughness of the
interlayer boundary is experienced by an optical wave
as a broadened boundary. This also results in a decrease
in the reflection-coefficient maximum, which is equiv-
alent to a decrease in the difference between the refrac-
tive indices of the layers. Furthermore, the transmission
of a Bragg mirror increases at the reflectance peak,
which is closer to the experimental data. In Fig. 5, the
dash-and-dot lines represent the reflection and trans-
mission spectra calculated in the case where broaden-
ing of the interlayer boundaries is simulated by a
20-nm-thick transition layer with the average refractive
index. It follows from a comparison of theoretical and
experimental spectra (see Fig. 2, solid lines) that this
model better describes the influence of roughness on
the transmission and reflection spectra at the reflection
peak of a Bragg mirror. For a better description of the
experimental curves within the entire spectral range,
the model used in the calculation took into account a

N λ0( ) n λ0( ) ik λ0 σ,( ),+=

k λ0 σ,( ) 4π σn( )2
/ λ0h( ),=
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Fig. 5. Calculated spectra of optical transmission and reflection for a structure composed of 20 pairs of Zn 0.86Cd0.14Se and
Zn0.8Mg0.2Se quarter-wave layers designed for a wavelength of 560 nm for ideally flat interlayer boundaries (solid lines); for irreg-
ular boundaries, scattering by which is accounted for by formula (1) with σ = 1.8 nm (dashed lines); and for flat boundaries (σ = 0)
incorporating a transition layer with a thickness of δ = 20 nm and the refractive index n = (nZnCdSe + nZnMgSe)/2 for Zn0.86Cd0.14Se
and Zn0.8Mg0.2Se layers with the thickness decreased by δ (dash-and-dot lines).
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slight mismatch in the thickness of quarter-wave layers,
in particular, a decrease in the layer thickness with
growth of the structure (apparently due to temperature
instability of the substrate) and edge absorption in the
ZnCdSe layers and the ZnSe substrate according to the
Uhrbach rule [20, 21]. The results of the numerical sim-
ulation are shown in Fig. 2 by the dotted lines. It is
worth noting that there is a good agreement between
the calculated and experimental curves for both sam-
ples.

4. CONCLUSION

Distributed Bragg mirrors composed of 10.5 and
20 pairs of alternating quarter-wave Zn1 – xCdxSe and
Zn1 – yMgySe layers with reflectance peaks at the wave-
lengths of 530 and 560 nm, respectively, which fall in
the transparency region of the substrate, were grown on
a ZnSe substrate. The peak reflection coefficients were
78 and 66% for mirrors comprising 20 and 10.5 pairs of
layers, respectively. For the compositions correspond-
ing to x = 0.14 and y = 0.20 and 0.24 determined from
the low-temperature cathodoluminescence spectra, the
largest calculated reflection coefficient should be equal
to 87 and 75% for mirrors composed of 20 and
10.5 pairs of layers, respectively. This inconsistency is
explained by roughness of the interfaces, which is con-
firmed by atomic force and transmission electron
SEMICONDUCTORS      Vol. 34      No. 10      2000
microscopy studies. A comparison of theoretical and
experimental results showed that the observed rough-
ness of the interlayer boundaries does not result in sig-
nificant lateral scattering of the light wave. The
observed decrease in the reflection coefficient is equiv-
alent to a decrease caused by broadening of the inter-
layer boundaries. In order to increase the reflection
coefficient of the Bragg mirror, it is necessary to
improve the flatness of the interlayer boundaries. In
particular, this can be done by choosing other composi-
tions for the quarter-wave layers matched to the sub-
strate in the lattice constant and by optimizing the sub-
strate orientation.
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Abstract—The localized state of a deep-level impurity in a quantum well (QW) with a parabolic potential pro-
file is investigated within the context of a zero-range impurity potential model. It is demonstrated that, if the
well is sufficiently thin, an effect of positional disorder exists: the binding energy of a deep-level impurity center
is a decreasing function of the center transverse coordinate. It is found that the positional disorder effect is
enhanced in the parabolic potential well in comparison with the rectangular well of finite depth. The spectral
dependence of the photoionization cross section of deep-level impurity centers is examined. It is shown that the
spectral dependence of the photoionization cross section is not monotonic, and the position of the impurity-
absorption edge depends strongly on the impurity center coordinate and the QW parameters. © 2000 MAIK
“Nauka/Interperiodica”.
1. It has been shown in a number of studies that
localized impurity states can exist in actual quantum
wells (QWs) [1–4]. Therefore, it is of interest to deter-
mine the magnitude and spectral dependence of the
probabilities of optical transitions involving electrons
localized at impurity centers.

In this paper, we use a generalization for the quan-
tum-confinement case of the zero-range potential
method [5] to consider the photoionization of deep-
level impurity centers in a QW with a parabolic poten-
tial profile. A single parabolic QW can be formed, e.g.,
in p–n+–p structures, which comprise a heavily doped
n+-GaAs layer clad by lightly doped p-GaAs barrier
layers [6]. In the model of parabolic QW considered
here, the energies of stationary quantum states are
determined by

(1)

where L is the QW width, ε0 = "ω0/2 is the harmonic
oscillator zero-point energy, V0 is the QW potential
amplitude, and m* is the electron effective mass. Note
that formula (1) is only an approximation, since it does
not account for the finiteness of the QW depth. How-
ever, satisfactory agreement with the photolumines-
cence experimental data can be obtained by a judicious
choice of the parameter V0 [7, 8].

2. In the following consideration, we are mainly
interested in the case of fairly narrow QWs, L ~ ad
(where ad is the effective Bohr radius). In this situation,
quantum confinement of the charge carriers in the QW
is important. Let the position of the deep-level center be

εn n
1
2
---+ 

  "ω0 n
1
2
---+ 

  "
L
---

2V0

m*
---------,= =

n 0 1 2 …,, , ,=
1063-7826/00/3410- $20.00 © 21193
described by R = (0, 0, z0), where –L/2 < z0 < L/2. To
determine the wave functions Ψλ(r, z, z0) and the
energy spectrum Eλ = –"2λ2/2m* of the deep-level cen-
ter in the QW, it is convenient to formulate the problem
in the integral form. Let us introduce the Green func-
tion

(2)

where ϕn(z) and εn represent the single-particle wave
functions and the energy spectrum for a given distribu-
tion of the QW potential.

The Lippmann–Schwinger equation for the bound
state can be written as1 

(3)

Here, Vδ is the zero-range potential of strength γ =
2π/α:

(4)

1 The problem of low-energy electron scattering by a zero-range
potential in a uniform magnetic field was considered previously [9].

G r r1– z z1 Eλ, , ,( )

=  
dk

2π( )2
-------------

ik r r1–( )[ ]exp
Eλ Ek εn––

---------------------------------------ϕn z( )ϕn z1( ),∫
n 0=

∞

∑

Ψλ r z z0, ,( ) dr1 dz1G r r1– z z1 Eλ, , ,( )
∞–

+∞

∫∫=

× Vδ r1 z1 z0, ,( )Ψλ r1 z1 z0, ,( ).

Vδ r z z0, ,( )

=  γδ r( )δ z z0–( ) 1 r—r z z0–( ) ∂
∂z
-----++ .
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Substituting (4) into (3), we obtain

(5)

where

(6)

Applying operator  to both sides of relation (5), we
arrive at an equation that determines the dependence of
the deep-level center bound-state energy Eλ on the
strength and the transverse coordinate z0 of the zero-
range well:

(7)

Here, L0 = ("/m*ω0)1/2. Using an integral representation
of the Macdonald function K0(x)

(8)

we obtain the following expression for the Green func-
tion in (5):

(9)

In Eq. (8), J0(x) is the zero-order Bessel function of the
first kind. Substituting into (9) the integral representa-
tion of the Macdonald function

(10)

we obtain

(11)
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To perform the summation in (11), the following gener-
ating function can be used:

(12)

Next, isolating the divergent part of (11), we obtain (for
z  z0)

(13)

where

(14)

Substituting (13) into (7), we obtain an equation that
determines the bound-state energy2 

(15)

where

Ei is the binding energy of the deep-level center in the
bulk semiconductor,3 and Ed is the effective Bohr
energy. Equation (15) can be analyzed numerically. In
Fig. 1, we show the calculated dependences of the
localized-level energy η2 on the coordinate a = z0/L of
a deep-level impurity center for different zero-range
potential strengths characterized by the parameter ηi

2 Localized states can exist between the QW bottom and the first
quantum-confinement level as well [10]. Then, for the levels
located above the QW bottom, Eλ > 0, and the parameter λ
becomes imaginary.

3 Eλ and Ei are measured from the bottom of the QW.
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and QW potential amplitudes  = V0/Ed. One can see
that, in fairly narrow QWs (L* ≈ 1), the positional dis-
order effect takes place: the binding energy of a deep-
level impurity center is a decreasing function of the
center coordinate. With increasing QW potential ampli-
tude (represented by the parameter ), the condition
necessary for a bound state below the QW bottom to
exist becomes more stringent (cf. curves 1, 2). Compar-
ing curves 2 and 3, one can also conclude that the posi-
tional disorder effect becomes less pronounced with the
increasing strength of the zero-range potential (param-
eter ηi). Thus, the positional disorder effect is most sig-

nificant in fairly deep QWs where  @ . For com-
parison purposes, the results of a numerical calculation
of the localization energy dependence on the impurity-
center position in a QW with the rectangular potential
profile [9] are presented in Fig. 1 by curves 1'–3'. Equa-
tion (9) of the referred paper was used [9] to analyze the
dependence of the localized level energy on the QW
parameters and the defect position. In our notation, this
equation is written as

(16)

where

Here,  is the effective mass in the barrier; to perform

numerical calculations, it was assumed that m*/  =
0.75. Comparing curves 1–3 and 1'–3' in Fig. 1, one can
see that the positional-disorder effect is more pro-
nounced in parabolic QWs than in rectangular ones. If

 > , this effect can be neglected in QWs with a
rectangular potential profile (curve 1').

3. Let us consider the photoexcitation of an electron
from a localized level of energy Eλ to one of the two-
dimensional quantum-confinement subbands. An effec-
tive Hamiltonian of interaction with the light-wave
field can be written as [5]

(17)
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where λ0 is the local-field factor accounting for the dif-
ference between the amplitudes of the local and aver-

age (macroscopic) fields;  is the number of photons
per unit volume; ω, q⊥ , and e|| are the frequency, the
wave vector, and the (longitudinal) polarization unit
vector of the absorbed light; ε is the static permittivity;
and e is the elementary charge.

According to Eq. (5), the wave function of a local-
ized electron occupying the ground state of a deep-level
impurity center differs from the Green function only by
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a constant factor:

(18)

where C = [2πε0/g(z0, z0, Eλ)]1/2 is the normalization
factor and g(z, z0, Eλ – Ek) is the Green function of a
one-dimensional Schrödinger equation with the oscil-
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Fig. 2. Spectral dependence of the normalized photoioniza-
tion cross section σ(ω, a)/σ0 of a deep-level impurity center
for the center coordinate a = z0/L equal to (1) 0.01, (2) 0.1,

and (3) 0.3;  = 200 and  = 20.V0* η i
2

lator potential given by

(19)

or in the closed form

(20)

where 

Dν(x) is the parabolic cylinder function, and Γ(x) is the
gamma function.

The following form of the final-state wave function
is adopted to calculate the photoionization cross section
of a deep-level impurity center in a QW:

(21)

Here, S is the QW normalization area. Using (17)–(21),
the partial cross section of the photoionization can be
expressed as

(22)

where α* is the effective fine-structure constant (with
account taken for the material permittivity), and θ(x) is
the unit Heaviside function. The integral under the
modulus sign in (22) can be rather easily split into two
integrals of the form

(23)
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Calculation of I1 and I2 involves the following selection
rules:

(25)

(26)

It follows from (25) and (26) that optical transitions
from an impurity level to the nth subband take place
only in the case where the localized state is formed
from the states of neighboring subbands with numbers
m = n + 2k and m = n + 2k + 1. Under the assumption
that q⊥ L0 ! 1, the total cross section of the photoioniza-
tion has the following form:

(27)

where

N = [A] is the integer part of the number A = β(X – η2 –
2/β)/4; X = "ω/Ed; and Hn(X) are the Hermit polynomials.

Figure 2 shows the spectral dependence of the nor-
malized photoionization cross section σ(ω, a)/σ0 for
the deep-level impurity centers located in different
monoatomic layers of a QW with L* = 1. It can be seen
that the spectral dependence of the photoionization
cross section is not monotonic, which is related to the
quantum-confinement effect. The cross section in the
vicinity of the absorption edge increases considerably
with the shift of the impurity center to the QW bound-
ary (cf. curves 1, 3). This occurs because of an increase
in the localized state radius due to the positional-disor-
der effect.

Dependences of the impurity absorption threshold
position Xthr = ("ω)thr/Ed on the impurity center coordi-
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nate for different QW potential amplitudes  and
zero-range potential strengths ηi are shown in Fig. 3.

It should be noted that the impurity absorption of
light in a QW is also possible in the case where the
strength of the zero-range potential is insufficient for
the formation of a bound state in a bulk semiconductor
(i.e., the local energy level crosses the QW bottom, η = 0).
In this case, which corresponds to the horizontal por-
tion of curves 2 and 3 in Fig. 3, the photoionization
threshold is determined by the QW ground-state
energy.

4. Thus, states localized by a short-range potential
(simulated by δ-function) in QWs with a parabolic
potential profile were considered. In the adopted model
of the QW, the amplitude V0 of the well potential is an
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Fig. 3. Dependence of the impurity-absorption threshold
(expressed in Bohr energy units) on the deep-level impurity
center coordinate for different values of the QW potential
amplitude and the zero-range potential strength: (1)  =
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empirical parameter. Using this approximation, we
demonstrated that the shape of the QW potential profile
has a considerable influence on the impurity-level
energy. Qualitative modifications of the spectral depen-
dence of the photoionization cross section take place as
well. This can be seen by comparing Fig. 2 with the cor-
responding curves in Fig. 1 from publication [5], where
the photoionization of a deep-level impurity center in a
rectangular QW with infinitely high barriers is treated.
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Abstract—To describe electron transport in nanopipes, a two-band model with a very narrow band gap was
proposed. In the effective mass approximation, the Hamiltonian of quasiparticle kinetic energy was found to be
isotropic and strongly nonparabolic. Formulas for the rates of momentum relaxation by scattering on acoustic
phonons were derived. The model parameters ensuring good agreement with available experimental data were
determined at temperatures above 4 K. The proposed model within a unified approach was shown to explain the
observed differences in the temperature dependences of nanopipe bundle and film conductivities. © 2000 MAIK
“Nauka/Interperiodica”.
Since the discovery of carbon nanopipes [1], their
electrical conductivity has received much attention due
to potential applications in nanoelectronic devices and
as cold cathodes. Currently, a large number of experi-
ments are being carried out in this line of inquiry (see
review [2]). However, conductivity measurements of
solitary nanopipes present substantial experimental dif-
ficulties. Therefore, most of the studies are conducted
using nanopipe films or bundles prepared by various
methods.

Most of the measured temperature dependences of
the conductivities of solitary nanopipes [3, 4] and films
[5–8] show that it increases with temperature. Both lon-
gitudinal and transverse (relative to the nanopipe axis)
conductivities have approximately identical tempera-
ture dependences typical of semiconductors. Hall volt-
age [5] and thermal emf [7] measurements are indica-
tive of predominantly hole conduction in nanopipes.
However, in contrast to known semiconductors, the
temperature dependences have no activation property.
For example, linear dependences of the conductivity on
logarithm of temperature were observed within the
ranges of 2 < T < 100 K [3] and 2 < T < 50 K [8] (see
Fig. 1). In [5], the dependence of the film resistivity
ρ(T) was observed and was described well in the range
of 4 < T < 300 K as

(1)

where ρ0, ρ1, and T0 are constants. Dependences ρ(T)
similar to (1) were measured in [6, 7]. The experiments
[7, 9] with single-layer nanopipe bundles also showed
decreased resistivity at low temperatures. At the same
time, resistivity growth at temperatures above 180 and
50 K was observed in [7] and [9], respectively.

ρ ρ0 ρ1
T
T0
-----– 

 exp ,+=
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Notwithstanding the extensive experimental data,
clear concepts of the conduction mechanism in carbon
nanopipes are so far lacking. Conduction parameters
such as the carrier density and effective mass remain
unknown. The high negative magnetoresistance was
not even qualitatively explained by known models. This
is primarily caused by insufficiently developed micro-
scopic transport models. The dependences found in
[3, 6] were related to the weak-localization effects. The
dependence measured in [5] was qualitatively
explained by mesoscopic conduction in nanopipes sep-
arated by low (about 10 meV) potential barriers. In [9],
a one-dimensional model was proposed, in which the
basic resistivity mechanism was scattering by nanopipe
torsional vibrations. According to this model, the resis-
tivity should grow linearly with temperature in the
range of 50 < T < 300 K. This qualitatively conforms to
experimental data. However, the resistivity increment
observed in [9] exceeds the calculated value by more
than an order of magnitude. In [10], proceeding from
the similarity of the temperature dependences, a model
which described nanopipe conductivity by analogy
with high-conductivity polymers was proposed.

In this study, a model for describing electron trans-
port in dense nanopipe bundles and films is proposed.
Carbon nanopipes are self-organized one-dimensional
conducting crystals, whose structure may vary greatly
[2]. The electron energy spectrum in the direction trans-
verse to the solitary nanopipe axis consists of size
quantization subbands. Their energy differences are
large in single-layer nanopipes with diameters no larger
than 1–2 nm. Therefore, their electron transport is
markedly one-dimensional. A large number of studies
(see, for instance, [9, 11–14]) were dedicated to
describing it. A simple calculation (analogous to two-
dimensional electron systems) shows that the region of
000 MAIK “Nauka/Interperiodica”
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electron wave-function localization in the direction
transverse to the axis considerably exceeds the single-
layer nanopipe diameter. The distance between nan-
opipes in bundles is of the order of 1 nm. This causes
strong overlap of the wave functions. Therefore, the
electron energy spectrum in bundles and films is three-
dimensional. This is partially confirmed by measure-
ments reported previously [5]. Nanopipe bundles con-
serve long- and at least short-range order between
atoms along and across the pipe axis, respectively.
Films represent a set of spatially ordered nanopipes and
(or) bundles. Therefore, there is good reason to con-
sider these objects as a crystalline material to a first
approximation. Experimentally observed conductivity
features show that these materials are semiconductors
with a very narrow band gap. A general method for con-
structing the Hamiltonian for such semiconductors was
described in detail in [15]. As is known, it is strongly
nonparabolic. However, available experimental data are
insufficient to determine the parameters of this Hamil-
tonian. In this case, it is reasonable to construct rela-
tively simple models that allow determination of the
electron kinetic parameters from the results of mea-
surements. Therefore, we write the conduction band
Hamiltonian in the following simple form:

(2)H Ee 1
He------+ 

  .ln=

1

2

1 10 100

0.5

1.0

1.5

2.0

2.5

3.0
Conductivity, arb. units

Temperature, K

Fig. 1. Experimental (1) [8] and calculated (2) temperature
dependences of the nanopipe film conductivity.
Ee
Here, Ee = kTe is the band parameter and He is the par-
abolic band Hamiltonian in the effective mass me

approximation. An analogous Hamiltonian can be written
for the valence band with the band parameter Eh = kTh.
We note that the wave eigenfunctions of the Hamilto-
nians H and He coincide. This model differs from the
conventional one by a single additional parameter for
either band (Te and Th). With infinite growth of these
parameters, the model transforms into the conventional
one. One can assume that these parameters (as other
quantitative parameters of a material) are mainly con-
trolled by the type of nanopipes and their mutual
arrangement in the film. In this case, according to mea-
surements carried out on the films, the electron kinetic
parameters can be estimated in solitary nanopipes.

For Eq. (2), the electron concentration is given by

(3)

where

is the effective density of states in the conduction band,
x = E/kT, E is the energy,

F is the Fermi–Dirac distribution function, η = Ef/kT,
and Ef is the Fermi energy.

According to [16], the electron conductivity in a
homogeneous semiconductor is given by

(4)

where ν is the momentum-relaxation rate. Since the
phonon spectrum of nanopipes is inadequately known,
we restrict ourselves to consideration of scattering by
deformation (DA) and polarization (PA) acoustic
phonons. Using relationships from [16] to calculate ν
and (2), it is readily shown that dependence ν(E) for
these phonon types at moderately low temperatures is
written as

(5)
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Here, ρm is the material density, s is the velocity of
sound, EA is the deformation potential, κ is the dielec-
tric constant, and β is the coefficient of electromechan-
ical coupling. Analogous relationships also hold for
holes. The total film conductivity is σ = σe + σh. We
note that as Te is infinitely increased, formulas (2)–(5)
become conventional semiconductor relationships.

Figure 1 displays the experimental temperature
dependence of the film conductivity [8] (curve 1). The
following parameters were chosen in calculating the
dependences: g = me/mh = 1, Te = 700 K, and Th =
5000 K. The ratio p = τDA/τPA for electrons is taken to
be 0.02. Henceforth, the band gap is assumed to be
zero. As is evident, the calculated dependence is in
good agreement with the experimental data.

Figure 2 shows experimental temperature depen-
dences of resistivity ρ. Curve 1 corresponds to the data
obtained [5] for the film. Curves 2 and 3 are constructed
in [7] for separate bundles of single-layer sintered and
unsintered nanopipes, respectively. The calculated
dependences reproduce the experimental ones well if
we assume that p = 0.2, Te = 550 K (curves 1 and 2) and
p = 0.035, Te = 1400 K (curve 3). The value g = 1 and
the hole band parameter Th = 5000 K are identical for
all curves. The disagreement between experimental and
calculated dependences does not exceed 10% for this
set of parameters. The model parameters corresponding
to these dependences can be determined more accu-
rately, for example, by the method of least squares. The
total conductivity is the sum of the band conductivities.
Therefore, the same results can be obtained by inter-
changing the band parameters. The hole-band conduc-
tivity is higher for the chosen set of parameters. This
conforms to the data of Hall voltage and thermal emf
measurements.

Figure 3 displays the experimental temperature
dependence (curve 1) of the resistivity ρ for a separate
bundle of single-layer nanopipes [9]. The calculated
dependence was found at g = 1, p = 0.0001, Te =
1900 K, and Th = 5000 K. At T > 50 K, the logarithmic
derivatives of ρ for the calculated and experimental
dependences are 0.0003 and 0.0004 K–1, respectively.
This difference may indicate that it is necessary to take
into account the scattering by optical phonons.

As is evident, varying only two model parameters
can yield good agreement with experiment in a wide
temperature range (1–300 K) for various samples. This
indicates that the given model takes into account the
dominant factors affecting transport in films. Various
samples exhibit a rather wide scatter in the model
parameters p and Te. This can be assumed to be partially
related to different black-carbon contents and quality of
electrical contacts between bundles in films. Further-
more, other scattering mechanisms should be taken into
account in the calculations. However, on the basis of
good agreement of calculation and experiment, one can
assume that the model parameters (Te, Th, me, mh, and p)
SEMICONDUCTORS      Vol. 34      No. 10      2000
are mainly controlled by nanopipe characteristics (the
number of layers and chirality). In this case, the mea-
sured dependence σ(T) can be used to determine the
model parameters and corresponding kinetic character-
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Fig. 2. Temperature dependences of the resistivity of (1) the
film [5] and (2, 3) separate bundles [7].

Fig. 3. Dependences of the resistivity of a single-layer nan-
opipe: (1) measured in [9] and (2) calculated by us.
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istics of charge carriers for films consisting of various
nanopipes. In particular, it follows from (2) that the car-
rier concentration should grow infinitely and, hence,
ρ  0 at T  (2/3)Tm, where Tm is the lower of the
values Te and Th. Hence, the lower of the two values Te
or Th can be determined by measuring ρ(T) at high tem-
peratures. If the measurement yields an absolute value
of the resistivity, the value τDA/me can be calculated
by (4). Obviously, the kinetic parameters determined
for films can be used as estimates for solitary nan-
opipes.

Thus, a simple model of the band structure of bun-
dles and films of oriented nanopipes was proposed. It
allows a sufficiently accurate conductivity calculation
and explanation of the observed differences in the tem-
perature dependences of conductivity of these objects
within a unified approach.

ACKNOWLEDGMENTS
The author is grateful to Z. Ya. Kosakovskaya for

critical comments and her participation in discussions.
This work was supported by the Russian Foundation

for Basic Research, project no. 98-02-17130.

REFERENCES
1. S. Iijima, Nature (London) 354, 56 (1991).
2. A. V. Eletskiœ, Usp. Fiz. Nauk 167, 940 (1997) [Phys.

Usp. 40, 899 (1997)].
3. L. Langer, V. Bayot, E. Grivei, et al., Phys. Rev. Lett. 76,

479 (1996).

Nc*
4. A. Y. Kasumov, I. I. Khodos, P. M. Ajayan, et al., Euro-
phys. Lett. 34, 429 (1996).

5. G. Baumgartner, M. Carrard, L. Zuppiroli, et al., Phys.
Rev. B 55, 6704 (1997).

6. M. Baxendale, V. Z. Mordkovich, and S. Yoshimura,
Phys. Rev. B 56, 2161 (1997).

7. J. Hone, I. Ellwood, M. Muno, et al., Phys. Rev. Lett. 80,
1042 (1998).

8. A. V. Bazhenov, V. V. Kveder, A. A. Maksimov, et al., Zh.
Éksp. Teor. Fiz. 113, 1883 (1998) [JETP 86, 1030
(1998)].

9. C. L. Kane, E. J. Mele, R. S. Lee, et al., Europhys. Lett.
41, 683 (1998).

10. A. B. Kaiser, G. Düsberg, and S. Roth, Phys. Rev. B 57,
1418 (1998).

11. O. M. Yevtushenko, G. Ya. Stepyan, S. A. Maksimenko,
et al., Phys. Rev. Lett. 79, 1102 (1997).

12. P. García-Mochales and P. A. Serena, Phys. Rev. Lett. 79,
2316 (1997).

13. R. Egger and A. O. Gogolin, Phys. Rev. Lett. 79, 5082
(1997).

14. C. Kane, L. Balents, and M. P. A. Fisher, Phys. Rev. Lett.
79, 5086 (1997).

15. V. F. Gantmakher and I. B. Levinson, Scattering of Car-
riers in Metals and Semiconductors (Nauka, Moscow,
1984), Chap. 1, p. 28.

16. F. G. Bass and Yu. G. Gurevich, Hot Electrons and High-
Power Electromagnetic Waves in a Plasma in Semicon-
ductors and Gas Discharge (Nauka, Moscow, 1975),
Chap. 1.

Translated by A. Kazantsev
SEMICONDUCTORS      Vol. 34      No. 10      2000



  

Semiconductors, Vol. 34, No. 10, 2000, pp. 1203–1206. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 34, No. 10, 2000, pp. 1254–1257.
Original Russian Text Copyright © 2000 by Zhuravlev, Kobitsky.

                                                        

LOW-DIMENSIONAL
SYSTEMS
Recombination of Self-Trapped Excitons
in Silicon Nanocrystals Grown in Silicon Oxide

K. S. Zhuravlev* and A. Yu. Kobitsky
Institute of Semiconductor Physics, Siberian Division, Russian Academy of Sciences,

pr. Akademika Lavrent’eva 13, Novosibirsk, 630090 Russia

* e-mail: zhur@thermo.isp.nsc.ru

Submitted March 27, 2000; accepted for publication April 18, 2000

Abstract—The kinetics of photoluminescence (PL) and steady-state PL from silicon nanocrystals formed in
the SiO2 matrix by silicon ion implantation were studied experimentally for the first time in the temperature
range from liquid-helium to room temperature. A dramatic increase in the photoluminescence decay time,
accompanied by PL intensity quenching, is observed below 70 K. The results obtained indicate that the silicon
nanocrystal PL arises from radiative recombination of excitons self-trapped at the silicon nanocrystal–SiO2
interface. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The discovery of efficient photoluminescence (PL)
from porous silicon in the visible region of the spec-
trum at room temperature [1] has stimulated extensive
investigations of silicon nanostructures fabricated by a
variety of methods, because of the possibility of using
these structures in light-emitting optoelectronic
devices. The nature of the visible PL from silicon nano-
structures, not established until now, is the most
intriguing puzzle. A great number of models of radia-
tive recombination have been proposed to explain the
visible PL [2, 3]. The interpretation of experimental
data on PL in silicon nanocrystals fabricated by silicon
ion implantation is facilitated by the fact that only the
models unrelated to the presence of chemical impuri-
ties can be considered. These are the following: recom-
bination of non-equilibrium carriers occupying size-
quantization states in silicon nanocrystals [1], recombi-
nation of self-trapped excitons formed on Si–Si dimers
at the Si nanocrystal–SiO2 interface [4, 5], or recombi-
nation at the interface with a silicon oxide layer [6]. The
self-trapped excitons in fairly small nanocrystals have
been shown to be stable on the basis of semi-empirical
and ab initio calculations [4]. Various ways to create
such excitons by photoexcitation were studied in [7].

In this paper, we report the results of an experimen-
tal study of the temperature dependence of the PL
decay time and the steady-state PL intensity in silicon
nanocrystals. The nanocrystals were obtained by sili-
con ion implantation with subsequent thermal anneal-
ing. Joint analysis of these dependences suggests that
the recombination of self-trapped excitons is the domi-
nant mechanism of radiative recombination in the sili-
con nanocrystals studied.
1063-7826/00/3410- $20.00 © 201203
2. EXPERIMENTAL

PL analysis was carried out for samples in which the
formation of silicon nanocrystals 2–6 nm in size was
demonstrated in the preceding study [8]. The samples
were fabricated as follows. Silicon ions with energies
of 200 and 100 keV were implanted into a 500-nm-
thick silicon oxide film grown on a crystalline silicon
substrate. The implantation dose was 1 × 1017 cm–2.
Then, the sample was annealed for 1 s at 1200°C and
30 min at 400°C. An Ar+ laser (with a wavelength of
488 nm, and excitation power density of 0.01–1 kW/cm2)
was used for PL excitation. Nonsteady PL was excited
by pulsed nitrogen laser radiation (with a wavelength of
337 nm, a pulse duration of 7 ns, and an average exci-
tation power density of 0.04 kW/cm2). The PL intensity
was recorded with a sampling interval of 64 µs. The PL
spectrum was analyzed with a spectrometer based on a
double diffraction monochromator equipped with a
photomultiplier operating in the single-photon-count-
ing mode. The temperature T was varied within
4.2−300 K.

3. RESULTS AND DISCUSSION

A room-temperature PL spectrum of silicon nanoc-
rystals is shown in Fig. 1. It comprises a single broad-
band (full width at half-maximum ~300 meV) peaked
at about 1.5 eV. The decay curve of the integral PL
intensity at room temperature is shown in the insert.
The shape of this curve is evidently nonexponential.
The decay time was determined by approximating the
decay curve with a stretched exponential function:
I(t) = I0exp{–(t/τ)β}, where τ is the decay time and β is
00 MAIK “Nauka/Interperiodica”
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the dispersion factor of the system. In the approxima-
tion, τ and β were considered as independent parame-
ters and their values were determined by the method of
least squares.
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Fig. 1. PL spectrum of silicon nanocrystals. Insert: decay
curve of the PL integrated intensity. T = 300 K.

Fig. 2. Temperature dependence of the PL decay time for
silicon nanocrystals. Squares represent experimental data;
dotted line, results of calculations in terms of Calcott’s
model; dashed line, calculations based on the STE model.
Figures 2 and 3 show the decay time τ and the inte-
grated PL intensity I in relation to temperature. It can
be seen that the decay time first sharply decreases as the
temperature increases up to T = 70 K, with the PL inten-
sity simultaneously increasing. Then, at T > 70 K, the
decay time continues to decrease slowly, with the PL
intensity following the same trend.

The observed temperature behavior of the decay
time is qualitatively similar to that in the porous silicon.
In [9], the recombination of an exciton (with a strong
splitting of singlet and triplet states, caused by the
enhancement of the electron–hole exchange interaction
in quantum dots) was considered in terms of the size-
quantization model. Approximating the temperature
dependence of the decay time in terms of this model
yields a good fit at low temperature (T < 150 K) with,
however, a discrepancy observed at higher tempera-
tures (T > 150 K) (see Fig. 2). This model assumes that
radiative recombination is a dominant recombination
channel over the entire temperature range, with the
nonradiative recombination completely ignored. It was
shown [10] that the efficiency of room temperature PL
from silicon nanocrystals grown by chemical vapor
deposition is 1% at most. An estimate of the PL effi-
ciency for our samples yields a value of no more than
several percent at room temperature. At the same time,
it can be seen from Fig. 3 that the PL intensity increases
with decreasing temperature by no more than a factor
of 1.5. Thus, over the entire temperature range, the
dominant recombination channel in the samples stud-
ied is nonradiative recombination.

Let us consider possible channels of nonradiative
recombination in Calcott’s model [9]. In the first place,
this may be the nonradiative recombination of excitons
with trapping by nonradiative recombination centers or
the thermal destruction of excitons with the subsequent
nonradiative recombination of nonequilibrium carriers.
The second possible channel is hot-carrier trapping by
nonradiative recombination centers, a process more
probable than exciton formation. Since these two pro-
cesses affect the exciton recombination time, their con-
tribution cannot be significant at low temperatures
where there is rather good agreement with experimen-
tal data even without these processes being taken into
account. In order to explain the low PL efficiency, the
trapping of hot carriers by nonradiative recombination
centers has to be considered. It has been shown [11]
that such a process is, indeed, possible and its probabil-
ity much exceeds that of exciton formation. Thus, the
PL efficiency is determined by hot-carrier trapping by
nonradiative recombination centers, with the PL decay
governed by the slower process of exciton recombina-
tion. Consideration of the nonradiative recombination
makes it possible to describe the decay time as a func-
tion of temperature, but, as evident from Fig. 3, this
model fails to explain the temperature dependence of
the PL intensity. The strongest discrepancy is observed
at low temperatures. Thus, Calcott’s model does not
account for the temperature dependences of both the
SEMICONDUCTORS      Vol. 34      No. 10      2000
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decay time and the PL intensity simultaneously, and the
temperature dependence of the decay time cannot be
considered as unequivocal evidence in favor of the
recombination of a low-dimensional exciton.

Much better agreement of the calculated decay time
and PL intensity as functions of temperature with
experimental data can be obtained by using a recombi-
nation model with the formation of a self-trapped exci-
ton, considered theoretically elsewhere [4, 7]. A sche-
matic configuration diagram of the Si–Si dimer at the
nanocrystal boundary is illustrated in Fig. 4. Here, E is
the Si–Si bond vibration potential energy summed to
the exciton energy and Q is the configurational param-
eter characterizing the atomic displacement in the
Si−Si bond. The ground (G) and excited (E) states are
those with a delocalized exciton. Capture of the exciton
by the Si–Si bond causes a state with atoms shifted
from their equilibrium positions to become more ener-
getically favorable. Such a state is called self-trapped
exciton (STE). There is an energy barrier ∆ between the
excited and STE states, with the height depending on
the crystal size [4]. An exciton in the excited state can
overcome the barrier and be captured either by a Si–Si
bond or by a nonradiative recombination center. In its
turn, an STE can recombine either radiatively (EPL) or
nonradiatively. A possible mechanism of STE nonradi-
ative recombination involves its tunneling through the
barrier E* into the ground state (Fig. 4). The probability
of such a recombination was shown [12] to be propor-
tional to temperature. The total STE recombination
time τrec is given by

(1)

where τr and τnr ∝  T–1 are the radiative and nonradiative
recombination times, respectively. If the STE forma-
tion time is appreciably shorter than its recombination
time, then the PL intensity decay time is only deter-
mined by the STE recombination time. It can be seen
from Fig. 2 that the temperature dependence of the
decay time can be described by (1) with the same accu-
racy as that furnished by Calcott’s model. Approxima-
tion of the experimental temperature dependence of the
decay time with expression (1) yields 2 ms and 68 µs
for the radiative and nonradiative recombination times,
respectively (at T = 300 K).

At low temperature, the PL efficiency is determined
by the probability ratio of exciton capture from an
excited state by a nonradiative recombination center
and STE formation. Since the STE formation is a ther-
mally activated process with an activation energy equal
to the barrier height ∆ (Fig. 4), it is suppressed at
T < 70 K, which explains the PL quenching. Approxi-
mation of the PL temperature dependence yields a bar-
rier height of 5 meV. At high temperature, when the
probability of STE formation is nearly temperature-
independent, the decrease in the PL intensity is due to
an increase, with decreasing temperature, in the proba-
bility of tunneling through the barrier E* with the sub-

τ rec
1– τ r

1– τnr
1–
,+=
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sequent nonradiative recombination. This yields good
agreement with the experimental results (Fig. 3).

4. CONCLUSION

The temperature dependence of the steady-state and
transient PL from silicon nanocrystals grown by silicon
ion implantation into a silicon oxide matrix with subse-
quent thermal annealing was studied. The experimental
results are analyzed in terms of the models assuming
the recombination of low-dimensional excitons local-
ized in silicon nanocrystals and the recombination of
STE formed on Si–Si dimers at the Si nanocrystal–SiO2
interface. Good agreement with the experimental data
is provided by calculations based on the model taking
into account the STE formation.

100

75

50

25

0
0 50 100 150 200 250 300

T, K

I, arb. units

E

(E) (STE)

EPL

(G)

E*

Q

∆

Fig. 3. Temperature dependence of the PL integrated inten-
sity. Squares represent experimental data; dotted line,
results of calculations in terms of Calcott’s model; dashed
line, calculations based on the STE model.

Fig. 4. Schematic configuration diagram for an Si–Si dimer
at the interface between a silicon nanocrystal and the amor-
phous matrix.
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Abstract—A new procedure for the experimental determination of the differential gain and dispersion of the
amplitude–phase coupling coefficient in semiconductor injection lasers was proposed and implemented. The
α-factor and differential gain for InGaAs/AlGaAs/GaAs single quantum well (QW) semiconductor lasers were
determined using this procedure in a wide spectral range (from 957 to 996 nm) at various pumping current den-
sities (from 280 to 850 A/cm2). The factor which characterizes the dispersion of the group velocity and restricts
the minimum duration of the lasing pulse at the level of 10–13 s was experimentally determined for InGaAs
lasers for the first time. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The strong dependence of the refractive index of an
active medium on the density of the injected charge car-
riers plays an important part in semiconductor lasers.
This dependence is caused by an anomalous dispersion
and is characterized by the so-called amplitude–phase
coupling coefficient (or α-factor), which is expressed
as the ratio between the rates of the changes in the
effective refractive index and modal gain with charge
carrier density

(1)

Here, λ is the wavelength (in vacuum), n is the effective
refractive index, G is the mode gain, and N is the den-
sity of the injected charge carriers. The amplitude–
phase coupling coefficient affects a variety of the most
important parameters of the laser radiation, such as the
laser linewidth (α is also referred to as the broadening
factor of the line) [1–3], lateral (along the layers of the
structure) instability of the radiation field [4, 5], and
frequency chirping of radiation [6, 7]. Both the theoret-
ical calculations of the α-factor [8–10] and experimen-
tal studies of this parameter [11–16] have received
much attention in the past decade. The problem of
decreasing the α-factor is of great importance for the
development of semiconductor lasers with improved
dynamic and noise characteristics of the radiation.
Thus, studies of the α-factor for new types of laser
structures [13–17] are of particular interest at present.
In this paper, the results of the experimental determina-
tion of the parameter discussed above are reported for

α 4π
λ

------ dn/dN
dG/dN
-----------------.–=
1063-7826/00/3410- $20.00 © 1207
InGaAs/GaAs strained QW lasers. These results were
obtained in studies of their amplified spontaneous
emission in the subthreshold mode using a new proce-
dure. Such studies, which permit the variations in the
effective refractive index and the mode gain with the
pumping current to be determined simultaneously, pro-
vide data on the concentration dependence of the α-fac-
tor [18], differential gain, and dispersion of the α-factor
in the lasers being studied.

This paper is concerned with a determination of the
anomalous dispersion, differential gain, and variance of
the α-factor in strained QW lasers based on the
InGaAs/AlGaAs/GaAs single-QW heterostructure which
emit in the spectral range of 0.94–0.98 µm.

EXPERIMENTAL

The samples we studied were laser diodes with a
ridge waveguide (the ridge width was 3.5 µm) fabri-
cated from the same heterostructure but with different
cavity lengths (200, 400, and 600 µm). The diode mir-
rors had no reflecting coatings. The parameters of the
structure are listed in the table. The calculated parameter
of optical confinement for this structure was Γ ≈ 0.017.
The refractive indices of all the layers (except for the
active layer) used in the calculations were obtained by
extrapolating the data reported elsewhere [19]. The
refractive index of the active layer was taken to be 3.63
[20]. The threshold currents of all the diodes were in the
range of 13–15 mA, while the external differential effi-
ciency (from both mirrors) was 0.6–0.8 W/A.
2000 MAIK “Nauka/Interperiodica”
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The amplified spontaneous emission spectra were
studied using a computer-controlled setup based on an
optical multichannel spectrum analyzer (Fig. 1). The
diode emission was focused onto the entrance slit of a
DFS-24 spectrometer with two microobjectives. The
data from the linear photodiode array, which had 1024
elements with a pitch of 25 µm and was placed in the
plane of the exit slit of the spectrometer, were transmit-
ted to the PC. A slit diaphragm between the objectives
oriented normally to the structure layers served to
select the fundamental transverse mode of the emis-
sion. A computer-controlled shutter in front of the
focusing objective permitted us to check the dark cur-
rent of the array elements and the background radiation
during the measurement of each spectrum. The spectra
were measured at a constant temperature of the copper
holder of the laser, which was equal to 18°C. The tem-
perature was adjusted by variation of the current through
the Peltier cell or heater. The photodiode array was
cooled to –25°C to decrease the noise. The dynamic
range for the intensity recording was about 1.6 × 103.

The spectra were measured in the continuous pump-
ing mode. Sets of spectra with a current step of 1 mA
were measured for each laser diode. The magnitude of
the step was chosen such that the mode shift caused by

Parameters of the structure under study

Layer Thickness, µm

Contact layer p+-GaAs 0.2

Emitter P-Al0.33Ga0.67As 1.3

Waveguide layer Al0.23Ga0.77As 0.09

Spacer GaAs 0.006

Active layer In0.20Ga0.80As 0.01

Spacer GaAs 0.006

Waveguide layer Al0.23Ga0.77As 0.09

Emitter N-Al0.33Ga0.67As 1.6

Substrate n-GaAs 100

1

2

6
7

3
4

58

Fig. 1. Schematic diagram of the experimental setup:
(1) laser diode; (2, 3) focusing microobjectives; (4) DFS-24
spectrometer; (5) photodiode array; (6) slit diaphragm;
(7) shutter; and (8) a PC.
such a variation in the current was much less than the
intermode spacing. This allowed us to determine the
shift of each mode. The spectral range of ≈200 Å was
covered by the linear array in a wavelength region of
about 1 µm. The entire spectral range studied was
≈1300 Å. It was broken up into nine overlapping sub-
ranges of ≈200 Å each (nine fixed positions of the spec-
trometer gratings). Matching of the spectra was per-
formed by determining the shift of particular modes
when passing from one spectral range to another.

The mode shift with the pumping current resulted
not only from the change in the injected carrier density,
but also from the variations in temperature caused by
variations in the power released at the laser diode. For
this reason, several spectra for each diode above the las-
ing threshold were also measured. This allowed us to
evaluate the temperature contribution to the change in
the refractive index.

Thus the initial data for mathematical processing
were the digitized superluminescence spectra measured
at various pumping currents (12–14 spectra in the sub-
threshold mode and 5–6 spectra above the threshold for
each diode). These spectra contained, e.g., up to
480 longitudinal modes for a diode with the resonator
length L = 600 µm.

PROCEDURE FOR SPECTRUM PROCESSING

The experimental determination of the differential
gain and α-factor variance is based on processing the
superluminescence spectra of laser diodes, i.e., opti-
cally amplified spontaneous emission of a laser operat-
ing in the subthreshold mode. A new procedure for
determining the mode gain from the superlumines-
cence spectra was used in this study.

In processing the superluminescence spectra, we
used to advantage the fact that, in semiconductor lasers,
the intensity of the spontaneous emission in its active
region is sufficiently high to be experimentally detect-
able. This emission can be used as a probe radiation in
the laser cavity. The latter can be considered as a
Fabry–Perot resonator if the lateral structure of the field
is assumed to correspond to a single fundamental
mode. The spontaneous emission will be spectrum-
modulated by the longitudinal resonances of this reso-
nator. It should be noted that there is a direct analogy
between the classical transmission spectrum of a
Fabry–Perot resonator and the spectrum emitted inside
it and emerging from it [21]. In both cases, we are deal-
ing with the longitudinal resonances in the Fabry–Perot
resonator. The waveguide behavior of the propagation
of radiation between the resonator mirrors inherent in a
semiconductor laser will cause some distinction of this
resonator from the classical Fabry–Perot resonator.
This distinction consists in the replacement of the
refractive index of the homogeneous medium filling the
classical resonator by the effective refractive index n
for the mode under consideration. The latter is defined
SEMICONDUCTORS      Vol. 34      No. 10      2000
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as n = β'/k0, where β' is the real part of the complex con-
stant of the waveguide propagation β = β' + iβ'' and
k0 = ω/c is the wave number in vacuum (c and ω have
the conventional significance). In what follows, we
assume that the dependence of the amplitude of electro-
magnetic wave on the coordinate z along the resonator
axis and time t is proportional to exp(iβz – iωt). In this
case, the coefficient of the amplitude–phase coupling α

can be also defined as α = / . The parame-

ters of the resonator, in particular the reflectivities of its
mirrors or the absorption (gain) inside it, can be deter-
mined from the width of the transmission line of the
resonator or from the ratio of intensities in the mini-
mum and maximum. This fact serves as a basis for a
number of procedures for measuring the pumping cur-
rent dependence of the gain in a semiconductor laser
[22–24].

To determine the change in the refractive index with
the pumping current, one has to know the exact posi-
tions of the resonator maxima for each spectrum that is
measured. The numerical procedure of the least-
squares fit of the theoretical model to the experimental
spectra was used for this purpose. Each peak was
described by the Airy function

(2)

where λ is the wavelength. The fitting was performed
for the coefficients Ak[i], i = 1,…,4. In Fig. 2, we show
a portion of the superluminescence spectrum of a diode
with the resonator length L = 600 µm for a pumping
current of 10 mA (squares) and the model function (2)
with coefficients determined by the fit to the central
peak (solid curve). Thus the set of fitting coefficients
completely defines the peak position of each longitudi-
nal mode, intermode spacing in the region of the mode,
and its shape.

The change in the effective refractive index was
determined from the shift of the superluminescence
modes with the pumping current. The unified number-
ing of the peaks for all pumping currents was intro-
duced when processing the joined spectra; i.e., the
maxima at the closest wavelengths had the same num-
ber for the neighboring values of the current. The con-
dition for the Fabry–Perot resonances was written as

(3)

Here, M is the unknown “absolute” number of the mode
with the shortest wavelength in the experimental spec-
tra of each diode; m is the “relative” number of the
mode obtained in the through-numbering process (the
maxima were numbered in order of increasing wave-
length); and λm(i) is the peak position of the mth mode
for the pumping current i, which was determined by fit-
ting the experimental points with formula (2). Next,

∂β'
∂N
------- 

  ∂β''
∂N
-------- 

 

Ik λ( )
Ak 1[ ]

Ak 2[ ] Ak 3[ ] Ak 4[ ] λ–( )( )cos–
----------------------------------------------------------------------------,=

2Ln λm i( ) i,( )
λm i( )

--------------------------------- M m.–=
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some mode m0 with a peak position λ0 at the pumping
current i0 was chosen (the currents corresponding to the
spectra with the largest number of maxima were chosen
as i0)

(4)

The expansion of the difference of expressions (4) and
(3) in ∆λm/λ0 (∆λm = λm(i) – λ0) up to the second-order
terms resulted in the following expression for the dif-
ference of the relative numbers of the modes:

(5)

The following notation was used in (5):

(6)

(7)

(8)

(9)

The approximation of the experimental dependence
m – m0 = f(∆λm) with the quadratic trinomial allowed us
to determine the coefficient a(i), which was the sought-
for change in the refractive index. The curves of the
spectral dependence ∂n/∂j were then obtained by
numerical differentiation.

The variation in the effective refractive index with
the pumping current occurs as a result of the changes in

2Ln λ0 i0,( )
λ0

--------------------------- M m0.–=

m m0–( ) a i( ) b i( )∆λm c i( )∆λm
2 .+ +=

∆λm λm i( ) λ0,–=

a i( ) 2L
λ0
------ n λ0 i,( ) n λ0 i0,( )–( ),–=

b i( ) 2L

λ0
2

------ n λ ∂n
∂λ
------– 

 
λ0 i,

2L

λ0
2

------n* λ0 i,( ),= =

c i( ) 2L

λ0
3

------ n* λ0 i,( )
λ0

2

2
----- ∂2n

∂λ2
-------- 

 
λ0 i,

+
 
 
 

.–=
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0
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Fig. 2. Portion of the superluminescence spectrum of the
diode with the cavity length L = 600 µm for a pumping cur-
rent of 10 mA (squares) and the model function of superlu-
minescence (formula (2) in the text) (solid curve).
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the density of the injected charge carriers and diode
temperature:

(10)

where N is the charge-carrier density and T is the diode
temperature. The temperature and concentration effects
can easily be separated from each other, since the cor-
responding changes in the refractive index n have
unlike signs. Actually, the charge carrier density is sta-
bilized above the lasing threshold and ∆n is determined
only by the heating. As a result, it depends linearly on
the pumping current. The temperature contribution to
the change in the refractive index both above the lasing
threshold and in the subthreshold mode can be evalu-
ated from the slope of the curve ∆n = f(i) above the las-
ing threshold. On the assumption that below the lasing
threshold all the power supplied goes into diode heat-

ing, we obtain  = RU, where R is the thermal

resistance of the diode and U is the voltage across the
diode. In view of the fact that, above the lasing thresh-
old, the diode loses some power by radiation, we have

 = R(U – η), where η is the external differen-

tial efficiency from both mirrors (expressed in W/A).

Then the relation between the derivatives  in the

subthreshold mode and above the lasing threshold is

defined by the expression  = .

It follows from this relationship and Eq. (10) that

(11)

The most extensively employed method for measur-
ing the mode gain is based on determination of the
modulation depth in the laser spectrum in the sub-
threshold mode (the Hakki–Paoli method) [16, 22].
However, with this method, a major contribution to
measurement error comes from the background radia-
tion in the spectral range between the Fabry–Perot res-
onances, which is due to the “wings” of the spread
function. There are a number of modifications of this
method, which permit the effect of the spread function
to be accounted for to a certain extent [23, 24]. We use
an unconventional procedure for determining the gain
from the superluminescence spectra, which consists in
expressing the gain in terms of the distance between the
Fabry–Perot resonances ∆λ and the width of the reso-
nance δλβ at some level β. If Imax is the intensity in the
maximum of the resonance peak and Imin is the intensity

dn
di
------

∂n
∂N
------- 
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∂N
∂i
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-------------- 

  dn
di
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.–=
in its minimum, then the intensity at the level β is
expressed as

(12)

It is assumed that the spectrum of the amplified radi-
ation in the region of the mth resonance is described by
the function

(13)

Here, A is the amplitude, ∆λm =  is the intermode

spacing, F = exp(GL), G = Γg – α – ln  is the net

mode gain, n* is the group refractive index, and L is the
diode length. We can now obtain the relation between
δλβ/∆λ and F from formulas (12) and (13):

(14)

The spread function in the above procedure is taken
into account in the following manner. The relationship
δλβ = 0 corresponds to the lasing threshold. However,

the mode width δ  at some level β of the measured
spectrum appears to be larger than δλβ due to the broad-
ening caused by the spread function. Because of this, it
is assumed that the following relationship holds for β
close to unity:

(15)

where δ  is the width of the spread function “at the
level β.” This is due to the fact that, close to the maxi-
mum, the spectra and spread function can be approxi-
mated by Gaussians, in which case relationship (15)
holds exactly. In this case, at the lasing threshold we
have

(16)

The curves of the mode gain were first determined
with expression (14) without regard for the spread
function. For the current corresponding to the lasing
threshold (when the gain spectrum ceased to vary), the
width of the spread function “at the level β” (β was
taken to be 0.8) was evaluated from the mode width at
the gain maximum. Then the true width of each mode
for all spectra was determined using expression (15).

The parameter δ  for the spread function was 0.011 nm
in our experiment, which corresponded to the spectral
resolution at the 0.03-nm level according to the Ray-
leigh criterion. The spectral dependence of the differen-

Iβ Imin β Imax Imin–( ), 0 β 1.≤ ≤+=

I λ( ) A

1 F2+
2F

--------------- 
  2π

λm λ–
∆λm

--------------- 
 cos–

---------------------------------------------------------------.=

λm
2

2n*L
-------------

1
L
--- 1

R
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π
δλβ

∆λm
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 cos

1 F2+( ) 2β 1–( ) 2F+

1 F2+( ) 2F 2β 1–( )+
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r
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a
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tial gain for various pumping current densities was
thereafter determined from the gain curves obtained.

Thus, the advantages of the procedure are twofold.
First, it allows simultaneous detection and accumula-
tion of the signal, as well as data approximation in a
wide spectral range when the instrument is used as a
polychromator. Because of this, a more precise analysis
of the experimental data is possible compared to the
conventional method when the spectral instrument is
used as a monochromator, with successive detection of
the intensities of the separate modes. Second, in the
proposed procedure, the gain is in fact determined from
the ratio of the spectral width of the resonance to the
distance between the resonances rather than from the
ratio between the intensities in the maximum and min-
imum of the Fabry–Perot resonance. This procedure
minimizes the error associated with the “wings” of the
spread function of the spectral instrument.

RESULTS AND DISCUSSION

The spectral dependences of the group refractive
index n* and d2n/dλ2 were obtained using the proce-
dure for spectrum processing discussed above. Typical
curves for these dependences are shown in Fig. 3. The
dependences for the sample with the resonator length
L = 400 µm (the current density is 857 A/cm2) are
shown. The dependences for the other samples and dif-
ferent pumping levels differ little from each other,
being within the accuracy of the measurements (about
20%).

One can see from the dependences shown in the fig-
ure that the group refractive index n* (see formula (8)
in the text) varies from 3.8 to 3.9 in the range of wave-
lengths corresponding to the emission from the active
layer. It is worth noting that the values obtained for n*
prove to be distinctly smaller than those for lasers with
a bulk active region rather than a QW layer. For such
lasers, n* is about 4.5–4.8 [25]. The reason for this dif-
ference is presumably the rather small optical confine-
ment factor (1.7%) for the QW lasers. Actually, in the
case under consideration, the major portion of the opti-
cal flux propagates in the layers of the structure where
the fundamental absorption edge is well away from the
emission wavelength from the active layer. As a result,
the dispersion of the effective refractive index, which is
characterized by the derivative dn/dλ, turns out to be
smaller than in a bulk active medium. In the latter case,
the emission wavelength corresponds to the interband
transitions for the layer where the major portion of the
optical flux propagates. The term –λ(dn/dλ) in expres-
sion (8) for the group refractive index is correspond-
ingly smaller for the QW lasers than for the lasers with
a bulk active region.

The deviation of the dispersion of the effective
refractive index from linearity is characterized by the
parameter d2n/dλ2, whose value for the lasers being
studied varies in the range 1.2 × 10–6–3.5 × 10–6 nm2
SEMICONDUCTORS      Vol. 34      No. 10      2000
according to our results. These values are three to seven
times less than the corresponding parameter for lasers
with a bulk active region [25]. A nonzero value of this
parameter results in dispersion of the group velocity
and hence in distortion of the shape of radiation pulse
during its propagation. The pulse duration τ and the
maximum distance zD that it propagates without distor-
tion are related by the expression [26]

(17)

For example, for τ = 10–13 s, which corresponds to a
wave packet of spectrum-matched pulses with the spec-

zD cτ( )2 ∂2n

∂λ2
--------λ3
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Fig. 3. Spectral dependences of (1) the group refractive
index n* and (2) d2n/dλ2 for the diode with the cavity length
L = 400 µm for a pumping-current density of 857.14 A/cm2.
The maximum of the gain occurs at 983.6 nm.

Fig. 4. Wavelength dependence of the differential gain of the
diode with the cavity length L = 400 µm for the pumping-
current densities of (1) 428.57 (maximum of gain is at the
wavelength 989.7 nm); (2) 571.43 (the maximum of the gain
is at the wavelength 987.1 nm); (3) 642.86 (maximum of
gain is at the wavelength 986.5 nm); and (4) 857.14 A/cm2

(maximum of gain is at the wavelength of 983.6 nm).
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trum width ∆λ ≈ 30 nm and wavelength λ = 1 µm, the
value of zD will be in the range of 7 × 10–2–2.5 × 10–2 cm.
This distance corresponds to one or two passes of the
pulse between the mirrors of the cavity in a typical laser
diode. In other words, the values found for d2n/dλ2 are
such that the possibility of generating and amplifying
ultrashort light pulses is limited by the pulse duration at
the level of 10–13 s. We note as a favorable condition
that the spectral minimum of d2n/dλ2 is close to the
wavelength corresponding to the gain maximum.

The typical experimental wavelength dependence of
the differential gain at various pumping-current densi-
ties is shown in Fig. 4. This dependence was obtained
for a diode with a cavity length of 400 µm. As can be
seen from this figure, this dependence is quite regular.
The parameter dG/dj decreases as the pumping-current
density increases, which is the result of gain saturation
at a fixed wavelength due to the restricted density of the
electron states for the QW layer. Furthermore, the drop
in the differential gain occurs with increasing wave-
length for each value of the pumping current. This is
due to the fact that the gain of the long-wavelength radi-
ation is due to the transitions from the lowest level in
the QW, while, for radiation with a shorter wavelength,
a contribution to the gain can also be made by the tran-
sitions from the second level if the finiteness of the
“homogeneous” linewidth of the transition is taken into
account. The spectral range of 965–995 nm spans the
electronic transitions from both the first and second lev-
els of the QW [18].

The experimental curves of the wavelength depen-
dence of dn/dj in the same spectral range, which char-
acterize the anomalous dispersion, are shown in Fig. 5.

950 960 970 980 990 1000
λ, nm

–0.84

–1.12

–1.40

–1.68

–1.96

–2.24

–2.52

–2.80

1

2

3

4

5

dn/dj, 10–6 cm2/A

Fig. 5. Spectral dependences of ∂n/∂j for the diode with the
cavity length L = 400 µm for the pumping current densities
of (1) 857.14 (maximum of gain is at the wavelength
983.6 nm); (2) 642.86 (maximum of gain is at the wave-
length 986.5 nm); (3) 571.43 (maximum of gain is at the
wavelength 987.1 nm); (4) 428.57 (maximum of gain is at
the wavelength 989.7 nm); and (5) 285.7 A/cm2 (maximum
of gain is at the wavelength 999.5 nm).
Some of the curves obtained for the diode with the cav-
ity length of 400 µm for different pumping-current den-
sities are shown. In accordance with the expected
behavior in the case of anomalous dispersion, the addi-
tion to the refractive index associated with the charge
carriers increases with the wavelength in the spectral
region where optical amplification occurs. It should
also be stated that the total dispersion, which includes
the variance of GaAs spacer layers and AlGaAs
waveguide layers, will have normal behavior; i.e., the
refractive index decreases with increasing wavelength.

The α-factor for the samples we studied was calcu-
lated using the data on the pumping-current depen-
dences of the change in the effective refractive index
and mode gain. The wavelength dependence of the
α-factor obtained for one of the laser diodes is shown
in Fig. 6. In the wavelength range from 956 to 997 nm,
the α-factor shows nearly monotonic behavior for all
values of the pumping current in the subthreshold
mode. The values obtained for the parameter α fall
within the range from 1 to 4.5, which is consistent with
previously published data on the concentration depen-
dence of the α-factor [8]. We notice that α increases
with the wavelength. Referring to formula (1) for the
sake of illustration we note that the denominator dG/dN
decreases with increasing λ. It approaches zero as the
long-wavelength edge of the line where gain saturation
occurs is approached, whereas the numerator dn/dN
does not tend to zero due to the contribution of the free
carriers.

The behavior of the α-factor is quite regular. With
the increase in the pumping-current density for the par-
ticular wavelength, α increases, which is also associ-

950 960 970 980 990 1000 1010
1.0
1.5
2.0
2.5
3.0
3.5

4.0
4.5
5.0
5.5

6.0

1

2

3

λ, nm

α

Fig. 6. Dispersion of the α-factor for the diode with the cav-
ity length L = 400 µm for the pumping-current densities:
(1) 571.43 (maximum of gain is at the wavelength
987.1 nm); (2) 428.57 (maximum of gain is at the wave-
length 989.7 nm); and (3) 285.7 A/cm2 (maximum of gain is
at the wavelength 999.5 nm).
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ated with saturation of the gain in the material at a fixed
wavelength.

The scatter in the experimental values of α is not
associated with the accuracy of the measurements but is
a consequence of the observed behavior of α. It should
be borne in mind that this parameter is the ratio of the
derivatives. Because of this, it is more sensitive to the
variation in the charge-carrier density than initial
parameters, such as the refractive index or gain. The
estimates show that the error in determining the α-fac-
tor can be as large as 10%.

CONCLUSION

Thus, a new procedure for experimental determina-
tion of the amplitude–phase coupling coefficient of
semiconductor lasers was implemented in this paper.
The results of measurements carried out with this tech-
nique for InGaAs lasers confirmed the currently avail-
able data on the α-factor values and provided new data
on the spectral dependence of this coefficient in the
wavelength region corresponding to the electron transi-
tions from both the first and second levels in QW.
Knowledge of the spectral dependence of the ampli-
tude–phase coupling coefficient is of particular impor-
tance in the simulation and prediction of the character-
istics of lasers operating at a fixed wavelength, for
example, distributed-feedback lasers and α-distributed-
feedback lasers.

The parameter d2n/dλ2 was experimentally deter-
mined for InGaAs lasers for the first time. This param-
eter is a measure of the dispersion “spread” of the pulse
as it propagates inside the laser cavity. The estimates
showed that the minimum practicable duration of the
radiation pulse for lasing and amplification in these
lasers is restricted by a value of about 10–13 s.
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Abstract—The thermoelectric parameters of an artificially anisotropic material composed of semiconducting
and superconducting layers are considered. The transverse thermoelectric figure of merit and the sensitivity of
a sensor responding to small heat fluxes are calculated. The use of high-temperature superconductor layers
appreciably changes the optimal geometry of the layered structure (layer inclination angle and thickness ratio)
compared with normal conductors. The figure of merit and the sensitivity of a thermoelectric element with
superconducting layers exceed the respective parameters of a structure with metallic layers by a factor of 2–3.
© 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The operation of transverse thermoelectric devices
based on anisotropic materials relies upon the nondiag-
onal component of the thermal emf tensor. The trans-
verse voltage depends substantially not only on the
thermoelectric parameters of a material, but also on the
element geometry and, consequently, may be rather
high. However, single crystals with anisotropic thermal
emf have a comparatively low figure of merit, which
stimulated the authors of [1] to propose artificially
anisotropic heterophase materials comprising alternat-
ing parallel layers with different parameters and good
transverse thermoelectric characteristics.

Calculations [1] have shown that the best starting
components for such a layered material are high-qual-
ity n- and p-type semiconductors with very different
electrical and thermal conductivities. For low tempera-
tures (50–120 K), n-type semiconductor materials with
a high thermoelectric figure of merit have been devel-
oped: in Bi1 – xSbx alloys, the dimensionless figure of
merit Z1T is close to unity. However, the figure of merit
for all the available p-type semiconductors is signifi-
cantly lower than that for n-Bi1 – xSbx. The use of a low-
efficiency p-type material in an artificially anisotropic
layered structure impairs the system characteristics,
similarly to what occurs in a conventional longitudinal
thermoelement. For this reason, metallic layers are
employed instead of a p-type semiconductor [2] as the
passive metallic leg of a thermoelement. The figure of
merit for a conventional thermoelement with a passive
metallic leg is several times lower than that for a ther-
moelement fabricated from high-efficiency n- and
p-type semiconductors.
1063-7826/00/3410- $20.00 © 21214
As a solution for the case of a longitudinal thermo-
element, the authors of [3] used a high-temperature
superconductor (HTSC) characterized at zero thermal
emf by an infinite ratio of electrical to thermal conduc-
tivities as a passive leg. Owing to this property, an
HTSC appears to be a valid substitute for a semicon-
ducting p-leg. Thus, we can expect that an artificial
anisotropic structure with HTSC layers will have
noticeably better thermoelectric parameters than a
structure with metal interlayers.

In this study, the effective thermoelectric parameters
of a heterophase structure consisting of semiconduct-
ing and superconducting layers are calculated. The
parameters of a layered material with a superconductor
as the second component are compared with those of an
artificial anisotropic thermoelectric material containing
metallic interlayers. It appears that the zero resistivity
of the superconductor fundamentally changes the opti-
mization conditions for the composite material param-
eters, compared with the previously discussed case of
normal-conduction layers.

2. STARTING RELATIONS

Let us consider a sample consisting of alternating
layers of two different isotropic materials brought into
ideal contact with one another (Fig. 1). For definite-
ness, we assume that layers 1 are made of an n-type
semiconductor with thermoelectric power α1, thermal
conductivity κ1, resistivity ρ1, and a high thermoelec-
tric figure of merit

(1)Z1

α1
2

ρ1κ1
-----------.=
000 MAIK “Nauka/Interperiodica”
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Layers 2 with kinetic coefficients α2, κ2, and ρ2 can be
made of a p-type semiconductor, metal, or supercon-
ductor. If the layer thicknesses δ1 and δ2 are small com-
pared with the sample dimensions, the heterogeneous
material can be regarded as homogeneous with aniso-
tropic effective thermoelectric parameters. In the
(x0, y0) coordinate system associated with the layer ori-
entations (Fig. 1), the effective thermal emf tensor is
diagonal and has the components αx and αy; the compo-
nents of the other tensors are denoted by κx, κy and
ρx, ρy .

In order to use an anisotropic material in transverse
thermoelectric devices, the x and y axes associated with
the sample faces must be different from the main tensor
axes. Assuming that the x and y axes are rotated by an
angle φ with respect to the main tensor axes, we obtain
the effective kinetic-coefficient tensors αik, κik, and ρik

in the nondiagonal form. The expressions for all the
kinetic coefficients mentioned above are given else-
where [1]. The transverse thermoelectric figure of merit
for an anisotropic medium is given by

(2)

where ω = . The calculation of this function [1]
yields general relations in the form of a product of func-
tions:

(3)

where the geometric parameter n is given by

(4)

The dimensionless function F(n) is independent of the
angle φ and is given by1 

(5)

where the parameters with an asterisk denote the rela-
tive quantities

(6)

and Z0 is the figure of merit for a conventional Peltier
thermoelement with legs made of isotropic materials 1
and 2, for which the ratio of the leg cross sections n is
nonoptimized:

(7)

1 Some discrepancies between formulas (5), (9), and (10) below
and corresponding expressions in [1] (and handbook [4]) are due
to misprints in [1], which have no effect on the final results of the
calculations.

Za

α xy
2

ρxxκ yy

---------------
α x α y–( )2ω

ρx ωρy+( ) ωκ x κ y+( )
-----------------------------------------------------,= =

φtan
2

Za Z1F n( )Φ n ω,( ),=

n
δ2

δ1
-----.=

F
ρ* nα*+( )2 n 1+( )2

ρ* n+( )2 1 nκ*+( ) 1 nρ*+( ) 1 Z0T+( )
------------------------------------------------------------------------------------------------,=

α*
α2

α1
-----, κ*

κ2

κ1
-----, ρ*

ρ2

ρ1
-----,= = =

Z0

α1 α2–( )2

κ1 nκ2+( ) ρ1 ρ2n 1–+( )
-------------------------------------------------------.=
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The function

(8)

depends on φ via ω and implicitly on n via the relative
quantities

(9)

The angle φ can be optimized from the condition for
maximizing Za taking into account that it appears in the
term Φ:

(10)

3. TRANSVERSE THERMOELECTRIC FIGURE 
OF MERIT FOR A SEMICONDUCTOR

WITH METAL INTERLAYERS

An analysis of the general relations presented above
shows that the best material for layers 2 is a high-effi-
ciency p-type semiconductor, but, as mentioned in the
Introduction, no good material has been found for the
positive legs of low-temperature thermoelements.
Therefore, the semiconductor–metal system is com-
monly discussed [1], for which, owing to the high elec-
trical and thermal conductivities of the metal, it can be
assumed that

(11)

In addition, the thermoelectric figure of merit Z0 of
a semiconductor–metal couple is several times lower
than the Z1 value of a semiconductor. Since Z1T . 1 for
the best semiconductor materials, we can assume that
Z0T ! 1. As a result, we use (10) to obtain

(12)

If φ = φ0, the value Za/Z1 is nearly independent of n,
being equal to

(13)

for a wide range of n values

(14)

including the value n = 1; i.e., we have a very broad
peak at n . 1. Therefore, we may assume that n . 1 for
the optimal φ. Owing to the high values of κ*/ρ*, the
optimal angle φ0 is fairly close to 90°.

As an example, let us evaluate the couple that con-
sists of a Bi0.88Sb0.12 semiconductor and Ag metal at

Φ n ω,( )
Kα 1–( )ω

ωKρ 1+( ) ωKκ 1+( )
--------------------------------------------------=

Kα
α x

α y

-----, Kκ
κ x

κ y

-----, Kρ
ρy

ρx

-----.= = =

φ0tan

= 
1 nκ*+( ) κ* n+( ) 1 nρ*+( ) ρ* n+( ) 1 Z0T+( )[ ]1/4

n 1+( ) κ*ρ*( )1/4
------------------------------------------------------------------------------------------------------------------------.

ρ* ! 1, κ* @ 1.

φ0tan
n1/2

n 1+
------------ κ*

ρ*
------ 

 
1/4

.=

Za

Z1
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ρ*κ* 1+( )2
----------------------------------=
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T = 80 K. The parameters of Bi0.88Sb0.12 are the follow-
ing [5]:

α1 = –165 µB/K, ρ1 = 1.63 × 10–6 Ω m,

κ1 = 3 W/(m K) (Z1 = 5.5 × 10–3 K).

For the metal, the thermoelectric power α2 can be
neglected, ρ2 = 0.30 × 10–8 Ω m, and κ2 = 430 W/(m K)
[4, 6]. Hence, ρ* = 1.8 × 10–3 and κ* = 0.14 × 103. For
n = 1, the optimal angle φ0 is 83°.

For such a small deviation of φ0 from 90° (φ' =
90° − φ0 = 7°), the sample dimension along the x axis
should exceed the y dimension by at least two orders of
magnitude; otherwise, the edge effects are pronounced.
On reducing the n value to 0.1, no noticeable decrease
in Za is observed and the angle φ0 remains large: φ0 =
78°, φ' = 12°. Therefore, it is of interest to consider
angles φ differing from the optimal value.

Calculations by the above formulas showed that,
when the value of φ departs from φ0, the trend of the
Za(n) dependence changes radically: for n . 1, a mini-
mum is observed instead of maximum, with two peaks
appearing at n > 1 and n < 1. For φ ≤ 70°, these peaks
are very far from unity; i.e., the first peak is located at
n ! 1 (Fig. 2). Values of n that are too small may be

y y0

ϕ

x0

1 2 1 2 x

Fig. 1. Artificial anisotropic material consisting of (1) semi-
conductor layers and (2) layers with another type of conduc-
tion (2).

Relative transverse thermoelectric figure of merit Za/Z1 for an
artificial anisotropic material consisting of n-Bi0.88Sb0.12 layers
and metallic or superconducting interlayers; T = 80 K. The
layer thickness ratio n = 1 for φ = 83° for metallic layers and
n = 0.1 otherwise

φ, deg

Material of layers 2

Metal (Ag) Bismuth-
based HTSC

Yttrium-
based HTSC

83 0.41 0.76 0.92

78 0.41 0.73 0.89

70 0.30 0.64 0.79

60 0.17 0.51 0.64

45 0.07 0.30 0.39
inconvenient in practice, and, therefore, all further
numerical calculations were performed for a nonopti-
mized value n = 0.1, except for the case of φ = φ0.

The table presents the transverse thermoelectric fig-
ures of merit, which are related to the semiconductor
figure of merit Z1, for silver interlayers of relative thick-
ness n at various angles φ. Further on, we discuss how
these results are modified by replacing a metal with
superconducting layers.

4. THERMOELECTRIC FIGURE OF MERIT FOR 
A MATERIAL WITH SUPERCONDUCTING 

INTERLAYERS

When superconducting layers are used instead of a
p-type semiconductor, it should be assumed that ρ2 = 0
and α2 = 0 in the above relations. The thermal conduc-
tivity of HTSC materials is of the same order of magni-
tude as that of semiconducting thermoelectric materi-
als; i.e., κ* . 1.

The calculations by formulas (3), (5), and (8)
derived in [1] for normal-conduction layers lead to
uncertainties; therefore, the starting relation (2) should
be used to calculate the thermoelectric figure of merit.
For a thermal emf and resistivity of the superconduct-
ing interlayers equal to zero, αy = 0 and ρy = 0. We again
obtain equation (3) from (2), but now the expressions
for the functions F(n) and Φ(n, ω) differ from (5)
and (8):

(15)

(16)

(17)

For n ! 1 and ω @ 1, the functions F and Φ tend to
unity and the Za and Z0 values approach the thermoelec-
tric figure of merit of the semiconductor material Z1. In
this case, there are no optimal values of the geometric
factors n and ω, since the dependence of Za on n and ω
has no maximum: the closer the angle φ to 90° and the
lower the n value, the closer Za is to the indicated lim-
iting value. A constraint on the value of ω (angle φ) is
imposed by edge effects associated with the finite sam-
ple size.

Using the expressions obtained above, we numeri-
cally calculated the relative transverse thermoelectric
figure of merit Za/Z1 for a material consisting of
n-Bi1 − xSbx semiconductor layers with the parameters
given above and superconducting interlayers with ther-
mal conductivities of bismuth-(BiSrCaCu2Oy) and
yttrium-based (YBa2Cu3Oy) HTSCs. The thermal con-
ductivity of an HTSC in the superconducting state
depends on temperature, composition, defects, poros-

F
κ*

κ* n+
----------------,=

Φ 1
1 nκ*+( ) κ* n+( ) 1 Z0T+( )

n 1+( )2κ*ω
---------------------------------------------------------------------+

1–

,=

Z0

Z1

1 nκ*+
-------------------.=
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ity, etc. [7]. For evaluation purposes, we chose κ2 =
1 W/(m K), corresponding to the thermal conductivity
of the bismuth-based HTSC Bi–Sr–Ca–Cu–O at T =
80 K, and a severalfold higher value κ2 = 4 W/(m K) of
the same order of magnitude as the thermal conductiv-
ity of the yttrium-based HTSC YBa2Cu3Oy at the same
temperature. For the n-Bi1 – xSbx semiconductor layers,
κ* was 0.3 and 1.3, respectively. The parameter n was
taken to be 0.1, and the φ angles were varied, similarly
to the case of a material with metallic layers. The cal-
culated results are listed in the table. Comparison of the
data for superconducting and metallic interlayers
shows that the use of an HTSC in artificial anisotropic
materials allows the transverse thermoelectric figure of
merit Za to be increased substantially (two- to three-
fold), thus making it close to the semiconductor figure
of merit Z1, which is the maximum feasible value for
the given type of material.

5. SENSITIVITY OF THE TRANSVERSE 
ELEMENT

When a thermoelement made of anisotropic mate-
rial serves as a sensor of small heat fluxes, along with a
high figure of merit, it must have high sensitivity pro-
portional to

(18)

The system optimization with respect to the angle φ
yields for this case [8]

(19)

where the parameter Kκ is defined by (9). Expressing Kκ
in terms of the quantities (6), we obtain

, (20)

and an expression for the sensitivity optimized with
respect to the angle φ:

(21)

For metallic interlayers, inequalities (11) hold; in
addition, we can assume that Z0T ! 1. Analysis of the
dependence of expression (21) on the layer thickness
ratio n shows that W peaks for n ! 1, so that expression
(21) can be simplified. Then, calculating the optimal

W
α xy

κ yy

-------.=

φ0tan
2 1

Kκ
------,=

φ0tan
2 1 nκ*+( ) κ* n+( ) 1 Z0T+( )

n 1+( )2κ*
---------------------------------------------------------------------=

Wmax

α1

2κ1
--------=

× ρ* κ*–( ) α* 1–( )n

κ* ρ* n+( )2 κ* n+( ) 1 nκ*+( ) 1 Z0T+( )[ ]1/2
-------------------------------------------------------------------------------------------------------------.
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value for n, we have

(22)

which yields a very small value n0 = 0.006 for
n-Bi1 − xSbx with Ag interlayers. In this case, the optimal
angle φ0 is 54° and Wmax = 0.54(α1/2κ1). If the parame-
ter n is not optimized and n = 0.1, then φ0 = 81° and
Wmax = 0.26(α1/2κ1).

If metallic interlayers are replaced with those com-
posed of a superconductor, the optimal angle is still
expressed by (20) for Z0T ! 1, and we obtain for the
sensitivity W

(23)

As in the consideration of Za, the use of HTSC lay-
ers changes the dependence of the sensitivity on n: the
smaller the value of n, the closer W to its limiting value
α1/2κ1. Therefore, as was done above, we evaluate W
for n = 0.1. Taking the thermal conductivities from the
preceding section, we obtain φ0 = 47° and W =
0.85(α1/2κ1) for the bismuth-based HTSC. For the
yttrium-based HTSC, the sensitivity is even closer to
the limit: W = 0.91(α1/2κ1) at φ0 = 45°. Comparison of
these values with the relevant data for metallic interlay-
ers shows that the use of superconducting interlayers
causes the sensitivity of sensors of small heat fluxes to
increase by more than three times.
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Fig. 2. Transverse thermoelectric figure of merit at T = 80 K
for a heterophase material consisting of n-Bi0.88Sb0.12
semiconductor alloy layers and metallic silver interlayers as
a function of the layer thickness ratio n for different layer tilt
angles φ: (1) 83° (optimal angle), (2) 78°, (3) 70°, (4) 60°,
and (5) 45°.



1218 PSHENAŒ-SEVERIN et al.
REFERENCES
1. V. P. Babin, T. S. Gudkin, Z. M. Dashevskiœ, et al., Fiz.

Tekh. Poluprovodn. (Leningrad) 8, 748 (1974) [Sov.
Phys. Semicond. 8, 478 (1974)].

2. D. M. Gel’fgat, Z. M. Dashevskiœ, L. D. Dudkin, et al.,
Izv. Akad. Nauk SSSR, Neorg. Mater. 12, 1932 (1976).

3. V. L. Kuznetsov, M. V. Vedernikov, P. Yandl’, and
U. Birkhol’ts, Pis’ma Zh. Tekh. Fiz. 20 (18), 75 (1994)
[Tech. Phys. Lett. 20, 757 (1994)].

4. L. I. Anatychuk, Thermal Converters and Thermoelec-
tric Devices (Naukova Dumka, Kiev, 1979).
5. É. V. Osipov, Solid-State Cryogenics (Naukova Dumka,
Kiev, 1977).

6. Handbook for Chemists (Khimiya, Leningrad, 1971),
Vol. 1.

7. Yu. A. Kirichenko, K. V. Rusanov, and E. G. Tyurina,
Sverkhprovodimost: Fiz., Khim., Tekh. 3, 1385 (1990).

8. O. A. Gerashchenko, Foundations of Thermometry
(Naukova Dumka, Kiev, 1971).

Translated by D. Mashovets
SEMICONDUCTORS      Vol. 34      No. 10      2000



  

Semiconductors, Vol. 34, No. 10, 2000, pp. 1219–1223. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 34, No. 10, 2000, pp. 1270–1274.
Original Russian Text Copyright © 2000 by Esaev, Sinitsa.

                                                                    

PHYSICS OF SEMICONDUCTOR
DEVICES
Injection Currents in Silicon Structures
with Blocked Hopping Conduction

D. G. Esaev* and S. P. Sinitsa
Institute of Semiconductor Physics, Siberian Division, Russian Academy of Sciences,

pr. Akademika Lavrent’eva 13, Novosibirsk, 630090 Russia
* e-mail: esaev@thermo.isp.nsc.ru

Submitted April 4, 2000; accepted for publication April 14, 2000

Abstract—It is shown that injection currents in structures with blocked hopping conduction (the so-called BIB
structures) may be interpreted as Richardson thermionic currents flowing through potential barriers. The latter
are governed by the electron chemical potential in the N++–N+ (N++–I) regions. It is also shown that measure-
ment of the injection potential is a convenient method for determining the degree of compensation in silicon
structures with “ohmic” contacts. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known that, as the temperature decreases, the
conductance of semiconductor structures (including
silicon structures), for impurity concentration lower
than that corresponding to the Mott transition, is
sequentially controlled in weak electric fields by the
following mechanisms: by intrinsic conduction, impu-
rity conduction over the majority-carrier band, and
hopping conduction over the impurity band.

In view of the activation-related behavior of all
these mechanisms, the conductance of the structure in
the ohmic region decreases with decreasing tempera-
ture to unmeasurably small values and the structure
becomes insulating rather than semiconducting. Such
behavior of the conductance is observed in experiments
with resistor structures [1], p–i–n diodes [2], and pho-
todetector structures with blocked hopping conduction
(BIB structures) [3]. However, as the voltage applied to
these structure increases, the structures again become
conducting, with the current often being controlled by
the contact injection. Without going into details of the
injection-current theory [4], we will just mention the
main assumptions that are important for further consid-
eration here. The model of monopolar injection is
based on the following assumptions:

(i) In steady-state conditions, there exists a thermo-
dynamic equilibrium between the free and localized
charge carriers.

(ii) The electric field at the injecting contact is equal
to zero for any current through the contact.

Since in actual semiconductors there inevitably
exists an uncontrolled compensating impurity with
concentration Ncom (in addition to the main doping
impurity), the concentration of positively and nega-
tively charged centers tends to a finite value N+ = N– =
Ncom with decreasing temperature.
1063-7826/00/3410- $20.00 © 21219
The injection-current theory makes it possible to
determine the limiting voltage U0 for which the charge
at the second (drain) electrode in a structure with the
length L can still be compensated by recharging the
ionized centers; i.e.,

where ε is the relative permittivity of the semiconductor
and ε0 is the permittivity of free space. As the voltage
increases further, the theory predicts an abrupt increase
in current [4, 5]. However, the dependences of the
injection current on voltage and temperature cannot be
accurately predicted by the theory in view of the second
of the aforementioned assumptions. Because of this,
there have been several attempts to consider the nature
of the potential barrier at the injecting contact and the
dependence of the barrier height on external voltage.

Thus, in resistor structures [1], the potential barrier
is related [1] to the phenomenological effect of narrow-
ing of the band gap in the case of heavy doping [6]. For
p–i–n diodes, it is assumed [2] that narrowing of the
band gap as the doping level increases is due to broad-
ening of the upper Hubbard band that consists of D–

donor-impurity states for an n-type semiconductor. The
origin and height of the potential barrier at a homojunc-
tion of heavily and lightly doped silicon were consid-
ered previously [7, 8] from the standpoint of using it to
detect far-infrared radiation (λ = 100–1000 µm). It is
believed [7, 8] that the barrier height for electrons in
n-Si is governed by narrowing of the band gap, whereas
the shape of the potential distribution is controlled by
the image forces and the Pool–Frenkel effect.

The objective of this study was to show that, for
both polarities of the applied voltage, the injection cur-
rents in a BIB structure are controlled by diffusion-
related potential barriers which are formed at the
boundaries of a BIB structure with the N++ contact

U0 qNcomL2/ 2εε0( ),=
000 MAIK “Nauka/Interperiodica”



 

1220

        

ESAEV, SINITSA

                                                                                                                                             
regions as a result of the difference between the chem-
ical potentials for electrons in the N++ and N+ (or N++

and I) regions.

2. A MODEL OF A BIB STRUCTURE

For the sake of definiteness, we consider a BIB
structure based on silicon doped with arsenic. The spa-
tial distribution of arsenic in such a structure was
reported elsewhere [3]. According to this distribution,
experimental data on the conductance of an N++–N+–N++

structure obtained from a BIB structure after etching
off the blocking layer [9] and the above assumptions,
we can draw the diagram for the potential in such a
structure (Fig. 1).

N++
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0
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Fig. 1. Schematic representation of potential distribution in
a BIB for zero bias.

Fig. 2. The calculated potential distribution in a BIB struc-
ture for positive bias applied to the N++–I contact. The fol-
lowing values of the parameters were used in the calcula-
tions: Na = 1013 cm–3, L = 10 µm, L1 = 15 µm, and T = 10 K.
We use the following assumptions. It is assumed
that both the embedded epitaxial contact to the photo-
sensitive operating N+ layer and the external diffused
contact to the blocking layer are abrupt and that the
transition layers are not considered. The impurity con-
centration is constant in the photosensitive layer. The
Fermi-level position in the photosensitive layer,
according to the measurements of the corresponding
conductance, is governed by the impurity-band statis-
tics [10]. The compensating acceptor impurity with
constant background concentration Na is present in the
photosensitive layer in addition to the main doping
impurity. We ignore the change in the potential between
the N+ and I layers, because this difference is small.
Electrons in the conduction band and “holes” in the
impurity band obey the Boltzmann statistics in the tem-
perature range of 6–20 K that is important for the prob-
lem under consideration.

The dependence of the potential P on the coordinate
Z in this model is described by the Poisson equation in
the range of 0 ≤ Z ≤ Zm, where Zm is the position of the
potential maximum P = Pm for positive bias at the outer
electrode of the structure; thus, we have

(1)

Here, P = –(qU/kT) is the dimensionless potential, Z = X/X0

is the dimensionless coordinate, X0 = (εε0kT/q2Na)1/2 is
the screening length,

where Nc is the effective density of states in the conduc-
tion band. In the range of Zm ≤ Z ≤ L/X0, only the charge
density of ionized acceptors is taken into account on the
right-hand side of Eq. (1). In the region of the blocking
layer L/X0 ≤ Z ≤ L1/X0, the right-hand side is assumed
to be equal to zero. The boundary conditions have the
following form: P = 0 for Z = 0, and P = Pb for Z =
L1/X0; here, Pb is the dimensionless potential at the
outer electrode of the structure. In the case of negative
bias applied to the outer electrode and a low current, the
problem of calculating the barrier parameters for elec-
tron injection from the outer N++ contact into the block-
ing I layer is somewhat simplified, because almost all
bias voltage drops across the blocking layer.

Equation (1) is first integrated analytically and then
numerically. The constant appearing after the first inte-
gration is determined from the condition Z(Pb) – Z(0) =
L1/X0 using an iteration procedure. The results of calcu-
lating the potential P(Z) for the model of a BIB struc-
ture that is biased with V = 1.29 V at T = 10 K are shown
in Fig. 2. It follows from the results that there are three
distinctive portions in the dependence P(Z). For small
values of Z, the trend of the potential is controlled by
free electrons that have diffused from the N++ contact

d
dP
------- dP

dZ
------- 

 
2

PC P NC P–( )exp 1––exp[ ] .=

NC Nc/Na( ) Ec Ed µ––( )/kT–[ ] ,exp=

PC Ec Ed–( )/kT–[ ] ,exp=
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into the N+ region, so that the dependence P(Z) is loga-
rithmic. As Z increases, the behavior of the potential is

controlled by the charge of ionized acceptors  and
P(Z) is a quadratic function. In the region of the block-
ing layer (Z ≥ 60), P(Z) is a linear function according to
the assumptions adopted.

Figure 3 shows the external-bias dependence of
potential at the maximum (Pm). It can be seen that, for
low bias voltages, Pm is equal to its equilibrium value in
the neutral portion of the N+ photosensitive layer. For
larger values of Pb, the potential Pm decreases rapidly
until the coordinate Zm approaches the region where the
behavior of P(Z) is controlled by free electrons. Further
on, Pm(Pb) varies more slowly.

3. THE INJECTION VOLTAGE

According to [5], the injection current in an n-type
BIB structure arises at the voltage Vi for which the
space-charge region reaches the N++ contact. The quan-
tity Vi is defined by the expression

(2)

where Na is the concentration of compensating accep-
tors and Lx and L1x are the thicknesses of the N+ photo-
sensitive layer and the BIB structure. In model [5], the
existence of a potential barrier at the injecting contact
is disregarded. For V > Vi, the injection current J(V) is
calculated as a drift current

which satisfies the equation

with the boundary condition E = 0 at the contact Z = 0.
An obvious disadvantage of this model is the absence
of temperature dependence of the injection current and
an unlimited increase in the injected-electron concen-
tration at the contact.

An analysis of the behavior of the potential Pm

obtained by solving Eq. (1) shows (Fig. 3) that, as V
increases, the potential-barrier height tends to the value
(kT/q)ln(Nc/Na) rather than to zero. This behavior
should be expected because, for V  Vi, the depletion
layers merge in a BIB structure and further variation in
the external bias is screened by free electrons in the N+

layer near the N++ contact, rather than by ionized accep-
tors. Taking into account this screening, we may repre-
sent the injection voltage as

(3)

where Vi is defined by expression (2).

Na
–

Vi

qNa

2εε0
----------- 2LxL1x Lx

2–( ),=

J qnµnE const,–=

divE q/εε0( ) n– Na
––( )+

V1* Vi 2 Vi
kT
q

------
Nc

Na

------ln 
  1/2

,–=
SEMICONDUCTORS      Vol. 34      No. 10      2000
Figure 4 shows the results of calculating the injec-

tion voltage in relation to  for L1x = Lx. The straight
lines 1 and 2 correspond to the results obtained by for-
mulas (2) and (3), respectively. In addition, the results
obtained by the procedure for calculating the quantity
Pm, with a voltage at the outer boundary of the structure

equal to , are also shown. The maximum of the

potential P for V =  was found to be equal to Pm =
15.8–0.8 V. The scatter in the results is related to the
assumptions adopted in the calculations.
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Fig. 3. The maximum of the potential as a function of posi-
tive bias applied to a BIB structure; Na = 1013 cm–3, Lx =
10 µm, L1x = 15 µm, and T = 10 K.

Fig. 4. The calculated dependence of the injection voltage
on the thickness of a BIB structure: (1) according to [5] and
(2) according to expression (3). The points were obtained
using Eq. (1).
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Fig. 5. The field dependence of the current through a BIB structure for (a) negative and (b) positive voltage polarities; (1–4) are
experimental data [3], (5–7) are the calculated injection dependences, and (8) corresponds to the results reported previously [5]. The
temperature T = (1) 7.4, (2) 9.7, (3) 11.6, (4) 14.9, (5) 6, (6) 10, and (7) 15 K.
4. INJECTION CURRENTS
IN A BIB STRUCTURE

Injection currents in a BIB structure can be inter-
preted in terms of Richardson thermionic emission
from the heavily doped N++ contacts into the bulk of the
N+ or I layers through the potential barrier Pm related to
the chemical-potential jump. The latter is determined
independently from the position of the As donor level
in Si [11] and from measurements of the chemical
potential in the bulk of the N+ layer [9]. The depen-
dence of Pm on the voltage at the outer electrode is con-
trolled by three parameters, namely, Lx, L1x, and Na;
these are determined independently by measuring the
spreading resistance at the spherical section and the
bias dependence of the BIB-structure capacitance [3].

The Richardson emission current is given by

(4)

where A* is the effective Richardson constant A* = AM.
Here, A = 120 A/(cm2 K2) is the Richardson constant for
emission into vacuum and M is a factor equal to 2.1 for
emission along the 〈100〉  direction in silicon [12].

Figure 5 shows the dependences of injection current
on the applied voltage, which were calculated using the
procedure described above for determining the quantity
Pm(V, T). Experimental data [3] and the results of calcu-
lations reported previously [5] are also shown. It can be
seen that the suggested model correctly predicts the
value of the injection voltage for both positive and neg-
ative biases (in the latter case, the model adopted previ-
ously [5] is inapplicable). The direction of the shift of
the injection voltage with temperature is also correctly
predicted. However, there is no satisfactory quantitative

J V( ) A*T2 Pm V T,( )–[ ] ,exp=
agreement between the results of calculations and
experimental data. Apparently, the main cause of the
discrepancy between theory and experiment is related
to the fact that, in calculating the potential in the vicin-
ity of the contact, we ignored the actual spread in the
impurity concentration, which caused the dependence
Pm(V) to become stronger for V < 0. The temperature
shift of the experimental current–voltage characteris-
tics to larger  with decreasing temperature is larger
than is predicted by the theory; this is true for both V > 0
and V < 0. This shift was previously related [9] to the
electron capture by the As+ center. This relation is con-
firmed by observation of hysteresis in measurements of
the current–voltage characteristics at temperatures
below 7 K. In this case, the injection potential depends
on the current for V < .

5. CONCLUSION

(i) It is shown that the injection currents in a BIB
structure, which control the basic behavior of the cur-
rent–voltage characteristics, may be interpreted in
terms of Richardson thermionic emission through the
potential contact barriers.

(ii) The expression defining the injection potential
was refined.

(iii) It is ascertained that measurement of the injec-
tion potential at low temperatures may constitute a con-
venient and precise method for determining the com-
pensating-impurity concentration (in particular, for low
degrees of compensation K ≤ 10–4) in silicon structures
with “ohmic” contacts.

Vi*

Vi*
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Abstract—Current–voltage characteristics at T = 100 and 300 K, the temperature dependence of the forward
current and photocurrent, the influence of a magnetic field on the photocurrent, and the influence of hydrogen
on the photovoltage and dark current were investigated. It was found that the mechanism of the charge transport
is controlled by double injection in the diffusion approximation at both T = 100 K (I ∝  exp(qV/4kT)) and T =
300 K (I ∝  Vm, m = 4–5.6). Diode structures enhance the photocurrent at a reverse bias. It was found that an
increase in the photocurrent in the magnetic field H (∆Iph = α expβH) can be explained by tunneling of the pho-
tocarriers during resonance impurity scattering in terms of their exponential energy distribution. © 2000 MAIK
“Nauka/Interperiodica”.
Our preliminary investigations of the electric and
photoelectric properties of n(p)–Si–SiO2–Pd diode
structures with thin [1, 2] and thick [3] SiO2 layers
revealed two mechanisms of photocurrent increase and
demonstrated that structures with a thin SiO2 layer can
be used as efficient sensors of hydrogen and hydrogen-
containing gases. It was of interest to continue investi-
gations of similar Si-based structures using, first, an
n-Si substrate with a low electron density and, second,
substituting an Al2O3 insulator film for the SiO2 layer. It
was expected that the resulting n+-Si–n-Si–Al2O3–Pd
diode structure should have another charge transport
mechanism. Consequently, this structure should have
another dependence of the dark current and photocur-
rent on external factors such as the applied voltage,
magnetic field, and hydrogen-containing gas mixture.
As a result of these investigations, we proposed to eval-
uate the advantages and drawbacks of these structures
for possible practical applications.

1. EXPERIMENTAL

The substrates were Si(111) wafers with the elec-
tron density n+ = 6 × 1017 cm–3. The n-Si layers were
grown on the thoroughly cleaned and etched wafers.
The layer thickness was 30 µm, electron density was
n = 1014 cm–3, and ρ = 40–60 Ω cm. The Al2O3 layer
was deposited by electron-beam evaporation from a
plate-shaped Al2O3 source. The Al2O3 layer was d & 50 Å
thick. Al was used as the nonrectifying contact, and Pd
was evaporated on the Al2O3 layer through a mask
0.1 cm in diameter. Deposition was carried out at a
residual pressure of 10–5 Torr, and the Pd layer was
400 Å thick. A schematic diagram of the structure is
shown in the insert in Fig. 1.
1063-7826/00/3410- $20.00 © 21224
The current–voltage (I−V) characteristics at 100
and 300 K and the temperature dependence of the for-
ward current and photocurrent were measured. In addi-
tion, the influence of the magnetic field on the photo-
current, as well as the influence of hydrogen on the
photovoltage and I−V characteristics, were investi-
gated.

2. CHARGE TRANSPORT MECHANISM

It is evident that the major components of the diode
structure, which determine the charge transport mecha-
nism, are the Al2O3 layer with the Schottky barrier and
the depleted n-Si layer. Accordingly, the voltage drop
across the structure is given by

(1)

where V1 and V2 are the voltage drops across the Schot-
tky barrier and n-Si layer, respectively.

The I−V characteristics for a typical n+-Si–n-Si–
Al2O3–Pd structure, which were measured at T = 100
and 300 K, are shown in Fig. 2. Their characteristic fea-
tures are as follows. At T = 100 K, the forward current
(negative voltage on n+-Si) varies exponentially with

the voltage as I ∝  exp (n = 4) up to V = 0.8 V

(curve 1). At room temperature, I ∝  Vm. In this case, for
various samples, m = 4–5.6 (curve 2). Additional mea-
surements of the I−V characteristics for structures with-
out the Al2O3 layer demonstrated that the exponent m
had the same values at T = 300 K. Thus, the I−V char-
acteristic is conditioned mainly by the parameters of
the n-Si layer; in this case, V2 @ V1.

V V1 V2,+=

qV
nkT
---------
000 MAIK “Nauka/Interperiodica”



     

CHARGE TRANSPORT MECHANISM 1225
Taking into account these characteristics of the vari-
ation of the current with voltage, we can assume that
charge transport is mainly due to double injection of the
carriers into the n-Si layer (Fig. 1). Electrons are
injected from the n–n+ contact, and holes are injected
from the Pd contact. In this case, the electron injection
factor  = In/I ≅  1, while the hole injection factor

KPd = Ip/I ≠ 1; i.e., the total current is mainly the elec-
tron current.

It is known that charge transport in the double injec-
tion regime is caused mainly by charge-carrier drift or
by diffusion. In our case, there are grounds to believe
that diffusion plays the major role. Drift transport is
characterized by a power dependence with m = 2 or m = 3;
and the values m > 3, which are observed in some
experiments, are related to the diffusion current [4].
A decrease in temperature should not vary the analyti-
cal (power-low) form of the I−V characteristic, as was
observed in our case, although a decrease in the equi-
librium charge-carrier density in the n-Si layer should
enhance the field component. The diffusion current can
be represented as [5]

(2)

with the proviso that the thickness of the n-Si layer
W > L, where

is the bipolar-diffusion length, γ is the hole-trapping
coefficient, and other designations are conventional.
Expression (2) is valid for a monotonic coordinate
dependence of the injected carrier density in n-Si. In
diffusion approximation (2), the current strongly
depends on the bipolar-diffusion length. For this rea-
son, variation of the current in the temperature range of
120–160 K (Fig. 3, curve 1) is probably related to a
sharp temperature dependence of the lifetime τ. The
appearance of the power dependence with m = 4–5.6 at
T = 300 K is caused by the variation of the carrier dis-
tribution in the n-Si layer, which becomes nonmono-
tonic. In this case, recombination in the high-resistivity
layer dominates over recombination in the low-resistiv-
ity near-contact regions. An increase in the forward cur-
rent with the activation energy Ea = 0.08 eV (Fig. 3,
curve 1) in a higher-temperature region is conducive to
a nonmonotonic distribution of injected holes with a
minimum close to the Al2O3–n-Si heterointerface due
to an increase in the equilibrium electron density.

3. PHOTOVOLTAGE AND PHOTOCURRENT

At the peak in the spectral curve (λmax = 0.98 µm),
the photovoltage of the n+-Si–n-Si–Al2O3–Pd struc-
tures with thinner insulating layers at T = 300 K was
larger by more than an order of magnitude compared to
similar samples without Al2O3. The difference in the

K
n n

+–

I I1
qV
lkT
-------- 

  , lexp W
L
-----cosh= =

L Dpτ2b γ 1+( )/ bγ b 1+ +( )[ ]1/2=
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short-circuit photocurrents was much less; namely, it
amounted to a factor of 2–3 and was apparently related
to the distinction in the differential resistance R for both
structures at zero bias. The temperature dependence of
the photocurrent in the temperature range T = 100–300 K
is shown in Fig. 3 (curve 2). The photocurrent, which
oscillates with temperature, has maxima and minima,
which are in antiphase with the corresponding extrema
of the forward dark current (curve 1).

The photovoltage for the structure can be repre-
sented as

(3)Vph Vph0 f χ d σ D, , ,( ),=

Eti

χ

Ip

D

EF

In

Ec

Ev

Pd Al2O3 n-Si n+-Si

Al
n+-Si
n-Si
Al2O3

Pd

Fig. 1. Energy-band diagram of the n+-Si–n-Si–Al2O3–Pd
structure. The schematic diagram of the structure is shown
in the insert.

m = 5.6

m =
 4

0.70.6 0.8 0.9 1.0 1.1 1.2
10–8

10–7

10–6

10–5

10–4 0.5 0.6 0.7 0.8 0.9 1.0 1.2 1.41.5
V, V

I,
 A

V, V

1

2
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where Vph0 is the photovoltage of an ideal Schottky
diode and f(χ, d, σ, D) is a function of the barrier height
χ (Fig. 1), thickness of the Al2O3 insulating film d, and
the trapping cross sections σ and density D of the cor-
responding centers at the interface. This function f ≤ 1.

It is known that

(4)

For low photovoltages, Vph ≈ IphR. The correlation of
the oscillating curves of the photocurrent with those of
dark current can be revealed by comparing the satura-

Vph0
kT
q
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Fig. 3. Temperature dependence of the forward current
(curve 1, V = 0.8 V) and photocurrent (curve 2) in the tem-
perature range T = 100–300 K.

Fig. 4. Photocurrent as a function of reverse bias. (1) Corre-
sponds to the n+-Si–n-Si–Al2O3–Pd structure and (2) to the

n+-Si–n-Si–Pd structure.
tion current I0 in (4) with the corresponding magnitude
I1 in expression (2). According to [5],

(5)

In this case, a small decrease in the lifetime τ reduces
the diffusion length L and exponentially increases the
saturation current I1 and, accordingly, I0. As a result,
both the photocurrent Iph and the differential resistance
R decrease. It is noteworthy that at T ≈ 130 K the for-
ward current varies by an order of magnitude, whereas
the change in the photocurrent is approximately a factor
of 3. This is an expected result, since, in formula (4),
L does not appear in the exponent. The reverse-bias
dependences of the photocurrent for two diode struc-
tures, with the Al2O3 layer (curve 1) and without it
(curve 2), are shown in Fig. 4. It can be seen that the
first structure amplifies the photocurrent at V > 14 V,
with the gain being as high as 102. The second structure
exhibits almost no gain. The amplification in Pd-lay-
ered diode structures with a SiO2 insulator layer was
investigated elsewhere [1]. For the structures with
Al2O3, the shape of the photocurrent curves differs
from those described previously, since the critical volt-
age of amplification onset is shifted to larger biases.
This is related to a large voltage drop across the n-Si
layer. The amplification mechanism, however, remains
unchanged.

4. INFLUENCE OF A MAGNETIC FIELD
ON THE PHOTOCURRENT

Interesting features of photocurrent variation in the
absence of an applied bias are related to its dependence
on the magnetic field H (Fig. 5). Instead of the expected
photocurrent drop or its independence of H, an increase
in photocurrent was observed for H = 1 – 18 kOe
according to the law

(6)

It is evident that this dependence on H can be explained
by the decisive influence of the Al2O3 insulator layer on
photocarrier transport, since double-injection into the
n-Si layer is impossible without applying the bias. In
this connection, it is reasonable to suppose that tunnel-
ing through the Al2O3 layer should play the decisive
role. It is known that the transparency of an insulator
film with thickness d can be expressed by the relation
D1 = D0exp(–2d/α1), where α1 is the quantity that
depends on the tunneling-photocarrier energy ε. The
presence of impurities is disregarded in this relation,
and the tunneling energy is counted downward from the
conduction-band bottom. In the effective mass approx-
imation, α1 = "/(2mε)1/2. With regard for impurities, the
tunneling mechanism varies due to scattering by impu-
rity centers. In this connection, resonance and nonreso-
nance subbarrier scattering of carriers are differenti-

I1

qDn

2L
--------- 

 
2

2W /L( ).exp≈

Iph
H Iph

0– ∆Iph α βH( ).exp= =
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ated. In the former case, the tunneling-carrier energy is
close to the impurity energy level. In the latter case,
impurity scattering affects the exponential factor 2d/α1
only slightly. For a film containing no impurities, the
magnetic field, which is parallel to the film surface,
induces an additional potential that affects the tunnel-
ing carrier:

where x0 is the center of the Landau oscillator. In this
case, the wave function decaying normally to the sur-
face is described by the dependence

(7)

for x @ λ2/α1, where λ is the magnetic length, and λ =
(c"/qH)1/2. Correspondingly, the transparency is D1 ∝
|Ψ(d)|2. In terms of the subbarrier nonresonance scatter-
ing in the magnetic field, it was found [6] that

where

C is a constant, and B is a dimensionless coefficient. In
both cases of direct tunneling and nonresonance impu-
rity scattering, one should thus expect a decrease in
transparency with increasing magnetic field and, conse-
quently, decrease in the photocurrent. In this connec-
tion, we believe that the observed experimental depen-
dence (6) can be related to resonance scattering in the
magnetic field. The problems of resonance tunneling
were considered elsewhere [7]. In this paper, impurity
tunneling through Schottky barriers was considered. It
is our opinion that certain aspects of this analysis can be
applied to tunneling through the insulator film. Accord-
ing to [7], the total rate of transition via impurity cen-
ters can be written as

(8)

where, with regard for our structure, R1 and R2 are the
rates of transitions from the n-Si semiconductor to
impurity centers in Al2O3 (R1) and from these centers to
the metal (R2), respectively; c1 and c2 are slowly vary-
ing functions of voltage and temperature; Nt is the
impurity-center density; and x0, x1, and x2 are the turn-

U x( ) q2H2/2mc2( ) x x0–( )2,=

Ψ x( ) x2

2λ2
--------– 

 exp∝
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b1 α1 1 C
α1

λ
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 
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------------------=
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ing points. The rate of the overall transition is propor-
tional to the peak value (8). According to (8), the trans-
mittance factor for the trap (impurity center) can be
written as

(9)

where k" = {2m*[Ex – U'(x)]}1/2, Ex is the tunneling-
electron energy and U'(x) is the average potential bar-
rier in the trap-containing region.

Thus, the traps increase the tunneling current and
the energy of most of the electrons tunneling through
the barrier corresponds to the trap energy. There is a
large probability that insulating films obtained by vac-
uum deposition contain various traps which are related
to both chemical impurities and various defects. This
should naturally be taken into account when analyzing
the tunneling mechanism. A magnetic field directed
parallel to the structure surface causes scattering of the
photocarriers generated by the monochromatic light.
We believe that not only elastic impurity scattering, but
also nonelastic scattering with energy loss occurs both
at the n-Si–Al2O3 heterointerface and within the insu-
lating layer. The probability of scattering increases with
increasing magnetic field, and the electron tunneling
energy Ex should decrease. We can further assume that
a certain potential U'(x) corresponds to each type of
trap. In this case, with an increase in the magnetic field,
the transmittance factor (9), which should be largest for
one type of trap, ceases to satisfy this condition and
becomes largest for another type of trap. Here, the trap
density Nt becomes important, as well as the trap
energy distribution. We may assume that the trap
energy distribution is exponential Nt ∝  exp(–E/E0). In
this case, the total tunneling current through the set of

traps should be defined by the sum . In this case,
the tunneling-electron energy in expression (9) is Ex =
f(H).

The variation of the magnetic field causes weaken-
ing of one tunneling channel and enhancement of

T Ex( ) 2 k xd

x0

x2

∫–
 
 
 

,exp≈

Rii∑
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Fig. 5. Photocurrent increase ∆Iph =  –  as a function

of the magnetic field H in the range of 1–20 kOe.
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another one. A possible verification of the suggested
qualitative model of resonance tunneling in a magnetic
field is the abrupt drop of the photocurrent at H >
18 kOe (Fig. 5) due to the absence of both resonance
Ex(H) and the corresponding trap energy level.

5. INFLUENCE OF HYDROGEN ON THE 
PHOTOVOLTAGE AND DARK CURRENT

The following effects of the hydrogen pulse on het-
erostructrures with an Al2O3 layer were revealed. They
are, first, a significantly lower sensitivity compared to
structures obtained elsewhere [2] and, second, large
relaxation times after shutoff of the hydrogen inlet. The
photovoltage variation (drop) subsequent to the H2
effect for various samples was from twofold to tenfold,
and the relaxation time could be as large as 5–10 min.
The typical relaxation curve of the photovoltage Vph for
one of the samples is shown in Fig. 6. Long relaxation

0 1 2 3 4 5 6 87
2.0

2.4

2.8

3.2

3.6

4.0

t, min

Vph, arb. units

Fig. 6. Relaxation of the photovoltage Vph subsequent to the
hydrogen pulse effect.
times are caused by a number of factors, including the
long times for initial H2 diffusion through the Al2O3
layer and even more long times for rediffusion. The
presence of deep traps in the Al2O3 layer and at the
Al2O3–n-Si heterointerface, including temporary traps
induced by the adsorbed H2, also enhances photovolt-
age relaxation. The variation (increase) of the forward
dark current under the influence of the H2 pulse was
10%. This is evidently related to the fact that the charge
transport mechanism is governed by the characteristics
and parameters of the n-layer rather than the heteroint-
erface, since the adsorption of H2 enhances the carrier-
injection factor only slightly.

Thus, in practice, the diode structures investigated
lack the sensitivity and persistence necessary for H sen-
sors. However, due to photocurrent enhancement and
presence of the depletion n-Si layer (this decreases the
persistence of the photoresponse), these structures are
advantageous for photodetector applications.
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