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Abstract—The generally accepted notions about the formation mechanisms for germanium islands with
nanometer-scale sizes in a Ge-on-Si system are reviewed on the basis of analysis of recent publications. The
presence of elastic strains in the epilayers and in the three-dimensional Ge islands on Si is a key factor that not
only initiates a morphological transition from a planar film to an island-containing film (the Stranski–Krastanov
mechanism) but also influences the subsequent stages of the islands’ evolution, including their shape, size, and
spatial distribution. In many cases, this factor modifies appreciably the classical mechanisms of phase-forma-
tion and their sequence up to the quasi-equilibrium coexistence of three-dimensional Ge nanoislands at the sur-
face of the Si substrate. The methods for improving the degree of the ordering of nanoislands to attain the small-
est possible sizes and large density of areal distribution of these islands are discussed. The published data on
optical absorption in the multilayered Ge–Si systems with quantum dots are considered; these data are indica-
tive of an anomalously large cross section of intraband absorption, which makes this class of nanostructures
promising for the development of photodetectors of the infrared region of the spectrum. The results of original
studies of electrical and optical properties of heterostructures that involve Ge quantum dots and are synthesized
by molecular-beam epitaxy on the Si substrates are reported. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Nanostructures based on the germanium-on-silicon
heterosystem attract the attention of technologists
owing to significant progress in the development of
new quantum-effect devices in spite of a 4% difference
between the lattice parameters of Ge and Si. We witness
the appearance of silicon–germanium light-emitting
and photodetecting devices that make silicon technol-
ogy quite competitive with those of conventional opto-
electronic materials, such as the III–V compounds
[1−5]. In recent years, the potential applications of the
Ge–Si-based semiconductor materials containing the
nanometer-sized Ge clusters (quantum dots) embedded
in the Si matrix have become apparent. Interest in the
Ge and Si nanoclusters is related to the following cir-
cumstances: (i) progress in the development of technol-
ogy for producing a Ge-nanocluster array that is fairly
uniform in size; (ii) the sizes of nanoclusters have been
reduced to the values that ensure the manifestation of
the size-quantization effects and the electron–electron
interaction up to room temperature; and (iii) compati-
bility of the developed methods with existing silicon
technology for the production of discrete devices and
circuits. Such designs that have been considered exotic
until recently may bring about an actual revolution in
silicon integration technology.

A steady increase in the number of publications
worldwide devoted to low-dimensional heterostruc-
1063-7826/00/3411- $20.00 © 21229
tures is indicative of the growing interest in these struc-
tures. Figure 1 shows the histograms for the number of
annual publications that include the keywords “quan-
tum wells” and “quantum dots.” In the latter case, a
steady increase in the annual number of relevant publi-
cations is observed. Starting in 1992, changes became
evident in the technology producing the structures with
quantum dots. Before that time, the main method for
forming such structures was photolithography, with the
constraint on the minimum sizes inherent in this
method. Manifestation of the effect of ordering in the
array of nanometer-sized islands in the Ge–Si and
InAs–GaAs heterosystems made it possible to obtain
quantum dots that had no defects, had the smallest pos-
sible size (10–100 nm), and had the density of
1010−1011 cm–2, which made the atomlike characteris-
tics of these systems more pronounced in the relevant
electronic and optical spectra. The development of
studies in this field is illustrated in Fig. 2 by histograms
of the annual number of publications devoted to a
Ge−Si system. It is in this system that the arrays of
islands were first used to observe the one-electron
effects [6]. Later, most studies of electronic properties
of quantum dots (QDs) were based on III–V com-
pounds. This was caused by the following factors:
(a) progress in the technology of heteroepitaxy for
III−V compounds; (b) the possibility of producing the
heterostructures of type I (the offsets of the conduction
000 MAIK “Nauka/Interperiodica”
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and valence bands are of opposite signs), which is
important for the optical properties of these systems;
and (c) the small value of the charge-carrier effective
mass, which ensured the manifestation of size-quanti-
zation effects for islands of a relatively large size. The
first studies of QDs in III–V compounds were per-
formed on the basis of InAs–GaAs structures [7, 8].

A transition from the layer-by-layer [i.e., two-
dimensional (2D)] growth of the film to the formation
of three-dimensional (3D) islands (the Stranski–Krast-
anov mechanism) has been studied for a long time in
the germanium-on-silicon heterosystem. The first pub-
lication devoted to this heterosystem, in which the
observation of pseudomorphous Ge stripes (referred to
now as quantum wires) that follow the outlines of steps
and of the nanometer-sized islands (currently, quantum
dots) was reported, was apparently that of the study [9]
performed at the Institute of Semiconductor Physics
(Siberian Division, Academy of Sciences of USSR) as
far back as 1974. At relatively low temperatures of syn-
thesis, such islands do not contain the misfit disloca-
tions even if the thickness of the islands exceeds appre-
ciably the critical value, which was demonstrated most
clearly in studies of the Ge–Si [10] and InGaAs–GaAs
[11] systems. Following these publications, a sharp
increase in the study of the mechanisms of formation of
strained islands and the special features of their order-
ing set in, because an opportunity arose to form 3D
objects that have no defects (no misfit dislocations),
have nanometer-scale sizes, and may find practical
applications in nanoelectronics.

The objective of this review was to analyze the
development and current ideas about the mechanisms
of ordering of the QD ensembles in the course of hete-
roepitaxy. This has been the subject of a number of
reviews [12–14]. However, without laying claim to
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Fig. 1. The number of annual publications according to the
data of the Materials Science Citation Index (MSCI) for
1990–1998. Search was based on the keywords “quantum
wells” and “quantum dots.”
completeness, as concerns a review of all heterosys-
tems, we have attempted to outline the generally
accepted concepts of the Ge-on-Si system and to sup-
plement these with an analysis of the newest data,
including the results of our experiments with synthesis
of a Ge–Si heterosystem with QDs, and the study of the
electronic and optical properties of this heterosystem.

In Section 2, we consider the driving forces and
main mechanisms of evolution and ordering of nanoob-
jects in heterosystems with a large lattice mismatch in
the course of molecular-beam epitaxy (MBE) and heat
treatment. In Section 3, we analyze the experimental
observations of cluster formation and self-organization
for Ge–Si nanostructures at the silicon surface and dis-
cuss the feasible methods for enhancing the ordering,
reducing the sizes, and increasing the density of the
germanium QDs. In Section 4, we summarize the orig-
inal results of our studies of the electronic and optical
properties of heterostructures and multilayered compo-
sitions with Ge QDs.

2. BASIC PREMISES

It is possible to distinguish between the stages of
nucleation and further development in the formation of
3D islands. The main pattern in the nucleation of
islands in an epitaxial heterosystem is governed by the
balance between the surface energies of the film and
substrate and also between the energy of the film–sub-
strate interface and internal energy of the island bulk.
The free energy of a newly formed island nucleus at the
substrate surface may be expressed as the sum of three
terms [15]; i.e.,
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Fig. 2. Selection (from the complex “quantum dots,” see
Fig. 1) of publications devoted to the island growth of Ge
(GeSi) on Si and also to the properties of these entities (for
the year 1999, the data are given for 10 months; the data
refer to the most important journals).
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Here, the first term accounts for the formation energy of
a new nucleus with the volume V, with ∆µ standing for
the thermodynamic force for crystallization in the event
of supersaturation. The second term corresponds to the
work required for the formation of additional surface
area s, with γ standing for the nucleus surface energy.
The third term describes additional energy that is
brought about owing to elastic strain in the nucleus.
The first and second terms in the above expression cor-
respond to the classical version of the nucleation theory
(see, for example, [16]), whereas the third term appears
only in the case where strained films are grown. For
large values of the lattice mismatch, such as those that
occur in a Ge–Si system, this additional energy
depends not only on the nucleus volume, but also on its
shape (i.e., on the ratio h /l, where h is the height and l
is the cross-sectional dimension of the nucleus), and is
important in the transition from the 2D to 3D growth
mechanisms. According to calculations [15], the contri-
bution of this term is represented by a rapidly decreas-
ing function of h/l. The more pronounced the 3D state
of a strained nucleus, the larger the contribution of elas-
tic relaxation (a decrease in the strain in the regions of
the nucleus that are the most remote from the sub-
strate), and the smaller the additional contribution of
the strain energy to the free energy of the nucleus. The
surface energy of a system composed of the Ge film
(with Ge island) and the Si substrate also depends on
the Ge coating thickness (and the shape of the Ge
island) [15, 17]. At present, it is generally believed that
the key factor in the transition from the 2D (layer-by-
layer) to the 3D (island-type) growth of pseudomor-
phous films is an energy gain due to a decrease in elas-
tic stresses via their elastic relaxation. We note that, in
the case of homoepitaxy on a fairly clean surface, the
bulk islands are not formed for almost all semiconduc-
tors, and the film grows owing to either the motion of
step (the step–layer growth) or the formation and coa-
lescence of 2D islands. As will be clear from what fol-
lows, stresses also play an important role in the devel-
opment of 3D islands and their distribution in size.

The determining role of elastic relaxation, which
brings about the morphological instability of the film
surface, was demonstrated by Asaro and Tiller (1972)
[18] and by Grinfel’d (1986) [19]. The basic aspect of
this model is the proposition that the rough surface of a
strained layer has a lower total energy (the strain energy
combined with the surface energy) as a result of elastic
relaxation of stresses at the tops of asperities. An
increase in the surface energy due to an increase in the
rough-surface area is a factor that opposes the develop-
ment of the film’s surface relief; however, this factor
reduces the energy gain via relaxation only in part [19].
The larger the mismatch between the film and substrate
lattices, the smaller the thickness of the pseudomor-
phous film at which morphological stability is lost. The
formation of islands is an extreme manifestation of
morphological instability of strained films and is com-
monly observed in systems with large values of mis-
SEMICONDUCTORS      Vol. 34      No. 11      2000
match between the film and substrate lattices (ε > 2%);
the Ge–Si and InAs–GaAs structures are typical repre-
sentatives of such systems. If the surface energy of a
new phase is somehow reduced, the strained film can
lose its morphological stability even for small values of
mismatch. Thus, if the strained film is in contact with a
liquid phase, in which case the surface energy of the
film is appreciably lower than that of the film–vacuum
(or film–vapor) interface, formation of islands is
observed in a GexSi1 – x–Si(001) system for low values
of the mismatch x ≈ 0.05 (ε ≈ 0.2%) [20]. The same
small values of elastic strains brought about a branch-
ing in the shape of the island-type film in an
InxGa1 − xAs–GaAs(111)A system formed also in con-
tact with a liquid phase, and the splitting of this system
into separate micrometer-sized islands [21]. In this
paper, a a unique example of observing the dislocation-
free islands that are formed on the substrate with (111)
orientation and have a thickness exceeding the critical
value for the introduction of misfit dislocations is
reported; apparently, this result is a consequence of a
decrease in the surface energy of the film that is in con-
tact with the liquid phase.

According to classical notions (see, for example,
[22]), formation of a new phase includes the following
main stages: nucleation of the new-phase centers, their
independent growth, and, finally, the development of
these centers in interaction with each other (the so-
called Ostwald ripening). This phenomenon represents
the latest stage of evolution of the new-phase nuclei. If
the objective of the study consists in producing an
island-type film (as in the case under consideration),
this stage of the Ostwald ripening may happen to be the
main stage that defines the shape of the island distribu-
tion by size. Therefore, the applicability of the Ost-
wald-ripening model to the analysis of the self-organi-
zation of quantum-dimensional clusters in a Ge–Si sys-
tem (and other systems) has received much attention in
available publications.

The first comprehensive theory of Ostwald ripening
to describe the formation of clusters (grains) in a vol-
ume of supersaturated solid solutions was developed by
Lifshitz and Slyozov [23]. Later, this theory was modi-
fied by Chakraverty [24] so as to be applied to the sur-
face. Recently, this theory has been widely used to
interpret the processes observed at the semiconductor
surface using modern high-resolution methods (see, for
example, [25–29]). According to this model, the later
stage in the development (ripening) of clusters is gov-
erned by the interaction of nuclei found within a satu-
rated “sea” of adatoms via the Gibbs–Thomson effect
(the equilibrium vapor pressure above the curvilinear
surface of the nucleus should be higher than in other
cases). The small-sized islands decrease in size owing
to a more pronounced curvilinearity of the surface (or
the pedestal of a cluster) and, ultimately, cease to exist,
whereas the large islands grow. A characteristic feature
of the Ostwald-ripening mechanism is a continuous



 

1232

        

PCHELYAKOV 

 

et al

 

.

        
increase in the average island size with time and a
broadening of the unnormalized distribution of islands
in size.

Experimental observations of the development of
2D Si islands at the Si(100) surface are in close agree-
ment with inferences from the Ostwald-ripening model
(see, for example, [26]). Figure 3 illustrates schemati-
cally the formation and development of a new epitaxial
monolayer according to classical concepts of the three
stages [22]. In the initial state (representation a), there
is a supersaturated adsorbate of Si atoms (a “sea” of
adatoms) at the substrate surface, and, in the first stage,
nucleation of 2D centers occurs (representation b). Fol-
lowing this comes the second stage consisting in the
independent growth of the centers (representation c).
During this stage, supersaturation around the centers is
reduced; however, these centers do not yet interact with
each other because their diffusion-source “feeding”
fields do not yet overlap. Therefore, nucleation of new
centers continues at the sites away from the islands that
have been already formed (representation c, the center
at the right). After the diffusion-source fields have over-
lapped (representation d) and the supersaturation
between the islands has been reduced even more, there
comes the third stage that consists in the correlated
growth of the islands or the Ostwald ripening. Accord-
ing to Kukushkin and Osipov [22], the interaction
between the islands occurs via a “generalized self-con-

Fig. 3. Schematic representation of the initiation and forma-
tion of a new monolayer according to classical concepts for-
warded by Kukushkin and Osipov [22] as applied to molec-
ular epitaxy (for example, epitaxy of silicon on silicon). For
details, see the text.

“Sea” of adatoms

(a)

Substrate

(b)

(c)

(d)

(e)

(f)

Alternative
sistent diffusion-source field” (in the case under con-
sideration, this field is represented by the Si adsorbate).
Large islands grow, whereas the small islands cease to
exist (representation e). This stage may span a long time
if the system is closed and the number of adatoms
amounts to less than a single monolayer [26]. The
island-size distribution is a reproducible function that
depends appreciably on the substrate orientation (see,
for example, [30]). In the case of a continuous supply
of atoms to the surface (an open system), the islands
grow until they are in contact with each other; thus, a
continuous monolayer is formed (representation f).

Lifshitz and Slyozov studied the ripening of grains
and stated [23], in particular, that elastic strains in the
grains may be taken into account, although this would
not appreciably affect the shape of the final distribu-
tions, because the strains constitute a second-order cor-
rection. In fact, in the 3D case considered by Lifshitz
and Slyozov, the strains in the 3D grains of a new mate-
rial may be treated as an addition to the free energy of
a cluster; this addition affects the nucleation and the
growth rates of the cluster. Such an approach was used
by Drucker [31] to evaluate the development of 2D
islands at the substrate surface in the case of the Ost-
wald ripening. However, recent studies have shown that
elastic strains in epitaxial films and nucleating 3D
islands constitute a key and a multivalued factor that, in
the majority of cases, changes radically the pattern of
the classical phase-formation mechanisms. Thus, for
the growth of Ge on Si and InAs on GaAs, it is the pres-
ence of these strains that induces the transition from
layer-by-layer growth to the formation of 3D clusters at
the surface of underlying Ge (or InAs) layer; as a result,
the Stranski–Krastanov mechanism comes into effect.
Significant nonuniformity of the elastic relaxation of an
island over its height causes the energy gain to depend
on the island shape. Several discrete shapes that are
most favorable energetically (a “hut,”, a “dome,” and a
“superdome”) come into existence. Elastic strains at the
cluster periphery increase with increasing cluster size,
which affects the rules of attachment of adatoms to a
cluster; as a result the growth rate of the clusters
decreases [32–34]. It is believed that the emergence and
heightening of the barrier related to the above consti-
tute one of the main causes of the observation that the
island-size distribution is narrower compared to theo-
retical predictions based on the Ostwald ripening (see,
for example, [33]). Under certain conditions, the role of
elastic strains and their relaxation in the islands
becomes dominant until a quasi-equilibrium state is
established. In this state, both the shape and the size-
distribution of islands is time-independent; correspond-
ingly, the ensemble of islands cannot be described in
the context of the model based on the Ostwald ripening
[29, 35–40].

Figure 4 illustrates schematically the main stages of
formation of the strained-island ensemble and their dif-
ference from the classical variant. Similarly to what
was shown in Fig. 3, there is initially a supersaturated
SEMICONDUCTORS      Vol. 34      No. 11      2000
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adsorbate at the surface (a); however, this adsorbate is
now formed at the surface of underlying (wetting) layer
from the deposited material (Ge). Nucleation of the 3D
hut-shaped clusters (representation b) is caused by the
elastic-strain relaxation (this is the first difference from
the classical theory). Later (representation c), two dis-
tinct shapes (“hut” and “dome”) come into existence.
The energetic advantages of the first and second shapes
depends on their volume; however, under certain condi-
tions, the coexistence of these shapes is possible
[35, 36] (the second difference from the classical the-
ory). The flow of atoms to the islands with shapes that
are more energetically favorable was observed [41]
(representation d). In this case, the model of the Ost-
wald ripening is apparently valid (small islands cease to
exist, and large islands grow); however, the island-size
distribution is now bimodal rather than unimodal
[36, 41]. A reverse transition from a dome shape to a
hut shape was also observed (the third difference from
the classical theory) [38, 40, 42]. A quasi-equilibrium
state of the system is possible, in which case the sizes
and shapes of the clusters are virtually time-indepen-
dent if there is no external flux [39] (representation e)
(the fourth difference from classical theory). Chiu [43]
has demonstrated theoretically that the probability of
the state of the ensemble being stable increases with
increasing surface-energy anisotropy (as this energy
increases at the facets of the islands). Under certain
conditions (when the islands are closely spaced), the
interaction of clusters via overlapping elastic-deforma-
tion fields in the substrate was substantiated theoreti-
cally [44, 45]; this interaction may be conducive to the
ordering of spatial distribution of islands at the surface
(the fifth difference from the classical theory). Consid-
eration of elastic interaction via the substrate in a sys-
tem of GeSi–on–Si islands made it possible to interpret
the experimental results [46] correctly.

3. GROWTH AND SPECIAL FEATURES
OF ORDERING IN THE ENSEMBLES

OF Ge NANOCLUSTERS

3.1. Morphological Reconstructions

Several stages of the island evolution are observed
experimentally in the Ge–Si systems. These stages dif-
fer for the substrates with (001) and (111) orientations.
From the standpoint of producing quantum objects, the
(001) surface is unique, because the compact 3D dislo-
cation-free islands 10–100 nm in size were observed at
this surface alone (Fig. 5). Emergence of such islands is
observed after a continuous Ge film has been formed;
the superstructure domains in this film are easily distin-
guished between the islands in Fig. 5. The onset of for-
mation of the 3D clusters is accompanied by the emer-
gence of strands in the patterns of high-energy electron
diffraction (HEED); these strands are formed as a result
of electron scattering by the {105} faces. Such islands
are referred to as hut-clusters due to their shape [47]. As
the average film thickness increases, the HEED pat-
SEMICONDUCTORS      Vol. 34      No. 11      2000
terns indicate the presence of {113} and {102} faces in
addition to the {105} faces. It should be noted that the
first study where the HEED method was used to reveal
these faces of the Ge islands at the Si(001) surface was
carried out the Institute of Semiconductor Physics
(Siberian Division, Academy of Sciences of the USSR)
as far back as 1987 [48]. The formation of the dome-
shaped clusters is characteristic of this stage of growth.
A transition from the hut-shaped clusters with sizes of
15–20 nm at the pedestal of the dome-shaped clusters
(with average sizes of 50–100 nm) is accompanied with
an increase in the degree of relaxation of stresses.
According to the data obtained by Floro et al. [49], the
material in the hut-shaped clusters is elastically relaxed
by 20% on average, whereas in the dome-shaped clus-
ters, the relaxation amounts to more than 50% due to a
larger ratio between the height and the pedestal size; in
this case, the islands remain coherently matched to the
substrate. As follows from numerous experimental
observations, the last stage in the development and

“Sea” of adatoms

Wetting layer

Substrate

“Huts” “Domes”

A
lternative

(a)

(b)

(c)

(d)

(e)

Fig. 4. Schematic representation of the stages of formation
of three-dimensional islands in a Ge–Si(001) system. For
details, see the text.
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Fig. 5. An STM image of hut-shaped clusters on the Si(001) surface covered with a Ge sublayer with a thickness deff = (a) 4.6 and
(b) 8 ML; Tg = 300°C. The side of the image amounts to 160 nm. STM stands for scanning tunneling microscopy.
structure of GexSi1 – x islands on Si(001) and Si(111)
consists in the formation of 3D plastically strained
islands with misfit dislocations at the interface with the
substrate, which is accompanied with a rapid increase
in the island sizes (see, for example, [50–52]).

3.2. The Effects of Ordering

Ordering brings about the emergence of islands with
preferential sizes, shapes, interisland distances, and rel-
ative positions in the system. This is a result of the min-
imization of the total free energy of the system. The
existence of preferential characteristics should mani-
fest itself in the scattering and diffraction spectra of
electrons and X-rays interacting with the surface that
contains the nanostructures and also in the electronic
and optical spectra.

The distribution of Ge islands in size is given much
attention in various publications because this parameter
of the QD system is extremely important for practical
applications. Typical island-size distributions and the

a b c

σ/〈l〉  ~ 50–90%

σ/〈l〉  ~ 10–30%
σ/〈l〉  = 3.2%

〈l〉  ~ 15–20nm 〈l〉  ~ 60nm 〈l〉  ~ 100nm
Average lateral dimension, l

Frequency

Fig. 6. Characteristic rms deviations (σ/〈l〉) of the island
sizes in a Ge–Si system: (a) for the hut-shaped islands,
(b) for the dome-shaped islands (according to [29]); and
(c) the distribution obtained by Jiang and coworkers [53].
The distributions are shown schematically.
range of normalized rms deviations σ/〈l 〉  (〈l 〉  is the
average size) that define the broadening of the distribu-
tions are shown schematically in Fig. 6. According to
the data reported elsewhere [29], narrower distributions
are observed for the dome-shaped islands with average
sizes of 50–100 nm (in [29], the Ge islands were grown
by chemical deposition in an atmosphere of hydrogen
that affects the mobility of Ge adatoms). The narrower
distributions for the dome-shaped cluster are explained
by the fact that an increase in elastic strain in the sub-
strate, and in the cluster pedestal as the cluster size
increases, reduces the growth rate of the cluster (in con-
trast with cluster development according to the mecha-
nism of the Ostwald ripening). For the hut-shaped clus-
ters obtained by the MBE [34], a similar pattern was
observed; i.e., the growth rate of a hut-shaped Ge clus-
ter decreased as its size increased (this phenomenon
was studied in more detail in [34]). The above brings
about an appreciable narrowing of the island-size dis-
tribution. An estimation of the broadening of the distri-
butions for the Ge hut-shaped clusters (shown in Fig. 5)
yields σ/〈l 〉  ~ 0.2–0.25, which is appreciably smaller
than for the hut-shaped clusters grown in the hydrogen
atmosphere [29] (see Fig. 6, curve a). The most uni-
form Ge island-size distribution was reported in [53]
(σ/〈l 〉  = 0.032), and, with permission granted by the
authors, such islands are shown in Fig. 7a. Such a nar-
row distribution, was obtained (according to the
authors of [53]) owing to a thorough selection of the
growth conditions.

The other following methods for enhancing the uni-
formity of the island sizes should be mentioned: (i) the
use of tilted substrates, and (ii) the use of a special
method for ensuring the simultaneous nucleation of the
clusters [54]. The substantiation of these methods can
be found in the following known facts and reasoning. In
the publication by Goldfarb et al. [27], the details of
transition from 2D to 3D growth and the initial stages
of formation of the hut-shaped clusters were elabo-
rated. The 3D islands appear at significantly different
SEMICONDUCTORS      Vol. 34      No. 11      2000
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points in time and are nucleated at imperfections of the
2D Ge layer, which confirms the generally accepted
opinion that cluster nucleation is heterogeneous. Con-
sequently, the preliminary formation of the sites that
are preferential for the cluster nucleation may consti-
tute a useful method for enhancing the ordering of these
clusters. A preliminary ordering of steps at the surfaces
that are disoriented with respect to (001) is widely used
to form the QD arrays in an InAs–GaAs system (see,
for example, one of the latest publications by Kim et al.
[55] and the references therein). In the case of growing
the Ge islands on Si, such an approach is used to a
lesser extent; however, in order to enhance the ordering
of steps at the 2D stage of growth, the authors of [56]
not only used the steps' ordering related to the deviation
of the substrate from the singular direction but also
improved this ordering by preliminary overgrowth of
the multilayered strained GeSi–Si superlattice. As a
result [56], Ge islands having a uniformity of distribu-
tion both in height and in area of better than 10% with
simultaneous significant spatial ordering were obtained
(Fig. 7b).

According to the data obtained by Johansson and
Seifert [57], the width of the island-size distribution
(for InAs/InP) depends nonmonotonically on the
growth rate. The distribution width decreases with
increasing growth rate and reaches a minimum. As the
growth rate increases further, the distribution broadens
again. Such behavior verifies the importance of a sin-
gle-moment heterogeneous nucleation. As the growth
rate increases, the probability of the island nucleation at
the onset of the process becomes higher; as a result, the
islands grow for the same length of time and have
almost the same dimensions. A further increase in the
growth rate gives rise to the adatom supersaturation at
the surface becoming so high that new islands are
nucleated continuously. Because of this, the instant of
nucleation again becomes spread, and the island-size
distribution broadens.

It is possible to ensure an almost simultaneous
nucleation of islands over the entire surface area of the
substrate by providing an appreciable supersaturation
of germanium adatoms at the initial instant of growth.
This can be ensured, for example, by a short-term
increase in the molecular-beam density or by a short-
term decrease in the substrate temperature. The effect
of synchronizing periodic short-term variations in the
surface supersaturation on the 2D nucleation was
observed by us previously in the case of homoepitaxy
of silicon and germanium. On the basis of this effect,
the MBE method with synchronization of nucleation
was substantiated and implemented [54]. Later, an opti-
mized method for the synthesis of quantum-dimen-
sional structures such as the vertical superlattices,
nanosystems consisting of quantum wires or dots, and
the like, was suggested and substantiated theoretically
for cyclic variation of supersaturation during the
growth of each atomic layer of the film [58].
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Ordering with respect to the area is the weakest
form of ordering, which is related to the fact that the
islands interact weakly with each other at the initial
stage of their formation. Therefore, the preliminary for-
mation of ordered sites for the nucleation of nanoclus-
ters is the most important method for ensuring their
subsequent spatially ordered state. This statement is
confirmed by an analysis of the two distributions of Ge
islands over the singular (Fig. 7a) and vicinal (Fig. 7b)
(100) Si faces. Figure 8 shows the spatial-ordering
characteristics obtained by statistically processing the
data shown in Fig. 7: the radial correlation functions
that define the probability of finding the cluster at a cer-
tain distance from an arbitrarily chosen island (Figs. 8a,
8b). It can be seen that, in spite of an extremely small
scatter in the parameters of the islands [53] whose
microphotographs are shown in Fig.7a, their spatial
distribution is almost unordered. A certain degree of
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Fig. 7. Ge islands at the Si surface: (a) at a singular Si(001)
face with the growth conditions specially selected (with per-
mission given by the authors of [53]) and (b) at a vicinal
Si(001) face with a preliminarily grown GeSi/Si superlattice
[56] (with permission given by the authors of [56]).
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ordering is evidenced by the presence of a poorly pro-
nounced preferential distance between the nearest
neighbors and by the absence of 3D centers spaced at
smaller than average intervals (Fig. 8a). Spatial distri-
bution of the islands shown in Fig. 7b [56] may be con-
sidered as the most ordered among those observed in
the Ge–Si system. The form of the correlation function
shown in Fig. 8b is indicative of the presence of the
short-range order in the first and second coordination
shells. Spatial ordering of the islands becomes more
pronounced with increasing coverage (the ratio
between the total area of the islands and the substrate
area), which is caused by minimization of repulsive
forces of elastic interaction between neighboring
islands [46, 59]. Because of this, the most highly spa-
tially ordered arrays of islands occupy the largest frac-
tion of the substrate area (see, for example, Fig. 7b,
where the islands are nearly in contact with each other).

It was shown previously [13] that the sequential
growth of layers with Ge islands overgrown with a
material that is lattice-matched to the substrate (Si)
causes the ordering (with respect both to the sizes and
areas) to become more pronounced. The elastic-defor-
mation fields are perturbed by clusters; these perturba-
tions penetrate into the overgrown layer to different
depths, depending on the volume of a specific island
and on the degree of the island accumulation. The sites
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Fig. 8. Radial distributions of the normalized density of
islands as a function of the normalized distance from an
arbitrarily chosen particle for the above microphotographs
(Figs. 8a and 8b correspond to Figs. 7a and 7b).
of preferential nucleation of new islands at the next
level are formed at the surface of the overgrown layer.
By varying the overgrown-layer thickness, one can sup-
press the influence of small islands. Corresponding
studies have been performed both theoretically and
experimentally, and we can cite several identical exam-
ples for III–V [14] and Ge–Si [13, 60] systems. Such
multilayered heterostructures with QDs are of practical
importance in relation to arising new possibilities (for
example, the electron coupling of clusters in the verti-
cal direction and the formation of 3D arrays consisting
of islands–clusters that are often referred to as “artifi-
cial atoms” [61, 62]).

3.3. The Sizes and Density of the Islands:
Methods for Control

Figure 9 shows the characteristic sizes of GeSi clus-
ters of the hut and dome types; it can be seen that the
sizes increase with an increasing Si fraction in the GeSi
solid solution (the data reported in [29, 42, 49, 63] were
used). Theoretical dependence of the period of the sur-
face undulation for the GeSi/Si(100) film is also shown;
this undulation is a result of the elastic relaxation of the
strained solid solution (this dependence was derived by
Obayashi and Shintani [64]). As the fraction of Si
increases, strains in a cluster decrease and the neces-
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Fig. 9. Schematic representation of variations in the sizes of
the hut- and dome-shaped clusters with increasing silicon
fraction in an island on the basis of publications by
(a) Kamins et al., (b) Vostokov et al. [42], (c) Ross et al.
[63], and (d) Floro et al. [49]. The dotted line represents the
calculated waviness of the surface of a strained GeSi solid
solution according to Obayashi and Shintani [64].
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sary gain in energy due to elastic relaxation in the
islands occurs for the larger island sizes. Studies of
GeSi solid solutions with a large Si content, convenient
for simulation experiments, make it possible to easily
clarify the main laws of the island formation due to
their relatively large sizes [49]. However, the practical
interest of researchers focuses on the systems that con-
tain the islands of about 10 nm or less in size (pure Ge
on Si), which is primarily due to the optical properties
of such systems. The density of islands is also very
important because the response of the system to exter-
nal effects is directly related to the number of islands
and, correspondingly, to their density. Both of these
parameters (the size and density) depend on the growth
conditions such as the substrate temperature and the
growth rate. A decrease in the growth temperature, as
well as an increase in the Ge flux, causes the diffusion
length of Ge adatoms at the substrate to decrease. Cor-
respondingly, the collection region of adatoms for a
single island decreases, the island size also decreases,
whereas the island density increases. Abstreiter and
coworkers [65] regularly varied the island density to
1010 cm–2 by decreasing the growth temperature to
550°C and increasing the Ge flux. Further decrease in
the growth temperature to 300°C made it possible to
appreciably increase the density of Ge nanoclusters to
~3 × 1011 cm–2 [66]. Peng and coworkers [67] used
antimony as a surfactant that reduced the surface diffu-
sion length of Ge adatoms and managed to obtain an
island density of ~5 × 1011 cm–2 (the highest so far).

3.4. A Comparison of the Si {001} and {111} Surfaces

The vast majority of theoretical and experimental
studies of formation of Ge islands have been devoted to
these processes at the Si(001) surface because it is this
surface that is most favorable for the formation of high-
density coherent nanoislands. Nevertheless, the prob-
lem of the influence of the substrate-surface orientation
on the island formation in a strained heteroepitaxial
film remains topical; therefore, in this section, we
attempt to dwell briefly on the special features that dis-
tinguish the Ge/Si(001) and Ge/Si(111) systems with
respect to morphological instability.

When Ge is deposited on the Si(001) surface, the
formation of the wetting layer is followed by the emer-
gence of the coherent (without misfit dislocations) hut-
shaped clusters (Fig. 5) and then by the dome-shaped
clusters whose height significantly exceeds the critical
thickness that corresponds to the onset of the introduc-
tion of the misfit dislocations [10]. These dislocations
appear in islands whose height exceeds 50 nm [10] (the
so-called superdome clusters [39]). Thus, in a
Ge/Si(001) system, there is an extended domain of con-
ditions for the existence of Ge 3D coherent islands. The
3D Ge islands formed at the Si(111) surface differ
appreciably in shape and constitute triangular pyramids
with flat tops (Fig. 10) and {113} lateral faces [48, 68–70];
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it is important that nanoislands contain the misfit disloca-
tions even at the initial stages of island formation [71, 72].

As mentioned in Section 2, morphological instabil-
ity of the strained-layer surface and the ultimate mani-
festation of this instability (the formation of the
3D coherent islands) develops if the gain in the free
energy of the system due to elastic relaxation of
stresses in the islands exceeds an addition to the surface
energy due to an increase in the surface area and to the
emergence of facets with a higher surface energy. We
now compare the Ge/Si(001) and Ge/Si(111) systems
taking into account the above considerations.

The facet closest to the (100) plane both for germa-
nium [73, 74] and for silicon [75] is the (105) face and
deviates by 11.3° from the (100) plane. According to
the data reported elsewhere [76], this face consists of
(100) terraces separated by steps. Formation of Ge–on–
Si hut-shaped clusters faceted exactly by the {105}
planes is due (according to the assumptions by Liu, Wu,
and Lagally [77]) to an insignificant distinction
between the surface energies of the {100} and {105}
faces. On the other hand, the (113) face that facets the
Ge 3D islands at the initial stage of their formation at
the Si(111) plane [68] deviates from the basal plane by
at least 29.5°. The surface energy (γ) of this face was
determined experimentally for Si by Eaglesham and
coworkers [78] and was found to be larger by a factor
of 1.13 than the value of γ for the {111} plane. It was
also experimentally demonstrated [78] that the step
energy at the Si(111) surface is five times larger than
that at the (001) surface, which is apparently the main
factor conducive to the greater atomic smoothness of
the (111) surface compared to the (001) surface and,
correspondingly, to the greater morphological stability
of this face. Barbezier and coworkers [72] also empha-
size the deciding effect of the enhanced formation
energy of the steps at the (111) surface compared to the

(a)

(b)

Fig. 10. A perspective STM image of typical Ge islands
after the deposition of (a) 4.1 and (b) 6.8 Ge bilayers on the
(111) surface of silicon. The image area is 330 × 330 nm2.
The average height of the islands in panel (b) is 8 nm. For
details, see [68].
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(001) surface, which results in a higher morphological
stability of the (111) face. Because of this, the 3D Ge
islands at the Si(111) surface are shaped as truncated
pyramids whose upper surface remains the same (111)
plane and whose height is within 0.1–0.13 of their
cross-sectional sizes [68]. We may assume that the
clusters with such shapes are considerably less prone to
stress relaxation due to elastic strains compared to the
hut-shaped clusters at the (001) surfaces.

Thus, the Ge islands formed at the Si(111) surface
are bound to gain less free energy due to elastic relax-
ation of stresses compared to the hut-shaped clusters at
the (001) surface and should lose more surface energy
due to a larger inclination angle of the nearest facet. We
add to this comparison the fact that the (111) surface is
the glide plane for dislocations, whereas the presence
of an abrupt (111)–(113) step at the edge of a 3D island
results in the so-called geometric enhancement of
stresses, which reduces the energy barrier for the mis-
fit-dislocation initiation. Correspondingly, such a shape
of islands is conducive to the rapid onset of their plastic
relaxation [79]. In our opinion, it is the combination of
the aforementioned factors that gives rise to the fact
that the existence domain for Ge 3D coherent islands in
a Ge–Si(111) system is extremely narrow or is not
present at all.

3.5. The Factors Influencing the Process
of Ordering

It was mentioned above that the morphology of the
surface at which the 3D islands are formed plays an
important role and can be used as a controlling factor
conducive to the ordering of the islands with respect to
both their sizes and spatial distribution. The surface
parameters may be controlled by the following meth-
ods:

Ge(1 × 1)

Ge, Si
(5 × 5)

Si(7 × 7)Ge

(1×1)

0 1 2 3 4 5
Film thickness, nm

400

800

Growth temperature, °C

twins

Ge(2 × 8)

Ge(7 × 7)Si

Fig. 11. Kinetic diagram of structural transitions at the film
surface in the course of germanium heteroepitaxy onto the
Si(111)–(7 × 7) surface.
(i) The use of the substrates that are tilted from the
(001) surface and the various related methods for order-
ing the steps representing further the stencils for initia-
tion of the islands [56, 80–86];

(ii) The use of surfactants that modify the surface
characteristics (the surface energy and the diffusion
length of adatoms) of both the substrate and the epil-
ayer [67, 87–90];

(iii) The formation of microstressors at the substrate
surface; these microstressors initiate the nucleation of
islands at certain sites [91–93]; and

(iv) The use of lithography making it possible to
form windows in the substrate; these windows restrict
the region of collection of adatoms in the islands and
separate the islands from each other [94, 95]. The pho-
tolithography-induced formation of facets that localize
the initiation sites for the Ge islands [96, 97].

Each of these avenues of research are being devel-
oped; however, the studies are at the early stage.
Because of this, we call the reader’s attention to these
avenues of research without analyzing them in detail.

3.6. The in situ Control

A strong dependence of the island parameters on the
technological-process conditions makes it necessary to
continuously control the growth surface of the sub-
strate. A convenient method suitable for this purpose is
the reflection high-energy electron diffraction
(RHEED). As a typical example of a thorough study of
the surface during heteroepitaxy, the RHEED was used
[98] to plot the phase diagrams of structures that
existed during epitaxy of Ge on the Si(111) and Si(001)
substrates.

Figure 11 shows an example of such a diagram for
the Si(111) surface. Two structures with a period mul-
tiple of 7 were observed during the epitaxy of Ge on
Si(111). These structures are Si(111)–(7 × 7)Ge and
Ge(111)–(7 × 7)Si. Here, the first chemical symbol
indicates the material at whose surface a given super-
structure was observed, whereas the second symbol
indicates the material that stabilizes the given super-
structure. The Si(111)–(7 × 7)Ge superstructure is
formed at a high temperature if there is small amount of
Ge at the Si surface. The highest temperature at which
this superstructure was stable in the course of the film
growth was 950°C. According to an estimate [98], the
fluxes of adsorbing and desorbing Ge atoms are equal
to each other at this temperature. As the temperature is
increased further, the concentration of Ge atoms at the
surface decreases rapidly.

After the critical thickness (corresponding to origi-
nation of the misfit dislocation) of the film has been
attained, the Ge(111)–(7 × 7)Si superstructure is
formed at the surface of Ge islands; this superstructure
is stabilized by Si atoms that diffuse from the substrate.
This conclusion is confirmed by the fact that the surface
of the Ge film grown at a temperature below 350°C has
SEMICONDUCTORS      Vol. 34      No. 11      2000
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the Ge(111)–(2 × 8) superstructure, whereas the subse-
quent annealing of the film at 600–700°C gives rise to
the Ge(111)–(7 × 7) superstructure. In addition to the
aforementioned structures, the Ge(111)–(5 × 5) super-
structure was also observed [99, 100]. The presence of
the latter superstructure is related to the pseudomor-
phous state of the Ge film. After the pseudomorphism
ceases to exist, this superstructure transforms either
into Ge(111)–(7 × 7)Si or into Ge(111)–(2 × 8). The lat-
ter structure is characteristic of the atomically clean
(111) surface of the bulk Ge. Consequently, the (5 × 5)
structure is an indication that there are stresses in the
film; relaxation of these may stimulate the formation of
the islands.

Typically, the (2 × 1) and (2 × 8) superstructures are
present at the surface during the growth of the GexSi1 − x
film on the Si(001) substrates. On the basis of the anal-
ysis of variations in the diffraction patterns in the
course of the growth of Ge film on Si, we plotted [98]
the phase diagram shown in Fig. 12. After the islands
have been formed, the facets (Fig. 12) with the {105},
{118}, and {311} faces are observed [47, 101–103].
Correspondingly, in this case, the appearance of
strands, which are related to the relevant crystal faces,
at the RHEED pattern is an indication that the islands
have been formed.

The shape of oscillations of a specular reflection in
the electron-diffraction pattern observed during growth
is also highly sensitive to morphological rearrange-
ments at the surface of the growing film. This inher-
ently high sensitivity of specular reflection to morpho-
logical features becomes even higher when the diffrac-
tion occurs under the conditions of surface resonance
[104]. In these cases, the emergence of islands is
accompanied by a drastic decrease in the specular-
reflection intensity, which makes it possible to pre-
cisely determine the instant corresponding to the onset
of the island formation.

4. ELECTRONIC PROPERTIES OF SYSTEMS
OF “ARTIFICIAL ATOMS”

Electronic properties of Ge–Si structures were stud-
ied by electron tunneling spectroscopy, capacitance
spectroscopy, and conductance spectroscopy; in addi-
tion, the hopping conduction and the field effect were
studied. The Ge–Si heterocombination belongs to het-
erostructures of the second type, in which the Ge
islands constitute potential wells for holes. This fact
governs the choice of the conduction type in the sys-
tems under consideration.

4.1. Electrical Properties

4.1.1. Electron tunneling spectroscopy. If the
Fermi level in the emitter coincides with the allowed
level of the charge carrier in a quantum well, a reso-
nance enhancement of tunneling current should be
observed. By changing the energy of the injected
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charge carrier by varying the voltage, one can obtain
data on the energy spectrum of QDs. This spectroscopic
method was first applied to the arrays of self-organized
QDs in 1992 [6]. The structure studied included two
parallel electrodes (Ge0.3Si0.7 layers doped heavily with
boron) between which the Ge-nanocrystal layer [105]
was confined, with potential barriers (Si interlayers)
separating this layer from the electrodes. The depen-
dence of differential conductance on the voltage is
shown in Fig. 13. The upper panel corresponds to sym-
metric silicon barriers (both of them are 9 nm thick).
The lower panel shows the conductance spectrum
occurring in the situation when one of the barriers is
thinner (the barrier thicknesses here are 9 and 6 nm);
negative polarity of the voltage corresponds to the situ-
ation when a charge carrier (hole) first passes through
the thin layer and then through the thick layer. In both
cases, distinct oscillations of tunneling conductance of
the structures are observed; these oscillations indicate
that there exists a well-resolved discrete spectrum in
the Ge islands. The oscillations in the vicinity of the
zero bias are accompanied by the emergence of a region
with negative differential conductance which is a char-
acteristic feature of resonance tunneling. For the sym-
metric configuration of the barriers (see the upper panel
in Fig. 13), the conductance oscillations are nearly
symmetric with respect to the zero voltage and have a
characteristic period of ~150 mV, which makes it pos-
sible to estimate the distance between the size-quanti-
zation levels at ~150/2 = 75 mV.

In the asymmetric structure, the conductance peaks
are split into a series of oscillations with a smaller
period in the region of negative biases. For this polarity
of the voltage, accumulation of holes in the islands
occurs as a result of a large difference between the coef-
ficients of transit through the left and right barriers;
thus, the processes of the charge-carrier Coulomb cor-
relations caused by the carrier–carrier interaction
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Film thickness, nm
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Fig. 12. Kinetic diagram of structural transitions at the film
surface in the course of epitaxy onto the Si(001)–(2 × 1)
substrate.
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become important. The Coulomb interaction removes
the degeneracy of single-particle levels of size quanti-
zation since a hole overcomes the energy of electro-
static repulsion of charge carriers that are already
present in the QD. Such an effect has been previously
observed in the form of steplike current–voltage char-
acteristics in tunneling transitions through metallic
granules and has been named the “Coulomb staircase”
[106]. The correlation energy of holes in the islands can
be estimated from the distance between the conduc-
tance peaks at EC ≈ 35 meV in the ground state and at
EC ≈ 18 meV in the first excited state.

4.1.2. Capacitance tunneling spectroscopy. The
capacitance spectroscopy of QDs is based on the fact
that the charge in zero-dimensional systems can change
only discretely by a value of δQ = eN, where e is the
elementary charge and N is the number of quantum dots
in the sample [107]. The external voltage Vg at the gate
electrode shifts the potential in the islands with respect
to the Fermi level in the contact separated from the
island-containing layer by a tunneling-transparent bar-
rier and stimulates, either the capture of charge carriers
from the contact by the QD levels, or the depopulation
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Fig. 13. Dependence of differential conductance of vertical
two-barrier structures with Ge quantum dots for (a) a sym-
metric structure (the width of both Si barriers is 9 nm) and
(b) an asymmetric structure (with barriers 6 and 9 nm wide).
of these levels, depending on the polarity of Vg. If the
Fermi level in the contact coincides with the bound-
state energy in a QD, the differential capacitance
C(Vg) = dQ/dVg is bound to feature a peak that is indic-
ative of the presence of a discrete energy level. The
total capacitance of the structure is a sum of two contri-
butions: the first of these is due to the presence of a
space-charge region in the material (in the case under
consideration, this is silicon) that surrounds the islands,
whereas the second contribution (CQD) is related to the
recharging of the QDs.

In the studied structures with the Schottky barrier,
the effective layer thickness deff was varied [108]. The
structures included the following sequence of layers
beginning at the substrate: (i) the p+-Si(100) substrate
serving as the lower electrical contact; (ii) a Si0.5Ge0.2
layer having a thickness of L = 10 nm and ensuring an
abrupt heteroboundary of the next Si tunneling barrier;
(iii) a tunneling-transparent Si barrier (p = 7 × 1016 cm–3

and L = 7 nm); (iv) a layer containing the Ge nanocrys-
tals; (v) a blocking Si layer (p = 7 × 1016 cm–3 and L =
50 nm); and (vi) an Al electrode controlling the occu-
pancy of the islands and forming the Schottky barrier at
the boundary with silicon. The area of the Al contact
region was ~8 × 10–3 cm2; a cylindrical mesastructure
was etched off to a depth of about 5 µm according to the
outline of this contact area.

The capacitance–voltage (C–V) characteristics of
the structures without a Ge layer had a shape typical of
a p-Si depletion layer (Fig. 14). In the case of deff = 2
monolayers (ML), a plateau appears in the C–V charac-
teristics; this plateau is characteristic of a 2D charge-
carrier gas. In the range of the effective Ge thicknesses
of 8 ≤ deff ≤ 13 ML, peaks appear in the C–V curves; the
distance between these peaks, their width, and their
position on the voltage scale (the energy scale) depends
on deff: as deff increases, the peaks become narrower and
their energy separation decreases. The energy distance
between the levels corresponding to two capacitance
peaks can be determined from the relationship ∆E =
∆Vgb/L [109], where ∆Vg is the distance between the
peaks in the C–V characteristic, b is the distance
between a QD and the lower electrode, and L is the dis-
tance between the top and bottom electrodes. Calcula-
tions yield ∆E = 87 (deff = 8 ML), 36 (for 10 ML), and
32 meV (13 ML) [108]. The value of ∆E = 36 meV for
the sample containing the amount of Ge that corre-
sponds to deff = 10 ML is consistent with the recharging
energy (EC) of a QD in the ground state as was found in
the experiments with resonance tunneling. Because of
this, splitting of the peaks was attributed to the electro-
static Coulomb interaction.

The emergence of the capacitance oscillations is
related to the formation of an array of Ge nanocrystals;
this array is presumably rather uniform with respect to
the island sizes, and the density of hole states in the
array is a deltalike function of energy. For a large
SEMICONDUCTORS      Vol. 34      No. 11      2000
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amount of deposited Ge (deff = 20 ML), plastic relax-
ation of elastic strains occurs and large (≈100 nm)
islands with dislocations are formed. This is manifested
by the disappearance of the capacitance peaks in the
C−V characteristics. A large increase in the capacitance
accompanied with a drastic increase in conductance for
deff > 20 ML is apparently also related to the appearance
of dislocations and the breakdown of the space-charge
region.

The area under each peak (in the C–V characteristic)
divided by the elementary charge was found to be
almost exactly equal to the surface density of Ge
islands (2nQD ≈ 6 × 1011 cm–2). This means, first, that all
Ge islands are involved in the process of recharging of
the system and, second, that degeneracy in energy is
removed owing to the Coulomb interaction.

Experimental verification of the Coulomb origin of
splitting was found in the measurements of C–V char-
acteristics for two layers of Ge islands with identical
sizes [110]. In this case, the peak splitting caused by the
Coulomb interaction increases.

4.1.3. The field effect. Variation in the conductance
of MIS transistors, in which the conducting channel
includes a layer of Ge nanocrystals, was found to be
quite informative for studying the effects of electron
correlations and quantum confinement [111]. Sequen-
tial population of the islands by charge carriers was
accomplished by applying a voltage to the transistor
gate. For the Ge-island density used (~3 × 1011 cm–2),
tunneling transitions between the states localized in dif-
ferent islands becomes important. The probability of a
hole hopping between the QDs is defined by (I) the
overlap of the wave functions for the occupied and
empty states and (II) the occupancy of a given hole
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Fig. 14. The capacitance–voltage characteristics of
Ge−Si(001) heterostructures with a different effective thick-
ness (deff) of the Ge layer. The characteristics were mea-
sured at T = 300 K. Numbers at the curves indicate the value
of deff measured in monolayers (ML).
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shell. If the relevant level is exactly half-occupied, the
conductance is bound to be the largest and the activa-
tion energy for hops is bound to be defined by the elec-
trostatic energy of interaction of a given hole with all
charges in the nanocrystals. If the level is completely
occupied, the charge carrier has to execute a transition
to the excited states of the next shell. The activation
energy increases by a value equal to the quantum-con-
finement energy, and the conductance decreases. As the
occupancy of the excited state increases further, the
activation energy required for the excitation of a charge
carrier to the given level in other QDs decreases and
again becomes a function of the electron–electron
interaction, which brings about an increase in the con-
tribution of the hopping conductivity, and so on. Thus,
the hopping conductivity at a given temperature and
also the activation energy for electrical conductivity are
bound to oscillate with variations in the gate voltage,
thus reflecting the structure of the spectrum of states.
Such oscillations are inherent only in zero-dimensional
systems where the electronic spectrum is discrete
(atomlike).

Oscillations in the hopping conductivity under the
conditions of the field effect were observed in MIS
transistors that had a Ge layer with an effective thick-
ness of more than 6 ML and contained up to 109 Ge
islands [111]. A high-resistivity n-Si wafer was used as
the substrate. In the low-temperature region (T < 9 K),
oscillations were observed in the dependences of the
channel conductance on the gate voltage; these oscilla-
tions corresponded to the occupation of the ground and
excited states in a QD (Fig. 15).

In a MIS transistor with the QD layer formed on a
silicon-on-insulator structure [separation by oxygen
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Fig. 15. Relative variation in the channel conductance of a
field transistor that contains 109 quantum dots as a function
of the gate voltage (the field effect) at different tempera-
tures.
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implantation (SIMOX) technology was used] [112], the
leakage currents through underlying Si layers were
minimized; as a result, the conductance oscillations
were observed at temperatures as high as ~150 K. The
temperature dependence of conductance followed the
Arrhenius law, which distinguishes the occurring pro-
cesses from the resonance tunneling and substantiates
the hopping mechanism of the charge transport over
QDs.

4.1.4. Conductance spectroscopy. Measurements
of admittance of the silicon Schottky barriers with a
buried Ge-QD layer made it possible to gain additional
information about the energy-spectrum structure of the
QDs and the hole-state parameters [113]. In this case,
the response of the QDs is equivalent to that of a capac-

T = 77 K

10 ML Ge

E4E3

E2

E1

Wetting
layer

E4

T = 77 K
6 ML Ge

Wetting
layer

f = 33 kHz
10 ML Ge

QDs

E3E2

E1

(a)

(b)3

2

1

0

–1

–1 0 1 2 3 4 5

60

50

40

30

20

10

0

G/ω, pF

dG/dV, arb. units

Voltage, V
–2

Fig. 16. (a) The admittance of the Schottky diode with quan-
tum dots (10 ML of Ge) and with a continuous Ge layer
(6 ML). The dashed lines represent the results of the decom-
position of the experimental spectrum into Gaussians. The
symbols E1, E2, E3, and E4 denote the response of discrete
states in quantum dots. Figure 16b shows the derivative
dG/dV.
itor with losses [114] and is characterized by the time
constant τ = RQDCQD. As the reverse bias increases in
magnitude, the depletion layer penetrates deep into Si
and, thus, brings about the depopulation of hole levels
in a QD. Figure 16 shows the conductance (divided by
the frequency of the periodic signal) as a function of the
bias voltage for a structure with QDs (the sample with
10 ML of Ge) and a structure that contains only a wet-
ting layer (6 ML of Ge). In the latter case, two peaks are
observed at 0.1 and 0.6 V. Amplitudes of these peaks is
frequency-independent in the range of 10–100 kHz;
apparently, the peaks are related to the recharging of the
wetting layer. For the sample with QDs, four additional
peaks (denoted as E1, E2, E3, and E4 in Fig. 16) are
observed. The temperature dependences of emission
times made it possible to determine the activation ener-
gies (the depths of the corresponding levels): E1 =
(201 ± 7) meV, E2 = (228 ± 7) meV, E3 = (267 ± 12) meV,
and E4 = (288 ± 10) meV; the relevant capture cross
sections were also determined (Fig. 17). The cross sec-
tions for the capture of holes by QDs increase with
increasing level depths (Fig. 17) and exceed the known
values for deep levels in Si by many orders of magni-
tude.

4.2. Optical Properties

Interest in the optical properties of QDs is caused by
application-oriented considerations and by a number of
advantages of such zero-dimensional objects compared
to 2D QWs. Special features of QDs include, first, the
possibility of controlling the spectral range of photore-
sponse by preliminarily populating the discrete states
with the required transition energies; second, the pres-
ence of lateral quantization in zero-dimensional sys-
tems removes the forbiddenness of optical transitions
polarized in the photodetector plane and, consequently,
makes it possible to accomplish the absorption of light
at a normal incidence of photons; and, third, an appre-
ciable increase in the lifetime of charge carriers photo-
generated in a QD due to the so-called “phonon bottle-
neck effect” [115].

4.2.1. Absorption in the infrared region of the
spectrum. Absorption of light in the infrared (IR)
region of the spectrum in Ge–Si multilayered hetero-
structures with self-organizing QDs has been studied
previously [116, 117]. In both cases, the islands were
~40–50 nm broad at the base and were 2–4 nm in
height. The density of the islands was ~108 cm–2. The
Ge islands were doped with boron [116] in order to
populate the QD ground state with holes. A broad
(~100 meV) line was observed in the absorption spectra
within the wavelength range of 5–6 µm; the amplitude
of this line decreased appreciably when the light with
polarization perpendicular to the layer plane was used.
This line was attributed to transitions between two
lower levels of transverse quantization of heavy holes
in a QD.
SEMICONDUCTORS      Vol. 34      No. 11      2000
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In order to activate optical transitions within an
undoped QD, additional optical pumping was used
[117]. The photoinduced absorption of light polarized
parallel to the layer plane featured an asymmetric peak
in the vicinity of 4.2 µm and was related to a transition
of holes from the QD ground state to the valence-band
delocalized states. The determined cross section for
absorption [117] was unusually large (2 × 10–13 cm2)
and exceeded at least by an order of magnitude the
known cross sections for photoionization of local cen-
ters in Si [118] and by three orders of magnitude the
similar quantity for QDs in InAs–GaAs [119]. These
data [117] indicate that a Ge–Si system has the poten-
tial to be used in IR photodetectors.

4.2.2. Photoconductivity. Observations of a photo-
current generated by photons with energy less than the
band gap of silicon in Ge/Si heterostructures with QDs
were first reported in [65, 120]. The possibility of
developing a QD-containing photodetector tunable to
the near- and medium-IR regions of the spectrum was
demonstrated recently [66]. The photodetector was a
silicon p–i–n diode, the base layer of which incorpo-
rated a 2D array of Ge nanoclusters. The average width
of the QDs was 15 nm, and the height was 1.5 nm. The
photocurrent spectra for various reverse-bias voltages
are shown in Fig. 18. There was no photoresponse in
the sample with continuous (deff = 6 ML) Ge film. In a
structure with QDs, two peaks were observed at the
wavelengths of 1.7 and 2.9 µm for photon energies
lower than the energy corresponding to the fundamen-
tal-absorption edge in silicon (~1.12 eV). The heights
of both peaks depended strongly on the reverse-bias
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Fig. 17. Temperature dependence of the times of hole emis-
sion (τ) from excited state in quantum dots. Dependence of
the cross section of the hole capture (σ) by the levels in
quantum dots on the energy depth Ei of the levels is shown
in the insert.
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voltage, with these dependences being correlated with
each other. More specifically, as the magnitude of the
bias was increased to 1.4 V, the photoresponse ceased
to exist in the medium-IR region (at 2.9 µm, line T1)
and a signal in the near-IR region of the spectrum
emerged (at 1.7 µm, line T2). The photon energy corre-
sponding to the peak of line T1 (430 meV) coincides
with the energy depth of the ground state of a hole in a
QD [121]. Therefore, line T1 was related to a transition
of a hole from the ground state localized in a QD to
delocalized states in the valence band. As the magni-
tude of the reverse bias increases, the hole levels in a
QD are filled with electrons. In the region of voltages in
the vicinity of 1.4 V, a QD becomes completely
depleted of holes and transition T1 turns out to be “for-
bidden.” Starting from this moment, the band-to-band
transitions of electrons between the valence and con-
duction bands become possible (process T2). Since the
system under consideration belongs to heterostructures
of the second type (holes are localized in Ge regions,
whereas these regions constitute potential barriers for
electrons [122]), the band-to-band optical transition is
indirect in the coordinate space and is accompanied
with the transfer of electrons from Ge to Si. The energy
of transition should be governed by the difference
between the band gap of Si (1.12 eV) and the energy of
the hole state in a Ge QD (0.43 eV); i.e., it should be
equal to 700 meV, which is consistent with the experi-
mental position of line T2 (≈730 meV).

4.2.3. Photoluminescence. Conventionally, mea-
surements of photoluminescence (PL) spectra are used
to check the formation of the self-organizing QD lay-
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a structure with a continuous Ge layer (deff = 6 ML).
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ers; these measurements make it possible to determine
the energies of the ground and excited states in a QD.
For an InAs/GaAs system, the PL data were summa-
rized and analyzed in [123]. In particular, it was shown
[123] that the photon energy of the emission from QDs
is controlled by the effective thickness of the deposited
InAs layer and, as a result, by the QD size. The results
of PL measurements as an illustration of the nucleation
and evolution of QDs are also reported in many publi-
cations devoted to the epitaxy of Ge–Si structures. The
appearance of a band in the vicinity of 800–900 meV in
the PL spectra is related to the formation of Ge islands
[13, 117, 120, 122–130]. The width of this band is tens
of millielectronvolts; only once [124] were narrow
(~2−10 meV) PL lines observed and attributed to the
formation of an array of QDs that were uniform (to
~3%) in size. Nevertheless, in our opinion, the interpre-
tation of the PL spectra for Ge–Si structures is some-
what contradictory. Figure 19 shows the position of a
PL peak related previously to Ge islands as a function
of the lateral size of nanoclusters. Here, we used the
data reported in [13, 117, 120, 122–130]. In contrast
with an InAs/GaAs system, a distinct dependence of
the radiative-transition energies on the QD size is not
observed; at the same time, it should be reasonable to
expect that, as the QD size increases, the PL peak
would shift to lower energies in the spectrum as a result
of a decrease in the quantum-confinement energy in the
islands. In addition, the observation of an emission with
energy larger than the band gap of silicon [125] (the
leftmost point in Fig. 19) seems surprising. All these
circumstances have no generally accepted satisfactory
explanation at present and will stimulate further thor-
ough studies of mechanisms for PL in Ge–Si structures.
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Fig. 19. The energy of the photoluminescence peak as a
function of the lateral dimension of germanium islands in
silicon.
5. CONCLUSION

In this review, we analyzed scientific publications
worldwide and noted the growing interest of scientists
and technologists in the problems of the production and
the application of nanostructures that are based on sili-
con and germanium and consist of Ge clusters of
nanometer-scale size (quantum dots) embedded in the
Si matrix. Elastic strain in epilayers and 3D Ge islands
on Si is a key factor that not only initiates the morpho-
logical transition from a planar film to an island-con-
taining film (the Stranski–Krastanov mechanism) but
also influences the subsequent stages of evolution of
the islands, including their shape, size, and spatial dis-
tribution. In many cases, this factor modifies substan-
tially the classical stages of the phase-formation mech-
anisms and their sequence to the point of a quasi-equi-
librium coexistence of 3D Ge nanoislands at the surface
of Si substrate. In the considered systems of nanoclus-
ters, we separated out various types of ordering: order-
ing with respect to the cluster shape, to its size, to the
distance between islands and their mutual arrangement,
and also ordering in the vertical direction (in the
sequentially formed multilayered heterostructures with
quantum dots). The method for enhancing the degree of
ordering in nanostructures with arrays of quantum dots
and attaining ultimately small sizes and a large density
of distribution over the surface area was discussed.

In this review, we also cite the published data on the
absorption of light in multilayered Ge–Si systems;
these data are indicative of an anomalously large cross
section of intraband absorption, which makes the class
of nanostructures under consideration promising for
the development of the IR-region photodetectors.
Applying the tunneling, capacitance, and conductance
spectroscopies, and also the field effect to the transistor
structures that contained no less than 109 Ge nanoclus-
ters, we observed well-resolved peaks related to a sin-
gle-electron capture of up to six holes by each quantum
dot. The main factors controlling the spectrum of states
are the quantum confinement and Coulomb interaction
between charge carriers. A new factor arising in the QD
array and distinguishing it from the situation with a sin-
gle QD is the Coulomb correlation between the islands.

Studies of the electrical and optical characteristics
of arrays of Ge islands in Si make it possible to draw a
conclusion regarding the formation of arrays of “artifi-
cial atoms” that feature a discrete energy spectrum; the
latter is observed up to room temperature.
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Abstract—Structural properties and spatial inhomogeneity of MOCVD-grown AlxGa1 – xN layers on (0001)
sapphire substrates were studied. A nonuniform distribution of Al across the epilayer was observed in layers
grown at constant flux rates of precursors. The model of compositionally graded layer formation is proposed
on the basis of cathodoluminescence and X-ray data. It is established that homogeneous samples can be
obtained by increasing the flux rate of trimethylaluminum at the initial stage of epilayer growth compared with
that in all further stages. Lowering the growth rate reduces strain in epitaxial AlxGa1 – xN layers. The influence
of strain on the luminescence properties of the layers is discussed. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Recently, epilayers of AlxGa1 – xN mixed solid solu-
tions have attracted special attention in view of their
potential application in optoelectronic devices for the
UV spectral range [1, 2]. Currently, the most significant
achievements have been made in the technology of
III−N compounds on sapphire substrates [2]. AlxGa1 – xN
layers grown directly on sapphire substrates can be
used as wide-gap output windows for UV light emitted
by the AlxGa1 – xN/GaN active layer. Thick AlxGa1 – xN
layers can also serve as buffer layers in the fabrication
of the strain-compensated multilayer AlxGa1 – xN/GaN
structures [3]. However, both GaN and AlxGa1 – xN lay-
ers have been grown on sapphire substrates under large
strain. In solid solutions, this leads to the formation of
additional (compared with GaN) defects associated
with deep centers and spatial compositional inhomoge-
neities in the layer [4–6]. Moreover, degradation of the
AlxGa1 – xN layers doping efficiency [7] and a nonlinear
dependence of the band gap on the solid solution com-
position have been noted [8–10], with the type of non-
linearity depending on the growth conditions. Thus,
despite the fact that the chemical and transport pro-
cesses in the growth chamber [11, 12] and growth and
layer formation mechanisms for solid solutions
AlxGa1 – xN [13, 14] have been studied in detail, inves-
tigations into the effect of growth conditions on struc-
tural, optical, and electrical properties of thick AlxGa1 – xN
layers are still undoubtedly of interest.

The goal of this study was to gain insight into the
spatial inhomogeneities of MOCVD-grown AlxGa1 – xN
layers on (0001) sapphire substrates and into the corre-
lation between the structural and luminescent proper-
1063-7826/00/3411- $20.00 © 21248
ties of these layers, and to determine the growth condi-
tions yielding AlxGa1 – xN layers with higher structural
perfection.

2. SAMPLES AND EXPERIMENTAL 
PROCEDURES

The layers were grown in a horizontal reactor with
inductive heating under lowered pressure (200 mbar) of
a hydrogen flow [15]. Ammonia, trimethylgallium
(TMG), and trimethylaluminum (TMA) were used as
precursors. Monosilane (SiH4) was employed for the
silicon doping of the epilayers. The growth procedure
included low-temperature (~510°C) deposition of a
thin (about 300-Å-thick) AlGaN nucleation layer onto
a (0001) sapphire substrate. Further, an epitaxial GaN
sublayer and the main AlxGa1 – xN layer were succes-
sively grown at a higher temperature (~1040°C). Our
experiments have shown that the epitaxial growth rate
of GaN layers depends linearly on the TMG flow rate,
and only weakly on temperature. In contrast to the epil-
ayer, the nucleation layer grows in the diffusion mode
at a growth rate independent of the TMG flow rate. The
total thickness of epilayers was about 4–5 µm. The
structures obtained were mirror-smooth. The techno-
logical, structural, and luminescence parameters of the
samples studied are listed in the table. Samples A303
and A436 differed in the ratio of molecular flow rates
TMA/(TMA + TMG) in the gaseous phase during
growth of the AlxGa1 – xN solid solution layer. Sample
A505 was grown after preliminary nitridation of the
substrate surface in an ammonia flow at ~1000°C, with
a doubled TMA/(TMA + TMG) ratio at the initial stage
of the AlxGa1 – xN layer growth. The growth conditions
000 MAIK “Nauka/Interperiodica”
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Parameters of AlxGa1 – xN epilayers on sapphire (for designations, see text) 

Parameters
Sample

A303 A436 A505 A601 A602

AlxGa1 – xN layer thickness, µm 4.5 0.5 4.5 5.4 5.0

Doping Undoped Undoped Si, top 3 µm Si, top 3 µm Undoped

GaN sublayer thickness, µm 0.5 3.5 0.0 0.0 0.0

Layer surface composition, x 0.1 0.081 0.069 0.123 0.114

〈εzz〉 8.3 3.65 4.24 2.11 1.3

〈εzx〉 20.4 10.05 11.6 14.8 16.1

〈εxx〉 8.74 7.22 10.4 7.9 8.1

〈εxz〉 13.3 3.64 3.2 4.7 4.4

tz, nm 443 446 354 110 466

tx, nm 140 240 215 180 193

IBB 23000 26000 4000 18000 4000

〈IBB〉* 0.5 0.3 0.45 0.2 0.1

IDL(~2.9 eV), arb. units 950 550 500 350 1200

〈IDL〉* 0.5 0.15 0.2 0.2 0.5

IY(~2.3 eV), arb. units 1300 100 800 1100 600

〈IY〉* 0.4 0.1 0.15 0.2 0.4

Note: (*) Cathodoluminescence intensity variance over the initial sample surface. Excitation power ~350 W/cm 2.
for samples A601 and A602 differed from those for
sample A505 in that a protective AlN coating was
present on the graphite substrate holder.

The composition (x) distribution and luminescence
spectra over the surface and angle lap of the samples
were studied using X-ray spectral microanalysis
(XRMA) and the microprobe-cathodoluminescence
(MCL) technique. A Camebax microanalyzer was
used, with a grating monochromator with spectral dis-
persion of ~2 nm/mm included in its optical system.
Angle lapping was done with a Gatan dimple grinder
device intended for sample preparation for transmis-
sion microscopy. The procedure included lapping at an
oblique angle of 1°–2° to the sample plane with further
polishing with 1-µm diamond paste. The layer compo-
sition was determined at a probe energy of 5–10 keV
with 5% relative error.

MCL studies were performed with electron probe
energies ranging from 2.5 to 10 keV and probe currents
of 5–100 nA; the spatial resolution of the method was
5 µm. MCL spectra at 77–300 K were measured with a
FEU-106 photomultiplier operating in the photon
counting mode. Edge emission bands (BB) of excitonic
nature were observed in the MCL spectra [2]. When
plotted on a log–log scale, the excitation-power depen-
dence of their intensities had a slope of about 1.0 ± 0.1.
Also, two bands associated with recombination via
deep levels in the band gap were observed: the so-
called yellow (Y) band [6] peaked at ~2.3 eV (with a
slope of the intensity–excitation-power dependence
within 0.55 ± 0.05) and a band with an emission-energy
SEMICONDUCTORS      Vol. 34      No. 11      2000
peak of ~2.9 eV (DL) (with a slope of the intensity–
excitation-power curve equal to that of the edge-emis-
sion band, 1.0 ± 0.1). For silicon-doped layers, a band
due to donor–acceptor recombination was also
observed at ~3.3 eV.

X-ray diffraction measurements were performed
with a three-crystal diffractometer. Germanium single-
crystals (111 reflection) were used as the monochroma-
tor and analyzer. The measurements were performed
using three different configurations of diffraction from
a sample: symmetric Bragg (0002 and 0004 reflections,
CuKα radiation), symmetric Laue (10–10 and 20–20,
MoKα), and grazing (11–20, CuKα). Diffraction curves
were measured for each reflection in two directions of
sections through the reciprocal-lattice site: along the
diffraction vector (θ–2θ-scans) and in the perpendicu-
lar direction (θ-scans). Since the diffraction peaks were
broadened compared with the characteristic single-
crystal half-width, expected on the basis of the dynamic
theory of X-ray diffraction, the data obtained were ana-
lyzed in terms of the mosaic (block) model for GaN
[16–18]. A structure of this kind also exists in the layers
of AlxGa1 – xN solid solutions [4]. According to the
model proposed in [17, 18], the strain state and the
defect structure of an epilayer are characterized by
components of the microdistortion tensor εij, rms fluc-
tuations of these components 〈ε ij〉 ≡ {〈(εij)2〉}1/2, and
effective dimensions of the coherent scattering regions
(blocks) tx and tz along and across the layer. It was
shown that, in most cases, the limited sizes tx and tz make
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a much smaller contribution to the diffraction reflection
broadening and, therefore, cannot be determined with a
high precision (no better than 50 nm in our case).

Separate components of the microdistortion tensor
describe different types of the crystal lattice distortions:
〈εzz〉  ≡ {〈(δc/c)2〉}1/2, 〈εxx〉  ≡ {〈(δa/a)2〉}1/2, 〈εxz〉  ≡
{〈(δξ/ξ2〉}1/2, 〈εzx〉  ≡ {〈(δγ/γ)2〉}1/2, where c and a are the
unit cell parameters for the wurtzite structure, ξ is the
angle between the a-axis of a local region of the film
and the substrate surface, and γ is the angle between the
corresponding c-axis and the normal to the substrate
surface. Edge dislocations normal to the heterointer-
face must make the main contribution to the compo-
nents 〈εxx〉  and 〈εxy〉 . The component 〈εxy〉 , governed by
the disorientation of atomic planes about the c-axis, is
around 3 × 10–3 for all the samples and is not discussed
further. Screw dislocations perpendicular to the hetero-
interface induce shear strain with the component 〈εzx〉
and distort only atomic planes parallel to the surface.
Edge-type dislocations parallel to the heterointerface
affect the components 〈εzz〉 , 〈εxx〉 , 〈εxz〉 , and 〈εzx〉 . The
components 〈εzz〉  and 〈εxx〉  may also be affected by film-
composition fluctuations. Investigations of GaN epilay-
ers showed that, in most cases, the inequality 〈εzx〉  >
〈εxz〉  holds, and 〈εxx〉  far exceeds 〈εzz〉  [16]. This gives
reason to relate the 〈εzx〉  values to threading screw dis-
locations, and 〈εxx〉 , to edge dislocations. Thus, the
microstrain tensor allows the presence of different dis-
locations in the epilayer to be described in terms of the
block (mosaic) model.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

Our investigations showed that AlxGa1 – xN layers
obtained under different growth conditions show varied
structure perfection and properties. The table character-
izes the layers and lists their experimentally determined
parameters (composition, microdistortion tensor com-
ponents, relative intensities of main emission bands and
the variances 〈I〉  = {〈(δI/I)2〉}1/2 over the sample sur-
face). For all samples, the microdistortion component
〈εzx〉  was significantly larger than 〈εxz〉 , and the sizes of
the coherent-scattering regions were smaller in the
transverse direction than along the normal, which veri-
fied columnar structure of the layers.

3.1. Layer Growth under Constant Flow Rate
Ratio TMA/(TMA + TMG)

Sample A303, grown on a thin (~0.5 µm) GaN inter-
mediate layer at a constant flow rate ratio TMA/(TMA +
TMG), exhibits various inhomogeneities. Several sepa-
rate peaks were observed in the edge MCL spectra,
including bands with Em1 ~ 3.56 eV (corresponding to
a composition x ~ 7.5%) [8] and Em2 ~ 3.59 eV (corre-
sponds to average composition of about 10% over the
film surface) whose magnitude and position vary over
the layer surface. The distribution of composition over
the layer surface was uniform within the experimental
error (±0.5%). XRMA studies of the composition over
the angle lap revealed an increase in Al content from
the substrate toward the layer surface (Fig. 1). Also,
periodic fluctuations of the composition were detected
in the obtained profile. The composition and integrated
luminescence-intensity distribution across the sample
thickness can be inferred from an analysis of Fig. 1. It
can be seen that sublayers with correlated variations of
the composition x and the luminescence intensity can
be distinguished. Sample A303 also differs from other
samples in X-ray diffraction characteristics. Figure 2
shows curves obtained in θ–2θ scans of the (0002)
reflection for the studied samples. The peak positions
on the 2θ scale are determined by the sample composi-
tion. Sample A303 is distinguished by a broader (about
twofold) diffraction peak (Fig. 2) and greater microdis-
tortion tensor components 〈εzz〉  and 〈εxz〉  (see table).
These specific features must be associated with the
composition variation across the film thickness. To ver-
ify this assumption, the intensity distribution was cal-
culated for a reflection from an epilayer with composi-
tion gradient.

The nonuniform distribution of composition across
the layer thickness was approximated by dividing the
layer into n sublayers of the same thickness t with con-
stant composition inside each sublayer. As a sublayer
thickness t, was taken the effective coherent-scattering
length along the normal to the surface (equal to
0.4 µm), determined from an analysis of ∆(2θ) values
for two orders of reflection. The diffraction from a sin-
gle sublayer was calculated using the kinematic theory
for a thin crystal, and the total intensity was obtained by
the noncoherent summation of the intensities of all the
n sublayers. Then the dependence of the intensity of a
symmetric Bragg reflection I on the incidence angle θ
can be represented as

(1)

Here, χhk is a Fourier component of polarizability (pro-
portional to the corresponding structure factor); θk is
the reflection center (Bragg angle) for the kth sublayer,
determined by its average composition; Pk =
exp(−µk(2k – 1)t) is the factor accounting for absorp-
tion in the upper layers; and µk is the photoelectric
absorption coefficient. Consideration of the absorption
in terms of this model (linear increase in the Al concen-
tration from the heterointerface toward the surface)
leads to asymmetry of the I(θ) curve (the effective con-
tribution from deeper layers is smaller). However, the
presence of structural defects (mainly dislocations) in
the epilayer not only causes the effective dimensions of
the coherent-scattering regions to decrease, but also
gives rise to the additional broadening of the diffraction
peak by local strain fields. Taking this effect into

I θ( ) χhk
2 2π θk θ θk–( )t/λcos[ ]sin

2

θ θk–( ) 2θksin[ ]2
--------------------------------------------------------------Pk.

k 1=

n

∑=
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Fig. 1. Distributions of Al content (x) and integral luminescence intensity (CL) over angle lap of sample A303. (1–3) are AlxGa1 − xN
and GaN layers and sapphire substrate, respectively. The CL intensities are obtained from a photographic image of luminescence
from the lapped sample (above), excited by a defocused electron beam. Dashed lines: an example of dividing the structure into sub-
layers used to calculate the diffraction reflection curve for an epilayer with composition gradient.
account by convolving the intensity distribution I(θ)
calculated by (1) with a Lorentz function with the half-
width 2θ equal to the average broadening for other
samples yields a resulting curve with insignificant
asymmetry and close concordance with experimental
data (points in Fig. 2).

The large value of 〈εxz〉  for sample A303 indicates
the increased density of edge dislocations parallel to
the layer–substrate interface. In this case, the formation
of the epilayer can be represented as follows. During
the initial stage of growth, the elastic strain field leads
to the generation of dislocations and to the three-
SEMICONDUCTORS      Vol. 34      No. 11      2000
dimensional (3D) mechanism of AlxGa1 – xN layer
growth, and gives rise to compositional inhomogene-
ities over the sample surface. During further layer
growth, stress relaxation occurs, including that occur-
ring via the generation of edge dislocations parallel to
the layer–substrate interface. The decreasing strain in
the layer leads to an abrupt transition to 2D layer
growth, weaker spatial compositional inhomogeneities,
and to a change in the average composition of the layer.
Ultimately, such a change in the strain causes the for-
mation of sublayers of varied composition, with differ-
ent densities of defects and uncontrolled impurities
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across the sample thickness, as shown in Fig. 1. MCL
spectra measured from the surface of such layers are
related to emission via localized states in different sub-
layers.

Previously, we have observed the depletion of the
near-substrate region in Al and an increase in Al content
toward the surface in thick AlxGa1 – xN layers grown
under invariable growth conditions and different
TMA/(TMG + TMA) ratios [19]. The effect of “com-
position tailing” has been observed in studying the In
content distribution in epitaxial InxGa1 – xN layers [20].
An investigation of this effect in relation to substrate
and layer parameters has attributed it to the presence of
strain in the growing layer. Our experiments have also
shown that the content of Al in a solid solution at the
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Fig. 2. Curves obtained by θ–2θ scanning of the (0002)
reflection. Sample numbers correspond to those in the table;
half-widths are indicated. The points represent calculations
in terms of the sublayered structure model for sample A303.

Fig. 3. Spectral distribution of the cathodoluminescence
over the lapped surface of sample A436.
beginning of AlxGa1 – xN layer growth is governed both
by the TMA/(TMG + TMA) flow-rate ratio and by the
mismatch between layer and substrate parameters. All
these factors allowed us to relate the Al content in a
solid solution to the presence of strain during layer
growth, as in [20].

To study the influence exerted by the strain on the
composition distribution across the layer, a 0.5-µm-
thick AlxGa1 – xN layer was grown on a 3.5-µm thick
GaN sublayer (sample A436, see table). According to
microanalysis data, the distribution of Al across the
layer thickness is uniform; however, the scatter of val-
ues is beyond the limits of statistical measurement
error. The thickness of the intermediate region between
the GaN and AlxGa1 – xN layers, indicating the content
of Al in the solid solution at the initial instant of
AlxGa1 – xN layer growth, was no larger than 0.2 µm.
Reflections from the AlxGa1 – xN layer were observable
only in the θ–2θ scanning mode (in table, the parame-
ters for sample A436 are given for the GaN layer).
Therefore, it can be stated that the columnar structure
of the AlxGa1 – xN layer inherits the a parameter of the
GaN sublayer, and has a pseudomorphous character.
An MCL study of the surface and angle lap of the sam-
ple revealed micrometer-size inclusions both in the
solid solution layer and in the GaN sublayer. Some of
these microinclusions were arranged along certain
directions, manifesting hidden mechanical defects of
the substrate. Figure 3 shows a 3D representation of
MCL spectra measured from an angle-lapped sample at
a 3-µm step. A pronounced decrease in the edge-lumi-
nescence intensity is observed in the middle part of the
graph, which is due to the mosaic structure of the layer.
However, only an insignificant decrease in the lumines-
cence intensity is observed as compared with sample
A303 (see table). On the whole, growing the
AlxGa1 − xN layer of sample A436 on a thicker GaN
buffer layer led to a considerable decrease in all the
microdistortion tensor components and to smaller
stresses throughout the structure. This favored, in our
opinion, a more uniform distribution of composition
across the layer. However, in this case the mosaic struc-
ture of the buffer layer affects the AlxGa1 – xN layer for-
mation.

Decreasing the growth rate is known to be one of the
methods for reducing strain in a growing layer. For epi-
taxial GaN layers, a linear dependence of the growth
rate on the TMG flow rate is typical. Therefore, we may
assume that, for AlxGa1 – xN layers with low Al content
(x < 0.2), the growth rate is also governed by the TMG
flow rate. Then, raising the TMA /(TMG + TMA) ratio
by merely reducing the TMG molecular-flow rate will
make it possible to decrease the AlxGa1 – xN layer
growth rate. This should diminish strain, raise the
amount of Al incorporated into the layer during the ini-
tial growth stage, and will eventually enable the fabri-
cation of thick AlxGa1 – xN layers with a uniform Al dis-
tribution across their thickness.
SEMICONDUCTORS      Vol. 34      No. 11      2000
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3.2. Growth of the AlxGa1 – xN Layer at a Varied
Ratio of TMA/(TMA + TMG) Flow Rates

during the Initial Stage of Layer Formation

The thick AlxGa1 – xN layer of sample A505 was
grown at a doubled TMA / (TMA + TMG) flow rate
ratio in the initial stage (0.5 µm) of layer growth.
According to X-ray diffraction data, this layer has
nearly the same microdistortion tensor as sample A436
(see table). In sample A505, the composition distribu-
tion across the layer was uniform, except for the initial
section grown at a varied TMA/(TMA + TMG) flow-
rate ratio (Fig. 4a). However, the edge-emission inten-
sity IBB from this sample is much lower; in addition, the
sample contains macrodomains with varying defect
density. MCL images taken with an unfocused beam
showed growth defects in the form of hexahedral pyra-
mids inside the AlxGa1 – xN layer, with a carrier concen-
tration (determined from capacitance–voltage mea-
surements) of ~6 × 1017 cm–3. In the vicinity of these
defects, the concentration decreased to 1017 cm–3. For
the spectra taken from the angle lap, the emission inten-
sity for all the spectral lines increases toward the sur-
face. Spectra taken in the vicinity of a pyramid of the
above kind demonstrate low-intensity edge emission
and enhanced intensity of the IDL band. The growth of
such hidden defects is probably associated with the pre-
growth surface nitridation [21]. The decrease in the
edge luminescence intensity may be due to a higher
density of threading edge dislocations compared with
other samples.

Samples A602 and A601 were grown with an
increased TMA/(TMA + TMG) ratio at the initial
growth stage and, as mentioned above, using a sample
holder covered with AlN. This led to a higher Al con-
tent in the initial stage of growth (Fig. 4b) (see table).
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Fig. 4. Al distribution over the lapped surface of sample
A505. Inserts: (a) interface between the sapphire substrate
and the AlxGa1 – xN layer on larger scale and (b) the interfa-
cial region for samples A601 and A602.
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According to capacitance–voltage data, the carrier con-
centrations in samples A602 and A601 were ~5 × 1016

and 5 × 1017 cm–3, respectively. An exponential increase
in the edge-emission intensity across the layer thick-
ness was observed. Also, the half-width of the edge-
emission line and the energy Emax, at which the lumi-
nescence peak is observed, decreased (Fig. 5). X-ray
data indicate an overall decrease in the number of layer
imperfections, with the 〈εzx〉  component associated with
the screw dislocations increasing somewhat. It may be
assumed that, in this case, the growth conditions in the
gaseous phase are improved through the elimination of
undesired reactions at the holder surface and by an
increase in the nitrogen flow rate, which results from
the catalytic decomposition of ammonia. Conse-
quently, these conditions appear optimal in diminishing
the strain. On the whole, analysis of the microdistortion
tensor components shows a tendency for the lumines-
cence properties to improve with decreasing strain in
the layers.

4. CONCLUSION

Correlation between microscopic properties (com-
position, cathodoluminescence) and structural charac-
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teristics (microdistortion tensor components) were
investigated for AlxGa1 – xN layers grown under varied
conditions. The incorporation of Al into the solid solu-
tion during the initial stage of AlxGa1 – xN layer growth
is governed both by the TMA/(TMA + TMG) flow-rate
ratio and by the mismatch between the layer and sub-
strate parameters. A reduction of strain in the
AlxGa1 − xN layers leads to a more uniform Al distribu-
tion across the layer. The most compositionally homo-
geneous AlxGa1 – xN layers were obtained by growing
them directly on the low-temperature nucleating layer
with an increased (doubled) TMA/(TMA + TMG) ratio
during the initial stage (0.5 µm) of growth of the layer
deposited directly onto the sapphire substrate subjected
to pregrowth nitridation. Lowering the growth rate
reduces strain in the epitaxial AlxGa1 – xN layer. The
reduction of strain improves the luminescence proper-
ties of the obtained layers. The investigation performed
may provide a basis for fabrication of wide-gap win-
dows for light-emitting diodes and photodetectors.
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Abstract—Liquid-phase epitaxy of InGaAsP solid solutions isoperiodic with (001)GaAs substrates was stud-
ied in the miscibility gap. At the initial stage of deposition (first 1–2 s), thin (up to 0.15 µm) planar layers of
homogeneous InGaAsP solid solutions are formed. This is aided by pronounced supercooling of the melt (by
10–15°C) and the resulting high growth rates. In further stages, growth becomes slower and a natural nanohet-
erostructure starts to form owing to decomposition of the solid solution. The formation of a nanoheterostructure
comprising domains of different compositions with different lattice constants is accompanied by the appearance
of an undulating relief on the sample surface, with the undulation magnitude increasing as the layer grows.
Under the technological conditions employed, the thickness of InGaAsP solid solution layers containing a
nanoheterostructure is limited to 0.5 µm. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

It has been established theoretically [1–7] and
experimentally [8–11] that, in certain ranges of temper-
atures and compositions, homogeneous InGaAsP solid
solutions are unstable and decompose into periodic
structures with modulated composition. The decompo-
sition of solid solutions results from the fact that a com-
position-modulated solid solution has lower free
energy compared with the homogeneous material.

In our previous studies, when growing InGaAsP
solid solutions in the miscibility gap, we obtained
structures with modulated composition and studied
their properties. Investigations of such structures by
transmission electron microscopy (TEM) [12, 13] and
photoluminescence (PL) and electroluminescence (EL)
techniques [14] have shown that they have the form of
periodically alternating, in the directions [100] and
[010] of the easiest compression, domains of two solid
solutions of different compositions with different band
gaps (Eg1 and Eg2) and lattice parameters (a1 and a2).
Therefore, the PL and EL spectra of the structures
include short- and long-wavelength bands associated with
radiative recombination in two different kinds of
domains. The domain sizes are in the range of 200–600 Å
for different structures. Comparison of experimental
results with theoretical data [13] suggested that in all
probability we observed decomposition of InGaAsP
solid solutions in our samples. It is this phenomenon
that gives rise to the above natural nanoheterostruc-
tures, hereinafter named spontaneously forming peri-
odic (SFP) InGaAsP structures. A schematic of a struc-
ture of this kind is shown in Fig. 1.

In this paper, we report the results of studying the
specific features of growth of the SFP InGaAsP struc-
1063-7826/00/3411- $20.00 © 201255
tures under various technological conditions and com-
pare this process with the growth of homogeneous
InGaAsP solid solutions outside the miscibility gap.

EXPERIMENTAL SAMPLES

Epitaxial layers of InGaAsP solid solutions were
obtained by liquid phase epitaxy (LPE) on (001) sub-
strates. InGaAsP solid solutions were grown both within
and outside the miscibility gap. Those In1 – xGaxAs1 – yPy

solid solutions, isoperiodic with GaAs, whose compo-
sitions lie within the ranges x = 0.6–0.82 and y =
0.95−0.48 are unstable at the growth temperature used
in this study (750°C). An experimental sample with an
epitaxial InGaAsP layer grown within the miscibility
gap is shown schematically in Fig. 1. Experimental
samples were grown in a sliding graphite boat by the
method of forced cooling at the rates Vc = 0.8 and
2.0°C/min. It should be noted that InGaAsP solid solu-
tion growth did not vary significantly between these
two cases.

The growth of InGaAsP layers was studied under
various technological conditions. The layer growth
duration tG and the amount of supercooling ∆T of the
melt from which the layer was grown were varied. The
melt supercooling ∆T = TL – TG (TL is the liquidus tem-
perature, the same in all the technological processes,
and TG is the temperature of the layer growth onset) was
varied from 1 to 15°C at fixed melt cooling rates and
layer growth duration. In another experimental series,
the layer growth duration was varied, all other parame-
ters remaining the same.

The obtained samples were studied by the PL tech-
nique. A CamScan S4-90FE scanning electron micro-
00 MAIK “Nauka/Interperiodica”
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scope was used to examine the sample surfaces and
cleaved cross sections lying in one of the (110) planes.
The cleaved cross sections were preliminarily etched in
a sulfuric acid etchant H2SO4 : H2O2 : H2O (1 : 1 : 50)
for 1 min.

EXPERIMENTAL RESULTS
AND DISCUSSION

In the miscibility gap, we studied the growth of
InGaAsP solid solutions from three different liquid
phases. Epilayers thicker than 0.2 µm contained
InGaAsP SFP structures composed of two solid solu-
tion domains, and their PL spectra measured at room
and liquid-nitrogen temperatures showed two emission
bands. At 300 K, the short-wavelength bands had peaks
at around 0.70, 0.72, and 0.76 µm (for three different
structures), and the long-wavelength bands, at 0.78,
0.82, and 0.85 µm, respectively.

Outside the miscibility gap, we studied the growth
of a homogeneous In0.21Ga0.79As0.68P0.32 solid solution.
The PL spectrum of this solid solution exhibited at
room and liquid-nitrogen temperatures a single emis-
sion band peaked at 0.8 µm at 300 K. The half-width of
the band is 70 meV, which indicates that there is no
composition gradient in the layer.

The main specific feature of InGaAsP solid solu-
tions grown in the miscibility gap was the limited epil-
ayer thickness. The maximum thickness of ~0.5 µm
was attained for the melt supercooling by ∆T = 5–15°C
and the layer growth times tG = 10–20 s. On reaching a
layer thickness of ~0.5 µm, a further increase in the
duration of its growth made impossible the melt
removal from the sample surface. Growth from satu-
rated liquid phases failed to produce thicker layers.

No difficulties of this kind were encountered in
growing an In0.21Ga0.79As0.68P0.32 homogeneous solid
solution. An increase in the layer growth duration
resulted in progressively thicker layers whose surface
remained specular. For example, a 1.6-µm-thick layer
of a homogeneous In0.21Ga0.79As0.68P0.32 solid solution
was obtained in 80 s from a liquid phase supercooled by
10°C.

Eg2

Eg1

InGaP

Spontaneously
formed periodical
InGaAsP structure

InGaP
GaAs (001)
substrate

Fig. 1. Experimental sample.
In order to gain insight into the reasons why the
thickness of InGaAsP solid solution layers is limited in
the miscibility gap, we investigated cross sections and
the surface of experimental samples by scanning elec-
tron microscopy (SEM). It was found that layers con-
taining SFP InGaAsP structures are not planar, and
their surface is not flat and shows an undulating relief.

This conclusion is illustrated by cross-sectional
SEM images (Fig. 2) of several experimental samples.
The samples had multilayered structure comprising a
(001)GaAs substrate, an InGaP buffer layer, an
InGaAsP solid-solution layer under study, and an
InGaP cap layer deposited for better observability of
the upper boundary of the preceding layer. This set of
micrographs corresponds to an InGaAsP solid solution
whose PL spectrum at 300 K includes short- and long-
wavelength bands at 0.76 and 0.85 µm, respectively. In
these samples, InGaAsP layer growth started at TG =
754°C (∆T = 6°C) and proceeded at a cooling rate Vc =
0.8°C/min for various times: tG = 10 s (Fig. 2a), 30 s
(Fig. 2b), and 10 min (Fig. 2c). As can be seen from
Fig. 2, the InGaAsP layer almost ceases to grow with
increasing growth duration, and its upper boundary
becomes increasingly rough, which hinders the growth
of the succeeding InGaP layer in the single-crystal
form and results in the poor removal of the melt from
the sample surface. Poor melt removal was already
observed when the growth duration of the InGaAsP
layer exceeded 20 s. This is clearly seen in Fig. 2b,
where most of the cap InGaP layer, resembling a set of
pyramids after etching-off indium from its surface, is
within the image frame.

The most characteristic state of the surface of the
epilayers of InGaAsP solid solutions grown within the
miscibility gap is illustrated by Fig. 3. The sample
shown in Fig. 3 was grown without a cap InGaP layer.
The growth of the InGaAsP solid solution started at
TG = 748°C (∆T = 12°C) and proceeded at a cooling
rate of Vc = 0.8°C/min for tG = 5 s. The PL spectrum of
the obtained InGaAsP layer at room temperature
included two emission bands peaked at 0.76 and
0.85 µm. It can be seen from Fig. 3 that the open sur-
face of the InGaAsP layer (0.2 µm thick) has an undu-
lating relief in the form of pits and hillocks several hun-
dred nanometers in size. A similar relief can be seen in
the cross-sectional SEM images of the samples (Fig. 2).
In addition, most InGaAsP layers grown within the
miscibility gap have a surface relief in the form of a
grid whose lines are oriented along the directions [100]
and [010]. This is clearly seen on the sample surface
(Fig. 3).

It should be noted that the homogeneous
In0.21Ga0.79As0.68P0.32 solid solutions grown under any
of the technological conditions used in this study had
flat, specular surfaces.

The appearance of a relief on the surface of
InGaAsP epilayers grown in the miscibility gap can be
explained as follows. As mentioned above, SFP
SEMICONDUCTORS      Vol. 34      No. 11      2000
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InGaAsP structures contain domains of two solid solu-
tions with different lattice constants (a1 and a2).
According to TEM data, the difference between the lat-
tice constants of the two kinds of domains is ~1% for
the structures studied. Thus, alternating dilated and
compressed regions are present on the surface of a
growing layer. Then, in accordance with the kinetic the-
ory of decomposition of solid solutions [15], a flat sur-
face may become unstable against macroscopic surface
undulations. The appearance of a macroscopic profile is
accompanied by a decrease in the elastic energy of the
SFP InGaAsP structure and, consequently, may be
energetically favorable for the growing layer despite
the simultaneous increase in its surface energy. The
magnitude of the profile will increase in the course of
layer growth. Under actual conditions, the surface cur-
vature becomes, at a certain stage of the growth pro-
cess, sufficient for hindering melt removal from the
sample surface.

The appearance of a relief may also be due to
growth features at the liquid–solid-phase interface
(such as, local etch undercutting of an already grown
layer) during growth of a solid solution containing
domains of different compositions.

When studying the growth of InGaAsP solid solu-
tions in the miscibility gap, we noticed another phe-
nomenon. It was found that certain technological con-
ditions allow growth of thin (up to 0.15 µm thick) pla-
nar layers of InGaAsP solid solutions even in the
miscibility gap. Such layers have the room- and liquid-
nitrogen-temperature PL spectra with a single (short-
wavelength) narrow emission band and, therefore, can
be considered to be composed of homogeneous solid
solutions.

Homogeneous InGaAsP solid solutions can be
obtained in the miscibility gap only in the initial growth
stage. With melt supercooled by 10–15°C and growth
times of 1–2 s, ~0.15-µm-thick planar layers of homo-
geneous solid solutions could be grown. A further
increase in layer-growth duration leads to the appear-
ance of an SFP InGaAsP structure with all its charac-
teristic features. At low liquid-phase supercooling
(1−3°C), ~0.05-µm-thick planar layers of homoge-
neous InGaAsP solid solutions could be grown in 5 s.
An increase in the growth duration led to the formation
of an SFP InGaAsP structure, with melt removal from
the layer surface becoming impossible at layer thick-
ness of ~0.2 µm. A further increase in the growth dura-
tion led to etch undercutting of the grown layer by the
liquid phase. This etching rendered an InGaAsP solid
solution layer highly nonuniform in thickness and
occasionally caused in to rupture.

Thus, layers of homogeneous InGaAsP solid solu-
tions can be obtained in the miscibility gap only in a
narrow range of technological conditions, namely, at
high growth rates. It can be stated that layer growth
from a heavily supercooled melt (∆T = 10–15°C)
occurs in two stages. In the first stage, at high layer
SEMICONDUCTORS      Vol. 34      No. 11      2000
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Fig. 2. SEM images of cleaved surfaces of experimental
samples. InGaAsP layer growth duration: (a) 10 s, (b) 30 s,
and (c) 10 min.

Fig. 3. Plan-view SEM image of InGaAsP epilayer grown in
the miscibility gap.
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growth rates, a ~0.15-µm-thick layer of a homogeneous
InGaAsP solid solution can be obtained in a sufficiently
short time (1–2 s). Then the layer growth rate
decreases, since the melt adjacent to the growing sur-
face is depleted of component atoms (Ga, As, P) and an
SFP InGaAsP structure starts to form. It was shown
previously [15] that high growth rates hinder formation
of an SFP InGaAsP structure, since the layer is formed
fast and phase separation has no time to occur.

CONCLUSION

Having studied epitaxial precipitation of InGaAsP
solid solutions in the miscibility gap, we determined
the technological conditions which allow the growth of
thin (up to 0.15 µm) layers of homogeneous solid solu-
tions and demonstrated the possibility of obtaining nat-
ural nanoheterostructures (SFP InGaAsP structures)
characterized by the uniform size of nanoclusters.

PL and EL properties of SFP InGaAsP structures
are of interest for optoelectronic devices. Lasers based
on anisotype double heterostructures with an active
region in the form of an SFP InGaAsP heterostructure
were studied previously [14]. According to theoretical
calculations, the presence of domains in a wide-gap
solid solution surrounding the narrow-gap material in
the active region of a laser allows the threshold current
densities of laser diodes to be reduced to 20 A/cm2 at
77 K and to 90 A/cm2 at 300 K. However, at present, it
is only possible to achieve threshold current densities
of 70 A/cm2 at 77 K and 700 A/cm2 at 300 K owing to
specific features of SFP InGaAsP structure fabrication
by LPE. Moreover, at characteristic growth tempera-
tures used in LPE, it is impossible to obtain thick
(>0.15 µm) layers of homogeneous In1 – xGaxAs1 – yPy

solid solutions isoperiodic with GaAs and having com-
positions in the ranges x = 0.6–0.82 and y = 0.95–0.48.

Possibly, fabrication of SFP InGaAsP structures by
MOCVD will obviate difficulties, such as melt removal
from a grown layer, hindered by surface relief, and will
allow much easier control over the growth of various
layers in a single technological run. By taking advan-
tage of these growth opportunities, it would be possible
to easily obtain thick layers of homogeneous solid solu-
tions even within the miscibility gap and grow thicker
layers containing SFP InGaAsP structures.
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Abstract—Variations in the spectra of edge-emission photoluminescence of semi-insulating undoped GaAs
crystals as a result of heat treatment for 20–90 min at 900°C were studied. It is shown that heat treatment sub-
stantially affects (transforms) the excitonic component of the spectrum. The observed changes in the spectra
are related to variations in the impurity composition of the crystals studied. These variations are shown to be
caused by heat treatment. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Heat treatment of semi-insulating (SI) undoped
n-GaAs crystals at temperatures of Ta = 800–1100°C is
widely used to enhance the uniformity of distribution of
various impurities and defects in these crystals (see, for
example, review [1] and the relevant references
therein). Obviously, in the course of such a treatment,
not only the homogeneity of the SI undoped GaAs crys-
tals increases but also appreciable changes in their
impurity and defect composition occur.

This paper reports the results of studying the influ-
ence of heat treatment at Ta = 900°C on luminescent
properties of SI undoped GaAs crystals. Variations in
the photoluminescence (PL) spectra induced by heat
treatment in the SI undoped GaAs crystals make it pos-
sible to assess the changes in the impurity–defect com-
position of gallium arsenide (most of the lines in the
GaAs PL spectra are positively identified; i.e., the
impurities and defects responsible for these lines are
known [1]).

2. EXPERIMENTAL

In the studies, we used SI undoped n-GaAs crystals
(with the resistivity of ρ ≈ 108 Ω cm at a temperature of
T ≈ 293 K and ρ  ∞ at T ≤ 200 K) that were 50 mm
in diameter and were obtained by the Czochralski
method in pyrolitic boron-nitride crucibles with B2O3
liquid-flux encapsulation in an inert atmosphere under
a pressure of P = 3 atm. The crystals were grown under
conditions close to stoichiometric; the equilibrium con-
centration of electrons was n0 ≈ 107 cm–3 at T = 293 K
(n0  0 for T ≤ 200 K with n0 ∝  exp(–0.75 eV/kT),
and the dislocation density was (3.2–4.8) × 104 cm–2.
1063-7826/00/3411- $20.00 © 1259
Dark conductivity of the studied crystals was con-
trolled by deep donors, i.e., the EL2 defects (the energy
position of the levels is 0.75 eV; the corresponding con-
centration was 1.6 × 1016 cm–3). The main background
impurity in these crystals were the carbon-related
acceptors with a concentration of 6 × 1015 cm–3; these
acceptors compensated for the EL2 defects.

Heat treatment of SI undoped GaAs crystals
(~12 mm × 4 mm × 2 mm in size) was performed at
T = 900°C for 20–90 min in evacuated and sealed
quartz ampules with subsequent rapid cooling in atmo-
spheric air (at the rate of 100–200°C/min). The heating
did not affect the conductivity type of the crystal, some-
what reduced (by a factor of 1.5 at most) the value of n0,
and did not result in significant changes [exceeding the
accuracy of measurements (~15%) and the spread over
the cross section of the crystal (~10%)] in both the con-
centrations of EL2 defects and the carbon atoms in them.1

However, the thermal treatment brought about apprecia-
ble changes in the concentration of the centers of nonra-
diative recombination of nonequilibrium charge carriers.

The PL spectra measured at T = 4.2 and 77 K for SI
undoped GaAs crystals were analyzed in the energy
range of hν = 1.4–1.6 eV using an MDR-23 spectrom-
eter with a resolution of 0.3 meV or better. The signal
was detected with a cooled FEU-62 photomultiplier.
Luminescence was excited with highly absorbed He–
Ne-laser radiation with an intensity of L = 1018–1020 pho-
ton/(cm2 s) and the light propagating along the y direc-
tion. The source of the recombination emission was a

1 Heating caused a degradation of the crystal surface (a low-resis-
tivity near-surface layer was formed [2]) as a result of evaporation
of As atoms. This layer was removed before measuring the lumi-
nescence characteristics.
2000 MAIK “Nauka/Interperiodica”
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thin (several micrometers thick) region near the GaAs
surface. The shape of PL spectra (position of the peaks
and widths of PL bands and the ratio of their intensities)
was almost independent of L. Therefore, we report
below the PL spectra and the intensities of corresponding
bands measured in the case of L = 1019 photon/(cm2 s).
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Fig. 1. The edge-emission PL spectra at T = 4.2 K of (1) ini-
tial SI undoped GaAs crystals and (2) the crystals subjected
to a heat treatment for 90 min at Ta = 900°C. Curves 1' and
2' represent the specific PL bands related to annihilation of
the bound excitons (A0X) in initial crystals and the free exci-
tons (X) in the heat-treated crystals, respectively. The
method for decomposition of the spectra was described else-
where [5].

Fig. 2. The results of decomposition of the edge-emission
PL spectrum (measured at T = 77 K) into elementary com-
ponents (excitonic X and the interband e–h) of initial SI
undoped GaAs crystals (continuous line) and the crystals
heat-treated for 30 min at Ta = 900°C (the dashed line). For
the details of the method for decomposition, see [5].

2'
Undoubtedly, the excess holes and electrons (with con-
centrations of δp and δn, respectively) generated by
laser radiation control the electrical conductivity of
GaAs crystals (obviously, δp, δn @ n0 and, to a large
extent, the PL intensity I = ϕ(δn, δp)). In order to elim-
inate the trivial PL-intensity variations related to
changes in the concentrations of the centers of nonradi-
ative-recombination centers for the charge carriers
(correspondingly, the quantities δn and δp) as a result
of heat treatment, normalized the PL-band intensity
using the intensity of the band of luminescence caused
by annihilation of free excitons as the reference [3, 4].
As a result, the PL-intensity variations caused by heat
treatment and evident in the PL spectra reported below
may be regarded as completely related to the corre-
sponding changes in the luminescence-center concen-
trations.

Prior to measurements, the crystals were treated in a
H2SO4 : H2O2 : H2O = 3 : 1 : 1 polishing-etchant solu-
tion. Preliminarily (as was mentioned above), the low-
resistivity surface layer was removed by grinding in
order to circumvent the spectrum distortions related to
degradation of the crystal surface during heat treat-
ment. Thus, the annealing-stimulated variations in
luminescent properties of the SI undoped GaAs crystals
were completely caused by the processes that occurred
in their bulk.

3. RESULTS

The most interesting variations in luminescent prop-
erties of the SI undoped GaAs crystals subjected to heat
treatment were observed in the edge-emission PL spec-
trum (in the exciton portion). Therefore, in what fol-
lows, we restrict ourselves to the consideration of the
edge-emission PL spectra alone.

Figures 1 and 2 show the spectra of edge-emission
luminescence of the initial crystals and those heat-
treated at Ta = 900°C; the spectra were measured at T =
4.2 and 77 K.

At T = 4.2 K, the shape of the spectrum of initial
crystals is mainly controlled by radiative annihilation
of free excitons X (the emission band is peaked at hνm =
1.5158 eV; the corresponding PL intensity is denoted
by IX) and also by annihilation of excitons bound to
shallow-level neutral acceptors A0 and donors D0 (the
bound excitons A0X and D0X; the PL bands are peaked
at hνm = 1.512 and 1.514 eV; and the corresponding
intensities are denoted as  and ). At this tem-

perature, the intensity of PL related to recombination of
free electrons and holes is low.2 At 77 K, the shape of
the edge-emission PL spectrum of initial crystals is
mainly governed by annihilation of free excitons (band
X peaked at hνmX = 1.5088 eV with the half-width of

2 See [5, 6] for identification of various lines in the edge-emission
PL spectrum of gallium arsenide.
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wX = 6 meV). At this temperature, the intensities of PL
caused by annihilation of bound excitons A0X and D0X
and also by recombination of free electrons e and holes
h are rather low [5].3 

Heat treatment of SI undoped GaAs crystals at Ta =
900°C induces the following changes in the PL spectra.
(I) The intensity of the A0X band increases substan-
tially, whereas that of the D0X band decreases consider-
ably. Consequently, the PL band caused by annihilation
of bound excitons D0X (its intensity exceeds that of the
A0X band) is dominant in the PL spectra of initial crys-
tals at 4.2 K, whereas, in heat-treated crystals, the PL
band caused by annihilation of the bound excitons A0X
becomes dominant (its intensity is higher than that of
the D0X band). (II) In the spectra measured at 77 K, the
heat treatment caused the PL band related to annihila-
tion of free excitons to significantly shift to lower ener-
gies (from 1.5088 to 1.5070 eV); simultaneously, the
half-width of this band increased from 6 to 7 meV.

Figures 4 and 5 show the intensities of the PL bands
related to bound excitons A0X and D0X and also the
position of the peak and the half-width of the PL band
related to annihilation of free excitons X in relation to
the duration t of heat treatment of the SI undoped GaAs
crystals at Ta = 900°C. As can be seen, an increase in the
duration of heat treatment results in a steady increase in
the A0X-band intensity and in nonmonotonic changes in
the intensity of the band D0X (this intensity first
decreases and then increases). In addition, an increase
in the duration of heat treatment brings about a non-
monotonic shift to lower energies of the PL band
related to annihilation of free excitons (the peak of this
band first shifts from 1.5088 to 1.507 eV and then shifts
from 1.507 to 1.508 eV); simultaneously, the half-
width of this band also changes nonmonotonically (it
increases first from 6 to 7 meV and then decreases from
7 to 6 meV).

4. DISCUSSION OF THE RESULTS

We now discuss the above data. It is necessary to
take into account two facts. First, heat treatment does
not bring about any significant variations in the carbon
concentration. Second, the annealing-stimulated
changes in the intensities  and  (normalized to

the value of IX) are governed only by the corresponding
variations in the concentrations of the shallow-level

3 For the high excitation levels used (δn, δp @ n0 and δn, δp ∝  L),
the intensities of excitonic luminescence bands , , and

IX increased with increasing intensity of illumination in propor-

tion to L2 (Fig. 3). In particular, it follows from the above that, for
T = 4.2 K and L = 1018–1020 photon/(cm2 s), the acceptors and
donors are mainly in the neutral state (A0 and D0), whereas, for
T = 4.2 K and L = 0, they are mainly charged (A– and D+) [7, 8].
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acceptors NA and donors ND.4 Then the following
explanations can be given to the above experimental
data.

—The annealing-induced increase in the intensity
of PL caused by annihilation of bound excitons A0X and
a decrease in the intensity of PL related to annihilation
of bound excitons D0X (Fig. 1) is explained by an
increase in the concentration of shallow-level acceptors
(most probably, the zinc atoms) and a decrease in the
concentration of shallow-level donors (most probably,
the silicon atoms) as a result of their activation and pas-
sivation, respectively, during the thermal treatment.

4 Obviously, in the general case, we have  ∝  nedy,

 ∝  nedy, and IX ∝  , where  and  are

the concentrations of neutral acceptors and donors to which exci-
tons are bound [7]. Consequently, the above statement is true if

,  ≠ ϕ(L), in particular, for  ≈ NA and  ≈ ND (the

latter approximate equalities held in the experiment, see above).

In this case,  ∝   and  ∝  ,

whereas the intensities (normalized to IX) /Ix ∝  NA and

/Ix ∝  ND (see also [3, 7]).
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Fig. 3. The intensities of PL bands in relation to the intensity
of illumination: (1) the A0X band, T = 4.2 K, hνm =

1.512 eV; (2) the D0X band, T = 4.2 K, hνm = 1.514 eV; and
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—The annealing-stimulated shift of the excitonic
PL band to lower energies and an increase in the half-
width of this band (Fig. 2) is related to an increase in
the concentration of electrically active impurities (in
particular, the shallow-level acceptors) during heat
treatment of the SI undoped GaAs crystals (for more
details, see [5]).

—The steady increase in the A0X-band intensity
(Fig. 4) with increasing duration of heat treatment is
related to the annealing-stimulated activation of the
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Fig. 4. The dependences of normalized intensities of the PL
bands related to bound excitons (1) A0X and (2) D0X on the
duration t of heat treatment of the SI undoped GaAs crystals
at Ta = 900°C. The intensities  and  were mea-

sured at T = 4.2 K.
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Fig. 5. Dependences of the (1) position of the peak hνmX and
(2) the half-width wX of the PL band related to annihilation
of free excitons in relation to the duration t of heat treatment
of the SI undoped GaAs crystals at 900°C. The quantities
hνmX and wX were measured at 77 K.
shallow-level background acceptors. The simulta-
neously observed nonmonotonic variation in the inten-
sity of the D0X band (Fig. 4) is related first to gradual
deactivation and then to activation of background
donors

—A nonmonotonic change in the position of the
peak and the half-width of the band X (Fig. 5) by
increasing duration of the heat treatment is caused by
the annealing-stimulated variations in the total concen-
tration of electrically active background impurities (for
more details, see [5]).

The aforementioned variations in the concentrations
of shallow-level donors and acceptors during heat treat-
ment of the SI undoped GaAs crystals may be caused
by the following processes (occurring with differing
rates):

(i) Interaction of interstitial shallow-level impurities
with arsenic and gallium vacancies formed in the
course of heat treatment [9, 10]. Such an interaction
results in an increase in the concentration of shallow-
level impurities at the lattice sites, i.e., in the electri-
cally active state.

(ii) Interaction of interstitial arsenic and gallium
atoms formed during the heat treatment with substitu-
tional shallow-level impurities [10]. As a result of this
interaction, the shallow-level impurities are pushed out
from the lattice sites into interstices; i.e., these impuri-
ties become electrically inactive.

(iii) The annealing-stimulated exchange of sites of
the shallow-level impurities B and D of Group IV, one
of which (@Ga) initially resides in the gallium sublattice
of gallium arsenide and is a donor, whereas the other
impurity ($As) resides in the arsenic sublattice and is an
acceptor (the corresponding reaction can be written as
@Ga + $As  @As + $Ga) [11]. Such a process causes
an obvious transformation of donors @Ga into acceptors
@As and of acceptors $As into donors $Ga. Undoubtedly
the consequences are a decrease in the concentrations of
donors @Ga and acceptors $As and an increase in the
concentrations of acceptors @As and $Ga.

(iv) The annealing-induced processes of generation
and destruction of electrically inactive complexes that
consist of a shallow-level impurity and an intrinsic
defect in the lattice [10, 12]. An obvious result of such
a process is a decrease (in the case of generation) or an
increase (in the case of destruction) in the concentra-
tions of shallow-level donors or acceptors.

Direct measurements of concentrations of the shal-
low-level donors and acceptors in the SI undoped GaAs
crystals confirm the opinion that heat treatment can
indeed result in significant variations in their concen-
trations [9, 12].

5. CONCLUSION

Heat treatment of the SI undoped GaAs crystals for
20–90 min at Ta = 900°C significantly affects the shape
SEMICONDUCTORS      Vol. 34      No. 11      2000
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of the excitonic PL spectrum; namely, the intensity of
PL band A0X related to annihilation of bound excitons
increases steadily, the intensity of the luminescence
band D0X related to annihilation of bound excitons var-
ies nonmonotonically, the peak of the band related to
annihilation of free excitons shifts nonmonotonically to
lower energies, and the half-width of the latter band
also varies nonmonotonically. The aforementioned
changes in the excitonic PL spectra as a result of heat
treatment are related to nonmonotonic variation in the
impurity composition of the samples with increasing
duration of annealing. In fact, the above changes in the
spectra may be due to (i) an increase in the concentra-
tion of shallow-level acceptors (most likely, zinc
atoms) involved in the bound excitons A0X as a result of
activation of these acceptors in the course of heat treat-
ment; (ii) first a decrease and then an increase in the
concentration of shallow-level donors (most likely, sil-
icon atoms) involved in the bound excitons D0X as a
result of activation and deactivation of these donors
during heat treatment; and (iii) an enhancement of exci-
ton–impurity interaction as a consequence of an
increase in the total impurity content in the crystal in
the course of thermal treatment.
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Abstract—The process of annealing of a CdTe:Cl ingot during its cooling after growth was studied. The
annealing was performed in two stages: a high-temperature stage, with an approximate equality of chlorine and
cadmium vacancy concentrations established at the thermodynamic equilibrium between the crystal and vapors
of volatile components, and a low-temperature stage, with charged defects interacting to form neutral associa-
tions. The chlorine concentrations necessary to obtain semi-insulating crystals were determined for various

ingot cooling rates in the high temperature stage. The dependence of the chlorine concentration [ ] in the
ingot on the temperature of annealing in the high-temperature stage was found. The carrier lifetimes and drift
mobilities were obtained in relation to the temperature and cadmium vapor pressure in the postgrowth annealing
of the ingot. © 2000 MAIK “Nauka/Interperiodica”.

ClTe
+

As is known, the low conductivity of CdTe crystals
and the high free-carrier lifetimes and mobilities,
needed for nuclear radiation detectors [1, 2], can be
achieved in a chlorine-doped material owing to the self-
compensation of charged atomic defects [3–6].

Previously [7, 8], we have studied the self-compen-
sation in annealing of 3 × 3 × 12 mm3 CdTe:Cl samples
under controlled pressure of Cd and Te vapors, simulat-
ing the cooling of an ingot after crystal growth at T &
980°C. The annealing produced semi-insulating sam-
ples with a conductivity of σ ≈ 10–10 Ω–1 cm–1 and low
free-carrier concentration p(n) = (107–108) cm–3. How-
ever, the mobility–lifetime products for electrons and
holes in the annealed samples, µeτe ≈ 10–4 cm2 V–1,
µhτh ≈ 10–5 cm2 V–1, were much smaller than those in the
as-grown ingot: µeτe ≈ 10–3 cm2 V–1, µhτh ≈ 10–4 cm2 V–1.
Unfortunately, the annealing could not be performed in
these studies at the highest temperatures, where post-
growth annealing sets in, nor at low cadmium vapor

pressure PCd  . This was due to the fact that
under these conditions the sublimation and transfer of
the material into the cold part of an ampule caused
changes not only at the surface, but also in the bulk of
the sample, indicated by its nonuniform electrical con-
ductivity.

In this paper, we report the results obtained by
studying self-compensation in the annealing of an ingot
immediately after its growth, with the annealing practi-
cally beginning with the compound crystallization tem-
perature.

CdTe:Cl ingots weighing 0.5–1.0 kg are grown by
horizontal planar crystallization under controlled cad-

PCd
min
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mium vapor pressure [9]. During the growth, the mate-
rial is doped with N(Cl) of chlorine. During the post-
growth cooling, the ingot is annealed, which enables
the self-compensation of charged atomic crystal
defects beginning with the highest temperatures. The
self-compensation occurs in two annealing stages. In
the first stage, there occurs high temperature annealing
(Tann = 1070–800°C) when the solubility of intrinsic
atomic defects is high [10] and a high concentration of

cadmium vacancies [ ] + [ ] * [ ] can be
obtained, which also should exceed the concentration
of unintentional impurities. At this temperature, the
association of donors and acceptors is weakly pro-
nounced and can be neglected [3, 10]. The second stage
consists in low-temperature annealing (Tann = 800–
400°C). This stage is dominated by the interaction of
charged defects to form uncharged associations:

( )0, ( )0, (A–D+)0. Primary defects, not
bound into neutral associations, remain in the crystal:

, ( )– and other defects, e.g.,( D+)–,

(A−2 )– (here D and A are the background donor and
acceptor impurities), giving rise to energy levels in the
band gap: Ev + 0.9 eV, Ev + 0.14 eV, and Ev + (0.5–0.9) eV
[11]. The carrier mobilities and lifetimes are deter-
mined by the concentrations of these crystal defects.

Hereinafter, no mention is made of the vacancy ,

present in much lesser amount compared with the 

vacancy. The predominance of the  defect governs
the self-compensation in CdTe [6, 10].

VCd
2–

VCd
1–

ClTe
+

VCd
2–
2ClTe

+
VCd

–
ClTe

+

VCd
2–

VCd
–2

ClTe
+

VCd
2–

ClTe
+

VCd
1–

VCd
2–

VCd
2–
000 MAIK “Nauka/Interperiodica”



        

BASIC PRINCIPLES OF POSTGROWTH 1265

                                              
Let us consider the self-compensation conditions in
the high-temperature stage of the ingot annealing.
When an ingot is kept at a constant temperature at ther-
modynamic equilibrium between CdTe and cadmium
vapor with the pressure PCd in the ampule for a long
time (t = 5–15 h), the crystal composition correspond-
ing to the vapor pressure and the related concentration
of cadmium vacancies are established. The main condi-
tion for self-compensation is that VCd be soluble at the
annealing temperature. Tann = 800°C is the lowest tem-
perature that allows a sufficiently high defect concen-

tration [ ] * [ ] to be obtained. At lower Tann, the

solubility of acceptor defects  at the crystal–gas
equilibrium is not sufficiently high to enable the self-
compensation of charged defects even at very low

vapor pressures PCd ≈ .

Another condition for self-compensation is that the

ratio of donor and acceptor concentrations [ ] *

[ ] be maintained constant during cooling at the
high-temperature stage. It was found experimentally
that the obtainment of a semi-insulating self-compen-
sated material depends on the chlorine concentration. If

the concentration of [ ] defects exceeds the cad-
mium vacancy concentration during the ingot cooling,
we obtain a high-conductivity material with n ≈
1016 cm–3. The solubility of chlorine and cadmium
vacancies decreases as the CdTe crystal temperature
becomes lower [12, 13]. Consequently, two possibili-

ties exist in ingot cooling. First, if the [ ] and [ ]
concentrations decrease in approximately the same

manner, the relation [ ] * [ ] remains valid and
a semi-insulating material is obtained. The second pos-
sibility is that the relation between the concentrations

varies in such a way that [ ] starts to exceed [ ]
and we obtain a high-conductivity material.

Either semi-insulating or high-conductivity CdTe
can be obtained depending on N(Cl) and the ingot cool-
ing rate (vCdTe) at the high-temperature stage (see
Fig. 1). The N(Cl) concentration includes chlorine dis-
solved in the CdTe ingot, i.e., electrically charged chlo-

rine ( ), chlorine at grain boundaries, and also chlo-
rine filling the gas space of the ampule and adsorbed by
the graphite coating of the ampule and the container,
etc. It seems reasonable that, the experimental condi-
tions being the same, changes in N(Cl) will lead to the
corresponding changes in the chlorine content in the
crystal itself. We used N(Cl) concentrations no lower
than 2 × 1018 cm–3, the minimal value necessary for
crystal self-compensation to occur in CdTe growth
from the melt [14], to N(Cl) ≈ 2 × 1019 cm–3, at which
CdCl2 precipitates at the grain boundaries [15]. To
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obtain semi-insulating crystals, the ingot cooling rate
should be chosen so that the defect concentrations

[ ] and [ ] are approximately the same during
the entire high-temperature annealing stage. The curve
in Fig. 1 divides its area into two regions corresponding
to the two possible relations between the defect concen-

trations: [ ] ≥ [ ] and [ ] > [ ]. A semi-
insulating material is obtained over the entire range of
dopant concentrations N(Cl) = 2 × 1018–2 × 1019 cm–3

when vCdTe = 2 K/h (see Fig. 1). For higher ingot cool-
ing rates, this region becomes narrower at the expense
of high chlorine concentrations, when a high-conduc-
tivity material (region B in Fig. 1) is obtained. At the
highest cooling rates vCdTe = 48 K/h, a semi-insulating
crystal is obtained only at the lowest concentrations
N(Cl) = (2–4) × 1018 cm–3.

Under the annealing conditions represented by the
high-conductivity region B (unshaded field in Fig. 1),
high cooling rates at a high chlorine content in the ingot
make it impossible to maintain equal concentrations of
chlorine and cadmium vacancies [13, 16]. This is asso-

ciated with the fact that, in fast cooling, the [ ] con-
centration has no time to attain the value corresponding
to the equilibrium solubility of chlorine owing to its
low diffusion coefficient, compared with that for the
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Fig. 1. Regions of low (A) and high (B) conductivities of
CdTe:Cl crystals in the diagram showing the rate of ingot
cooling (vCdTe) in the temperature range 1070–900°C
against the chlorine concentration. Regions A and B corre-
spond to concentrations: (A) p ≈ 108 cm–3 and (B) n ≈
1016 cm–3. Designations: (1) semi-insulating and (2) high-
conductivity CdTe.
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cadmium vacancies. Consequently, the  impurity
concentration in the crystal may exceed the concentra-

tion of  vacancies, thus giving rise to a material
with n ≈ 1016 cm–3.

Thus, the conditions for self-compensation in
CdTe:Cl by high-temperature annealing of an ingot are
determined for the entire high-temperature stage cool-
ing after crystal growth in a wide range of doping levels
and cooling rates.

The ingot annealing at the low-temperature stage is
also performed satisfying the requirements that self-
compensation should occur. In this stage, the ingot is
cooled at an experimentally selected rate v = 50–80 K/h,
which is sufficiently fast to prevent the attainment of a
low cadmium vacancy concentration corresponding to
these temperatures (800–400°C) [17, 18]. Thus, the
charged-defect concentration balance achieved in the
high-temperature stage is not disturbed. At the same
time, this cooling rate is quite sufficient to ensure the

formation of associations of  donors with 
acceptors, so that the crystal becomes “self-purified”
[5]. The associations are formed as a result of defects
migrating toward one another. The probability of asso-
ciation formation is evaluated using the theory of ran-
dom walks [19]. The probability that the motion of a
defect results in its arrival at a “sink” (association for-
mation) nearly equals the probability that the lattice site
at which the defect finds itself is a sink. This probability

ClTe
–

VCd
2–

ClTe
+

VCd
2–

1

2

1018

800

N(Cl), cm–3

3

1017

1016

850 900 950 1000 1050
Tann, °C

Fig. 2. Chlorine concentration N(Cl) in the CdTe:Cl ingot,
determined (1) by mass-spectral analysis, (2) by atomic
sorption analysis, (3) from Hall data, vs. the annealing tem-
perature Tann.
is equal to the atomic fraction of sinks C. In the case
under consideration,

where N0 is the atomic concentration per cubic centi-
meter. Therefore, the average number of hops neces-
sary for arriving at a sink is approximately  ≈ 1/C =
106. To determine the time necessary for association
formation to be complete, we need to evaluate the time
constant for the reduction in the concentration of
defects . This constant can be calculated in terms of
diffusion theory:  = , where z = 4 is the coordina-
tion number and  = D/a2γ is the average frequency of
jumps in the direction toward the sink, corresponding
to the diffusion coefficient D for a moving defect; γ = 1
for a cubic lattice; a = 2.5 × 10–8 cm is the interatomic
distance in CdTe. Thus, we have  ≈ 1.6 × 10–10/D. For
the extreme temperatures in the second stage of anneal-
ing, 400 and 800°C, we have the following diffusion
coefficients for the moving defects [13, 16]:

and

respectively. The cooling time of 6 h, chosen for our
experiment, is ~103  even for the smallest diffusion
coefficient D, and, as a result, the process of defect
association can be considered complete.

To obtain semi-insulating crystals, the relation

[ ] ≈ [ ] should be fulfilled during both anneal-
ing stages. Therefore, it is important to know the chlo-
rine concentration, and its temperature variation,
directly in the crystal in order to specify in a substanti-

ated way the necessary [ ] concentration by main-
taining the PCd pressure.

The chlorine content in the ingot at varied annealing
temperatures was determined by mass-spectrometric
and atomic sorption analyses and, indirectly, by mea-
suring the Hall constant of specially annealed single-
crystal samples (Fig. 2). The free-carrier concentration
corresponding to the chlorine (shallow donor) concen-

tration, n = [ ], was found from the Hall voltage
[10]. The chlorine was transformed from bound states

( 2 )0, (A– )0 into a donor state by annealing
at a high pressure PCd [7]. The results obtained by using
both direct and indirect methods indicate that the chlo-
rine concentration behaves in the same way in the CdTe
ingot with the annealing temperature under postgrowth
cooling conditions. The chlorine concentration deter-
mined from the Hall voltage is the lowest, compared
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with the values produced by other analytical methods,
because it includes only electrically charged isolated

 defects.

Figure 3 shows the carrier concentrations n and p in
relation to pressure PCd for two annealing temperatures.
For high PCd, n reaches values of 1016 cm–3, since the

relation [ ] > [ ] is valid under these conditions.

The  defect gives rise to a shallow donor level in
the band gap Ec = 0.01 eV, so its excess leads to a fast

rise in n in the crystal. The  defect and its associa-
tions give rise to deep levels at Ev + (0.5–0.9) eV; there-
fore, p also grows with decreasing PCd, but this process
is much slower and p increases only to 109 cm–3. The
dependences of n and p on PCd for annealing at 900 and
1070°C are surprisingly alike in shape at practically the
same free-carrier concentrations. The minima in the
dependences of n and p on pressure PCd reliably char-
acterize the maximum degree of self-compensation,

p(n)/[ ], when the donor and acceptor concentra-

tions are equal, [ ] = [ ]. The defect concentra-

tions [ ], [ ] are not the same at different anneal-
ing temperatures in the high-temperature stage and
after the association of the majority of defects in the
low-temperature stage. This must manifest itself in car-
rier scattering in drift-mobility measurements and in
carrier recombination in the measurement of lifetime.

Therefore, we studied the crystal parameters µe , µh ,
τe, and τh, the most sensitive to the extent to which the
annealing process is complete, in relation to the ingot
annealing temperature and PCd. These dependences
were obtained for crystals with hole concentrations p =
(108–109) cm–3 and with the largest µτ product for car-
riers, such crystals being characterized by a low content

of unassociated  vacancies giving rise to a deep
level in the band gap [11].

Figure 4 shows the drift mobility of electrons and
holes as a function of the ingot annealing temperature.
It can be seen that electrons and holes attain high
mobility at relatively low annealing temperatures Tann =
800–900°C; i.e., the mobility practically reaches its
limiting value at the lower temperature in the interval
corresponding to the high-temperature stage of ingot
annealing. In semi-insulating CdTe:Cl, the carrier
mobility is also determined by strains and inhomogene-
ities limiting the conducting part of the crystal or caus-
ing additional scattering [20]. At lower annealing tem-
peratures, the solubility of charged atomic defects
decreases. This diminishes the number of inhomogene-
ities and neutral associations of impurities and struc-
tural defects responsible for carrier scattering. The τe

value also increases when the crystal annealing temper-
ature is lowered (Fig. 5, curve 1), similarly to µe, h, and
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presumably does so for the same reason. It can be seen
from curve 2 in Fig. 5 that the hole lifetime grows with
increasing crystal annealing temperature. Raising the

temperature Tann leads to an increase in  solubility,

both in absolute value and relative to that of the 
vacancies [6, 10]. The latter favors more complete asso-

ciation of these defects in the form of ( 2 )0 [3].

Such a decrease in the content of  defects in the
crystal leads to a lower concentration of deep levels in
the band gap and, correspondingly, to a longer hole life-

time. Presumably, the decrease in the [ ] concentra-
tion exerts a stronger influence on the hole lifetime τh

than the dependence of the distribution of the defects
determining τe on strains and inhomogeneities does.

Thus, attainment of the necessary τe and τh values
requires some tradeoffs in the choice of ingot annealing
temperatures in the high-temperature annealing stage.
This criticality (see Fig. 5) demands a very careful
choice of the ingot annealing temperatures, depending
on specific requirements to the τe and τh values in the
crystal, not only in the high-temperature stage, but also

in the low-temperature annealing stage, when the 
defects are eliminated via their association with donors.
In connection with this, it is worth studying the τe, τh,
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Fig. 3. Free carrier concentrations (n, p) vs. the cadmium
vapor pressure (PCd) for two temperatures Tann of CdTe:Cl
ingot annealing: (1) 900 and (2) 1070°C.
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µe, and µh dependences on the vacancy concentration
determined by the vapor pressure PCd in the ampule
during ingot annealing. The maximum concentration of
cadmium vacancies in the crystal is specified by the

pressure PCd  . With increasing PCd, this con-PCd
min
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Fig. 4. Drift mobility of (1) electrons and (2) holes vs. the
CdTe:Cl ingot annealing temperature Tann.

Fig. 5. Lifetimes of electrons (τe, 1) and holes (τh, 2) vs. the
CdTe:Cl ingot annealing temperature Tann.

PCd, Pa

1

2

103

µh, cm2/(V s)

45

11

τh, 10–7 s

104 105

1

2

A B

50

55

60
10

9

8

7

6

5

Fig. 6. (1) Drift mobility and (2) lifetime of holes vs. the
cadmium vapor pressure PCd in annealing of CdTe:Cl ingot
at annealing temperatures Tann of (A) 900 and (B) 1070°C.
centration decreases to values corresponding to p-type
conduction (see Fig. 3, left-hand portions of curves 1
and 2, for ingot annealing temperatures Tann = 900 and
1070°C, respectively). Figure 6 shows the dependences
of τh and µh on PCd at the same annealing temperatures.
The tendency for these charge transport parameters of
the crystal to decrease with increasing PCd during
annealing is also seen. This dependence of τh and µh on

PCd is explained as follows. The decrease in the 
concentration in the ingot (with increasing PCd) in the
high-temperature stage of annealing leads to a lower

extent of  and  association in the low temper-

ature stage. As a result, the  and  defects
remaining unassociated after annealing contribute to a
decrease in hole lifetime and mobility.

The influence of the ingot annealing temperature on
the hole lifetime and mobility, illustrated in Figs. 4
and 5, can be also inferred from Fig. 6. For crystals
annealed at Tann = 1070°C (interval B of PCd variation in
Fig. 6) the lifetime is about 1.5 times longer than that
for crystals annealed at Tann = 900°C (interval A in
Fig. 6). For crystals annealed at Tann = 900°C, the hole
mobility is about 1.2 times higher.

Thus, the annealing temperature is a key factor.
Indeed, high τh values are attained only at high temper-

atures owing to the high solubility of . Raising the

[ ] concentration by decreasing the pressure PCd

affects τh, but to a smaller extent, precluding achieve-
ment of such high τh values. At low temperatures, high
τh, µe, and µh are obtained owing to a decrease in the
concentration of charged and neutral defects and the
lower nonuniformity of their distribution.

No influence of PCd on τe and µe was observed. This

is explained by the fact that the changes in the  con-
centration, to which the quantities τh and µh for holes
are sensitive, are insufficient for exerting a noticeable
influence on τe and µe.

Thus, we described here a procedure for two-stage
postgrowth annealing of a CdTe:Cl ingot with pro-
grammed cooling to a low temperature (400°C). In the
high-temperature stage of annealing, we studied the
factors governing the relation between atomic defect

concentrations [ ] ≈ [ ]. This relation is the con-
dition for sufficient self-compensation of charged
defects in CdTe:Cl in the low-temperature annealing
stage by way of defect association into neutral com-
plexes. The rates of ingot cooling corresponding to dif-
ferent levels of chlorine doping were established,
ensuring self-compensation. We determined the man-
ner in which the chlorine solubility decreases as tem-
perature becomes lower in the course of ingot cooling.
In the process, exact self-compensation and, conse-
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quently, large µτ products for carriers in the crystal are

achieved by adjusting the concentration [ ] *

0.5[ ]. A tendency was observed for µe, µh and τe to
increase as the ingot annealing temperature is lowered,
which is explained by a decrease in the content of
charged defects in the crystal at low temperature. An
opposite tendency was observed for the hole lifetime,
τh, which becomes longer with increasing annealing
temperature. This may be due to a decrease in the

vacancy concentration [ ] in the process of their

association into neutral complexes ( 2 )0,
occurring to a greater extent during high-temperature
annealing.

To conclude, the proposed two-stage postgrowth
annealing of the ingot allows extremely precise control
over the self-compensation and “self-purification” pro-
cesses and enables growth of CdTe:Cl semi-insulating
crystals with good transport properties. We believe that
an analogous two-stage annealing will make it possible
to produce other II–VI compounds and their solid solu-
tions with desirable characteristics by horizontal planar
crystallization, since in these materials the self-com-
pensation mechanism is known to be clearly pro-
nounced, similarly to CdTe crystals.
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Abstract—Nonlinearities of the photorefractive effect that arise if the intensity of the pump radiation is
increased are studied. Phenomena related to the Auger recombination and variations in the contribution of
ambipolar diffusion were analyzed. The possibilities of using the results of studying the quasi-linear photore-
fractive effect to determine the transport parameters of semiconductors are considered. © 2000 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Noncontact methods for measuring the electronic
[2] and thermal [3] parameters of silicon with high spa-
tial resolution have been developed recently. These
methods were based on the photorefractive effect in
semiconductors [1] and were used with good results.
The essence of this effect consists in the fact that the
gradients of the photogenerated-carrier concentration
and temperature arise periodically in the case of
absorption of intensity-modulated pump radiation in
the bulk of the sample (in the vicinity of the site of
absorption). In turn, these gradients give rise to peri-
odic emergence of photoinduced optical inhomogene-
ity. The amplitude and phase dependences of the angle
of deflection of the probe beam due to this inhomoge-
neity on the modulation frequency of the pump radia-
tion and on the distance between the beams carry the
information about the parameters of the medium.

Schematic representation of the passage of beams in
photorefractive experiments is shown in Fig. 1. The
intensity-modulated pump beam passes at a distance z
from the sample surface and is absorbed weakly in the
medium. The probe beam passes perpendicularly to the
pump beam at a distance x from the latter and is period-
ically deflected by optical inhomogeneity by an angle
Θ that has two components; one of these (Θx) is perpen-
dicular to the pump beam and the other (Θz) is parallel
to this beam. The amplitude of Θx is mainly controlled
by the gradients of the free-carrier concentration and
temperature. The amplitude of Θz is mainly governed
by attenuation of the pump beam when it propagates
deep into the sample. An analysis [1] showed that Θx is
severalfold larger than Θz in the case of silicon. Both
angle components carry almost the same amount of
information. Therefore, it is typical that the depen-
dences of amplitude and phase of only the angle com-
ponent Θx on the distance between the beams and the
modulation frequency of the pump beam are studied.
1063-7826/00/3411- $20.00 © 21270
The main distinction of photorefractive effect from
the related effects consists in the fact that the former is
three-dimensional. In the interference, photodeforma-
tion, and mirage effects, one-dimensional [4, 5] or two-
dimensional [6, 7] models are used. A lowered dimen-
sionality yields a higher signal-to-noise ratio because a
larger length of interaction between the probe beam and
optical inhomogeneity is ensured.

Small deflection angles related to small size of the
interaction region in the photorefractive method result
almost inevitably in a poor signal-to-noise ratio.
Attempts to solve this problem by increasing the pump-
radiation intensity give rise to nonlinear effects. It was
reported [2, 3] that the photorefractive signal deviated
from the calculated values with increasing pump-radia-
tion intensity in high-resistivity silicon samples. For
such samples, it was recommended to choose the
pump-radiation intensity in such a way that the concen-
tration of photogenerated charge carriers would be
much lower than the concentration of the equilibrium
charge carriers. In this paper, we report the results of
theoretical and experimental studies of the photorefrac-
tive effect in the situation when the pump-radiation
intensities are such that the concentration of photoge-
nerated charge carriers is comparable to or higher than
the concentration of the equilibrium charge carriers.

THEORY

The theory of photorefractive effect in the situation
when the transport parameters of semiconductor are
independent of the pump-radiation intensity has been
developed previously [1]. The derived formula for the
dependence of the component Θx of the photorefractive
deflection angle on the circular frequency ω of the
pump-radiation modulation and on the distance x
between the probe and heating (pump) beams generally
was rather cumbersome. However, it was demonstrated
000 MAIK “Nauka/Interperiodica”
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[1] that this formula can be simplified significantly, if
several assumptions were made. If the radius of the
pump beam is smaller than the characteristic diffusion
lengths for charge carriers and heat, the region under
consideration is away from the illuminated surface, the
characteristic absorption length for the pump radiation
exceeds all other characteristic lengths, and, in addi-
tion, the measurements are performed at high frequen-
cies (in which case, the influence of electronic parame-
ters of the sample on the index of refraction becomes
predominant), then the formula is substantially simpli-
fied and takes the form

where

C is a coefficient that depends on the sample parame-
ters, depends linearly on the pump-radiation power, and
is independent of the parameters ω and x; D is the coef-
ficient of ambipolar diffusion; and τ is the lifetime of
charge carriers.

In the context of the formulated problem [1], the
pump-power dependence of photorefractive signal
(which is proportional to the angle Θx) should be linear.
In addition, at high frequencies, the amplitude and
phase of the signal should almost exponentially
decrease with increasing distance between the beams.
Experimentally, such behavior is not necessarily
observed [2, 3]. Nevertheless, for all samples, the
power ranges can be chosen in such a way that the
above dependences hold. Departures from the linear
model can be most easily explained by the fact that the
lifetime and diffusion coefficient of charge carriers
generally depend on the concentration of photogener-
ated charge carriers and, consequently, on the pump-
radiation power. In order to gain qualitative insight into
the role of concentration, it is convenient to divide the
range of variations in transport parameters into four
zones.

The first zone corresponds to the photogenerated-
carrier concentration higher than 1018 cm–3. In this
zone, the Auger recombination of charge carriers
occurs. As is known, the rate of such recombination
depends quadratically on concentration, and, conse-
quently, in this zone, the lifetime of charge carriers var-
ies significantly with increasing distance from the
pump beam. In order to assess whether our concept of
the existence of this zone is valid, we estimate the con-
centration of photogenerated charge carriers ∆n as the
number of carriers generated within the lifetime τ in a
volume into which the carriers diffuse during this time;
thus, we have

Θx ω x,( ) C x– /Leff ix/Lϕ+( ),exp=

Lϕ 2Dτ / 1– 1 Ω2
++( )= ,

Leff 2Dτ / 1 1 Ω2
++( )= , Ω ωτ ,=

∆n Pτβ/ hνπDτ( ),=
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where P is the power of absorbed pump radiation, hν is
the energy of a photon, β is the absorption coefficient,
and D is the diffusion coefficient for the charge carriers.
In the experiments, we have hν = 1.17 eV, β = 10 cm–1.
D = 18 cm2/s, and P < 1 W; as a result, the concentration
of photogenerated carriers is lower than 1018 cm–3.
Thus, the Auger recombination should not affect the
photorefractive signal. However, in other photoacoustic
methods (e.g., those based on the laser-induced gener-
ation of the free-carrier and temperature gratings),
such a type of recombination should be taken into
account [8].

The second zone corresponds to the case when the
concentration of photogenerated charge carriers far
exceeds the equilibrium-carrier concentration but is
lower than the level necessary for activation of the
Auger recombination. In this case, the diffusion coeffi-
cient depends only slightly on the concentration of pho-
togenerated carriers and corresponds to combined dif-
fusion of electrons and holes. Generally, the lifetime in
this region depends on the concentration of charge car-
riers. However, if this dependence is weak, we may use
the linear model.

In the third zone, the concentration of photogener-
ated carriers becomes approximately equal to the equi-
librium-carrier concentration. The behavior of the dif-
fusion coefficient is described now in terms of conven-
tional ambipolar model in which this coefficient is
defined as

where Dn and Dp are the diffusion coefficients for elec-
trons and holes, and ne and np are the corresponding
concentrations. Taking into account that the concentra-
tions of photogenerated electrons and holes are equal to
each other, we can rewrite the above expression (for
example, for a p-type sample) as

D DnDp ne np+( )/ Dnnp Dpne+( ),=

D
2DnDp

Dn Dp+
------------------- 1

N p Dn Dp–( )
2∆n Dn Dp+( ) 2N pDp+
-----------------------------------------------------------+ 
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Fig. 1. Schematic illustration of passage of laser beams in
experimental studies of photorefractive effect.
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where ∆n is the concentration of photogenerated charge
carriers and Np is the concentration of equilibrium
holes.

In the fourth zone, the equilibrium-carrier concen-
tration far exceeds the concentration of photogenerated
charge carriers. In this zone, the diffusion coefficient is
controlled by the diffusion of the minority charge carri-
ers. This coefficient, as well as the lifetime, is nearly
independent of the concentration of photogenerated
charge carriers.

Thus, it is only in the fourth zone that the angle of
deflection of the probe beam can be calculated accord-
ing to the linear model [1]. Nonlinear phenomena
should be taken into account in the second and third
zones. These phenomena are related to the variations in
the lifetime and diffusion coefficient during an experi-
ment. An introduction of additional parameters
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Fig. 2. Dependences of the photorefractive-signal parame-
ters on the distance between the pump and probe beams for
an n-Si sample with resistivity of 5 Ω cm: the dependences
of (a) the phase and (b) the logarithm of amplitude are
shown. Experimental dependences were obtained using the
laser-radiation power of (1) 0.7 and (2) 0.08 W. Theoretical
dependences were calculated for τ = 0.4 ms and D =
12 cm2/s (the solid lines) and τ = 1.2 ms and D = 12 cm2/s
(the dashed lines).
required for such calculations renders the model exces-
sively complex and makes the fit of theoretical and
experimental results ambiguous. However, as a rule, if
the concentrations change only slightly, the lifetime
and diffusion coefficient vary, insignificantly. Further-
more, the transport parameters are averaged over the
diffusion length. Therefore, even in a nonlinear case,
theoretical and experimental results for the depen-
dences Θx(x) can be fitted to each other using the linear
model for the distances (from the spot of the pump-
radiation absorption) smaller than the diffusion length.
We verified this assumption experimentally.

EXPERIMENT

In order to study in detail the nonlinear modes of
photorefractive effect, we used the same setup as was
employed previously [1–3]. As the pump-beam source,
we used a YAG laser with the highest emission power
of 1 W and a wavelength of 1.06 µm. The sample was
probed with a beam of a He–Ne laser at a wavelength
of 1.15 µm. The diameters of the probe and pump
beams were about 50 µm in the region of their interac-
tion. Mutual arrangement of the beams was varied by
changing the position of a lens used to focus the pump
beam. A mechanical chopper ensured the pump-beam
modulation with frequencies from 1 Hz to 2 kHz.
Deflection of the probe beam was sensed by a position-
sensitive detector. The main factor restricting the sensi-
tivity of the setup was related to fluctuations of the
angle of the probe-beam deflection. These fluctuations

amounted to about 10–8 rad/  on an average.

We performed experiments with a number of p- and
n-Si samples with various resistivities using the inten-
sities of the pump-laser radiation in the range from
1 mW to 1 W. We measured the dependences of the
amplitude and phase of photorefractive signal on the
distance between the probe and pump beams for a fixed
laser power. The frequency of modulation of the pump
radiation was 1600 Hz in all experiments, which
ensured that the influence of electronic properties of the
sample on photorefractive signal was predominant
compared with the effect of thermal properties. All the
measurements were performed away from the surface
of the samples in order to eliminate the influence of sur-
face recombination on the effect under consideration.

Almost in all experiments, variations in the phase
and amplitude dependences were observed as the
pump-radiation intensity was changed. For a fraction of
dependences obtained in several experiments with the
same sample using different pump-radiation intensi-
ties, we succeeded in performing a conventional proce-
dure for fitting the experimental data to the linear theo-
retical model. The fitting was carried out by the method
described elsewhere [1, 2]; i.e., by adjusting the values
of two parameters: the lifetime τ and the coefficient of
diffusion D of photogenerated charge carriers.

Hz
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As an illustration, Fig. 2 shows the experimental and
calculated dependences obtained for an n-Si sample
with resistivity of 5 Ω cm. Experimental results obtained
for the values of the YAG-laser radiation power of 0.7
and 0.08 W are shown by the symbols indicated by 1
and 2, respectively. Calculated dependences are repre-
sented by the continuous line for the parameters τ =
400 µs and D = 12 cm2/s and by the dashed for τ =
1200 µs and D = 12 cm2/s, respectively. It can be seen
that there is good quantitative agreement between
experimental and calculated values of the phase and
amplitude of photorefractive signal at distances that
exceed the diffusion length of charge carriers, which is
equal to about 0.1 cm in the case under consideration.
The charge-carrier lifetime determined from the decay
of photoconductivity (450 µs) coincides with the value
of τ = 400 µs derived by analyzing the data obtained by
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Fig. 3. Dependences of the photorefractive-signal parame-
ters on the distance between the pump and probe beams for
a p-Si sample with resistivity of 20 kΩ cm: the dependences
of (a) the phase and (b) the logarithm of the amplitude are
shown. Experimental dependences were obtained for the
laser-radiation power of (1) 0.9, (2) 0.26, and (3) 0.06 W.
Theoretical dependences were calculated for τ = 0.75 ms
and D = 18 cm2/s (the solid lines), τ = 0.75 ms and D =
20 cm2/s (the dashed lines), and τ = 0.75 ms and D =
23 cm2/s (the dotted lines).
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photorefractive method for high intensity of radiation.
The value of the diffusion coefficient corresponds to
that of the coefficient of diffusion of holes in silicon
that are the minority charge carriers in the n-type sam-
ple. This corresponds to the case when the concentra-
tion of intrinsic carriers far exceeds the concentration
of photogenerated charge carriers. Consistency of
experimental data for these samples with the linear
model of photorefractive effect indicates that the sam-
ple parameters vary insignificantly during each experi-
ment.

For certain experimental dependences obtained with
the same sample for various intensities of the pump
radiation, it was found impossible to perform the fitting
for all values of the distance between the pump and
probe beams. In this case, the fitting was performed
over the region closest to the radiation-absorption spot.
It is these calculated dependences obtained for a p-Si
sample with resistivity of 20 kΩ cm that are shown in
Fig. 3. Experimental data obtained for the laser powers
of 0.9, 0.26, and 0.06 W are shown by the symbols indi-
cated by 1, 2, and 3, respectively. The parameters of
calculated dependences are given in the caption of
Fig. 3. It can be seen from the plots that there is a good
agreement between experimental and calculated values
only to a distance of about 0.06 cm between the pump
and probe beams. This distance corresponds to the dif-
fusion length which is equal to about 0.1 cm in the
cases under consideration. The obtained value of the
lifetime (τ = 750 µs) is in good agreement with τ =
800 µs determined for the same sample from the pho-
toconductivity decay. Variation in the value of the dif-
fusion coefficient from 18 to 23 cm2/s corresponds to a
gradual transition from simultaneous diffusion of elec-
trons and holes to the predominance of the diffusion of
the minority charge carriers (electrons).

CONCLUSION

The linear theory of photorefractive effect [1] is
based on the assumption that the transport parameters
of semiconductors are constant. However, experiments
have shown that, even when the equilibrium-carrier
concentration far exceeds the concentration of photoge-
nerated charge carriers, discrepancies can be observed
between the calculated and experimental data if the lat-
ter are obtained for different pump-radiation powers.
Furthermore, it has been found that, for high-resistivity
silicon samples, attempts to increase the signal-to-noise
ratio in photorefractive by increasing the pump-radia-
tion power gives a rapid rise to a situation in which it is
no more possible to fit the curves calculated on the
basis of linear theory to experimental data.

The observed discrepancies can be consistently
accounted for by the known facts that the lifetime and
diffusion coefficient depend on the concentrations of
both photogenerated and equilibrium charge carriers.
We performed a theoretical analysis with subsequent
experimental test and demonstrated that it is possible to
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use the linear model of photorefractive effect (when
this model is applied to distances smaller than the dif-
fusion length of charge carriers) to determine the trans-
port parameters of charge carriers even if the diffusion
coefficient varies during the experiment.

The results make it possible to extend the range of
applicability of photorefractive method to samples with
higher resistivity. In addition, on the basis of analysis of
the dependence of the diffusion coefficient on the radi-
ation intensity, it is possible to develop a noncontact
method for determining the electrical conductivity in
the bulk of the samples with high spatial resolution.
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Abstract—n- and p-ZnTe single crystals were grown by the method of the gaseous-phase reactions using var-
ious halogen-containing agents (NH4Cl, NH4Br, and NH4I) as the carrier gases. Luminescent properties of the
crystals were studied in relation to the type of the carrier gas. In/ZnTe Schottky barriers were formed. The pho-
tovoltaic effect was studied in the obtained structures for cases of natural and linearly polarized radiation. It was
ascertained that the induced photopleochroism of the Schottky barriers is controlled by the angle of incidence
of radiation and remains unchanged in the region of high photosensitivity. It is concluded that the obtained bar-
riers may be used as broadband photosensors of linearly polarized radiation. © 2000 MAIK “Nauka/Interperi-
odica”.
INTRODUCTION

Interest in II–VI compounds and the corresponding
solid solutions has been growing recently. This is due to
the fact that these materials are being used in the fabri-
cation of quantum-well structures and semiconductor
lasers [1]. Zinc telluride (ZnTe) is among the relatively
poorly studied direct-gap II–VI semiconductor com-
pounds and attracts an interest from the standpoint of
expanding the component base of modern photoelec-
tronics and luminescent electronics [2, 3]. In the vast
majority of studies of this promising material, the crys-
tals grown from ZnTe melts whose composition was
almost stoichiometric were used [2]. In this study, ZnTe
single crystals were grown for the first time by the gas-
eous-phase process in which case the material is trans-
ported by compounds containing a halogen and having
the common formula NH4X, where X = Cl, Br, or I.
This basically opens new possibilities of uniform dop-
ing of ZnTe with halogens [4]. In this paper, we con-
sider the results of the first studies of the physical prop-
erties of homogeneous ZnTe single crystals and ZnTe-
based surface-barrier structures.

EXPERIMENTAL

ZnTe single crystals were grown by the method of
chemical transport reactions using NH4Cl, NH4Br, or
NH4I as the carrier gases. Preliminarily, we theoreti-
cally analyzed the equilibrium composition of the gas-
eous phase in a ZnTe–NH4X system (X = Cl, Br, or I)
[5] in the ranges of temperatures of 1000–1400 K and
total pressures of 1.01 × 103–1.01 × 105 Pa, which made
it possible to calculate the temperature dependences of
1063-7826/00/3411- $20.00 © 21275
the partial pressures of the main components in the gas-
eous medium and choose a temperature–concentration
range that ensured the crystal growth. Theoretical sim-
ulation of the mass transport and comparison of the
obtained results with measurements of the amount of
transported material made it possible to infer that this
transport has a diffusion-related origin [6]. The amount
of ZnTe charged into the growth ampule was equivalent
to 60 kg/m3. As a result, under the conditions of free
growth, we obtained ZnTe single crystals that have a
natural specular faceting and sphalerite structure, as in
the case of crystallization of ZnTe from the melt [2].
The crystal-lattice parameter coincided with that
known for ZnTe from the available publications [3, 7].
For the process duration equal to 100 h, the maximal
dimensions of single crystals were as large as ~2 mm ×
4 mm × 4 mm. As the measurements of the thermoelec-
tric-power sign showed, all the obtained ZnTe samples
had electron type of conduction if NH4I and NH4Br car-
rier gases were used, whereas the crystals of both n-
and p-type conductivity occurred in the case of using
NH4Cl (Table 1). Consequently, we may assume that, if
NH4I and NH4Br are used, the chosen conditions of
crystallization ensure the predominant formation of
donor defects, whereas, in the case of NH4Cl, the ratio
between the donor and acceptor concentrations may
vary over a wide range which is determined by specific
conditions of the process.

Spectral dependences of the intensity of steady-state
photoluminescence (PL) IPL were studied at T ≈ 77 K
for the obtained ZnTe single crystals. The PL was
excited by the focused radiation of a helium–cadmium
laser (with a wavelength of λexc ≈ 0.44 µm and a power
000 MAIK “Nauka/Interperiodica”
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of P ≈ 10 mW) and was observed from the same side
onto which the excitation radiation was incident.

The Schottky barriers (SBs) were formed on the
grown ZnTe single crystals by depositing thin (~1 µm)
In layers onto the natural specular surface. There was
no need of any thermal treatment of the samples. The
latter is very important in studying the variable-compo-

1 meV

2.21

1.0

0.5

IPL, arb. units

1

2

2.0 2.5
0

"ω, eV

Fig. 1. Spectral dependences of intensity of the steady-state
photoluminescence (at T = 77 K) of ZnTe single crystals
grown by the method of chemical transport reactions. The
carrier gas was (1) NH4I and (2) NH4Br.
sition compounds, because, in forming the In/ZnTe
SBs, there are no actual reasons for changes in the com-
position of ZnTe crystals after their growth. Thin In lay-
ers were deposited by thermal sputtering in vacuum.

EXPERIMENTAL RESULTS
AND DISCUSSION

In the case of ZnTe single crystals grown using
NH4I and NH4Br, the zone of PL emission was homo-
geneous and had a bright-orange coloring. If the ZnTe
crystals were grown using NH4Cl, the PL intensity
decreased by several orders of magnitude. In Table 1,
the PL intensities IPL of typical ZnTe single crystals
under identical conditions of excitation are compared.
It can be seen that the most intense PL is characteristic
of the crystals grown using NH4I. If NH4Br or NH4Cl
are used, this intensity is reduced by a factor of 4–5 or
by 2–3 orders of magnitude, respectively, compared to
the case of ZnTe samples grown in the presence of
NH4I.

Typical spectral dependences of PL of ZnTe crystals
are shown in Fig. 1. It can be seen that the PL spectra
of the crystals fabricated using different carrier gases
are almost the same. These spectra involve a single,
rather broad band peaked at the photon energy of

 = 2.21 eV at T = 77 K.

In view of the fact that the value of  was found
to be smaller than that of the ZnTe band gap (Eg ≈
2.36 eV at T ≈ 77 K [2]), there are grounds to relate the
observed PL to radiative transitions to the levels of the
predominant lattice defects. These levels are separated
by ~0.15 eV from one of the free bands. This inference
is also supported by fairly large values of the full-
widths of the observed PL bands at the half-height
"ω1/2 = 100–110 meV. As a whole, the fact that the

determined values of  and "ω1/2 are almost the
same for the crystals grown using different carrier
gases (NH4I and NH4Br) may indicate that the energy
spectrum of dominant lattice defects in ZnTe crystals

"ωPL
m

"ωPL
m

"ωPL
m

Table 1.  Luminescent characteristics of ZnTe single crystals at T = 77 K

The carrier gas Sample no. The conduction type , eV "ω1/2, meV IPL, arb. units

NH4Cl A62 n ~10–2

A27 p ~10–3

A30 n ~10–2

NH4Br A53-1 n 2.21 110 0.20

A53-2 n 2.21 105 0.25

NH4I A14-1 n 2.21 100 1.0

A14-2 n 2.21 97 0.95

A67 n 2.21 98 0.98

"ωPL
m
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under consideration is nearly insensitive to a change of
the carrier gas. At the same time, the observed depen-
dence of the PL intensity on the type of the carrier gas
may be related to variations in the concentration of the
formed lattice defects that control the nonradiative
recombination channel in the obtained ZnTe crystals.

Typical steady-state current–voltage characteristics
I(U) for such structures are shown in Fig. 2, and certain
parameters of these structures are listed in Table 2. It
can be seen that the rectification effect is clearly pro-
nounced in all structures formed on the crystals grown
using different carrier gases. The forward direction cor-
responds to negative polarity of external bias voltage
applied to the n-ZnTe substrate. The forward portion of
the SB current–voltage characteristics obeys the rela-
tion

(1)

where the residual resistance Rres ≈ 104–106 Ω and the
cutoff voltage Uc0 ≈ 0.2–0.8 V in different structures
(Table 2). It is worth noting that a reproducible
decrease in Rres and Uc0 occurs when the ZnTe sub-
strates grown in the presence of NH4Cl (instead of other
carrier gases) are used in the SBs. As the reverse bias
voltage increases, current through the formed barriers
increases according to the power law I ∝  Uα, where α ≈
0.8–1.0 for different structures, which may be indica-
tive of imperfections at the periphery of these struc-
tures. The lowest reverse currents (~2 × 10–8 A for U ≈
2 V) were observed in the SBs formed on the crystal
grown using NH4Br. On the whole, the observed corre-
lation of electrical characteristics of the In/ZnTe SBs
with the nature of carrier gas demonstrates the possibil-
ity of controlling the ensemble of electrically active lat-
tice defects in ZnTe crystals in the course of their
growth from a gaseous phase.

Under irradiation with unpolarized light, the formed
In/ZnTe SBs exhibit a pronounced photovoltaic effect
that typically has larger magnitude if the active region
is illuminated from the barrier-contact side. The sign of
the photovoltaic effect was found to be independent of
both the energy of incident photons and the position of
the optical-beam spot (with diameter of ~0.2 mm) at the
surface of the In/ZnTe SBs and corresponded to the rec-
tification direction in such structures. Under the condi-
tions of irradiation with unfocused light of an incandes-
cent lamp (~80 W), the open-circuit photovoltage was
as high as 30–40 mV and the short-circuit photocurrent

U Uc0 RresI ,+=
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was 0.2–0.5 µA in the best SBs at T = 300 K. The highest

voltage photosensitivity was  ≈ 10 V/W (Table 2).

Typical spectral dependences of the voltage photo-
sensitivity SU for SBs formed on ZnTe crystals that are
grown using different carrier gases are shown in Fig. 3
for the case of illumination of the structures from the
barrier-contact side. In such barriers, the spectral pro-
file of SU did not exhibit any pronounced dependence
on the type of the carrier gas. As can be seen from
Fig. 3, the SU spectra are broadband and cover the range

SU
m

1

I, µA

10

0

–2

0.5–0.5

21.0

0
2

~~

~~

1
U, V

0.5

0

3

–1

Fig. 2. Steady-state current–voltage characteristics I(U) of
the In/n-ZnTe surface-barrier structures. The carrier gases
were (1) NH4Cl (sample A62), (2) NH4Br (sample A53-1);
and (3) NH4I (sample A14-2). The forward direction corre-
sponds to negative polarirty of external bias applied to the n-
ZnTe substrate.
Table 2.  Photoelectric properties of the In/ZnTe surface-barrier structures at T = 300 K

The carrier gas Sample no. Uc0, V Rres, Ω , eV δ1/2, meV S, eV–1 , V PI, % (θ ≈ 80°)

NH4Cl A62 0.2 4.2 × 104 2.34 0.40 23 0.2 66

NH4Br A53-1 0.8 1.5 × 106 2.34 0.58 46 1 66

NH4I A14-2 0.4 1.7 × 106 2.27 0.66 38 10 68

"ωph
m SU

m
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of 1–3 eV, if the structures are illuminated from the bar-
rier-contact side. The long-wavelength exponential
edge of photosensitivity is observed in a narrow spec-
tral range of 2.10–2.25 eV and exhibits a large slope
S = δ(lnSU)/δ("ω) ≈ 23–46 eV–1, which corresponds to
direct band-to-band transitions in the ZnTe electron
spectrum [2]. The energy position of the peak of photo-

sensitivity  is nearly equal to the ZnTe band gap
[2, 7] only for the barriers based on the crystals grown
using NH4I (Fig, 3, curve 1), whereas, in the case of

NH4Br and NH4Cl carrier gases, the peak  shifts

slightly to shorter wavelengths,  > Eg (Fig. 3,

"ωph
m

"ωph
m

"ωph
m

1 meV

2.34

100

SU, V/W

3

1 3
0

"ω, eV

2

1

2.34

10–2

2.27

10–4

2

Fig. 3. Spectral dependences of the voltage photosensitivity
of the In/ZnTe structures at T = 300 K. The carrier gas was
(1) NH4I (sample A14-1), (2) NH4Br (sample A53-1), and
(3) NH4Cl (sample A62). The samples were illuminated
from the In-contact side.
curves 2, 3). The observed short-wavelength falloff of

SU for "ω >  may indicate that the obtained
In/ZnTe barriers are not yet sufficiently perfect and the
influence of the surface recombination is important. In
the case when the same barriers are illuminated from
the ZnTe-substrate side, the steep short-wavelength fal-
loff of photosensitivity shifts to longer wavelengths and

typically occurs for  > 2.1 eV for wafers 0.1–0.2-mm
thick. This falloff reflects the effect of the radiation
absorption in the ZnTe bulk and, thus, occurs for

 < Eg in all the barriers.

It can also be seen from Table 2 that, in the case of
illuminating the In/ZnTe barriers from the indium-con-
tact side, the full width of the photosensitivity spectra
at their half-width δ1/2 is found to be rather large and
exhibits a tendency to decrease from 0.66 to 0.40 eV as
the carrier gas is changed in the sequence NH4I 
NH4Br  NH4Cl. Therefore, there are no good rea-
sons to attribute completely the short-wavelength fal-

loff of SU in SBs for  > Eg and illumination from
the indium-contact side to the effect of surface recom-
bination because all the barriers were formed by the
same method and the properties of the crystals are con-
trolled only by the type of the carrier gas used.

It also follows from Fig. 3 that, if the carrier gas is
changed in a sequence NH4I  NH4Br  NH4Cl,
the spectral profile of SU remains unchanged but the
voltage photosensitivity decreases (Table 2). As a
result, the SU("ω) spectra shift to lower values along the
vertical axis. The observed variations in the value of the
slope S (Table 2) in this case is may be due to a fluctu-
ation in the charged lattice-defect potential.

In the range of 1–2 eV, spectral dependences of pho-
tosensitivity of the SBs formed on ZnTe crystals grown
using NH4I carrier gas obey the Fowler law (Fig. 4).
The height of the surface potential barrier estimated
from these dependences is ϕB = 1.24 eV at T = 300 K.

In the case of irradiating the SB with linearly polar-
ized light, the polarization sensitivity arises in all struc-
tures only if the angle of incidence (θ) of radiation onto
the surface is different from the zero angle. Under the
condition that θ = 0°, the spectral dependences SU("ω)
are insensitive to the direction of the vector E of the
optical-wave electric field and coincide with those con-
sidered for unpolarized light (Fig. 3). For θ ≠ 0°, the
short-circuit photocurrent (iϕ) of the SB begins to
depend on the azimuthal angle ϕ between E and the
plane of incidence (PI) of radiation. For θ = const, this
dependence is given by

(2)

where i p corresponds to the polarization E || PI and is,
to the polarization E ⊥  PI. The inequality ip > is is char-
acteristic of the entire photosensitivity range, which is
consistent with the Fresnel formulas for amplitude

"ωph
m

"ωph
m

"ωph
m

"ωph
m

iϕ ip ϕcos
2

is ϕsin
2

,+=
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coefficients of transmission of linearly polarized radia-
tion through the air–semiconductor interface [8]. This
behavior is also reproduced in the spectral dependences

of SU for the s and p polarizations (  and , respec-
tively). As a result, the spectral profiles of photosensi-
tivity for different polarizations coincide with each
other and are similar to the spectral dependence SU("ω)
for unpolarized radiation. For this reason, the transition
from the E || PI polarization to E ⊥  PI is accompanied

with a shift of the spectral curve  to lower values

compared to , with the polarization-induced differ-
ence in photosensitivity increasing with θ.

Figure 5 shows typical dependences of the short-cir-
cuit photocurrents and the induced-photopleochroism
coefficient PI on θ for an SB irradiated with linearly
polarized light from the barrier-contact side. In the case
where the radiation-polarization plane coincides with
the plane of incidence of radiation, the photocurrent ip

first increases with increasing angle of incidence,
attains a maximum, and then starts to decrease for
θ > 70°. An increase in ip may be as high as ~30%,
which may be a result of maximal reduction of losses
by reflection in the vicinity of the pseudo-Brewster
angle θ ≈ 70° (Fig. 5 curve 1). In contrast with ip, the
photocurrent is exhibits a steady decrease with increas-

SU
s SU

p

SU
s

SU
p

1.
24

3

2

1

0

SU , arb. units

1 2
"ω, eV

Fig. 4. Spectral dependence of  for an In/ZnTe struc-

ture in the long-wavelength region of the spectrum at T =
300 K. The carrier gas was NH4I (sample A14-2). The sam-
ple was illuminated from the In side.

SU
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ing θ (Fig. 5, curve 2). The similar form of angular
dependences of ip and is is retained in the entire range
of photosensitivity of BSs based on ZnTe crystals
obtained using the above carrier gases. This is consis-
tent with an analysis of the process of transmission of
linearly polarized radiation through the air/ZnTe inter-
face on the basis of the Fresnel formulas [8] and makes
it possible [9, 10] to infer that there is a high structural
perfection of the planes of natural faceting in the
obtained ZnTe crystals. For all SBs, angular depen-
dences of induced-photopleochroism coefficient (Fig. 5,
curves 3, 4) follow the quadratic law PI ~ θ2, which is
consistent with the theory in the absence of the interfer-
ence phenomena [10, 11]. For all obtained SBs and the
angles of incidence of θ ≈ 80°, the coefficient of induced
photopleochroism was almost the same and was as high
as 66–68%. Estimation of the refractive index on the
basis of the measurements of PI yields n ≈ 3.5, which is
consistent with the known value for ZnTe [7].

A typical spectral dependence PI of n ≈ 3.5 for one
of the formed SBs for θ ≈ 80° is shown in Fig. 6. It can
be seen that, within the entire range of high photosen-
sitivity, the induced-photopleochroism coefficient of
the In/ZnTe structures remains virtually constant,
which is consistent with the statements of the theory in
the absence of the interference phenomena for a lin-
early polarized radiation [10].

150

100

50

0 90θ, deg
0

50 10

70°
1°

1

2

3

4

(P
I, 

%
)1/

2

P
I, 

%

ip , i
s , a

rb
. u

ni
ts

Fig. 5. Dependences of (1, 2) the short-circuit photocurrent
for radiation with polarizations (1) E || PI and (2) E ⊥  PI and
(3, 4) the photopleochroism coefficient on the angle of inci-
dence of radiation on the In/ZnTe-structure surface from the
barrier-contact side at T = 300 K. Sample A12-2, "ω =
2.3 eV.
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The highest azimuthal photosensitivity (~15 V/(W K)
for T = 300 K) was observed for the best SBs in the case
of using the NH4I carrier gas to grow the ZnTe single
crystals. Evidently, the proper choice of composition of
the CdxZn1 – xTe solid solution makes it possible to
develop polarimetric photodetectors designed for the
spectral range between the values of Eg of CdTe and
ZnTe [7].

Thus, the method of gaseous-phase reactions makes
it possible to grow the n- and p-ZnTe single crystals,

100

50

0
2.0 3.0

"ω, eV
2.5

PI, %

Fig. 6. Spectral dependence of the photopleochroism coeffi-
cient for an In/ZnTe structure at T = 300 K. The ZnTe crystal
was grown using the NH4I carrier gas, sample A14-2,
θ ≈ 80°. The structure was illuminated from the side of the
In barrier contact.
whereas a change of the type of the carrier gas ensures
a control over electrical and luminescent properties of
these crystals, which may find application in develop-
ing the photodetectors of natural and linearly polarized
radiation on the basis of these structures. We observed
and studied the photovoltaic characteristics of the
In/ZnTe Schottky barriers that can be used as broad-
band photodetectors of natural and polarized radiation.
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Abstract—The interaction of particles with planar defects in semiconductor crystal was studied on the basis of
a model of the band energy-spectrum structure. Generalized localized states are shown to exist in the vicinity
of defects. It is also shown that nonquadratic dispersion law gives rise to quasi-localized states. Particle scatter-
ing by the semiconductor boundary was analyzed. The condition for the total reflection from the interface is
formulated as follows: the incident-particle energy should be equal to the energy of a quasi-localized state. It
was found that a weak dissipation of particle energy in the crystal causes instability of the resonance condition
for the total reflection. © 2000 MAIK “Nauka/Interperiodica”.
1. Recently, considerable attention has been focused
on scattering of waves by planar and point defects in
crystals. Elastic scattering of waves by a thin passive
(devoid of internal degrees of freedom) layer in an iso-
tropic medium was investigated elsewhere [1, 2]. It was
demonstrated that, if the phase velocity of an incident
wave falls within the range between longitudinal and
transverse velocities of sound (ct < c < cl), the total
transmission and the total reflection are both possible.
A similar problem was studied previously [3] by the
methods of the crystal-lattice dynamics on the basis of
a simple model of planar defect in fcc crystal and in [4],
where the effect of interaction between atoms (not nec-
essary neighboring) in a linear chain was investigated.
A theory providing explanation of the related reso-
nance effects and, specifically, unexpected total reflec-
tion was proposed in [5].

The above-mentioned studies dealt with elastic-dis-
placement vector fields containing two partial terms. If
the phase velocity of a wave falls within the range ct <
c < cl, one of the partial terms accounts for a longitudi-
nal wave localized in the vicinity of a defect and the
other, for a bulk transverse wave. This type of oscilla-
tions is referred to as quasi-localized [6, 7]. Resonance
scattering is possible because of the interaction
between transverse and longitudinal modes at a defect.
These waves do not interact and propagate indepen-
dently in the bulk of an ideal crystal. The resonance
occurs provided the phase velocity (or frequency) of
incident wave coincides with the phase velocity (or fre-
quency) of quasi-localized oscillation.

Ambiguous frequency spectrum may arise for a
field describing the electron and hole motion in special
semiconductor crystals with band energy-spectrum
structure. For example, the generalized model of
1063-7826/00/3411- $20.00 © 21281
energy spectrum was used [8] to explain a variety of
CdSb and ZnSb properties. The key point of this model
is the presence of two energy valleys near the Brillouin
zone edge in the valence band and two valleys in the
conduction band. Detailed study [9, 10] indicates that
the dependence of energy ε on either electron or hole
quasi-momentum k in nondegenerate bands of In4Se3
crystal can be described by the dispersion law

(1)

in the vicinity of a band gap, which has multiple valleys
and is non-parabolic with negative curvature at the min-
imal wave vectors; as k increases, the parabolicity is
restored. Such an atypical dispersion law (1) obtained
regardless of spin–orbit interaction is valid in the vicin-
ity of the Brillouin zone center in In4Se3 and results
from the interaction of close subbands in the valence
and conduction bands.

In this paper, we analyze stationary eigenstates and
scattering of quasiparticles by a planar defect; the par-
ticles are described by two-partial scalar field in semi-
conductor with the band spectrum structure. The
assumptions that follow and concern the parameters of
the dispersion law (1) actually allow us to treat the
problem as one-dimensional, which makes it possible
to obtain analytical results easily and reveal some spe-
cial features of the two-partial field dynamics. In semi-
conductor crystal with band energy-spectrum structure,
dispersion law is not quadratic but biquadratic, like (1).
The wave function of such a state will consist of partial
components. This may result in a total reflection from
the planar interface between the media under the fol-
lowing nontrivial conditions: the parameter of defect

ε k( ) E0 α xkx
2– α yky

2– α zkz
2– βxkx

4 βyky
4 βzkz

4+ + +=
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(interface) is nonzero, and the incident particle energy
does not coincide with the edge of the bulk state contin-
uum.

In the studied system, both localized and quasi-
localized states can exist. Spatial dispersion in the
medium where the wave propagates leads to a nonqua-
dratic dependence of energy on quasi-momentum.
Consideration of the spatial dispersion will obviously
lead to a change in the system properties. Specifically,
the localized states will become extended [11, 12],
which means that the amplitudes of their wave func-
tions decrease with distance in oscillating manner (sim-
ilar to the generalized Rayleigh waves). The localized
states appearing in the vicinity of defects are also thor-
oughly studied for models implying biquadratic disper-
sion law [13]. However, no consideration has been
given to quasi-localized states characterized by a scalar
field, especially for nonsymmetrical stationary eigen-
states with energy belonging to a defect-free medium
continuum; therefore, these states are currently of inter-
est in theory and applications.

It was recently shown [14] that, in a more realistic
model, the anomalous total reflection from a passive
defect is absent when dissipation in crystal is taken into
account. It is of interest to ascertain the conditions
under which the anomalous total reflection from inter-
face in crystals is possible. In this paper, we analyze the
effect of scattering-particle energy dissipation on the
condition for the reflection resonance.

2. Let us consider a planar defect, for example, an
interface between two similar semiconductor crystals
with dispersion law given by (1), where αj > 0 and
βj > 0 (j = x, y, z). We assume that the crystal exhibits a
strong spatial dispersion only in one direction, to be
precise, in the direction perpendicular to the plane of
the defect (this assumption can be validated by choos-
ing an appropriate anisotropy type). Let us choose the
coordinates in such a way that yOz plane coincides with
the plane of defect and let us align the Ox axis with nor-
mal to this plane. Then, denoting α = αx, β = βx, α⊥  =
αy = αz and assuming that βx @ βy and βx @ βz, we
obtain the dispersion law as

(2)

where k = kx and  =  + . The dispersion law (2)
corresponds to a time-independent Schrödinger equa-
tion:

(3)

where the interface between crystal half-spaces is sim-
ulated by the potential U(x) = U0δ(x). Assuming that
crystal is uniform over the interface, let us seek a solu-

ε k( ) E0 αk2– α⊥ k ⊥
2– βk4,+=

k ⊥
2 ky

2 kz
2

εΨ E0Ψ α∂2Ψ
∂x2
---------- α⊥

∂2Ψ
∂y2
---------- ∂2Ψ

∂z2
----------+ 

 + +=

+ β∂4Ψ
∂x4
---------- U x( )Ψ,+
tion of (3) in the form Ψ(x, y, z) = ψ(x)exp(ikyy + ikzz).
With this assumption, Eq. (3) is reduced to one-dimen-
sional equation for ψ function:

(4)

where we introduced E = ε + α⊥ . As follows from
(4), the stationary homogeneous states ψ(x) =
ψ0exp(ikx) are characterized by the dispersion law

(5)

Integrating (2) in the vicinity of interface x = 0
yields the boundary condition

(6)

For β = 0, condition (6) coincides with the well-known
boundary condition for the Schrödinger equation with
a quadratic dispersion law. We will concentrate on the
case β ≠ 0. The system of boundary conditions should
also include the requirement of continuity of the wave
function ψ(x) and its second derivative at x = 0, which
implies the continuity of its first derivative as well.
Then, we obtain the following system of boundary con-
ditions:

(7)

where η = –U0/β.
Depending on energy E, the solutions to Eq. (4) cor-

respond to homogeneous, localized, or quasi-localized
states.

As follows from the dispersion law (5), each partic-
ular state is defined by two different quasi-momenta.
Within the continuum range Em < E < E0, where Em =
E0 – α2/4β, there are two pairs of real quasi-momenta:

(8)

Obviously, wave function of the homogeneous wave
with quasi-momenta (8) comprises two terms with dif-
ferent amplitudes and oscillation frequencies:

(9)

The more interesting point, in the context of con-
densed-state physics, is the origin of localized states in
the vicinity of a defect. Let us consider the case of E < Em

in more detail. In this spectral range, each state is
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QUASI-LOCALIZED STATES 1283
defined by two complex quasi-momenta: κ1 = γ – iq and
κ2 = γ + iq, where

(10)

and  = α/2β. With the boundary conditions (7), a
solution to Eq. (4) can be written as

(11)

where phase is given by sin2ϑ  = ,
and A is an arbitrary constant. Wave function (11)
describes the so-called generalized localized state
[11, 12], which decays in oscillatory manner with
increasing distance from defect. The boundary condi-
tions (4) provide a dispersion relationship for localized
energy levels

(12)

which exist only if the defect parameter satisfies the
condition U0 < 0.

The prerequisites for the formation of a localized
state similar to (11) in the vicinity of planar defect were
studied elsewhere [13] for domain wall in ferromag-
netic superconductor. In uniform magnetic field, at suf-
ficiently low temperature, an inhomogeneous super-
conducting state is possible. The wave function of this
state has the meaning of the order parameter and obeys
the linearized Ginzburg–Landau equation for the fourth
space derivative, since the effective exchange field in
the vicinity of domain wall is considerably decreased.
Solution similar to (11) in the vicinity of point defect
was obtained in [13] for three-dimensional spherically
symmetric case of dependence of energy on wave vec-
tor.

3. Now we discuss the case of E > E0, when one of
the quasi-momenta is real k1 = k and the other is pure
imaginary k2 = iκ:

(13)

The dependences E(k) = E0 – αk2 + βk4 and E(κ) = E0 +
ακ 2 + βκ4 show (Fig. 1) that each energy value has two
corresponding quasi-momenta (13).

In the case under study, quasi-localized state [6, 7]
is formed within the continuum; its wave function con-
sists of two partial components, one of which governs
a standing wave along the entire Ox axis and the other
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corresponds to an oscillation localized in the vicinity of
defect:

(14)

Solution (14) incorporates five parameters: the ampli-
tudes A, B, and M and phases ϕ1 and ϕ2. Substituting
(14) into the boundary conditions (7), we obtain a set of
algebraic homogeneous equations for quasi-localized
state amplitudes A, B, and M:

(15)

Equating the determinant of system (15) to zero, we
obtain a relationship between ϕ1 and ϕ2, where one of
the phases may be considered as a free parameter:

(16)

The following special feature of quasi-localized
states is worth noting. It turns out that there exists a sta-
tionary eigenstate ψN = ψS + ψL, such that standing
wave exists only in one of half-spaces

(17)

whereas a localized state may exist on either side of the
defect ψL(x) = Mexp(–κ|x |). Actually, if B = 0 in (15), it
follows from (16) that ϕ1 = 0 and the localized-state
amplitude is uniquely defined as M = –(k/2κ)A. The
energy of these quasi-localized states is determined
from the relationship

η = –2κ(k2 + κ2). (18)
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Fig. 1. Quasiparticle energy versus quasi-momentum
(1) real and (2) imaginary components.
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Quasi-localized state ψN exists only if U0 > 0. In the
next section we will show that the existence condition
for nonsymmetrical (B = 0) quasi-localized state coin-
cides with the condition for total resonance reflection
from the defect.

We note that the quasi-localized state accounting for
the single standing wave along the entire Ox axis (A = B)
with non-zero local amplitude M is possible only for
κ = 0, which corresponds to the edge of energy spec-
trum E = E0.

4. Let us now consider scattering of a quasiparticle
by crystal interface. We assume that the incident-parti-
cle energy falls within the range where quasi-localized
states exist E > E0. Then, we seek solution to Eq. (4) in
the form

(19)ψ x( )
eikx Re ikx– Meκx, x 0,<+ +

Teikx Ne κx– , x 0,>+



=

1
2

3
4

1.00

4
3

2
1

(a)

0.75

0.50

0.25

0

r, t

1.0

(b)

E/E0

0.8

0.5

0.3

0

Fig. 2. Typical behavior of reflection coefficient r = |R |2

(solid lines) and transmission coefficient t = |T |2 (dashed
lines) for (a) nonresonance case, U0 < 0, for defect parame-
ter U0 = Uj (j = 1, 2, 3, 4, curves 1–4, respectively), where
|U1 | < |U2 | < |U3 | < |U4 |; and (b) resonance case, U0 > 0,
where εR = ER/E0 is given by (18).
where R, T, M, N stand for the amplitudes of the
reflected, transmitted, and localized on either side of
defect waves, and k and κ are defined by (13). Substi-
tuting (19) into the boundary conditions (7), we readily
obtain the corresponding amplitudes. The reflection
and transmission coefficients are of our prime interest:

(20)

(21)

where

(22)

(23)

Clearly, the quantum-mechanics conservation law

(24)

holds in the medium, if the wave-energy absorption in
the crystal volume is disregarded.

The reflection coefficient is proportional to the

defect intensity |R |2 ~ , which leads to |R |2 = 0 and
|T |2 = 1 for U0  0; i.e., quasiparticle is insensitive to
the interface and may pass freely from one half-space
into another. For nonzero defect parameter U0, total
transmission may occur if the incident particle has the
energy of the spectrum edge E = E0. For high-energy
quasiparticles, the interface is almost transparent
(Fig. 2a). However, the discussed conditions are trivial,
and they also hold in the case of quadratic dispersion
law.

The fascinating fact is that, under nontrivial condi-
tions, the total reflection of quasiparticle from interface
is possible, i.e., |R |2 = 1 and |T |2 = 0 (Fig. 2b). Analysis
of expressions (20) and (21) shows that the total reflec-
tion occurs if the incident quasiparticle energy ER(η)
satisfies the condition 2κ(k2 + κ2) = –η, which coin-
cides with (18).

It is well known that the density of states exhibits
sharp peaks for energies giving rise to singularities of
the reflection or transmission coefficients. Because of
this, the energy levels where the total reflection or
transmission occurs are referred to as resonance levels.

In the system under study, a resonance (total reflec-
tion, to be precise) arises when the incident quasiparti-
cle energy coincides with the energy level of a quasi-
localized nonsymmetrical eigenstate. Resonance is
conditioned by interaction at the interface of the media
of wave-function partial components, one accounting
for spatially localized state and the other, for traveling
wave. These conclusions are in agreement with the
results reported in publications [2–5], though they were
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QUASI-LOCALIZED STATES 1285
concerned with resonance effects in quite different
physical fields (the acoustic Rayleigh waves).

5. In order to find out if the anomalous reflection
from the passive defect analyzed in the previous section
is observable in experiment, we should account for dis-
sipation in crystal. Following [14], we will show that
the condition for total reflection may be unstable in
relation to small perturbations. Energy absorption in
medium can be treated as such a perturbation. To
account for dissipation in crystal volume, we should
add a term in the form iνψ to Eq. (4). Then, the equa-
tion for scalar field in the studied model becomes

(25)

Solution to the scattering problem based on Eq. (25)
can be written in the form

(26)

where the quasi-momenta p and λ are complex quanti-
ties. Assuming that dissipation of quasiparticle energy
is rather weak, we obtain

(27)

where Ω(E) = 2 , and k and κ are still
defined by (13). Then, the reflection and transmission
coefficients take the following forms:
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and the determinants | (E)| = |∆R(E, ν = 0) and

| (E)| = |∆T (E, ν = 0)| are defined by (22) and (23).
The consideration of dissipation in crystal naturally
breaks the conservation law (24).

Let us consider the case when the incident-wave fre-
quency is close to the resonance frequency ER given by

(18). In that event, | (ER)| = 0, as was pointed above.
The reflection and transmission (28), (29) coefficients
can be written as

(33)

(34)

where the following dimensionless quantities were

introduced: γ = ν/Ω  ! 1 is effective length of quasi-

particle energy absorption, d = U0/βkR(  + 5 ) is an
effective defect thickness, and κR = κ(ER) and kR =
k(ER).

If the effective defect thickness considerably
exceeds the effective absorption length, d @ γ, which is
the case of a strong interaction between quasiparticle
and interface, one can see from (33) and (34) that the
total-reflection resonance is almost not disturbed.

In the case of a weak interaction between quasipar-
ticle and interface, i.e., when d ! γ ! 1, expressions
(33) and (34) yield |T |2 = 1 and |R |2 = 0, which indicates
that the total transmission of wave through a defect is
possible. If the energy of incident quasiparticle is close
to the resonance energy of reflection in crystal without
dissipation, then consideration of weak energy absorp-
tion leads to a reversed situation of resonance total
transmission under the condition of weak interaction
between quasiparticle and defect. Therefore, singulari-
ties in the reflection and transmission coefficients |R|2 = 1
and |T |2 = 0 prove to be unstable in relation to small per-
turbations, which can lead to |T |2 = 1 and |R |2 = 0 if qua-
siparticle interaction with defect is much weaker than
the energy absorption in the crystal. These are the con-
clusions made in [14], where dissipation effect on elas-
tic wave scattering in crystals was analyzed.

6. We considered the model of a semiconductor
crystal with the band structure of quasiparticle spec-
trum when the dependence of energy on quasi-momen-
tum is ambiguous. The main point of the model is con-
sideration of spatial derivatives of the order higher than
second in Schrödinger equation, i.e., inclusion of spa-
tial dispersion. As a result, we managed to get insight
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into several fundamentally new effects conditioned by
the fact that quasiparticles follow nonquadratic disper-
sion law, even in the simplest one-dimensional case. In
conclusion, we would like to point out the role of spa-
tial dispersion in studying the resonance wave scatter-
ing by crystal defects.

Consideration of spatial dispersion via nonquadratic
dependence of energy on quasi-momentum enables,
with nontrivial initial parameters, the total reflection of
the wave ψ(x) ~ exp(ikx) (quasiparticle) from disper-
sive media interface. In the case of quadratic dispersion
law E(k) = E0 + αk2, the reflection and transmission
coefficients have the forms

(35)

The total reflection is evidently possible only if E = E0.
Therefore, as the analysis of the reflection (20) and
transmission (21) coefficients indicates, resonance
properties of interface in dispersive and dispersion-free
media differ considerably.

Quasi-localized states also exhibit new features in
dispersive medium. Specifically, spatial decay of the
wave function of localized states is oscillatory. In con-
trast, for the quadratic dispersion law, at E < E0, the
wave function of a localized state decreases steadily
ψ(x) = ψ(0)exp(–κ|x |), where κ2 = (E0 – E)/α > 0. The
energy of this localized state is defined by explicit for-

mula El = E0 – ( /4α).

We note that quasi-localized states governed by sca-
lar field do not arise in media with quadratic dispersion
law.

In media with spatial dispersion of the opposite sign
(β < 0), the described above scattering features and
quasi-localized states do not change. Substituting
β = −|β| in all the expressions above, one can see that
the states interchange their energy-dependent types.
Now, quasi-localized states exist for E < E0 and local-
ized, for E > E0. Moreover, for E0 < E < E0 + (α2/4β),
localized states are conventional (their amplitudes
decrease exponentially with distance from defect) and,
for E > E0 + (α2/4β), localized states are generalized.
Therefore, for β < 0, a change in the defect parameter
may lead to a conversion of conventional localized
states to generalized states. The effect is similar to that
described in [11, 12].

R 2 U0
2

U0
2 4α E E0–( )+

----------------------------------------,=

T 2 4α E E0–( )
U0

2 4α E E0–( )+
----------------------------------------.=

U0
2

It may be shown that the results obtained in
Sections 1 and 2 depend only slightly on particular
boundary conditions and equation of motion that cause
nonquadratic dispersion of quasiparticles in many-val-
ley (two-valley, in our case) semiconductor. Conse-
quently, the main results are applicable not only to sys-
tems with uniformly distributed field, but to discrete
models as well.
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Abstract—Infrared transmission (λ = 10.6 µm) of samples consisting of two symmetric plane-parallel halves
of a Bi single crystal separated by a gap were studied in a pulsed magnetic field. Oscillations associated with
interband optical transitions involving Landau levels were observed at 80–280 K. The temperature dependences
of the energy gap, effective masses, and relaxation time of carriers were determined. © 2000 MAIK
“Nauka/Interperiodica”.
The transmission of infrared (IR) laser radiation
(λ = 10.6 µm) by a symmetric strip line comprising two
halves of a bismuth single crystal separated by a gap of
the order of the wavelength [1, 2] was studied. The mea-
surements were performed in a pulsed magnetic field of
up to 25 T in the temperature range T = 80–280 K.

The transmission-coefficient oscillations are due to
interband optical transitions involving the Landau lev-
els [3]. The positions of resonances in a magnetic field
were analyzed in terms of the Lax model [3]. The effec-
tive masses of carriers and the energy gap of bismuth
were determined. The results agree satisfactorily with
the previous data [4]; however, the latter were obtained,
for only three fixed temperatures. Simulation of the
transmission of a symmetric strip line made it possible
to determine the temperature dependence of the mag-
neto-optical time of carrier relaxation.

The transmission of a bismuth symmetric strip line
was studied using an experimental setup described pre-
viously [1]. IR radiation from a cw laser was directed
into the gap of the strip line during a short time interval
synchronized with the magnetic field pulse. The maxi-
mum magnetic field induction was 25 T at 80 K and
4.5 T at T = 280 K.

The measurements were carried out with the mag-
netic field directed parallel to the binary or bisector
axes of the single crystal, and also with a number of
intermediate orientations. The samples were prepared
by electrical-erosion cutting, and the working surfaces,
by chemical polishing.

Figure 1 shows the spectra taken for the binary ori-
entation of the magnetic induction vector at T = 80 and
140 K. The magnetic-field positions of the oscillations
due to optical interband transitions are enumerated in
accordance with the numbers of Landau levels from
which the transitions occur. Since the maximum field
strength for these spectra is limited by 3.5 T, the inter-
band transition from the level j = 1 at T = 140 K is not
shown. Comparison of the spectra indicates a signifi-
1063-7826/00/3411- $20.00 © 1287
cant shift of the transitions to higher fields with increas-
ing temperature.

Figure 2 shows the spectra obtained on further sam-
ple heating to 230 and 280 K. It is worth noting here
that the oscillation amplitude decreases substantially.
The signal-to-noise ratio for these spectra is on the
order of unity. As a result, the observed oscillations
decrease significantly in number.

According to [3], the interband optical transitions
involving the Landau levels are periodic in the recipro-
cal magnetic field, with the period given by

(1)

For a fixed radiation-quantum energy EPH the oscil-
lation period is proportional to the ratio of the band gap
to the cyclotron mass at the band bottom, EG/mc.

The period of transmission oscillations as a function
of the reciprocal magnetic field was determined from
the spectra obtained for different orientations and var-
ied temperatures. The following temperature depen-
dences were obtained for light binary (EG/mc)1, light
bisector (EG/mc)2, and heavy bisector (EG/mc)3 masses
of L-electrons in bismuth:

(2)

where the band gap EG is given in meV, and the cyclo-
tron mass mc, in free-electron mass units. The decrease
in the EG/mc ratio with increasing temperature agrees
satisfactorily with the results obtained in [4].

∆ 1
H
---- 

  4EG
e"
mcc
--------- 

  / EPH
2 EG

2–( ).=

EG/mc( )1 7.329 9.5 10 3–×( )T– 5.0 10 6–×( )T2,–=

EG/mc( )2 8.199 8.4 10 3–×( )T–=

– 1.7 10 5–×( )T2,

EG/mc( )3 4.237 2.9 10 3–×( )T– 1.7 10 5–×( )T2,–=
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From an analysis of the transitions involving the
Landau levels j = 0, band gap at the L-point EG =
20 ± 2 meV at 140 K was obtained. Previously, a value
EG = 17 ± 2 meV was obtained for T = 80 K [2, 5]. The
increase in EG with temperature is of interest. The
EG(T) dependence is a sum of two terms:

(3)

The first term characterizes the thermal expansion
under constant pressure, and the second, the influence
of lattice vibrations for a fixed volume. The first term in
the right-hand side of (3) was obtained using the pres-
sure measurement results reported in [6]:

(4)

and the derivative below was found in the experiment
reported here:

(5)

Thus, the band gap increases with increasing tem-
perature despite the negative contribution from the
pressure-related component. Consequently, the phonon
contribution to the EG variation in bismuth prevails at
liquid nitrogen temperature over that associated with
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Fig. 1. Magnetotransmission oscillations due to interband
transitions in bismuth at (a) 80 and (b) 140 K. The mag-
netic-field induction vector is parallel to the binary axis.
the thermal expansion of the lattice. On the whole, the
increase in EG with temperature is untypical of conven-
tional semiconductors and is observed only in semimet-
als and narrow-gap semiconductors [7].

A simulation of the symmetric strip line transmis-
sion [2] allowed the carrier relaxation time τ to be
determined in the temperature range 80–280 K. The
obtained dependence is shown in Fig. 3, where the

2345678

234

a

b

0 1 2 3 4 5
B, T

T
ra

ns
m

is
si

on
 c

oe
ff

ic
ie

nt
, a

rb
. u

ni
ts

1
2

4

3

2

1
20 100 300

T, K

τ, 10–13 s

Fig. 2. Magnetotransmission oscillations caused by inter-
band transitions in bismuth at (a) 230 and (b) 280 K. The
magnetic field induction vector is parallel to the binary axis.

Fig. 3. Temperature dependence of the relaxation time for
interband transitions between Landau levels in bismuth: (1)
this study and (2) [5].
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value of τ at T = 22 K [5] is also shown. We note that
the relaxation time is practically constant (~4 × 10–13 s)
in the temperature range 22–80 K.

Figure 3 demonstrates a pronounced decrease in τ at
temperatures higher than 100 K. According to [8], the
characteristic temperatures for acoustic and optical
phonons in bismuth are 43 and 130 K, respectively.
Thus, scattering by optical phonons is the most effec-
tive in the observed magneto-optical effects in bismuth.

The reported results demonstrate the high efficiency
of magneto-optical methods for investigating carrier
parameters in semimetals and narrow-gap semiconduc-
tors in a wide temperature range.
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Abstract—The stimulation of photoluminescence in a graded-gap AlxGa1 – xAs semiconductor was studied. It
is shown that stimulation by external illumination makes it possible to increase the internal quantum yield of
luminescence and specify the direction in which stimulated emission propagates. A method is proposed for
measuring the internal quantum efficiency. © 2000 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

Detectors of ionizing radiation with optical output
signal, fabricated on the basis of AlxGa1 – xAs struc-
tures, have many advantages over silicon and GaAs
detectors with current-signal output [1, 2]. AlxGa1 – xAs
optical-output structures can convert an ionizing radia-
tion pattern into an optical pattern with a high resolu-
tion, without the necessity of constructing an array of
small-area detectors with a complex system for charge
information transfer and reading, which has to be done
in the case of current-output detectors [3]. An optical-
output detector needs no power supply. It is based on a
low-resistivity doped AlxGa1 – xAs semiconductor in
contrast to the high-resistivity high-purity material
(GaAs, Si, or Ge) with extremely low defect concentra-
tion, used in current-output detectors.

However, the acquisition of information about the
number of electron–hole pairs generated by external
radiation in the volume of an optical-output detector is
less efficient than that in the current-output devices. In
the latter, the high quality and purity of the material
ensure a very long lifetime of nonequilibrium electron–
hole pairs. This makes it possible to collect with small
losses most of the charges (almost 100%) generated in
the detector volume by the external radiation under suf-
ficiently high bias applied to the detector (commonly
several hundred volts).

In optical-output detectors, the information about
electron–hole pairs generated in the bulk is acquired
optically. Photons emitted in electron–hole recombina-
tion in the bulk emerge from the sample through the
wide-gap surface of the graded-gap semiconductor.
The efficiency of the optical response (crystal lumines-
cence) is mainly determined by two parameters: inter-
nal quantum yield η and efficiency of emission extrac-
tion from the crystal γ. The internal quantum yield η is
1063-7826/00/3411- $20.00 © 21290
determined by the fraction of electron–hole pairs gen-
erated in the bulk that recombines radiatively:

(1)

where τr and τnr are electron–hole pair lifetimes for
radiative and nonradiative recombination, respectively.
The nonradiative lifetime is rather short in doped crys-
tals AlxGa1 – xAs: τnr ≈ 10–9 s. The graded-gap semicon-
ductor AlxGa1 – xAs is doped with Zn+ acceptor impurity
to improve the quantum yield. This brings the rate of
radiative recombination to a level characteristic of a
nonradiative recombination. In this way η can be raised
to 60–80%. An additional decrease in τr , and the corre-
sponding increase in the internal quantum yield η, can
be achieved by stimulating the radiative recombination
by means of an external optical source.

The stimulation of the radiative recombination can
also be conducive to solving the problem of emission
output from the sample. The angle of total internal
reflection at the GaAs–air interface is only 16° because
of the high refractive index of AlxGa1 – xAs. Therefore,
only a very small fraction of photons generated in the
crystal emerge outwards (γ ≈ 2–3%). However, the out-
put efficiency γ can be raised manifold by concentrating
photons generated in the crystal into a solid angle of
16°, thereby avoiding the total reflection from the crys-
tal surface. This can be achieved by stimulating radia-
tive recombination with an external optical beam per-
pendicular to the interface. It can be shown that, in this
case, the stimulated photon has the same frequency,
phase, polarization, and propagation direction as those
of the stimulating photon [4]. A parallel optical beam
with a divergence angle less than 16° stimulates the
radiative recombination with emission into this angle,
thus ensuring high emission output from the crystal.

η 1
1 τ r/τnr+
----------------------,=
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In this paper, we consider the possibility of raising
both the internal and external quantum yields of photo-
luminescence (PL) from the AlxGa1 – xAs structure by
stimulating the radiative recombination with an addi-
tional external optical source.

2. STIMULATION OF EMISSION

We examine (in terms of a simple two-level model)
the photon emission from a semiconductor wafer of
thickness L where N2 electron–hole pairs per unit vol-
ume are generated by some ionizing agent. We assume
the energy spacing between the two levels and, there-
fore, the energy of emitted photons \ω21 to be close to
the band gap in GaAs, i.e., 1.5 eV. We also assume that,
in thermal equilibrium, the electron population of the
upper level n20 is zero, and that of the lower level is n10.

In a steady state, the rate of electron–hole pair gen-
eration by ionizing radiation is equal to the rate of the
carrier recombination

(2)

where τnr and τr are the relaxation times of nonradiative
and radiative spontaneous recombination, respectively;
Iν21 is the intensity of radiation with photon energy
\ω21; and B is the Einstein coefficient governing the
rate of stimulated recombination

(3)

Here, c/nr is the speed of light in a medium with refrac-
tion index nr .

The relaxation time of stimulated recombination
equals

(4)

In the case of GaAs, ν21 ≈ 4 × 1014 s–1, nr = 3.54, and
Bτr ≈ 0.54 cm3/s. Assuming the rate of generation by
ionizing radiation to be BN1I1, where I1 is the intensity
of ionizing radiation, we use (2)–(4) to obtain the fol-
lowing relation between the populations of the second

level with  and without N2 stimulation

(5)

The stimulating radiation does not affect the number of
electron–hole pairs when its intensity is much lower
than that of the ionizing radiation.
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For I1 @ Iν21, the ratio of the stimulated emission

intensity  ~ ηi/τi to that of spontaneous radiation

 ~ N2η/τr is given by

(6)

where

(7)

determines the fraction of electron–hole pairs involved
in radiative recombination in the presence of stimula-
tion, and η, without stimulation [see (1)]. Relation (6)
shows that the radiation intensity can be considerably
raised by stimulating the electron–hole recombination.

Let us determine the luminescence intensity from a
semiconductor wafer of thickness L in which N2 elec-
tron–hole pairs per unit volume are generated by ioniz-
ing radiation.

The flux of photons Nν21 with energy \ω21 in the
z-direction normal to the semiconductor wafer surface
is given by

(8)

The change in the photon flux density in the interval dz
due to absorption and stimulation of radiation is equal
to

(9)

where the stimulation and absorption coefficient has
the form

(10)

We note that N1 = n10 – N2. The negative component of
the coefficient k corresponds to radiation absorption

(11)

and the positive component

(12)

amounts for both the effect of radiation stimulation and
the decrease in the absorption of the stimulating radia-
tion absorption in the generation of N2 electron–hole
pairs. The intensity of the “primary” radiation coming
to the wafer surface (with coordinate L) from a plane
with coordinate z1 is given by

(13)
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The total photon flux through the wafer surface L is
equal to the sum of fluxes coming from all the planes z1
within the wafer

(14)

Assuming for simplicity that the generation of N2 elec-
tron–hole pairs is uniform across the wafer, we obtain
the following expression for the intensity of spontane-
ous luminescence from the wafer:

(15)

Here,

(16)

For stimulation by external photon flux j021 incident on
the crystal plane z = 0, the flux across the plane z1 is
written as

(17)

and, correspondingly, the intensity of stimulated lumi-
nescence from the wafer is given by

(18)

Here, the superscripts i at  and ki correspond to a

change of N2 for  [see equality (5)] in the case of
stimulation.

It can be seen that the stimulated luminescence con-
sists of two components: spontaneous luminescence
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k

---------------.=

jspo

N2

τ r

------"ω21
c
nr
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Fig. 1. Schematic of the experiment. The PL excited by
modulated beam of laser L (wavy arrow) is synchronously
detected by detector-spectrometer D. Unmodulated white-
light illumination from source S (straight arrow) stimulates
radiative transitions in graded-gap AlxGa1 – xAs wafer. The
trapezium across the plate shows the spatial change of the
band gap: the small and large bases of the trapezoid corre-
spond, respectively, to the narrow- and wide-gap sides of the
graded-gap crystal.
with pair concentration  instead of N2 and modu-
lated absorption of stimulating radiation.

We note that the spontaneous luminescence is iso-
tropic and emitted within a solid angle 4π. Only a
minor fraction of the emission, falling within the solid
angle

(19)

where θ is the angle of total internal reflection, emerges
from the crystal.

The stimulating radiation is directed and is condu-
cive to the exit of the stimulated emission from the
crystal, guiding it into the solid angle Ω(θ). If the stim-
ulating radiation is directed into the solid angles out-
side Ω(θ), it cannot leave the crystal at all, together
with the stimulated emission.

3. EXPERIMENTAL DETERMINATION
OF THE POSSIBILITY OF STIMULATING THE PL 

IN AlxGa1 – xAs CRYSTALS

Since the stimulated emission leaves the crystal
together with the stimulating radiation, a locked-in
detection was used to separate them experimentally.
Figure 1 shows an outline of the experiment. An argon
laser (λ = 488 nm) was employed for electron–hole pair
generation. Its radiation was modulated by a chopper
determining the synchronizing frequency (~130 Hz) of
the luminescence signal detection. An MDR-12-
LOMO monochromator and a FEU-157 photomulti-
plier sensitive to IR luminescence from GaAs were
used to measure the luminescence intensity spectrum.

Thus, only the modulated luminescence component
was measured, excluding the unmodulated component
of stimulating radiation.

As can be seen from Fig. 1, carriers are generated by
a laser beam in a layer about 1 µm thick on the narrow-
gap side of the crystal and luminescence is observed
from the same side. The stimulating radiation with a
continuous spectrum in the range of 600–900 nm is
directed from an incandescent lamp with a stabilized
power supply in the direction normal to the crystal sur-
face from the wide-gap side. Owing to the graded-gap
structure of the crystal, the stimulating radiation passes
without being absorbed by the narrow-gap side of the
sample where photons with energies corresponding to
radiative transitions of nonequilibrium electrons are
selected automatically from the white-light spectrum.
Radiative transitions were stimulated in this way.

The layer where the radiation interacts with gener-
ated carriers is thin (L ≈ 1 µm); therefore, we may

assume that L < 1, where  = B(  – )nr/c. Tildes
indicate the ac components of the absorption coeffi-
cient. Further, in accordance with (15) and (18), the
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modulated ac components of luminescence detected by
the locked-in detector equal

(20)

for spontaneous emission and

, (21)

for the stimulated emission.
The first term in (21) may be smaller in comparison

with the second term owing to the large value of the
absorption coefficient [see (11)]. Then we have

(22)

Since the band gap decreases toward the surface of the
graded-gap crystal, the absorption of the stimulating
radiation decreases in the red spectral region for small
thicknesses L. A decrease in kaL enhances the contribu-
tion of the first term in the right-hand side of (21) to the
intensity of the stimulated emission. This causes a cor-
responding rise in the ratio between the stimulated- and
spontaneous-radiation intensities.

The experimental spectra of modulated components
of the spontaneous and stimulated emission are shown
in Fig. 2 for an AlxGa1 – xAs sample with composition
varying across the sample thickness (d = 50 µm) from
x = 0 to x = 0.3. The results obtained for this sample
were typical of the entire set of AlxGa1 – xAs samples
with different compositional gradients and doping lev-
els. The samples were doped with Zn+ acceptor to
NZn > 1017 cm–3. No luminescence was observed in
undoped samples.

As was expected, once the stimulating light is
switched on, the emission intensity in the range of the
spontaneous-emission line increases. This corresponds
to an increase in the quantum yield ηi with growing
intensity of the stimulating light. For a sufficiently high
stimulating-light intensity, an increase in Ii tends to
level off in the short-wavelength part of the emission
band, which means that ηi  1. This occurs in the

case shown in Fig. 2. Therefore, the /  ratio near
the emission-line peak furnishes an opportunity to use
(22) to estimate the internal quantum yield at η ≈ 0.7.

We note that the /  ratio is somewhat larger (see
Fig. 2) in the red part of the emission band, as would be
expected from (21).

The locked-in detection enables elimination of the
dc component of the stimulating radiation. Without
laser excitation, but with stimulating illumination, the
background radiation was much weaker than both the
spontaneous luminescence signal under laser excitation
and the luminescence enhancement under stimulation
(Fig. 2). However, as can be seen from Fig. 2, signifi-
cant radiation-intensity fluctuations were observed in
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Ĩ
i

Ĩ
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the long-wavelength part of the spectrum, becoming
more pronounced with increasing illumination inten-
sity. We relate these fluctuations to those of the stimu-
lating signal intensity. The fluctuations imposed a
restriction on the stimulating light intensity used in the
experiment.

The stimulated luminescence intensity depends on
the direction of the stimulating illumination. The stim-
ulating radiation filling an external solid angle dΩ is
refracted at the surface of the semiconductor wafer with
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Fig. 2. Spectra of spontaneous Isp and stimulated Ii lumines-
cence from AlxGa1 – xAs wafer and the ratio of their intensi-

ties Ii/Isp for the experimental configuration shown in Fig. 1.
Curve Ib shows the background radiation in the absence of
laser generation of electron–hole pairs.

Fig. 3. Spectra of averaged experimental luminescence
intensities for AlxGa1 – xAs structures with (a) x = 0.2 and
d = 55 µm and (b) x = 0.32 and d = 70 µm for different direc-
tions of the stimulating illumination. The experimental con-
figuration is shown in notations of Fig. 1. Numbers desig-
nating the illumination source S correspond to the angle
between the illuminating light and detected luminescence
directions. Dashed lines correspond to spontaneous lumi-
nescence in the absence of illumination.
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high nr and finds itself within a narrow solid angle
inside the semiconductor

(23)

Thus, the stimulating radiation in the semiconductor
is always within the solid angle corresponding to the
angle of the total internal reflection, which ensures its
emergence from the crystal. In order to ensure the out-
put of the stimulated emission within the solid angle
dΩdet corresponding to the angular aperture of the lumi-
nescence detector, the stimulating radiation incident on
the wafer should be concentrated within the same solid
angle dΩ = dΩdet in accordance with (23).

The dependence of PL spectra of a graded-gap crys-
tal on the direction of a parallel beam of stimulating
light is shown in Fig. 3. The angular aperture of the
luminescence-detector lens is less than 30°. From
Fig. 3 it is evident that a clearly pronounced stimulated
luminescence component is observed in the detected
output signal when the incidence angle ϕ < 30°. How-
ever, this component disappears at ϕ > 30°, which indi-
cates a directed effect of the stimulating illumination on
the stimulated luminescence. The stimulated part of the
luminescence from the narrow-gap side of the crystal
disappears completely if the stimulating illumination is
incident on the same side. In this case, the stimulating
radiation was directed from the emitting surface inside
the crystal bulk where it was re-emitted with a red shift
in the radiation spectrum (Fig. 3).

dΩ θ( ) dΩ
nr

2
-------.=
4. CONCLUSION

It is shown that stimulation of the recombination of
nonequilibrium electron–hole pairs in a graded-gap
AlxGa1 – xAs semiconductor by external radiation
causes a rise in the internal quantum yield of PL. This
manifests itself in the fact that the intensity of stimu-
lated luminescence is 1/η stronger, compared with the
spontaneous emission, which makes it possible to
determine experimentally the external quantum yield η
of the spontaneous electron–hole recombination.

Stimulating illumination governs the direction of
the stimulated emission. This permits the radiation to
be directed within a solid angle smaller than the angle
of the total internal reflection and thus be extracted
from the crystal.
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ž ž Š ė
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Abstract—Results of a comprehensive study of electrical and photoelectric properties of isotype (p-Si/p-GaN:O)
and anisotype n-Si/p-GaN:O) heterojunctions are reported. The structures were fabricated by chemical vapor
deposition of thin films of GaN:O solid solutions on silicon substrates by pyrolytic decomposition of gallium
monoammine chloride in the presence of water vapor. Total and spectral photosensitivity and photoresponse
kinetics in the current mode under forward and reverse biases, current–voltage characteristics, and saturation
open-circuit photovoltage were studied. It was found that in both kinds of heterojunctions the charge distribu-
tion near the contacts is mainly governed by carrier capture into interface states (with density estimated to be
~1014–1015 cm–2) with the formation of depletion layers on both sides of the interface. Photosensitivity mech-
anisms are analyzed for anisotype and isotype heterojunctions. It is shown that the differential nature of the pho-
toresponse kinetics is related to the recharging of interface states, and the strong rise in the photoresponse signal
of a biased anisotype heterojunction is attributed to the phototransistor effect. The proposed energy band mod-
els of the heterojunctions consistently describe the observed effects. © 2000 MAIK “Nauka/Interperiodica”.
The wide band gap (Eg = 3.4 eV) accounts for the
interest in gallium nitride as a promising material for
the fabrication of detectors and light-emitting devices
for the short-wavelength region of the visible spectral
range. The introduction of oxygen into gallium nitride
is accompanied by the formation of oxynitride solid
solutions GaN:O and leads to the widening of the band
gap to as much as 3.9 eV [1]. This fact gives reason to
believe that detectors of UV light can be fabricated on
the basis of oxynitrides. The use of gallium oxynitride
as a heterojunction (HJ) component and the fabrication
of a device on its basis combining advantages of a HJ
and the possibilities of the oxynitride enhance the pros-
pects for practical application of this material. First
attempts to develop a photodetector on the basis of a
Si/GaN:O demonstrated that the device shows photo-
sensitivity in a wide spectral range [1].

In this paper (a continuation of [1]), we report the
results obtained in a comprehensive study of electrical
and photoelectric properties of isotype (p-Si/p-GaN:O)
and anisotype (n-Si/p-GaN:O) HJs. An attempt is made
to analyze the photosensitivity mechanisms with regard
to the energy band diagrams of isotype and anisotype
Si/GaN:O HJs.

The heterostructures were fabricated on n- and
p-type (100) Si substrates KEF-7.5 (n-Si:P, ρ = 7.55 Ω cm)
and KDB-10 (p-Si:B, ρ = 10 Ω cm, respectively).
GaN:O films with varied content of oxygen were grown
by the chemical vapor deposition method in the chlo-
ride-hydride system, using the pyrolytic decomposition
of gallium monoammine chloride (gallium trichloride
ammonia complex, GTAC) [1]. The carrier (hole) con-
1063-7826/00/3411- $20.00 © 1295
centration in the films was, p = 5 × 1017–5 × 1018 cm–3,
depending on the oxygen content.

The total photosensitivity, photoresponse kinetics,
and spectral photosensitivity of the obtained hetero-
structures were measured and their current–voltage
(I−V) characteristics were measured. The photore-
sponse signal Uph was measured in the short-circuit
mode with varied bias U applied to a HJ. All measure-
ments were done with HJ illuminated from the wide-
gap side. The photoresponse kinetics was studied by
recording the photoresponse oscillograms on illuminat-
ing the HJ with 2–10-ms rectangular light pulses. As a
source of light, we used a GaAs LED with emission
wavelength λ = 0.85 µm. The measurements were per-
formed in the linear portion of the photocurrent–illumi-
nance characteristic.

All the HJs studied, both isotype (p–p) and aniso-
type (n–p), showed photosensitivity under zero bias.
The measurement results are listed in the table. The
photoresponse signal of anisotype HJs far exceeds (by
nearly three orders of magnitude) the corresponding
values for isotype HJs. Such an excess of the photosen-
sitivity of anisotype HJs over that of isotype hetero-
junctions was observed for all oxygen concentrations in
the oxynitride film, characterized by the vapor pressure
ratio /PGTAC of water and GTAC vapors in the
course of deposition. Under reverse bias (with GaN
positive for isotype HJ), the photoresponse signal
increased for both anisotype and isotype HJs. A rise in
the signal was observed with an increase in the bias
voltage and reached the maximum value of photore-
sponse achieved at U ≈ –(3–4) V. The ratio of the max-
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imum photoresponse signals for anisotype HJs to the
values at zero bias was no larger than 2–5 (depending
on oxygen content of the films). The same ratio for iso-
type HJs was as large as 102–103 (see table). Further-
more, for isotype HJs, a rise in photoresponse signal
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λ, nm
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Fig. 1. Spectral characteristics of anisotype n-Si/p-GaN:O
heterojunctions obtained at various partial pressures of
water vapor /PGTAC = (1) 0, (2) 0.150, (3) 0.267,

(4) 0.464, (5) 0.55, and (6) 0.725.

PH2O
(with respect to the zero-bias value) was observed not
only under reverse, but also under forward bias (with
GaN negative).

The zero-bias spectral characteristics of anisotype
HJs (Fig. 1) are typical of HJs (similar dependences
measured in the open-circuit mode were reported for
anisotype HJs in [1]). The photoelectric threshold is
determined by the band gap of the narrow-gap semi-
conductor, i.e., Si. The position of the short-wavelength
photosensitivity falloff depends on the oxygen content,
being shifted to shorter wavelengths with increasing
oxygen concentration in the film. Under reverse bias,
the shape of the spectral characteristics of anisotype
HJs remained practically unchanged. On applying
reverse bias, the spectral characteristics of isotype HJs
showed changes in the photoresponse signal only in the
short-wavelength region of the spectrum. With an
increase in the oxygen content of a gallium nitride film,
the current sensitivity in this spectral region decreased.
A similar behavior was observed on forward-biasing of
isotype HJ.

Measurements of the photoresponse kinetics for an
anisotype HJ demonstrated that the photoresponse vari-
ation with time t has a differential nature, irrespective
of the oxygen content of the film. Once the HJ is illu-
minated (t = 0), the photocurrent rises fast, reaching
maximum value. After that the signal decays slowly.
The time constants of the fast and slow processes are
~5 × 10–5 and ~3 × 10–3 s, respectively. On switching
the light off, a sharp signal overshoot with sign reversal
was observed, with subsequent slow decay to the zero
value. Figure 2 shows characteristic time dependences
of photoresponse relaxation Uph(t) for an anisotype HJ
under varied bias. With an increase in the reverse bias,
the photoresponse curves are smoothed and become
Photoelectric parameters of anisotype and isotype Si/GaN:O HJ

Sample no. /PGTAC
HJ type

Si/GaN:O
Photoresponse signal 
Uph, mV (U = 0 V)

Photoresponse signal 
Uph, mV (U = –3 V)

1 0 n–p 13 38

p–p 0.09 –

2 0.138 n–p 11 30

p–p 0.062 50

3 0.150 n–p 50 40

p–p 0.03 55

4 0.267 n–p 35 60

p–p 0.26 65

5 0.464 n–p 32 75

p–p 0.02 90

6 0.550 n–p 30 80

p–p 0.058 150

7 0.725 n–p 0.12 50

p–p 0.022 65

PH2O
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monotonic at U ≈ –(0.2–4) V. Under forward bias, the
photoresponse kinetics remains qualitatively the same,
with the signal sign preserved. However, with an
increase in the forward bias, the relaxation curves
become increasingly nonmonotonic, and the photore-
sponse-signal intensity markedly decreases.

The differential nature of the photoresponse signal
relaxation is also characteristic of isotype HJs (Fig. 3).
However, in contrast to the case considered above,
here, the relaxation curves are smoothed with increas-
ing bias for both the reverse and forward biases. In
addition, the photoresponse signals have different signs
for forward- and reverse-biased HJs.

All isotype and anisotype HJs exhibit rectification
[1]. At small biases, forward I–V characteristics of
anisotype HJs (Fig. 4a) show an exponential depen-
dence of the type I ∝  exp(eU/βkT) with β = 2–3. At
higher voltages the forward current I ∝  exp(AU). The
reverse I–V characteristics are characterized by a
power-law dependence of the current on voltage I =
A(T)Um.

For isotype HJs, the forward and reverse currents are
described by power-law dependences of the type I =
A(T)Um. The slope of the forward characteristics varies,
depending on the voltage, between m ≈ 1.5 at U < 2 V
to m ≈ 2.5 at higher voltages (Fig. 5a). In reverse char-
acteristics, two linear portions can also be distin-
guished, with different slopes at small and high biases
(Fig. 5b).

Energy band diagrams were constructed to analyze
the photosensitivity mechanisms, for both types of HJs
under study. Since no data on the electron affinity of
gallium oxynitride are available in the literature, the
basic parameters of the diagrams (band offsets ∆Ec and
∆Ev) were determined from the experimentally found
diffusion potentials VD1 and VD2 with regard to the
Fermi energies and band gaps of the HJ components.
The diffusion potentials were found from the saturation
open-circuit voltage on illuminating a HJ with high-
intensity light pulse, and also from I–V characteristics.
Figures 6a and 6b show energy band diagrams (T =
300 K) for isotype and anisotype Si/GaN:O HJs with
oxygen content in the wide-gap material corresponding
to /PGTAC = 0.55. In the diagrams, the band gaps of
silicon and gallium oxynitride are, respectively, Eg1 =
1.12 eV and Eg2 = 3.85 eV [1]; ∆Ec = 2.75 eV, ∆Ev =
0.18 eV, VD1 = 0.30 eV, and VD2 = 0.11 eV for anisotype
HJ and ∆Ec = 2.92 eV, ∆Ev = 0.27 eV, VD1 = 0.32 eV,
and VD2 = 0.09 eV for isotype HJ.

A specific feature of Si/GaN:O HJs, and also of
many other actual HJs with pronounced lattice mis-
match, is the high concentration of surface states at the
Si−GaN:O interface. An estimation taking into account
the lattice mismatch between the two components
yields, depending on the oxygen content in the oxyni-
tride film, surface state densities of ~1014–1015 cm–2.
Interacting with carriers, surface states modify the spa-

PH2O
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tial distribution of charge at the interface and thereby
affect characteristics of nonequilibrium processes [2].
The presence of surface states at the Si–GaN:O inter-
face is confirmed by the data on the open-circuit volt-
age sign for isotype HJ. The different signs of photo-
voltage in exciting the electron–hole pairs in silicon (by
photons with energy Eg1 < hν < Eg2) and in oxynitride
(hν < Eg2) indicate that the contact electric fields in
these semiconductors are oppositely directed. Conse-
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Fig. 2. Photoresponse kinetics of anisotype n-Si/p-GaN:O
heterojunction under various forward (+) and reverse (–)
biases U = (1) +0.25, (2) 0, (3) –0.1, (4) –0.2, and (5) –3 V.

Fig. 3. Photoresponse kinetics of isotype p-Si/p-GaN:O het-
erojunction under various forward (+) and reverse (–)
biases. U: (1) –0.2, (2) –0.1, (3) 0, (4) +0.1, (5) +0.2,
(6) +0.4, and (7) +3.5 V.
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quently, the surface states change the space charge
regions (SCRs) in gallium oxynitride and silicon, form-
ing depletion layers on both sides of the interface. The
presence of surface states is also evidenced by the coef-
ficient β ≈ 2 in the forward I–V characteristic of the
anisotype HJ, I ∝  exp(eU/βkT), pointing to the partici-
pation of recombination processes at the interface in the

I, mA

100

10

1

0.1

2

1

3

0.5 1.0 1.5

(a)

I, mA

U, V

10

1

0.1

2

1

3

–0.1 –1

(b)

Fig. 4. Forward (a) and reverse (b) I–V characteristics of
anisotype n-Si/p-GaN:O heterojunction at different temper-
atures T: (1) 200, (2) 250, and (3) 300 K.
charge transport [2]. In anisotype HJs, surface states
redistribute the diffusion potentials between the com-
ponents, resulting in higher VD2 values in the heavily
doped oxynitride. (Without taking into account the sur-
face states, the values of VD2 would be expected to be
much lower than those observed in the experiment for
the existing carrier concentrations in GaN:O.)
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Fig. 5. Forward (a) and reverse (b) I–V characteristics of iso-
type p-Si/p-GaN:O heterojunction at different temperatures
T: (1) 150, (2) 250, and (3) 300 K.
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Let us consider the obtained results taking into
account the effect of surface states at the HJ interface.
An especially profound effect is exerted on the photo-
response kinetics and photosensitivity of the hetero-
junction.

Describing the photoresponse of an anisotype HJ,
we noted its differential form. The nonmonotic run of
photoresponse curves has been observed previously in
studying the photoresponse kinetics of anisotype
n-Si/p-PbS [3], isotype n-CdS/n-CdSe [4], and other
HJs [5–7]. Despite the qualitative similarity of the
results, such a behavior may have a different origin. In
[3], the differential type of the photoresponse kinetics
was related to the presence of an insulating layer at the
interface between the HJ components. In [8], it was
demonstrated theoretically that a nonmonotonic photo-
response kinetics is likely to occur if a certain relation
exists between parameters of semiconducting materials
and capacitance of the depletion regions at the HJ inter-
face, with such a situation possible both in ideal and
nonideal HJs. The model proposed in [5–7] explains
the nonmonotonic behavior with the occurrence of two
competing processes. The first of these is associated
with the separation of nonequilibrium carriers in the
electric field of the near-interface barrier and leads to a
rise in photoresponse amplitude. The second is related
to the recharging of the surface states. The decrease in
photoresponse is explained by the capture of nonequi-
librium carriers by surface states and their subsequent
recombination. The changing sign of the photoresponse
on switching off the light is attributed to a loss of
charge from surface states, with the barrier height
decreasing. In [4], the differential behavior of the pho-
toresponse of an isotype n-CdS/n-CdSe HJ was related
to the surface states and a conclusion was made that
illumination causes the height of the equilibrium bar-
rier (formed through capture of carriers by surface
states) to decrease, rather than increase as in [5–7]. This
is due to the accumulation of photogenerated holes in
the near-interface potential well and their recombination
with electrons in surface states. The recombination and
a decrease in the barrier height result in an increased
carrier flux to surface states, and the photoresponse sig-
nal decreases. After the illumination is switched off, the
barrier height is restored to the equilibrium value via
capture of electrons from the bulk by surface states.

Analyzing the photoresponse kinetics for the HJs
under study, we come to a conclusion that the photosen-
sitivity mechanisms in isotype and anisotype Si/GaN:O
HJs are different (despite the fact that the SCRs in both
types of HJ are determined by surface states). In isotype
HJs the photosensitivity mechanism is associated with
two competing processes: carrier separation in the
near-interface field, resulting in higher photocurrent,
and recharging of the surface states, leading to a
decrease in photocurrent. Since in illumination through
the wide-gap material (GaN:O) nonequilibrium carriers
are generated in Si near the interface, there is a high
probability that photogenerated electrons will be cap-
SEMICONDUCTORS      Vol. 34      No. 11      2000
tured by surface state and then recombine with holes.
The carrier separation efficiency grows when the inter-
nal accelerating field becomes stronger, which occurs
with increasing reverse bias. In this case, capture of car-
riers and their recombination via surface states
decrease with the result that the photoresponse
increases and its time dependence is smoothed, retain-
ing its maximum value during the entire light pulse.
However, an increase in the bias causes the photore-
sponse signal to become only several times larger.

In isotype HJs, as also in anisotype heterojunctions,
the kinetics of photoresponse relaxation has a differen-
tial form. However, the kinetics of the isotype HJ shows
some specific features. First, the photoresponse at zero
bias is very weak. A bias, positive or negative, applied
to the HJ results in stronger photoresponse. Second, the
photoresponse of a forward-biased HJ has a sign oppo-
site to that for zero and reverse biases. Third, a bias
applied to the HJ raises the photocurrent by several
orders of magnitude. It should be noted that the differ-
ent signs of the photoresponse under forward and
reverse biases and its increase in intensity in both cases
can serve as an additional argument in favor of the con-
clusion that we are dealing with an isotype HJ having
depletion regions on both sides of the heterointerface.

The strong rise in photoresponse on applying a bias
cannot be attributed only to the efficiency of photocar-
rier separation by accelerating near-interface field. The
observed rise in photoresponse of a HJ with high den-
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Fig. 6. Energy band diagrams: (a) anisotype n-Si/p-GaN:O
and (b) isotype p-Si/p-GaN:O HJs.
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sity of surface states under both bias polarities may be
due to a phototransistor effect. On illuminating a HJ,
nonequilibrium carriers (electrons) generated in the
narrow-gap semiconductor are directed into the well by
the near-interface field. The accumulation of minority
carriers at the interface and their recombination with
the charge in the surface states reduce the height of the
potential barrier. This, in turn, leads to an increasing
flow of majority carriers across the interface. Thus, the
change in the current flowing through the HJ may
exceed manyfold the flow of photocarriers generated
directly by the incident light. Such an increase in pho-
tosensitivity owing to the modulation of the through
current has been observed in n-CdS/n-CdSe [4] and
n-Ge/n-Si [9] structures. Another specific feature of the
photoresponse curves of isotype HJs is to be noted: the
photoresponse signal has different signs under forward
and reverse biases. This can be explained by the differ-
ent flow directions of the majority carriers in these two
cases. As a result, the photoresponse sign reversal can
be observed on applying biases of different polarities.
Thus, the fact that the photosensitivity of isotype HJs is
governed by the mechanism of through current modu-
lation makes it possible to obtain strong photoresponse
signals in structures with high density of surface states.
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Abstract—Atomic-force microscopy and photoluminescence were used for studying the nanorelief of a
(0001)GaN surface treated in sodium-sulfide solutions. The small-scale surface relief of the layer was shown
to be largely smoothed after the sulfide treatment. © 2000 MAIK “Nauka/Interperiodica”.
In recent years, the investigations of the properties
of gallium-nitride surfaces and of ways to modify their
electronic structure have acquired a special importance
in the development of electronics (surface-emitting
lasers, ultraviolet photodetectors, etc.) [1]. As is
known, gallium-nitride single crystals are chemically
inert with respect to the majority of etchants used for
III–V semiconductors [2]. Recently, it was found that
alkaline etchants based on NaOH and KOH can be used
successfully in the chemical treatment of a GaN surface
[3, 4]. However, low etch rates and a strong anisotropy
of the crystal result, as a rule, in the emergence of
roughness on the gallium-nitride surface [5].

Currently, the technology of III–V semiconductors
(GaAs, InP, InAs, etc.) includes the chalcogenide pas-
sivation of a surface using solutions. For example, this
method of treatment made it possible to substantially
reduce the density of the GaAs surface states and, as a
result, to enhance the performance of transistors, lasers,
and a number of other devices [6].

Attempts are undertaken to use this technology for
modifying the electronic structure of a GaN surface as
well. The treatment of the n-GaN surface in (NH4)2S solu-
tions has already made it possible to increase the photolu-
minescence (PL) intensity [7], to reduce the resistance of
nonrectifying contact to p-GaN [8, 9], and to reduce the
height of the near-surface barrier in GaN [10].

The purpose of this study is to clarify the feasibility
of using the sulfide solutions for smoothing the nanore-
lief of the (0001)GaN surface.

GaN layers, 2 mm thick with an electron concentra-
tion n = 1017 cm–3, were grown by gaseous-phase epit-
axy from organometallic compounds on sapphire sub-
strates with the (0001) orientation [11].

The chemical treatment of the GaN surface was
achieved by the immersion of a layer for 1 min in a boil-
ing water solution of sodium sulfide (Na2S : 9H2O)
1063-7826/00/3411- $20.00 © 21301
with simultaneous illumination with a 200-W incan-
descent lamp.

The PL was excited by a pulsed nitrogen laser
(emission wavelength λ = 337 nm) similar to [12] and
measured at room temperature. The PL was excited and
detected through the sapphire substrate (Fig. 1).

The surface of the layers grown has both a large-
scale roughness associated with the sapphire-substrate
relief and a nanoscale irregularity associated with the
interaction of gallium atoms with oxygen and carbon.
Atomic-force microscopy (AFM) under atmospheric
conditions was used for investigating the nanometer-scale
fluctuations of the relief in the area of ~200 × 200 nm2, a
linear size of the scanned area amounting to approxi-
mately a half-wavelength of the PL emission.

The experimental results are as follows.
At a temperature T = 300 K, we observed two emis-

sion bands in the PL spectrum of the n-GaN layers with
energies hν1 = 3.4 eV and hν2 = 2.8 eV and half-widths
of 0.05 and 0.25 eV, respectively (Fig. 2a). As has been
shown in previous studies, the low-energy band (hν2)
corresponds to the donor–acceptor recombination,
while the band with the peak at hν1 belongs to the so-
called edge luminescence (see, for example, [13]).

Unexpected results were obtained in the measure-
ments of the luminescence passing through a sapphire
substrate. For this variant of detection, it turns out that
the chemical treatment of the GaN surface in sulfide
solutions leads to a marked, almost double, increase in
the intensity of the donor–acceptor-recombination
band (Fig. 2b). The intensity of the edge-luminescence
band remains virtually unchanged. The detection of the
spectra from the free-surface side revealed no such
effect.

The comparison between the treated and untreated
small areas of the GaN surface (200 × 200 nm2) by
means of AFM showed that the chemical treatment
results in decreasing both the amplitude of the
000 MAIK “Nauka/Interperiodica”
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GaN-surface roughness (by the factor of 3) and the size
of fluctuations in the surface roughness (by a factor
of 5).

As is known, GaN interacts with KOH and NaOH
solutions according to the reaction

(1)

with subsequent dissolution of gallium hydroxide in
water. However, this process does not result in the
chemical polishing of the GaN surface because the rate
of the hydroxide formation is higher than the rate of its
removal, and the oxides are removed only slightly [5].
When using sodium-sulfide water solutions, the inter-

GaN + OH
–

3H2O Ga OH( )4
–

NH3+ +

hv

Sapphire
Treated 

GaN surface

l

hv1 = 3.4 eV

hv2 = 2.8 eV

hv, eV
2.5 2.7 2.9 3.1 3.3 3.5

(a)

(b)
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, a
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. u
ni

ts

L

Fig. 1. Schematic representation of a GaN/sapphire struc-
ture under PL conditions.

Fig. 2. PL spectra from the GaN layer (a) untreated and
(b) treated in a Na2S water solution.
action between GaN and HS– ions proceeds according
to the reaction

(2)

In this case, as with the chalcogenide passivation of
III−V semiconductors [6], the removal of oxides from
the GaN surface and the formation of a sulfur-contain-
ing layer must take place. In fact, when the GaN surface
is treated in (NH4)2S solutions, the amount of oxides on
the surface decreases [10]. Since the GaN etching
according to reaction (2) must occur with a substan-
tially higher rate than that for reaction (1), the
GaN-surface sulfidizing must result in more efficient
polishing.

Based on the above concept of chemical modifica-
tion of a gallium-nitride surface by sulfide solutions,
we may assume that a change in the ratio between
intensities of the bands is caused by a change in the
free-surface state of these samples during their treat-
ment.

In fact, when the GaN layer with a thickness l =
2 µm is illuminated from the sapphire-substrate side,
the absorption of the light occurs at a distance L0 =
0.05 µm [14] from the sapphire–GaN interface. In this
case, the diffusion length for the minority charge carri-
ers amounts to L∗  = 0.2 ± 0.05 µm [15]. Because the
thickness of the photoactive region L = L0 + L∗  ≈
0.3 µm remains significantly less than l, the emission
associated with the interband recombination emerges
partially through the sapphire window and is partially
absorbed in the GaN layer bulk without reaching the
surface. The emission associated with the donor–
acceptor recombination also emerges partially through
the sapphire window; however, it partially reaches the
surface of the GaN layer and, virtually without absorp-
tion, reflects from this surface, emerging through the
sapphire window only after this. A change in the relief
of the GaN surface affects only the photons that emerge
through the sapphire window and are associated with
the donor–acceptor recombination. The modulation of
the donor–acceptor recombination band (periodic peaks)
(Figs. 2a, 2b) caused by the interference of the emission
in the GaN layer confirms unambiguously that the light
reflected by the GaN-layer surface actually reaches the
substrate and emerges through it.

We detect experimentally an intensity of the PL
component that emerges through the sapphire window
and is associated with the donor–acceptor recombina-
tion. After the chemical treatment, it is the GaN surface
region that is modified to an insignificant depth (of the
order of nanometers), and, in this case, the intensity in
the donor–acceptor-recombination band increases.
Under these conditions, it is reasonable to relate the
effect observed to a change in the coefficient of reflec-
tion of the donor–acceptor emission from the layer free

2GaN + 3HS
–
+ 5H2O

Ga2S3 + 2NH3 + 5OH
–

H2.+
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Fig. 3. (a, c) Surface profile and (b, d) the magnitude of the fluctuation of the surface inhomogeneities for GaN (a, b) untreated and
(c, d) treated in a Na2S water solution. N is the number of points with the given height Z of the relief.

Scale: x, 10 nm; y, 10 nm; and x, 1 nm

Scale: x, 10 nm; y, 10 nm; and x, 1 nm
surface. Since the intensity of the edge-luminescence
band remains unchanged, the ratio between the intensi-
ties of the donor–acceptor recombination and the edge
recombination changes towards the increase of the
former (Fig. 2b).

Certain details of the spectra observed remain unex-
plained. In particular, it is not quite clear why the depth
of the interference modulation of the donor–acceptor
band does not change with increasing reflected-light
intensity. A qualitative explanation for this fact can be
found by assuming that the interference contrast is
determined by the phase loss of the light wave when it
passes through an inhomogeneous medium (the GaN
layer). However, the data available are insufficient for
the qualitative justification of such an assumption.
SEMICONDUCTORS      Vol. 34      No. 11      2000
It may appear that a change in the nanometer-scale
surface relief should not influence the passage of the
light. Indeed, since a PL wavelength amounts to
0.5 µm, and so the light waves cannot be reflected and
refracted by nanometer inhomogeneities of the surface.
In this case, the light wave propagates as if in a contin-
uum, and the parameters of individual inhomogeneities
influence only the averaged parameters of the medium
in which the wave propagates. However, when the light
passes through the sample surface (the media inter-
face), the presence of the nanorelief on the surface
means that there is a transition layer with the refractive
index changing from a value characteristic for the crys-
tal to unity. Thereby, the developed surface relief in the
nanometer scale is a natural antireflection layer for the
emerging PL emission. The treatment of the surface
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leading to smoothing the relief on this scale and,
thereby, to improving the quality of the surface, at the
same time, removes an oxidized near-surface layer and
forms a sulfidized layer that results in changing the
refractive index and in increasing the intensity of the
light reflected from this near-surface layer.

The comparison and analysis of the AFM-images of
surface areas, both untreated and treated in a sulfide
solution, show that the chemical treatment leads to an
appreciable decrease in the amplitude of nanoscale
fluctuations of the relief over an area of 200 × 200 nm2

difference between the peaks and valleys in the relief
decreases approximately by a factor of 3 (Figs. 3a, 3c),
while the rms value of the relief fluctuation decreased
almost by the factor of 5 (Figs. 3b, 3d). As the analysis
of the AFM-images of the surface and the results of the
PL investigation show, the treatment in the sulphur-
containing solutions leads to an appreciable decrease in
the nanoscale fluctuations of the GaN surface layer.

Thus, the following results were obtained in this
study:

We discovered the effect of reducing the inhomoge-
neities of a GaN surface when using the sulphur-con-
taining solutions.

We assumed that the change in the nanorelief of the
GaN surface can occur owing to the removal of the oxi-
dized layer and the formation of a sulfidized layer at a
higher rate of reaction.
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Abstract—An excess tunnel current in GaP epitaxial nondegenerate p–n junctions on GaP and Si substrates
was studied. An important experimental result is that the slope of exponential current–voltage (I–V) character-
istic (in lnI–V coordinates) is independent of the width of the space-charge region, i.e., on n- and p-region dop-
ing levels. This fact is unexplained by existing models. A dislocation shunt model based on multihop tunneling
through a dislocation line, which may be considered as a chain of parabolic potential barriers, is proposed. The
density of dislocations predicted by this model is in agreement with the transmission electron microscopy
(TEM) observations. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A topical problem of micro- and optoelectronics is
the determination of dislocation density in homo- and
heterostructures (p−n junctions and metal–semicon-
ductor junctions), which considerably affects both the
operating parameters and the stability of semiconduc-
tor devices. Specifically, dislocations are known to
cause the so-called excess tunneling component of the
forward current in tunnel diodes [1], i.e., in degenerate
p−n junctions. The tunneling component of forward
current was observed also in nondegenerate heterojunc-
tions [2–4] and homojunctions [4], where it can also be
considered as excess tunneling component. Numerous
experiments have shown that this component arises as
a result of intentional introduction of defects: electron
radiation [1, 5, 6], neutron radiation [7], high doping
[5, 6], and a mismatch in the heterocombination lattices
[2, 3, 8] are some examples. In accordance with the
existing models [3, 5, 9], the defects induced in a space-
charge region, produce levels within the band gap, thus
considerably facilitating the tunneling.

It is believed that dislocations threading through the
space-charge region are the defects that promote the
tunneling and cause the excess tunnel current. Actually,
a dislocation is a linear extended defect that can provide
a series of localized states spaced at a characteristic
tunneling length (~1 nm). For a similar result, the con-
centration of randomly distributed point defects should
be as high as 1021 cm–3, which is sufficient for giving
rise to an excess tunnel current even in lightly doped
and noncompensated semiconductor structures.

In this paper, we use GaP p−n junctions to demon-
strate that an excess tunnel current can be attributed to
dislocations. A model of tunneling through a space-
1063-7826/00/3411- $20.00 © 21305
charge region (SCR) along a dislocation line (tube) is
suggested.

First, we compare the values of excess tunnel cur-
rent in epitaxial GaP p−n structures that were grown on
GaP substrate and foreign Si substrate, owing to which
they had appreciably different dislocation density (a for-
eign substrate is known to cause an increase in the dis-
location density in the epilayer).

Second, we used the current–voltage characteristics
to determine the dislocation density in an active region
of GaP p−n junction assuming that the excess tunnel
current is governed by dislocations that thread through
the SCR and compared the result with the transmission
electron microscopy (TEM) observations.

2. EXPERIMENTAL

Two types of p−n structures, on Si and GaP sub-
strates, were grown by the same procedure, with the
aim of assessing the effect of additional defects result-
ing from replacement of GaP substrate with an extrane-
ous one.

The epitaxial GaP p−n junctions on n-Si substrate
were produced by gaseous epitaxy in a chloride system
Ga(GaP)–PCl3–H2 [10, 11] and had n- and p-regions of
3–4 and 2–3 µm thick, respectively.

The epitaxial p−n junctions on n-GaP substrate were
produced simultaneously with p−n-GaP/n-Si structures
(by the same procedure) and had the same thickness of
epitaxial n- and p-regions. The equilibrium majority-
carrier densities in n- and p-GaP regions were 1017 cm–3

and (3–5) × 1016 cm–3, respectively. Polished n-Si
waters (n-Si:P, ρ = 0.001 Ω cm) oriented in (100) plane
with a disorientation of 4°–6° in [110] direction and
polished n-GaP waters oriented in (100) plane with a
000 MAIK “Nauka/Interperiodica”
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disorientation of 4° in [110] direction were used for
substrates. The equilibrium majority-carrier density in
n-GaP waters was (5–8) × 1017 cm–3. The junction areas
for the studied p−n-GaP/n-Si and p−n-GaP/n-GaP
structures were 1–3 mm2.

To form nonrectifying contacts, In + 2.5%Zn was
alloyed into p-GaP epitaxial layer and In + 2.5%Te,
into the n-Si and n-GaP substrates; the alloying temper-
ature was 600–650°C in all the cases.

3. TRANSMISSION ELECTRON MICROSCOPY 
(TEM)

Density of dislocations affecting the current through
the barrier structures was determined by transmission
electron microscopy. The samples were prepared con-
ventionally, with the use of ion etching.

The images of cross sections of p−n-GaP/n-Si and
p−n-GaP/n-GaP samples are shown in Fig. 1. The GaP
p-region is in the upper panel and the n-region is in the
lower panel; i.e., the barrier is horizontal. Both regions
contain plenty of defects (various dislocations, disloca-
tion loops, precipitates, etc.). However, the statistical
processing of the data yields the linear density of dislo-
cations crossing p−n junction at angles close to 90° as

(a)

(b)

0.5 µm

0.5 µm

Fig. 1. The TEM images of cross sections of (a) p−n-GaP/n-Si
and (b) p−n-GaP/n-GaP structures.
1.2 × 104 cm–1 for p−n-GaP/n-Si and 103 cm–1 for
p−n-GaP/n-GaP (counted per unit boundary length).
These values correspond to dislocation densities in the
plane of junction ρ ≈ 108 and 106 cm–2.

4. DISLOCATION TUNNEL SHUNTING:
MAIN CONSEQUENCES OF THE MODEL

According to the model of dislocation tunnel shunt-
ing [4], the modulus of direct tunnel current and the
dependences of current I on voltage V and temperature T
can be expressed as

(1)

(2)

(3)

where ε is the characteristic energy, e is the elementary
charge, νD is the Debye frequency, ρ is the dislocation
density, k is the Boltzmann constant, Vc is the contact
potential difference between p- and n-regions, Eg is the
band gap linearly depending on temperature in the con-
sidered temperature range as

(4)

(for GaP, Eg(0) = 2.35 eV and α = 3.2 meV/K); Nc and
Nv are effective densities of states in the conduction and
valence band, respectively (for GaP at 293 K, Nc = Nv =
8 × 1018 cm–3); and nn and pp are the free electron and
hole densities in n- and p-regions, respectively (in the
studied case, nn = (1–3) × 1017 cm–3 and pp = (2–5) ×
1017 cm–3 for p−n-GaP/n-Si; nn = (1–3) × 1017 cm–3 and
pp = (1–2) × 1018 cm–3 for p−n-GaP/n-GaP).

As follows from (3) and (4), the contact potential
difference Vc decreases linearly with increasing tem-
perature, and the proportionality factor β can be written
as

(5)

As follows from (2)–(4), lnI0 increases linearly with
increasing temperature, and the proportionality factor
can be expressed as

(6)

It may be noted that the dependences of excess tun-
nel current on voltage and temperature reflects its tun-
nel origin and is well-known [2]. A new aspect pro-
vided by the model [4] is the expression for the pre-
exponential factor, which is rather simple and has a
clear physical meaning.

Using the model [4], and knowing ε and I0 from
experimental current–voltage characteristic as well as

I I0 eVexp /ε 1–( )= ,

I0 eρνD eVc/ε–( ),exp=

eVc Eg kT
Nc

nn

------ln kT
Nv

pp

-------,ln––=

Eg Eg 0( ) αT–=

eβ α k
Nc

nn

------ln k
Nv

pp

-------.ln++=

a eβ/ε.=
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knowing Vc, we can determine the dislocation density
from (2) as

(7)

Using the values of I0(0) and ε(0) obtained by
extrapolating the dependences I0(T) and ε(T) to zero
temperature, we obtain

(8)

5. CURRENT–VOLTAGE (I–V)
AND CAPACITANCE–VOLTAGE (C–V) 

CHARACTERISTICS

The forward current–voltage (I–V) characteristics
for GaP p−n junction on Si substrate at different tem-
peratures are shown in Figs. 2 and 3. First of all it may
be noted that, from near-room temperature and above,
the portions of current–voltage characteristic can be
approximated by the exponential function (1). The
higher is the temperature, the more valid is the expo-
nential approximation. At lower temperatures, the I–V
curve becomes hump-shaped. Close to the liquid-nitro-
gen temperature, the humps are already pronounced;
this is the reason that we did not use the exponential
approximation in this region.

Referring to Fig. 2, the current in the p−n junctions
on Si substrate is larger than that in the structures on
GaP substrate, and the same is true for I0. The slopes of
ε curves are nearly equal, suggesting a similar origin of
the current component in both cases.

It has been found experimentally that ε is almost
independent of temperature (Fig. 4b). The preexponen-
tial factor I0 exhibits an exponential temperature depen-
dence (see Fig. 4a):

(9)

where the experimental value of a is consistent with
that obtained from (5) and (6) with the use of the exper-
imental values of ε.

Temperature independence of ε and exponential
temperature dependence of I0 point to the tunneling ori-
gin of the current, unlike thermal-injection current in
GaP junctions observed in [12] and similar to excess
tunnel current observed in [13]. In the latter case, how-
ever, the excess tunnel component was not initially
present but arose and increased as a result of current
degradation. The fact that I0 is larger in the junctions on
foreign Si substrates having higher dislocation densi-
ties points to the possible dislocation origin of the
excess tunnel current. The I–V curve humpy structure,
especially pronounced at low temperatures, is indica-
tive of the crowding of levels in the band gap; hence, it
does not contradict but even supports the model based
on dislocation tunnel shunting.

ρ
I0

eνD

---------
nn pp

NcNv

------------- 
 

kT /ε Eg

ε
-----.exp=

ρ
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Fig. 2. The forward current–voltage characteristics of GaP
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Fig. 3. The forward current–voltage characteristics of GaP
junction on Si substrate at T = (1) 80, (2) 140, (3) 210,
(4) 293, and (5) 373 K.
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Taking into account the linear dependence of recip-
rocal square capacitance (C–2) on voltage (V) makes it
possible to obtain the effective density

We note that the effective charge-carrier density in
p−n junctions on Si substrates is 3–5 times lower than
that in the junctions on GaP substrates (Fig. 5).
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Fig. 4. Temperature dependences of (a) pre-exponential fac-
tor I0 and (b) characteristic energy ε in GaP junctions on
(1−3) Si and (4, 5) GaP substrates.

Fig. 5. Voltage (V) dependences of the inverse squared
capacitance (C–2) in GaP junctions on (1–3) Si and
(4, 5) GaP substrates for Neff = (3) 2.5 × 1016 and

(4, 5) 1.7 × 1017 cm–3.
6. DISCUSSION

The whole body of experimental data presented in
this paper indicates an excess-tunnel character of the
forward current. The following facts support its dislo-
cation origin: First, at equal voltages, the current
through the Si-substrate junction exceeds the current
through the GaP-substrate junction (see Figs. 2a, 2b).
This is due, in particular, to the preexponential factor.

Second, the dislocation density determined using
expressions (7) and (8) appears to be of the same order
of magnitude as the value obtained from the TEM mea-
surements. For p−n-GaP/n-Si, it is 5 × 107 cm–2 (we
take 1012 s–1 for the Debye frequency in GaP).

Expressions (1)–(4) describe well the dependences
of forward current on voltage and temperature and
yields a reasonable dislocation density. However, the
experiment demonstrated that the original model of dis-
location tunnel shunting [4] needs some further correc-
tion to describe the concentration dependence of ε
more accurately. Specifically, from the capacitance–
voltage (C–V) characteristics shown in Fig. 5 one can
infer that, for the two types of structures under study,
the quantities Neff differ by a factor of 3–5. According
to the model [4], this yields a 1.5–2 times difference in

values of ε, since ε ∝  1/W ∝   (where W is the SCR
width). However, the experimental values of ε obtained
from the current–voltage characteristics (Fig. 4) are
nearly equal for both types of structures.

From the above follows that the model [4] needs
correction. An attempt to do so is made in the next sec-
tion. The suggested changes do not affect the procedure
used in [4] for calculating the dislocation density from
(7) and (8), since the calculation involves only an
empirically determined ε.

7. CORRECTED MODEL OF A DISLOCATION 
SHUNT: MULTIHOP TUNNELING
ALONG A DISLOCATION LINE

To explain the independence of ε from 
observed experimentally, we propose a model of multi-
hop tunneling over a dislocation line.

We proceed from treating a dislocation line as a
chain of localized centers represented as funnel-shaped
potential wells with a set of allowed levels at the edge
of each well. Peaks of the interwell barriers are approx-
imated by parabolas. This representation is illustrated
in Fig. 6. Each of the barriers can be surmounted as a
result of an isoenergetic tunnel hop.

In the symmetrical nondegenerate p−n junction
(Fig. 6), the most probable scenario of electron and
hole motion is the following: they move towards each
other making a series of hops up to the center of junc-
tion, where annihilation occurs. The highest barrier that
limits the carrier motion is in the center of a p−n junc-
tion, with a height of Eb max = e(Vc – V)/2, where Vc is

Neff

Neff
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the contact potential difference (for definiteness, elec-
tron hop is considered).

Tunnel hops are initiated by phonons; therefore, the
limiting hop rate (probability per unit time) ν = νDP,
where νD is the Debye frequency and P is the highest
barrier transparency.

For a parabolic barrier,

(10)

where ω = ,  is the effective electron mass
and r is the curvature of the peak of the limiting para-
bolic barrier. The current along a dislocation line is i =
eν; then, the current density is I = iρ, where ρ is the den-
sity of dislocations intersecting the space-charge region
of the p–n junction. Therefore,

(11)

Here, I0 is given by (2), as before. Using (10), we obtain

(12)

which differs radically from the well-known [2, 4]
expression

where ξ0 is the permittivity of free space, and ξ is the
relative permittivity of semiconductor (GaP, in our
case).

In the considered model of multihop tunneling over
a dislocation line, ε depends on the phenomenological
parameter r (barrier curvature); i.e., ε is actually a char-
acteristic of dislocation type. Experimental quantity
ε = 105 meV implies r = 0.25 J/m2 and limiting barrier
width (when its height is Eb max = eVc/2 = 1.1 eV, i.e., at
zero bias V = 0) d = 2 nm.

In contrast to many other models dealing with
excess tunnel current [2–5], the model of dislocation
shunt implies independence of the current–voltage
characteristic slope ε from the SCR width W, and con-
sequently, from the effective density Neff defined by
n- and p-region doping level. This independence is the
essential distinguishing feature of the dislocation-shunt
model and can serve as a decisive experimental crite-
rion that governs the model choice. From an experi-
mental point of view, an important advantage of the dis-
location-shunt model [4] is the analytical expression
for preexponential factor I0, which is rather simple and
has a clear physical meaning.

As compared to some other models, the dislocation-
shunt model has a wider field of application that is not
restricted to the Schottky-barrier and an abrupt p−n

P
2πEb max

"ω
--------------------– 

  ,exp=

r/me
* me*

I I0
eV
ε

------.exp=

ε "
π
--- r

me
*

-------,=

ε "e
2

------
Neff

ξ0ξme
*

----------------=
1
W
-----,∝
SEMICONDUCTORS      Vol. 34      No. 11      2000
junction, i.e., the structures with a parabolic depen-
dence W ∝  (Vc – V)1/2, which leads to an exponential
current–voltage characteristic. Actually, in the other
models, P ∝  e–W/λ, where λ ∝  (Vc – V)–1/2 is the tunnel
de Broglie wavelength, and hence, I ∝  P ∝  exp(eV/ε).
In contrast, in the dislocation-shunt model, I depends
exponentially on V not only for the steplike but for any
other distribution of impurities in the p−n junction,
because, in this case, the probability P depends on the
width of an individual link (barrier) in the chain of par-
abolic barriers simulating a dislocation line, P ∝
exp(−d/λ) rather than on the SCR width W. This width
(at the tunneling height) is d ∝  (Vc – V)1/2, yielding an
exponential I(V) dependence for any barrier structure
threaded by a dislocation. This is also true, in particular,
for a gradient p−n junction (where W ∝  (Vc − V)1/3) and
is well supported by experimental data.

8. CONCLUSION
Exponential forward current–voltage characteristics

were studied in GaP p−n junctions grown by chloride
gaseous epitaxy on GaP substrates and extraneous Si
substrates, thus having essentially different dislocation
density.

The typical features of a tunnel current (I0 tempera-
ture dependence is weak and ε is nearly independent of
temperature) were observed; i.e., the current is found to
be of excess tunneling origin.

Preexponential factor I0 obtained for the junctions
on extraneous Si substrates is found to be considerably
(from 1.5 to 2 orders of magnitude) larger than that for

p W n

1
2

(Vc  – V)

1
2

(Vc  – V)

Fig. 6. Dislocation-shunt model (multihop tunneling along
dislocation line) for p−n junction. Straight arrow indicates
the limiting tunnel hop.
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the junctions on GaP substrates, whereas the character-
istic energies ε are nearly equal. It may be concluded
that the excess tunnel current has a dislocation origin.

The slope (ε) of the current–voltage characteristic
plotted in lnI–V coordinates is independent of the SCR
width (i.e., of Neff governed by n- and p-region doping
level). This experimental fact suggests that model [4]
should be corrected.

The dislocation-shunt model implying multihop
tunneling along a dislocation line that threads the SCR
of a p−n junction is proposed. According to this model,
dislocation line is represented as a chain of parabolic
potential barriers, which can be surmounted through a
series of isoenergetic tunnel hops initiated by phonons.
The current through the dislocation line is controlled by
the rate of the most improbable (limiting) hop. This is
an electron tunnel hop through the highest barrier
located in the center of p−n junction.

The suggested model enables an estimation of the
dislocation density in active (space-charge) region of a
junction. In structures on Si and GaP substrates, the dislo-
cation density is estimated at 107–108 and 105−106 cm–2,
respectively.
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Abstract—An exponential decrease in the resistance of a Si/Ge/Si structure containing germanium quantum
dots with an increase in the band-to-band optical excitation intensity is observed at 4.2 K. Two different expo-
nential regions in the dependence of structure resistance on the optical excitation intensity are observed in elas-
tically strained structures, but only one such region is observed in unstrained structures. The experimental
results obtained are explained within the model of the hopping conduction of nonequilibrium electrons, which
are localized at and between quantum dots in the strained structures, but are localized only between quantum
dots in the unstrained structures. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Studies of self-organizing quantum dots (QDs) have
evolved recently into a rapidly developing field of
semiconductor physics; this field is important both
from the fundamental and applied points of view.
A major concept of the method for self-organizing QD
formation consists in the growth of a thin layer of one
semiconductor with several monolayers in a matrix of
another semiconductor with highly mismatched lattice
parameters. Owing to the mechanical strains appearing
for a definite critical layer thickness, formation of the
islands becomes energetically favorable (the Stranski–
Krastanov mechanism) [1–8]. The properties of
Si/Ge/Si-structures are studied most actively by the
methods of electron and atomic-force microscopy
[9−13], photoluminescence [10–16], and Raman scat-
tering [4, 5, 10, 17]. The transverse tunneling transport of
charge carriers was studied previously [3], and the trans-
port over the QD layers was studied in [8]. In this study,
the dependence of planar resistance of Si/Ge/Si struc-
tures with QDs on the band-to-band optical excitation
intensity was measured and analyzed for the first time.

EXPERIMENTAL

The structures studied were synthesized by molecu-
lar-beam epitaxy (MBE) using a Katun’ S MBE sys-
tem. A buffer layer of about 40–100 nm thick was grown
on the silicon substrates (n-Si:P, ρ = 5–7.5 Ω cm) with
(100) orientation; then, a thin layer of germanium was
grown, which was covered by a surface silicon layer
20–40 nm thick. All the layers grown were obtained
without an intentional doping, the concentration of
residual impurities in the silicon being approximately
1063-7826/00/3411- $20.00 © 21311
1016 cm–3. The number of germanium monolayers (ML)
NGe in the structures varied from 0 to 25. In the struc-
tures with NGe ≤ 4 ML, the two-dimensional growth of
pseudomorphous germanium layers occurs, and in the
structures with a large nominal thickness of germanium
layer the strained QDs are formed at the wetting germa-
nium layer and have a pyramidal shape. The further
increase of NGe results in the change of the QD shape
from the so-called “hut clusters” to “dome clusters”
[1−7]. A typical QD height is about 3 nm, and the
dimension of the base increases from ≈7 to 30 nm
with an increase of NGe from 6 to 25 ML. Beginning
with NGe ≈ 12 ML, a relaxation of elastic strains occurs
in the structures owing to the introduction of misfit dis-
locations in them, and at NGe ≥ 15 ML, QDs begin to
merge [5]. A small planar size of QD was ensured by
growth at a low temperature, equal to Tg = 200–300°C.
The concentration of QDs in the structures is indepen-
dent of NGe and is approximately equal to NQD =
1011 cm–2. The structures and methods of their forma-
tion are described in detail elsewhere [3, 6–8]. The non-
rectifying contacts were formed by deposition of
indium on the surface of a structure. The dependence of
planar resistance of the structure on the intensity of the
band-to-band optical excitation was measured in the
constant-current mode at the temperature T = 4.2 K and
had a symmetrical shape with respect to the polarity of
the voltage applied. A steady-state band-to-band exci-
tation of the structure was performed using a diode
emitting light in the red region of the spectrum. The
light-emitting diode (LED) was mounted in the imme-
diate vicinity of a reasonably small sample, which
ensured the uniform illumination of the sample surface
area. The radiation intensity of the light-emitting diode
000 MAIK “Nauka/Interperiodica”
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was governed by the current flowing through the LED
and did not exceed 2 mW/cm2.

EXPERIMENTAL RESULTS

The typical experimental dependences of the resis-
tance (R) for three structures with NGe = 6, 10, and
15 ML on the excitation intensity (I) for a fixed magni-
tude of the current flowing through the structures are
shown in Fig. 1. In the unstrained structures (NGe = 15
and 25 ML), the experimental curves are accurately
described by the following dependence:

(1)

Here, ∆R0 = R0 – R∞, R0 is the resistance of the structure
in the dark, R∞ is the resistance of the structure for a

R ∆R0 I/I0–( )exp R∞.+=
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Fig. 1. Experimental dependences of the resistance of
Si/Ge/Si-structures with the nominal thickness of germa-
nium layers NGe = (a) 6, (b) 10, and (c) 15 ML on the band-
to-band optical excitation intensity. T = 4.2 K. The current
flowing through the structures is equal to (a) 8.7, (b) 5.0, (c)
3.6 Å. The dotted curves were obtained using formula (1)
and the dashed curves were obtained using formula (2). For-
mulas are given in the text.
fairly high light intensity (R∞ is independent of the light
intensity); and I0 is the illumination intensity at which
∆R0 decreases by e times. The magnitude of ∆R0 is
about 80% of that of R0. As the current through the
structure increases, an increase in I0 and in the relative
fraction of R∞ is observed as a rule.

In the strained structures (NGe = 6 and 8 ML), the
curve R(I) for low values of current through the struc-
tures is described by the exponential (1), and, as the
current increases, the second portion appears, which
also has an exponential shape

(2)

as can be seen from Fig. 1a for the structure with NGe =
6 ML. In the structure with NGe = 10 ML, both portions
of the curve R(I) (see Fig. 1b) are described by the same
expression (1), but with different characteristic intensi-
ties (I0 and ) and with different values of R∞.

In the structures with NGe ≤ 4 ML, in which the self-
organizing QDs have not yet been formed, the resis-
tance is inversely proportional to the optical excitation
intensity in a wide range of excitation intensities. Such
a dependence testifies a band mechanism of conduc-
tion, when the concentration of nonequilibrium charge
carriers is proportional to the excitation intensity.

The dependences of the  and  on the nominal
thickness NGe of a germanium layer are shown in Fig. 2;
this thickness governs the size of the germanium QDs.
The values of  and  were obtained from the corre-
sponding values of I0 and I1 by extrapolating to zero the
magnitude of current flowing through the structures.
Thus, the influence of the electric field on the nonequi-
librium conduction of structures and the tunneling pro-
cesses is eliminated; the latter are considered else-
where. It can be seen from Fig. 2 that, for the strained
structures with 10 ML, the magnitude of  is larger by
about a factor of 4 than in the structures with 6 and 8
ML and the magnitude of  decreases almost by a fac-

tor of 3 as NGe increases from 6 to 8 ML. The value of 
for the structure with NGe = 10 ML is also given in Fig. 2;
this value by approximately an order of magnitude
exceeds that of  for NGe = 8 ML. In the unstrained
structures, as can be seen from Fig. 2, the magnitude of

 insignificantly decreases with increasing NGe.

DISCUSSION OF RESULTS

A schematic fragment of a structure with QDs in the
plane of their formation is shown in Fig. 3a together
with the band diagrams for two cross sections of the
structure, A and B (Figs. 3b, 3c). The band diagram of
the structure across the cross section A, which does not
intersect the QD, is shown in Fig. 3c. It can be seen
from Fig. 3 that the wetting germanium layer is a quan-

R ∆R1 I/I1( )1/2–[ ]exp R1∞,+=
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tum well (QW) for holes and a barrier for electrons.
Charge carriers generated by the illumination are sepa-
rated in the space: the holes are localized in the germa-
nium layer, and the electrons are localized near the bar-
rier due to the Coulomb attraction. As a result, in the
vicinity of the germanium layer, a quasi-two-dimen-
sional (quasi-2D) layer of nonequilibrium electrons is
produced. The energy diagram of the structure in the
cross section B intersecting two neighboring QDs is
shown in Fig. 3b. Due to the large sizes of QDs in com-
parison with the thickness of the wetting germanium
layer, the ground energy level of holes in the QDs is
deeper than the hole depth in a 2D germanium QW;
therefore, the holes are captured at the QD level and are
not involved in the band conduction. As a result of the
Coulomb interaction of nonequilibrium electrons with
the holes localized at QDs, the state of an electron
bound by a QD is produced (localization of type I).
Such a state can be considered as an exciton bound by
a QD, or as an “artificial” donor. In addition, in the
strained structures, electrons can localize in the regions
between QDs (localization of type II) [16], where they
are confined by the energy barriers. These barriers are
formed due to the deformation of a silicon matrix,
which contracts near a germanium QD. The magnitude
of a silicon lattice strain along the structure plane
decreases away from the QD as a result of an increase
in the strained silicon volume. If this strain diminishes
at a distance comparable with that between neighboring
QDs, the edge of the conduction band of the silicon
matrix undergoes a planar modulation with the mini-
mums occurring between the QDs (see Fig. 3a). The
potential barriers (between the neighboring QDs)
induced by the strain probably have a saddle shape (see
in Fig. 3b, the dotted curve). One should note that the
deformation potential around a QD pushes the local-
ized states of type I into a continuous spectrum. Similar
localized states between the neighboring QDs can also
be produced for holes. An exact calculation of the
energy spectrum of Si/Ge/Si structures containing QDs
with allowance made for elastic strain of the silicon
matrix, as far as we know, has not yet been carried out.
The calculations for GaAs/InAs/GaAs structures with
InAs QDs carried out recently [18] show that a charac-
teristic region of the elastic strain relaxation around the
QD in these structures is comparable with QD sizes.
Both types of localized states for nonequilibrium elec-
trons in the plane of QD formation are schematically
shown in Fig. 3a.

The relaxation of elastic strains occurs in the struc-
tures with NGe > 12 ML, and the localized states of type II
disappear. Such states appear again for NGe ≥ 15 ML as
a result of electron-motion limitation in the conduction
band of the silicon matrix close to Si/Ge heterobound-
aries due to merging of QD bases [5]. In this case, no
localized states of type I form owing to the disappear-
ance of the closed electron orbit around a QD.

We believe that the observed exponential depen-
dence of the resistance of structures with QDs on the
SEMICONDUCTORS      Vol. 34      No. 11      2000
band-to-band optical-excitation intensity may be
explained within the framework of the model described
above, i.e., the hopping conduction of nonequilibrium
electrons over unordered localized states. The conduc-
tion along the type-I states is similar to the hopping
conduction over the impurity states, and, in this case,
we control the concentration of these states by the light
intensity. The dependence of the resistivity of struc-
tures for the hopping mechanism of conduction on the
concentration of the localized states has the following
form for the 2D case [19]:

(3)ρ ρ0 β/ r N( )1/2[ ]{ } .exp=

I*0
I*1
I'*0

12
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4 6 8 10 12 14 16 18 20 22 24 26

Number of Ge monolayers

Characteristic intensity, arb. units

Fig. 2. Dependence of the characteristic optical excitation
intensity on the number of germanium monolayers in
Si/Ge/Si structures. The dashed line separates the regions of
strained and unstrained structures.
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Fig. 3. (a) Schematic representation of the electron localized
states for the strained Si/Ge/Si structure with germanium
quantum dots; (b) the energy diagram of the structure across
the cross section B, which intersects two neighboring ger-
manium quantum dots; and (c) the band diagram of the
structure across the cross section A, which does not intersect
the quantum dots.

B
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Here, N is the concentration of QDs, which is equal to
N = N0 + ∆N, where N0 is the concentration of QDs
occupied by the equilibrium charge carriers; r is a
radius of the localized state of electrons; and β = 2.39,
according to the percolation theory for the 2D case. Con-
centration ∆N in the case of the linear recombination of
nonequilibrium charge carriers is equal to ∆N = τI,
where τ is the lifetime of nonequilibrium charge carri-
ers. For the low illumination intensities, when the con-
dition ∆N ! N0 is met, formula (3) transforms into a
dependence of the form (1). As is known [20], the
charge carrier recombination at the traps (the QDs
serve as the traps in this case) is linear independent of
the band-to-band excitation intensity. Consequently,
the first portion of the curve R(I) for the strained struc-
tures (Fig. 2), which is described by expression (1), is
caused by the hopping conduction over the localized
states of type I. We believe that the hole hopping con-
duction between QDs is insignificant compared to elec-
tron conduction, since the probability of a hop between
neighboring QDs depends on the carrier localization
radius and the localization region of the holes, which is
defined by the QD size, and is smaller than the localiza-
tion region size of electrons around a QD.

The conduction over the localized states of type II,
similar to the continuum problem of the percolation
theory [19], becomes possible if the nonequilibrium
electron quasi-Fermi level µF reaches the percolation
band level ε3; the corresponding resistivity is given by

(4)

where kT is a thermal energy of electrons and µF = N/D,
with D standing for 2D density of II-type states. Hence,
expression (1) follows in the case of a linear recombi-
nation of charge carriers and expression (2) for a qua-
dratic-recombination, when ∆N = (I/γ)1/2; here, γ is a
quadratic recombination coefficient [20]. Then, the sec-
ond portion of the curve R(I) for the strained structures
with QDs of small dimensions (NGe = 6 and 8 ML) is
described by expression (2) and is consistent with the
conduction over the localized type-II states of nonequi-
librium charge carriers, for which a quadratic recombi-
nation is characteristic. In this case, the band-to-band
recombination of charge carriers occurs in the rela-
tively large regions of the silicon matrix, which are con-
fined by the saddle barriers of low height. The optical
transitions are direct due to the carrier quasi-momen-
tum scattering by QDs [16].

Thus, a complicated shape of experimental curve
R(I) for the strained structures is caused by the presence
of two types of localized states, over which the hopping
conduction of electrons takes place. The total resistance
of these structures combines together from two parallel
resistance nets, the resistances of which depend differ-
ently on the excitation intensity. In the unstrained struc-
tures, the dependence R(I) involves a single region,
which corresponds to the hopping conduction of elec-
trons over the localized type-II states.

ρ ρ0 ε3 µF–( )/kT{ }exp ,=
The meaning of the characteristic quantity  con-
sists in the fact that this is the excitation intensity for
which the neighboring localized states of type I in the
strained structures are populated by electrons. The fur-
ther increase in the excitation intensity does not affect
the concentration of the occupied localized states,
which cannot be larger than the concentration NGe but
results in the formation of multiple-charged centers at
QDs. Knowing the QD concentration, one can estimate
the lifetime of nonequilibrium charge carriers localized
in the type-I states from the expression NQD = τ . The
values of lifetime for such charge carriers in the struc-
tures with NGe equal to 6, 8, and 10 ML are 10–4, 10–4,
and 3 × 10–5 s, respectively. The value of lifetime of the
nonequilibrium charge carriers obtained for the struc-
ture with NGe = 6 ML is considerably larger than τ1 =
3.9 × 10–6 s s obtained in [16] from the measurements
of the photoluminescence-decay kinetics for a structure
with the same value of NGe, but synthesized at a higher
growth temperature. This difference is caused by the
fact that QDs in the structures we studied have consid-
erably smaller planar sizes than the QDs in the struc-
tures studied in [16]. The decrease in the lifetime with
increasing NGe up to 10 ML is likely to be connected
with a sharp increase in the deformation potential
around a QD, which is caused by the change of the QD
shape from the hut- to dome-shape clusters [1, 7]. The
latter process occurs in the structures studied by us with
an increase in NGe from 8 to 10 ML.

The physical meaning of the characteristic optical
excitation intensities  and  in the strained and 
in the unstrained structures consists in the fact that, for
this excitation intensity, the electron quasi-Fermi level
reaches the percolation level. The evaluation of the per-
colation level from the experimental data is hampered
owing to the uncertainty of parameters D, γ, and τ. The
behavior of the characteristic values of the excitation
intensity, which describe the localized type-II states
(see Fig. 2), reflects a qualitative dependence of the per-
colation level magnitude on NGe. By changing NGe from
8 to 10 ML, as can be seen from Fig. 2, a significant
increase in the characteristic excitation intensity is
observed, as well as the change in the shape of depen-
dence from (2) to (1); the latter describes the second
region of R(I). These features are connected, in our
opinion, with the QD-shape change that results in a
considerable increase in the amplitude of the saddle
barrier, which separates the localized type-II states, i.e.,
in an increase in the percolation level. As a conse-
quence, the appearance of the levels of quantum-con-
finement type-II states (zero-dimensional traps) takes
place, which actually explains the change in the recom-
bination type observed. The reason for the decrease in
the value  with an increase in NGe from 6 to 8 ML is
not yet clear.
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A comparatively slight change in the value of 
characteristic of dependence R(I), which describes the
conduction over the localized type-II states by transi-
tion from the strained structure with NGe = 10 ML to the
unstrained structure with NGe = 15 ML (Fig. 2), is indic-
ative of the proximity of the percolation level values,
though the nature of the saddle barriers is different.
With a further increase in NGe from 15 to 25 ML, a
decrease in  is connected with the decrease in the
sizes for localized type-II states, which results in an
enhancement of the quantum-size energy for electrons
and in a reduction in the number of levels below the
percolation level; the number of such levels apparently
tends to a constant value.

CONCLUSION

In this study, the influence of a steady-state band-to-
band optical excitation on the planar resistance of
Si/Ge/Si structures containing self-organizing germa-
nium QDs was investigated. The exponential decrease
in the structure resistance with the increase in the band-
to-band optical excitation intensity was observed. In
the elastically strained structures with small QDs, two
different exponential portions of this dependence are
observed, and, in the unstrained structures with large
QDs, a single is observed region. The experimental
results obtained are explained within the framework of
the model of nonequilibrium-electron hopping conduc-
tion over the localized states of the two types. The
states of type I are formed by filling the germanium
QDs with nonequilibrium holes, and the states of type
II are localized between the QDs. In the strained struc-
tures, the localization of the type-II charge carriers is
caused by the deformation potential of the silicon
matrix, and in the unstrained structures, by the heter-
oboundary Si/Ge barriers of the merging germanium
islands. In the strained structures, the first portion of the
structure-resistance dependence on the excitation
intensity is connected with the change in the concentra-
tion of localized type-I states, and the second, with the
occupation of the type-II states. As the nominal thick-
ness of germanium layer in the strained structures
increases, a sharp increase in the characteristic optical
excitation intensities is observed as well as the change
of dependence R(I), which is caused by the change of
the germanium island shape. In the unstrained struc-
tures, the localized type-I states disappear, and the
dependence observed is caused by the occupation only
of the localized type-II states by the nonequilibrium
electrons.
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Abstract—Optical properties of structures with vertically coupled quantum dots grown by the combined sub-
monolayer molecular-beam epitaxy were investigated. It is shown that the formation of the laterally coupled
conglomerates of quantum dots are possible in upper rows for certain parameters of growth, with the corre-
sponding photoluminescence emission being in the wavelength range of 1.3–1.4 µm at room temperature.
© 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The attainment of emission in the wavelength range
of 1.3–1.55 µm on the basis of heterostructures grown
on GaAs substrates is a topical problem of modern
microelectronics because the lasers of this range are the
basic components of modern systems of fiber-optics
communication. The heterostructures on InP substrates
used now for the development of these layers have a
number of grave disadvantages. For example, such
devices are characterized by a strong temperature sen-
sitivity [typical values of a characteristic temperature
T0 = (60−80) K] [1]. Furthermore, the development of
surface-emitting lasers in this system is hampered by an
insufficient difference in refractive indices for the lay-
ers constituting the Bragg distributed reflectors.
At present, the greatest success in developing the lasers
at 1.3 µm on the GaAs substrates is attained using
the  InGaAsN/GaAs heterostructures [2] and the
InGaAs/GaAs structures with quantum dots (QDs)
[3, 4]. The purpose of this study is to investigate the
possibility of realizing the long-wave emission in the
latter system.

The generation of long-wave emission in the
InGaAs/GaAs system is hampered by a large mismatch
between the lattice parameters. For example, the maxi-
mum wavelength of oscillation of an InGaAs/GaAs
quantum-well laser amounts to 1.21 µm [5]; a further
long-wavelength shift leads to a catastrophic degrada-
tion in the structure quality owing to the formation of
misfit dislocations. The usage of the assembled QDs
makes it possible to substantially extend the emission
range [6]. The long-wavelength emission of the
In(Ga)As/GaAs QDs can be realized using various
methods: the deposition of QDs with ultra-low growth
rates [7]; the usage of the alternating submonolayer
1063-7826/00/3411- $20.00 © 21316
deposition of In, Ga, and As [3]; and also the overgrow-
ing of QDs with an InGaAs layer [4, 8]. The last two
methods resulted in the development of QD lasers emit-
ting at a wavelength of 1.3 µm. In this study, we used
the possibility of attaining emission at the wavelengths
of up to 1.39 µm at room temperature using the struc-
tures with coupled QDs grown by the combined sub-
monolayer molecular-beam epitaxy including the depo-
sition of InAs-submonolayer coatings and the alternating
deposition of In and As atoms [9] (the so-called method
of submonolayer migration-stimulated epitaxy [10]).

EXPERIMENT

The structures under investigation were grown by
molecular-beam epitaxy (MBE) in the ÉP1203 setup on
semi-insulating singular and vicinal (100)GaAs sub-
strates. The QD formation was monitored using a
reflection high-energy electron diffraction (RHEED)
pattern by means of the system of detection and analy-
sis of the RHEED patterns. Every layer of QDs with a
total thickness of 2.5 monolayers (MLs) of InAs was
grown by the following method: the first 0.5 ML of
InAs was deposited without interruption and the next
2.0 MLs of InAs were deposited by the submonolayer
migration-enhanced epitaxy (SMEE) for which the
indium and arsenic fluxes were directed to the substrate
surface sequentially. In the process of the SMEE, four
cycles of deposition were performed in each case. One
cycle of deposition of indium atoms corresponded to the
deposition of 0.5 ML of InAs; after every In deposition
cycle, the surface was exposed to the arsenic flux for
10 s. During the indium sputtering, the (4 × 1) surface
reconstruction was observed. During the arsenic-flux
exposure of the surface, the heterostructure changes,
first, for (1 × 1). After the deposition of 2 MLs of InAs,
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Photoluminescence spectra for the samples with 10 rows of quantum dots: (a) separated by the GaAs barriers of various thick-
ness L; solid and dashed lines refer to measurement temperatures T of 300 and 77 K, respectively; (b) for various excitation densities,
T = 15 K, and L = 8 nm.
the bulk reflections indicating that three-dimensional
islands are formed appear on strands. An active region
located between the GaAs layers 6 nm thick on each
side consists of 6–15 layers of InAs QDs separated by
GaAs barriers 8–12 nm thick. For preventing the trans-
fer of nonequilibrium charge carriers to the near-sur-
face and substrate regions during the optical investiga-
tions, the active region was bounded on both sides by
Al0.25Ga0.75As/GaAs short-period superlattices (five
pairs, 25 Å/25 Å). The structure was covered by a GaAs
layer 5 nm thick from the top. The growth temperature
was 470–480°C for the active region [the moment of
modification of the surface reconstruction from (2 × 4)
to (4 × 4)] and 600°C for the remaining part of the
structure [the moment of modification of the surface
reconstruction from (2 × 4) to (3 × 1)]. The growth rates
measured previously for the reference sample by means
of the zero-reflection RHEED-intensity oscillation were
0.1, 0.3, and 0.77 ML/s for InAs, AlAs, and GaAs,
respectively. A total pressure of arsenic vapors in the
growth chamber measured by a PMM-46 gauge was
constant in all the experiments and amounted to
(1.5−2.1) × 10–6 Pa. The transmission-electron-micros-
copy (TEM) investigations were carried out using a
Philips EM-420 electron microscope with an accelerat-
ing voltage of 100 keV. The photoluminescence was
excited by the Ar+ laser (a wavelength of 514.5 nm) and
detected by a cooled Ge diode.

RESULTS AND DISCUSSION

In this study, we investigated the structures with
several layers of QDs; each of which was formed as a
SEMICONDUCTORS      Vol. 34      No. 11      2000
result of deposition of 2.5 MLs of InAs. As was shown
in our previous study [1], the multiplication of QDs
obtained by depositing a large (3 MLs) quantity of InAs
is possible only for a large thickness of the barrier,
while a narrowing of the barrier leads to a reduction in
the photoluminescence (PL) intensity owing to the for-
mation of the misfit dislocations.

In Fig. 1, we show the PL spectra for the structures
with several QD layers 2.5 ML thick separated by the
GaAs barriers with a thickness from 8 to 12 nm. In the
PL spectrum of each of the sample, there are two fun-
damental bands. The first band (the QD line) with a
1.16–1.18-eV peak at low temperature corresponds by
its position to the emission from ordinary QDs formed
by depositing 2.5 MLs of InAs. At the same time, the
C band at longer wavelength is obviously of a different
origin. This assumption is confirmed by the fact that,
when the excitation density decreases at low tempera-
ture, relative intensities of the QD and C lines remain
virtually unchanged (Fig. 1b). It may also be noted that
the relative intensity of the C band increases with
decreasing thickness of the GaAs barrier between the
QD layers. Thus, it is possible to assume that this band
corresponds to the emission from the coupled QDs
formed during the multiplication of the QD layers with
a small barrier thickness. At the same time, as the
results of our previous investigations [12] show, a
steady shift of the PL line towards the longer wave-
lengths with decreasing barrier thickness is observed in
the case of the tunnel interaction between the electron
states in the islands of adjoining layers. Since the
degree of vertical correlation of the islands of adjoining
rows is very high [13] for the barrier thicknesses of
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Fig. 2. Photoluminescence spectra for the samples with a
various number of quantum-dot rows separated by the GaAs
barriers (L = 8 nm); N is the number of quantum-dot rows;
solid and dashed lines refer to measurement temperatures T
of 300 and 77 K, respectively.
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Fig. 3. Cross-sectional TEM images of the samples with the
number of the quantum-dot rows N = (a) 6 and (b) 10.
A GaAs-barrier width L = 8 nm.
8−12 nm used in these structures, the two PL lines can-
not be related to the dots coupled and uncoupled in the
vertical direction. Thus, we assume that the PL long-
wavelength band is associated with the QD conglomer-
ates formed in the upper rows for a reasonably small
barrier thickness. As was shown previously [12, 14], in
the case of depositing a reasonably large number of the
QD planes, the lateral sizes of QDs in upper rows
increase, whereas the density of the array is specified
by the density of islands in the first row as a conse-
quence of the vertical correlation. Thus, the overlap-
ping of neighboring islands of upper rows is possible in
the growth plane. A similar effect was previously
described by us for the InGaAs QDs grown by the MBE
without using the SMEE modes [14]. It should be noted
that, for the QDs grown in the conventional MBE
mode, the lateral-overlapping effect becomes important
for substantially smaller GaAs barrier thicknesses. This
is associated with the fact that the QDs grown in the
SMEE mode are of a larger size than the QDs grown by
the conventional MBE [10]. Consequently, in this case,
an increase in the QD size in upper rows leads to lateral
overlapping, even for larger barrier thicknesses.

We also investigated the structures in which the
number of QD layers was varied for a constant thick-
ness (8 nm) of the GaAs barrier. The PL spectra for
such structures are shown in Fig. 2. It can be seen that,
by increasing the number of rows, the long-wavelength
region of the spectrum (the C band) becomes predomi-
nant, and its peak shifts to longer wavelengths of up to
1.39 µm for 15 QD layers. Thus, the PL data for these
samples also confirm our assumption about the lateral
overlapping of QDs of upper rows in the growth plane.
In Fig. 3, we show the cross-sectional TEM images of
the samples with 6 to 10 QD layers separated by the
GaAs barriers 8 nm thick. In Fig. 3, the “columns” of
dots can be seen, despite the fact that the degree of ver-
tical correlation is very high. The lateral sizes of the
islands of every next row exceed those of the dots of the
previous row reaching ~30 nm for the upper QD row in
the structure with 6 QD layers. For the sample with
10 QD layers, an increase in the lateral sizes of QDs in
the upper layers leads to their lateral overlap, which can
be seen in the TEM photograph. We assume that the
C line in the PL spectrum is associated with such QD
conglomerates. This line is in the wavelength range of
1.3–1.4 µm at room temperature. For the structure with
15 QD layers, the peak of the PL line is at the wave-
length of 1.39 µm.

It may be noted that, at low temperatures, a relative
intensity of the QD and C bands are comparable,
whereas the C line becomes predominant in the spec-
trum at room temperature. This is associated with the
fact that, with the increase in temperature, the thermal
emission of carriers from islands is activated. In this
case, the emission is more efficient for the QDs of
smaller size having a lower localization energy (i.e., for
those islands to which the QD line is related). Further-
more, at high temperatures, the probability of the trans-
SEMICONDUCTORS      Vol. 34      No. 11      2000
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Fig. 4. Photoluminescence spectra for the samples with 10 quantum-dot rows separated by the GaAs barriers of various widths L
grown on the singular and disoriented substrates; solid and dashed lines refer to measurement temperature T of 300 and 77 K, respec-
tively; the barrier width L = (a) 8, (b) 10, and (c) 12 nm.
port of carriers between QDs increases both in the
plane and in the growth direction. These factors lead to
a decrease in the population of small QDs and, corre-
spondingly, to a drop in the relative intensity of the QD
line in the spectrum.

We also investigated the influence of substrate dis-
orientation on the optical properties of the structures. In
the same technological process, we grew the structures
both on a singular (100) substrate and on the substrates
disoriented by angles of 5°–7° (for various samples)
along various crystallographic directions. In Fig. 4, we
show the PL spectra for the samples with 10 QD layers
and the barrier thickness of 8, 10, and 12 nm grown on
the singular and disoriented substrates. The disorienta-
tion of a substrate by 7° leads to substantial modifica-
tions in the spectrum shape and in the positions of PL
lines, the influence of the disorientation being different
for the samples with different widths of the GaAs bar-
rier between the QD rows. For the barrier width equal
to 12 nm, the disorientation leads to the disappearance
of the C line in the PL spectrum. For the sample with a
barrier width of 10 nm, the disorientation along the
[001] direction induces a decrease in the C-line inten-
sity and its large shift towards shorter wavelengths,

while the disorientation along the [ ] direction
results in the disappearance of this line in the PL spec-
trum at a low temperature. At the same time, if the bar-
rier width is decreased to 8 nm, the disorientation
results in the shift towards shorter wavelengths both for
the QD line and the C line by 40–60 meV with the rel-
ative intensity of the lines changing only slightly.

We relate this effect to the fact that, in the case of the
substrate disorientation, the terraces are formed on the

010
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surface, which induces an increase in the density of the
QD array and a decrease in their sizes [10, 11] for the
QDs grown by the SMEE. We assume that, in this case,
the stress fields caused by the QDs and inducing their
vertical correlation are also changed, which leads to a
drop in the lateral sizes of the QDs in upper rows. In
this case, the probability of their lateral overlapping
decreases and, correspondingly, the relative intensity of
the C line in the spectrum drops as well. A decrease in
the QD size is confirmed by the shift of the QD line to
shorter wavelengths in the case of disorientation. For a
large barrier width, the QD size in the upper rows is
smaller, and the influence of the disorientation on the
probability of the lateral overlapping is strong. The lat-
eral overlapping remains significant at small barrier
widths even for the growth on disoriented substrates.
Thus, the disorientation of a substrate influences the
formation of the QD conglomerates.

CONCLUSION

Thus, we investigated the optical properties of the
structures obtained by multiplicating the QD layers
grown by the submonolayer molecular-beam epitaxy. It
was shown that, for a reasonably small GaAs-barrier
width (less than 10 nm), an increase in the lateral sizes
of the QDs in the upper rows leads to the overlap of the
QDs in the growth plane, which is accompanied by the
PL emission in the wavelength range of 1.3–1.4 µm at
room temperature. It was shown that the disorientation
of a substrate influences the formation of such con-
glomerates.
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Abstract—The Schrödinger equation with open boundary conditions was solved numerically; the solutions
make it possible to describe the coherent oscillations in a resonance-tunnel diode in a wide range of frequencies
and amplitudes of the fields. In an approximation linear in the field and in the adiabatic limit, the results of
numerical and analytical calculations coincide with a high degree of accuracy. The dependences of the power
of oscillations on the current and the parameters of the resonance-tunnel diode were derived. It is shown that,
in the quantum-mechanical mode, oscillations with high power are possible at the frequencies that exceed the
level width (i.e., in the terahertz range). © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

High-frequency oscillators based on resonance tun-
nel diodes (TDs) are regarded as promising. Oscilla-
tions with a frequency as high as 712 GHz have been
reported [1]. However, wide use of oscillators based on
resonance TDs is retarded by relatively low power lev-
els and frequencies attained. The methods for increas-
ing the power and frequency of oscillations remain
unclear, which is related, in particular, to the difficulties
with adequate theoretical description. In spite of the
relatively large number of publications devoted to this
problem, aspects of describing the dependences of the
power of oscillations on frequency and resonance-TD
parameters remain unclarified.

An exact expression for the dependence of the gain
on frequency (albeit in the approximation linear in the
field) was derived previously [2] in the context of a sim-
ple analytical model and the results reported in earlier
publications were analyzed (see also review [3]).

The objective of this study was to describe the
coherent oscillations in a resonance TD in a wide range
of the frequencies and the field amplitudes by numeri-
cally solving the Schrödinger equation with the open
boundary conditions.

2. FORMULATION OF THE PROBLEM.
MAIN EQUATIONS. THE METHOD

FOR NUMERICAL SOLUTION

The developed program makes it possible to basi-
cally consider a wide range of models of coherent oscil-
lations in a resonance TD. In this paper, we elaborate on
a simple model used previously [2]. This will allow us
to test the program, compare the results of computa-
tions with exact analytical results [2, 4], and obtain new
data that can be interpreted in the simplest way.
1063-7826/00/3411- $20.00 © 21321
Thus, similarly to [2], we consider a one-dimen-
sional quantum well (QW) with barriers in the form of
a delta function at the points x = 0 and x = a (see Fig. 1).
From the left (x = –∞), a steady-state electron flux pro-
portional to q2 is fed to the QW, with electrons having
the energy ε that is approximately equal to the energy
εR of the resonance level. In the region of QW, there is
an alternating electric field E(t) with the potential
v(x, t); i.e.,

(1)

(2)

The wave function Ψ(x, t) satisfies the Schrödinger
equation

(3)

The alternating field induces the polarization current

(4)

This current is calculated [5] as

(5)
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We follow [2] to derive the boundary conditions to the
above equation. Assuming that the frequency ω is low
and the amplitude of the potential eEa is small com-
pared to the electron energy εR, we obtain

(6)

Boundary condition (6) describes the electron flux that
arrives from the left and is proportional to q2, reflection
of electrons, and their departure to the region x > a. It is
noteworthy that the QW parameters are chosen in such
a way that the half-width Γ of the resonance level is
small compared to εR.

The main factor governing the accumulation of
errors in numerical solution of problem (1) is the pres-
ence of two processes that occur with widely different
characteristic times. These are the time of variation in
the wave-function phase and the time of variation in the
external potential. In the algorithm under consider-
ation, the problem is normalized by replacing the
sought-for wave function Ψ with the function ϕ as
Ψ(x, t) = ϕ(x, t)exp(–iεt/"). A solution of the problem
for ϕ is sought by the sweep method (the conventional
method for solving the Schrödinger equation [6]) at a
discrete mesh with a step in the coordinate of dx =
L/500 and a step in time of dt ≈ 2π/200ω.

3. LINEAR THEORY OF COHERENT 
OSCILLATIONS

A solution to Eq. (3) with boundary conditions (6)
was derived previously [2] in the linear approximation in
the field; an expression for the current Jc [2] is given by

Ψ 0 t,( ) 1 α
ip
-----– 

  Ψ' 0 t,( )
ip

------------------+ q
iεt
"

------– 
  ,exp=

Ψ a t,( ) 1 α
ip
-----– 

  Ψ' a t,( )
ip

------------------– 0, p2 ε.= =

Jc ω δ,( )
4Jc

e2EaQ
----------------=

αδ(x) αδ(x–a)

ε = εR + δ

εR
Q

"ω

"ω

"ω

"ω

"ω

0 a

Fig. 1. A quantum-well structure with δ-function barriers at
the points x = 0 and x = a.

δ

(7)

Here, Γ is the half-width of the resonance level and Q is
the pump current of monoenergetic electrons. Using
(7), the dependences of the amplification (absorption)

coefficient  on frequency and mismatch δ were ana-
lyzed [2]. It was shown [2] that two modes of oscilla-
tions are possible (classical and quantum-mechanical),
depending on the ratio δ/Γ. For δ/Γ < 1 (the classical

mode),  has a maximum for ω = 0, with the highest

gain being attained for δ = Γ/  (see Fig. 2). In the
quantum-mechanical mode (δ/Γ > 1), the gain is high-
est at the frequency (Fig. 2) of

(8)

The new maximum of  corresponds to quasi-reso-
nance transitions between the states εR and ε, because,
for ω @ Γ, equality (8) yields the condition for a “quasi-
resonance” as ω = ε – εR. Consequently, if the mismatch
is chosen as δ = ω @ Γ (i.e., outside the range of the
largest negative differential conductance), oscillations
are possible at a frequency that exceeds Γ. Figures 2

and 3 show the dependences (ω/Γ) for δ = 4Γ, δ =

0.9Γ, and δ = (1/ )Γ. The dependences were derived
either analytically using (7) or numerically. It can be
seen that analytical and numerical results coincide with
a high degree of accuracy. Comparison was also per-
formed for a number of other dependences, and excel-
lent agreement between analytical and numerical
results was obtained. Obviously, we may regard the
coincidence of the results as a successful test of perfor-
mance of the numerical program.

4. NONLINEAR THEORY OF OSCILLATIONS
IN THE ADIABATIC LIMIT

A nonlinear theory of coherent oscillations in a res-
onance TD has been developed previously [4] in the

adiabatic limit ω ! Γ. In this case, the gain  is given
by [4]

(9)
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where

(10)

The dependences of  on the dimensionless field
eEa/Γ are shown in Figs. 4a (δ = 0.9Γ) and 4b (δ = 4Γ).

It can be seen that the shapes of the curves for  differ

x 1
Ẽ

2 Γ2 δ2–( )
Γ2 δ2+( )2

---------------------------,+=

y
2δΓ Ẽ

2
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2
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Fig. 2. The frequency dependence of dynamic conductance
Jc/eEa for the optimal mode of oscillations. The solid line
shows the results of numerical calculations, and the dashed
line represents the analytical theory.
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Fig. 4. Dependences of dynamic conductance Jc/eEa on the
amplitude of alternating electric field for (a) classical and
(b) quantum-mechanical modes of oscillations. Solid line
corresponds to numerical solution, and the dashed line cor-
responds to analytical solution.
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radically in the classical (δ/Γ < 1) and quantum-
mechanical (δ/Γ > 1) modes. In the first case, the gain
decreases steadily with increasing field. In the quan-

tum-mechanical mode, the gain  first increases,
attains a maximum, and then decreases. Such behavior
gives rise to radical distinctions in the oscillations in a
resonance TD for the quantum-mechanical mode (see
below).

In order to determine the field for occurrence of
oscillations in a resonance TD, we should substitute the

J̃c

Jc
~

δ/É = 4

ω/É

–10

0
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–50
0 2 4 6 8 10

δ/É = 0.9

Fig. 3. The frequency dependences of dynamic conductance
Jc/eEa for quantum-mechanical and classical modes of
oscillations. The solid line corresponds to numerical calcu-
lation, and the dashed line corresponds to analytical theory.
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Fig. 5. Dependences of the generated field eEa/Γ on the

dimensionless pump current  for (a) classical and
(b) quantum-mechanical modes of oscillations. Qc1 and Qc2
are the currents corresponding to initiation and quenching of
oscillations, respectively. The solid line corresponds to
numerical solution, and the dashed line corresponds to ana-
lytical solution.
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Fig. 6. Dependences of the dynamic conductance Jc/eEa on
the amplitude of alternating electric field for (a) classical
and (b) quantum-mechanical modes of oscillations.
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Fig. 7. The pump-current dependences of the field that sus-
tains oscillations.

Fig. 8. The pump-current dependences of the field ensuring
the oscillations for (a) small and (b) large values of fre-
quency and the mismatch parameter.
expression for current (9) into the equation for the field
(see [2, 4])

(11)

where τ0 is the time characterizing the losses in the cav-
ity and χ is the permittivity.

Expression (11) makes it possible to determine the
characteristic field (and power) of oscillations in rela-

tion to  = –1/ ,  = 4πτ0eaQ/χ, and the parameters
of a resonance TD. Figures 5a (δ = 0.9Γ) and 5b (δ =

4Γ) show eEa/Γ as a function of . It can be seen that,
in the classical case, the soft mode of oscillation takes
place in a resonance TD. If δ/Γ > 1, the hard mode is
observed, in which case oscillations set in abruptly for

a certain critical value Qc1. As  decreases, oscillations
are quenched for Qc2 < Qc1; i.e., a hysteresis occurs.
Figures 4 and 5 also show the results of numerical cal-
culations in the case of adiabatic limit for ω = 0.17Γ.
Good agreement between the analytically and numeri-
cally derived dependences is evident again, which dem-
onstrates that the program performs adequately in the
case of nonlinear theory as well.

5. NONLINEAR THEORY OF OSCILLATIONS
IN A WIDE FREQUENCY RANGE

As far as we know, there are neither analytical nor

numerical data on the dependence of the gain  on the
field amplitude in the most interesting frequency range
of Γ ≤ ω ! εR. The program we developed makes it pos-
sible to obtain these data. Figures 6a and 6b show typi-

cal dependences of the gain  on the field in the case
of the additional condition for the quasi-resonance δ = ω.
There are two special features of this set of the curves.

Firstly, there is a steady decrease of  with the field.
Secondly, the rate of a decrease in the gain with the
field decreases with increasing frequency. This funda-
mental result means that, in the quantum-mechanical
mode, the fields attained when the condition for quasi-
resonance is met are much higher than those attained in
the classical mode. This is clearly evident from Fig. 7.
In fact, it can be seen that, for Q ≥ 0.1, the field in the
quantum-mechanical mode (δ = ω = 4Γ) far exceeds the
field in the classical mode (δ = 0.9Γ and ω = 0.17Γ).
Thus, the quantum-mechanical mode makes it possible
to obtain higher power levels at high frequencies. The
dependences of the field on Q for a wide range of
parameters are shown in Figs. 8a and 8b. An analysis of
these dependences makes it possible to optimize the
conditions for oscillations by choosing the most suit-
able relations between the threshold, field, and fre-
quency of oscillations.

E0

τ0
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4πτ
χ

---------Jc,=

Q̃ J̃c Q̃

Q̃

Q̃

J̃c

J̃c

J̃c
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6. BEHAVIOR OF HIGHER HARMONICS

Generation of higher harmonics is possible owing to
nonlinearity inherent in a resonance TD; i.e., the cur-
rents varying with frequencies that are multiples of kω
(k = 2, 3, …) may appear. It is of interest to calculate
the magnitude and sign of corresponding currents.

Figures 9 and 10 show the dependences of the sec-
ond (J2) and third (J3) harmonics on the field for two
different sets of parameters. It is worth noting that the
current J3 is always positive at low frequency, whereas
J2 changes sign with increasing field and becomes neg-
ative. Analytical results for adiabatic limit [4] are also
shown. In the quantum-mechanical mode, J2 and J3 are
negative but are small in absolute value.

7. CONCLUSION

Thus, the developed program for solving the
Schrödinger equation supplemented with open bound-
ary conditions made it possible to describe the coherent
oscillations in a resonance TD within wide ranges of
frequencies and field amplitudes. In the linear approxi-
mation and adiabatic limit, numerical results agree to a
high accuracy with analytical results reported previ-
ously [2, 4]. In nonlinear approximation and for a wide
range of frequencies, we obtained new results that
allowed us to determine the dependence of the oscilla-
tion field on the current and the parameters of reso-
nance TD. An important implication of these results is
that, in the quantum-mechanical mode, high-power
oscillations at frequencies exceeding the level width
(i.e., in the terahertz range) are possible.

The program permits a generalization to more real-
istic models that, in particular, account for actual barri-
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0
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0

–8
2 4 6 8 10

ω/É = 0.17

δ/É = 4
ω/É = 4

Fig. 9. The field-amplitude dependences of the second har-
monic of current.
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ers, energy distribution of electrons, accumulation of
charge, a constant external field, and so on.

APPENDIX

CALIBRATION USING A MODEL PROBLEM

The program was tested by comparing the numeri-
cal results with exact analytical solution to a model
problem with a potential v(x, t). Let us assume that the
potential v(x, t) has the form

(A1)
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monic of current.



1326 ELESIN et al.
where me is the mass of free electron. For ψ0(x) =
Aexp(ikx), a solution to Eq. (3) with potential (A1) is
given by
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ψ1 πx/2L( )cos
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Fig. 11. Dependences of the wave-function magnitude |Ψ|
on (a) time t and (b) coordinate x (t0 = 5 × 10–13 s corre-
sponds to the time at which δ attains a maximum) for
ω = 1013 Hz (δmax = 3 × 10–3). The dashed line represents
the results of numerical calculation, and the solid line corre-
sponds to analytical theory.
The analytically and numerically determined depen-
dences of the wave-function modulus |Ψ| on the time t
and coordinate x are shown in Fig. 11 for different val-
ues of ω0. It can be seen that the degree of exactness of
numerical solution to the problem is fairly high. The
error in numerical solution is defined by the parameter

and does not exceed 3 × 10–3 for the calculation under
consideration.
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Abstract—The method of laser-induced evaporation was used to form the Fibonacci superlattices in an
n-PbS/C system (C stands for diamond-like carbon). The optical-absorption spectra in the range of 1.12–3.25 eV
were compared with the electron energy spectrum calculated on the basis of the Kronig–Penney model. The
electron-affinity energy in the diamond-like carbon was found to be 0.25 ± 0.05 eV. Fine structure in the absorp-
tion spectrum in the range of 1.7865–1.7914 eV is attributed to band-to-band transitions that involve phonons
with energies of (0.92–2.35) × 10–3 eV. © 2000 MAIK “Nauka/Interperiodica”.
Nonperiodic Fibonacci superlattices (SLs) feature a
specific energy spectrum that exhibits the manifesta-
tions of quasi-periodicity. Furthermore, this spectrum
has a fractal structure if there is a large number of layers
in an SL. The absence of strict periodicity in the energy
spectrum gives rise to an irregular set of steps and pla-
teaus in the absorption spectra. Such a feature of the
spectrum allows one to determine the main parameters
of the heterostructure (in particular, the energy-band
offsets [1, 2]) by comparing the experimental and theo-
retical spectra.

In this paper, we report the results of studying the
optical transmission spectra of SLs composed of the
lead sulfide and diamond-like carbon layers and grown
according to the rule of the Fibonacci sequence. The
object of this investigation is SLs that contain two
structural elements. Element A was composed of a
15-Å thick lead-sulfide layer and a 5-Å thick layer of
diamond-like carbon; element B included a lead-sulfide
layer 30 Å thick and a 5-Å thick layer of diamond-like
carbon. The superlattice S = ABAABABAABAABABAA-
BABA contained 21 pair of the layers grown by the
method of the pulsed laser-assisted evaporation in vac-
uum [3]; the quartz substrates were used. The PbS films
had the n-type conductivity with the electron concen-
tration of 4 × 1017 cm–3.

The transmission spectra were measured using an
MDR-23 monochromator. In the range of photon ener-
gies of E = 1.12–3.25 eV, a high-power quartz incan-
descent lamp was used as the radiation source. In a nar-
row spectral range of E = 1.7865–1.7914 eV, the SL
was irradiated with a helium–neon laser with the emis-
sion peaked at 1.78958 eV. The use of the laser made it
possible to enhance the energy resolution in the spec-
trum to 8 × 10–6 eV and resolve the fine structure of the
SL optical spectrum.
1063-7826/00/3411- $20.00 © 21327
In optical spectra (see figure), the quantity 1 – T,
where T is the transmission coefficient of SL, is plotted
on the vertical axis. This quantity is proportional to the
absorption coefficient. In the case of irradiation with
the light from an incandescent lamp, optical spectra of
SL exhibit the features in the form of “steps” and
absorption peaks that, as is known [1], are related to
interband and intraband transition in the SL and also to
optical ionization of quantum wells.

The energy spectrum of charge carriers in a
Fibonacci SL was calculated using the Kronig–Penney
model for interacting quantum wells separated by tun-
neling-transparent barriers. The potential-well depth
for the conduction-band electrons is governed by the
conduction-band offset ∆Ec = χPbS – χC, where χPbS and
χC are the electron affinities of lead sulfide and dia-
mond-like carbon, respectively. The value of χPbS =
4.35 eV was determined in the studies of photoelectric
properties of heterojunctions [4]. The data on the value
of χC have a significant spread. Therefore, in order to
determine the value of χC, we calculated the energy
spectra of charge carriers in the SL for various values
of ∆Ec. In the energy range of 3.50–4.35 eV, the calcu-
lation was performed with a step of 0.05 eV. The best
fit of the results of calculations to experimental data
was obtained for ∆Ec = (4.10 ± 0.05) eV, which yielded
χC = (0.25 ± 0.05) eV.

The Fibonacci SL energy spectrum calculated for
∆Ec = 4.1 eV consists of six allowed minibands that are
common for the entire SL in the conduction-band

potential well and contain 53 electron levels , where
the superscript N denotes the number of a miniband and
the subscript K stands for the level number in the mini-
band. The energy spectrum in the valence-band poten-
tial well consists of three minibands of allowed states
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with 18 allowed levels . Since the lead-sulfide films
had the n-type conductivity, the intraband transitions in
the conduction-band potential well, interband transi-
tions, and optical ionization of quantum wells are pos-
sible in the studied SLs.

The calculation was performed on the assumption

that the first miniband in the conduction band –
is occupied incompletely. The general shape of the SL
absorption spectrum is consistent with the results of
calculations.

The figure shows the spectra of optical absorption in
the case when the SL was irradiated with a helium–
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Absorption spectrum of PbS/C superlattice irradiated with a
helium–neon laser. Panels (a) and (b) correspond to differ-
ent spectral ranges.

Parameters of the absorption peaks

Peak no. Energy of the peak, eV 
(experiment)

Phonon energy, 
10–3 eV

1 1.7823 2.35

2 1.78730 2.28

3 1.78735 2.23

4 1.78742 2.16

5 1.78750 2.08

6 1.78756 2.02

7 1.7905–1.7906 0.92–1.02
neon laser. The spectral range of 1.7865–1.7914 eV
overlaps in part with a “step” observed in studying the
SL absorption spectra using an incandescent lamp.
A characteristic feature of the spectra is their fine struc-
ture; i.e., there are six narrow absorption peaks located
at energies lower than that corresponding to a maxi-
mum in the laser radiation (1.78958 eV) and three steps
at the energies of 1.7903–1.7904, 1.7905–1.7906, and
1.7907–1.7910 eV that exceed the photon energy of the
laser radiation. The first and third steps correspond to

the energies of interband transitions –  and

−  between the nearest allowed levels located in
the first miniband of the valence-band potential well in
PbS. Therefore, the emergence of the second step is not
related to the band-to-band transitions because the lat-
ter would require a lower energy. Similarly, a series of
six absorption peaks in the energy range of 1.78723–
1.78756 eV is also unrelated to band-to-band transition
in SL as the minimal difference in energy for two clos-
est interband transitions exceeds severalfold the entire
energy range where these absorption peaks are
observed.

The obtained results can be explained if we assume
that phonons are involved in the absorption processes
the SL.

For the first six of the observed absorption peaks
(see table), a photon with E = 1.78958 eV (a maximum
of the laser radiation) is absorbed with accompanying
emission of a phonon whose energy is no larger than
2.35 × 10–3 eV. A narrow “shelf” located in the energy
range of 1.7905–1.7906 eV (higher than the energy of
the maximum of the laser radiation) is related to absorp-
tion of a photon with an energy of E = 1.78958 eV and
absorption of a phonon with an energy that is no higher
than 1.02 × 10–3 eV.

The experimentally obtained values of phonon ener-
gies are several times lower than the energy of trans-
verse optical phonon 8.2 × 10–3 eV for lead sulfide [5].
This distinction is explained by quantization of the
phonon spectrum and a corresponding decrease in the
range of variation in the wave vector of phonons in
the Brillouin zone in the quantum-confinement struc-
tures [6].

Thus, the method of laser-assisted evaporation was
used to deposit the n-PbS/C nonperiodic Fibonacci SLs
onto the quartz substrates. We studied the SL transmis-
sion spectra in the energy ranges of 1.12–3.25 and
1.7865–1.7914 eV using an incandescent lamp and a
helium–neon laser, respectively, as the radiation
sources. We calculated the SL energy spectrum using
the Kronig–Penney model for potential wells of various
depths. On the basis of the obtained data, we found that
the electron affinity of diamond-like carbon is equal to
0.25 ± 0.05 eV. Study of optical spectra excited by irra-
diation of SL with a helium–neon laser showed that the
spectra has a fine structure. The spectral peaks related
to absorption of photons in an SL accompanied by
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emission or absorption of phonons with energies in the
range of (0.92–2.35) × 10–3 eV were observed.
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Abstract—Amorphous 1-µm thick films of the Ge0.90Si0.1:Hx solid solution (x = 1.3, 5.1, 8.7, 14.2, and
23.7 at. %) were grown in a hydrogen atmosphere under various partial hydrogen pressures. The method of
plasmachemical deposition with a rate of 0.3–0.5 Å/s was employed. Electrical conductivity of the films was
measured within a temperature range of 100–420 K. The dark conductivity of the films was measured. The acti-
vation energy of hopping at T = 100 K, the hop range, the mobility of electrons at the levels εF and εC, and the
activation energy of conductivity were calculated. © 2000 MAIK “Nauka/Interperiodica”.
The amorphous solid solutions of Ge1 – xSix have
attracted considerable interest in recent years as prom-
ising materials for applications in semiconductor elec-
tronics.

The hydrogenated amorphous solid solutions
(a-Ge1 – xSix:H) possess an optimal band gap (1.1−1.85) eV
for the conversion of solar energy to electricity, and the
best optoelectronic properties in the long-wavelength
range of the visible spectrum. They also are more ther-
modynamically stable and radiation-resistant com-
pared to other amorphous materials. This makes it pos-
sible to use them as solar cells [1–3]. There are several
publications devoted to the study of electrical proper-
ties of hydrogenated amorphous Ge1 – xSix:H films [4–6].
However, there is a lack of information about alloys
with the low silicon content, though they are of a par-
ticular interest for optoelectronics in the near-IR and
visible spectral regions. The objective of this study was
to gain insight into the effect of hydrogen concentration
on the electrical properties of the amorphous
Ge0.90Si0.10:Hx films (x is the amount of hydrogen in at. %).
The nonhydrogenated amorphous Ge1 – xSix films are
known to possess a high density of states in the band
gap. In order to reduce the number of these states the
introduction of hydrogen is necessary. This can be
achieved by growing the films in a hydrogen atmo-
sphere.

The a-Ge0.90Si0.10:Hx films were obtained by the
plasmachemical deposition (at the Radiation Research
Department of the Azerbaijan Academy of Sciences).
The platelets of the crystalline Ge0.90Si0.10 alloy of
60−63 mm in diameter were used as targets. The mate-
rial was deposited on a substrate under various hydro-
gen pressures. Based on these experiments, the optimal
regime of deposition and hydrogenation of the material
1063-7826/00/3411- $20.00 © 1330
was determined. The temperature of the substrate
(NaCl) was 420 K, the rate of the deposition of the
material on the substrate was about 0.3–0.5 Å/s, and the
distance between the target and the substrate was
l ≈ 25 cm. The growth of films lasted approximately
one hour.

The electric field intensity during the measurements
was no higher than 103 V/cm. An incandescent lamp
with emissive power of about 90 mW/cm2 was used as
a light source. The absorption coefficient (β) within the
range of photon energies utilized was as large as
104 cm–1 [4]. The quantity εC – εV varied, depending on
hydrogen content in the range of 0.83–1.17 eV because
of the decrease in the density of the localized state in the
mobility gap. The amorphism of the a-Ge0.90Si0.10 : Hx

films was checked by electron diffraction. The thick-
ness of the a-Ge0.90Si0.10:Hx films, determined by the
interference method [7], was 1.0 µm. The hydrogen
content in the films was determined by the effusion
method and from the absorption spectra [8, 9], and was
in the range from 1.3 to 23.7 at. %.

The measurement of the electrical conductivity
within the temperature range studied showed that two
regions can be distinguished in σ(T) dependence.

The high-temperature portion of σ(T) is determined
by the band conductivity (Fig. 1) and can be described
by the well-known expression

(1)

Assuming that const = 0.026 and a = 3 Å, we obtain
σ0 = 200 Ω–1 cm–1 and greater at T = 300 K. The quan-

σT σ0 ∆E/kT–( ),exp=

σ0 const
e

2

"a
------.=
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tity ∆E for electrons is given by ∆E = EC – EF , where
e is the elementary charge, " is Planck’s constant, and
a is the interatomic distance [10]. The low-temperature
region is determined by the hopping conductivity over
the localized states in the mobility gap as evidenced by
a linear dependence of  on T–1/4 (Fig. 2).

Within the temperature range studied, the electrical
conductivity decreases with increasing hydrogen con-
tent in a film. Variation of electrical conductivity with
the increase in hydrogen content in a high-temperature
region occurs due to the increase in density of the states
at the top of the valence band, whereas, in the low-tem-
perature region, this can be a consequence of a decrease
both in the mobility of charge carriers and in the density
of states near the Fermi level (εF).

At comparatively low temperatures, a variable acti-
vation energy is observed, which can be interpreted as
a fulfillment of Mott’s law [10]:

(2)

where

(3)

Here, σ1 is the electrical conductivity of a film for
1/T  0 (for extrapolation, the experimental 
vs. T–1/4 dependences were used), k is the Boltzmann
constant, N(εF) is the density of states at the Fermi level
(εF), and α is the wave-function damping parameter of
electrons in the localized state and can be determined
from the experimental data using equations (2) and (3).
For x = 1.3–23.7 at. %, the reciprocal value of α is
7−9 Å. We note that the radius of wave functions for
localized electrons in most amorphous materials is
about 10 Å [11, 12], and the density of states is N(εF) ≈
2 × 1018–2 × 1019 cm–3 eV–1. The analysis of the exper-
imental field-effect data and the electron spin reso-
nance (ESR) study [4, 13, 14] show that the density of
states in the Ge0.90Si0.10:Hx films obtained by plasmachem-
ical deposition is N(εF) ≈ 1019–7 × 1020 cm–3 eV–1. This
value is obtained from the intensity of the ESR absorp-
tion signal according to relation Ns = χN(εF)kT (where
the coefficient χ ≈ 3 [15]). The investigation shows that, in
the amorphous Ge0.90Si0.10:Hx films (x = 1.3–23.7 at. %),
a sufficiently intense ESR signal is observed, suggest-
ing a high concentration of dangling bonds which sta-
bilize unordered structures, with the density of para-
magnetic centers decreasing from Ns = 2 × 1019 to
3 × 1017 cm–3 eV–1 with increasing hydrogen content
from 1.3 to 23.7 at. % [4, 6]. This gives grounds to
assume that the introduction of hydrogen causes the
recovery of the dangling bonds and the reduction in the
density of localized states in the band gap. Thus, the
reduction of the electrical conductivity at low tempera-

σlog

σ σ1 T0/T( )
1
4
---

– ,exp=

T0 18α 3
/kN εF( ).=

σlog
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tures with increasing hydrogen content is mainly
caused by the change in the density of states near the
Fermi level. Based on the above parameters, it is con-
cluded that the dark conductivity σd(300) in the
a-Ge0.90Si0.10 film decreases from 10–2 to 10–7 Ω–1 cm–1.
Using the data obtained in [10, 16] and other film
parameters, we can estimate the activation energy, the
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Fig. 1. The temperature dependences of dark electrical con-
ductivity σ(T) in logσ vs.1/T coordinates for the amorphous
a-Ge0.90Si0.10 : Hx films; x = (1) 1.3, (2) 5.1, (3) 8.7,
(4) 14.2, and (5) 23.7 at. %.

Fig. 2. The temperature dependences of dark electrical con-
ductivity σ(T) in logσ vs. T–1/4 coordinates for the amor-
phous a-Ge0.90Si0.10:Hx films; x = (1) 1.3, (2) 5.1, (3) 8.7,
(4) 14.2, and (5) 23.7 at. %.
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hop range (E, R), and the mobility of electrons µF , µC

at the εF and εC levels. The activation energy for hop-
ping at 100 K can be calculated by the formula

(4)

where the hop range is given by

(5)

It follows that at a temperature of 100 K, R = 110–150 Å,
depending on hydrogen concentration. Then, the acti-
vation energy is found to be

As is known [9, 10],

(6)

The quantity σ was determined from the σ(T) vs. 1/T
dependence (Fig. 1). The density of states N(εC) at the
mobility edge in the range of kT under consideration is
equal in our case to 1021 cm–3 eV–1 [10, 12]. Then, the
mobility at the εC levels can be determined from
expression (6) as

(7)
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Fig. 3. Activation energy ∆E as a function of hydrogen con-
centration for the amorphous Ge0.90Si0.10:Hx films.
Similarly, we can find the mobility at the Fermi levels,
because, for EC = EF , σ = σ0, and σ0 is determined from
formula (1). Thus, we obtain

(8)

Depending on hydrogen concentration, the obtained
parameters vary within the following ranges:

Thus, we may conclude that the electrical and optical
properties of the a-Ge0.90Si0.10 film can be controlled
over a sufficiently wide range by varying the hydrogen
concentration [4]. The variation of the activation
energy of the conductivity with hydrogen above room
temperature amounts to ∆E = (0.41–0.59) eV. In all the
films studied, the dependence of ∆E on the band gap,
measured optically, can be approximated by the for-

mula ∆E = 0.5 , which is consistent with the same
dependence known for a-Ge:Si:H. The calculated
dependence of the activation energy on the concentra-
tion of hydrogen atoms inside the films is linear in the
temperature range 300–420 K (Fig. 3).

It should be pointed out that the film parameters
obtained by various methods can differ from one
another, which is the case in our experiments [12, 17].
The results obtained are of interest for the fabrication of
solar cells and IR photodetectors based on the
a-Ge:Si:H films.
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Abstract—Photoelectric and electroluminescent properties of silicon–〈porous silicon〉  structures with chemi-
cally deposited metal contacts were investigated. The large specific surface area of the contact and selective
metal deposition only on the macrocrystalline elements of the structure provide better photoelectric perfor-
mance of the photodiodes compared to the structures with evaporated contacts, especially in the short-wave-
length spectral range. The obtained electroluminescence spectra are explained by metal–silicon barrier proper-
ties under forward bias and by double carrier injection into nanocrystallites under reverse bias. © 2000 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Currently, much attention is being given to porous
silicon (por-Si), a silicon modification based on nanoc-
rystallites. Despite the great number of publications
concerned with the optical properties of por-Si, its pho-
toelectric properties have been studied to a much lesser
extent. In particular, the possibility of using por-Si in
photodetectors has been discussed [1–4]. A quantum
efficiency of almost 100% has been obtained in the
700–900 nm spectral range for thin por-Si layers in
Schottky structures on silicon without antireflection
coating [1]; thicker por-Si layers in similar structures
give photodetector spectral characteristics similar to
those of por-Si–Si heterojunctions [2].

Solid-state structures based on por-Si are usually
regarded as prospective light-emitting diodes (LEDs).
However, the different electroluminescence spectra
under forward and reverse bias [5], large spread in the
values of the obtained quantum efficiencies [6, 7], and
different ranges of applied voltages [8, 9] indicate that
these systems have a structure much more complicated
than that of a simple diode.

This study is concerned with photoelectric and elec-
troluminescent properties of the Si–por-Si structures
with a chemically deposited metal contact. The area of
the metal–silicon contact was expected to be larger
owing to metal ion penetration inside pores. For com-
parison, samples prepared in a similar way, but with a
vacuum evaporated contact, were studied.
1063-7826/00/3411- $20.00 © 21334
2. EXPERIMENTAL

The por-Si layers were prepared using n-Si with
resistivity of 2–4 Ω cm. Si wafers were subjected to
electrolysis of varied duration in an electrolyte contain-
ing 40% hydrofluoric acid, water, and ethanol (HF :
H2O : C2H5OH = 1 : 1 : 2). The current density was
10−20 mA/cm2, and during electrolysis, the samples
were illuminated with white light of 10–2 W/cm2 inten-
sity. After electrolysis, the metallization of the por-Si
layer was performed.

Photoluminescence (PL), electroluminescence (EL)
and photoresponse spectra were measured at room tem-
perature using a computer-based setup composed of an
MDR-2 or SPEX-22 monochromator and a selective
lock-in amplifier.

The light of a gas-filled lamp (2600 K) was modu-
lated at a frequency of 18 Hz, passed through a mono-
chromator, and focused on the outer (metal side) sur-
face of the sample to stimulate the photoresponse. The
biased and unbiased photovoltage and photocurrent
modes were used.

The PL was stimulated by 10-ns laser pulses with
λ = 337 nm at a 100-Hz repetition rate, and the EL, by
current pulses at a repetition rate of 330 Hz with off-
duty factor equal to 2. A FEU-79 photomultiplier and
cooled germanium detector (North Coast) served as
photodetectors.

The obtained PL and EL spectra were normalized
with regard to the sensitivity of the entire system
(detector and monochromator), and the photoresponse
spectra were normalized only on the basis of the black-
000 MAIK “Nauka/Interperiodica”
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body curve with the temperature at 2600 K (the Planck
curve). As a result, the specific features of the optical
system were retained in the photoresponse spectra (see
a standard photodiode spectrum in Fig. 1, curve 4).

3. RESULTS AND DISCUSSION

3.1. Specific Features of Chemically
Deposited Metal Contact

In this study, we used the chemical deposition of sil-
ver, based on the substitution of deposited metal atoms
for surface silicon atoms. This is a typical example of
corrosive Si dissolution under the action of an oxidiz-
ing agent whose role can be played, in particular, by
solutions of copper, silver, and gold salts. Under these
conditions, the reduction of these compounds, associ-
ated with the silicon dissolution, results in the deposi-
tion of the respective metals onto the silicon surface.
This method of metal deposition differs from vacuum
evaporation or from electrolytic deposition in that the
metal atoms are deposited onto an open, oxide-free sil-
icon surface. Moreover, in our opinion, this method
exhibits one more feature—selective metal deposition.
Special deposition regimes can be selected, with metal
deposited only onto the bulk silicon surface (bottom of
pores and silicon macrocrystallites surface), rather than
onto the nanocrystallites.

This differentiation is associated with the increase
in the band gap (Eg) of silicon nanocrystallites as their
size decreases and with the dependence of the corro-
sion resistance of the semiconductor on the Eg value. It
is known that for atomic lattices of the Si, Ge, etc. types
(if only the nature of their interatomic bonds remains
unchanged) a certain parallelism exists in the behavior
of the interatomic bond strength and the corresponding
band gap [10]. This is the case when size-related
changes in the band gap of silicon nanocrystallites
occur. The wider the Eg, the stronger the interatomic
bonds in a silicon crystallite and the higher its chemical
and, in particular, corrosive resistance. As a result, a sit-
uation arises when the smallest nanocrystallites cannot
be involved in the substitution of metal atoms for those
of silicon.

The metal ions penetrate inside the porous layer
through coarse pores and are deposited on the silicon
surface between nanocrystallites coated with a thin
oxide layer. Structures with varied properties are
formed, depending on the quantity of deposited metal.
If the metal layer is very thick, the nanocrystallites may
be totally short-circuited by metallic filaments and den-
drites penetrating into the pores. At the same time, the
optimal choice of the amount of deposited metal makes
it possible to take advantage of a closer contact (with-
out oxide interlayer) with a large area without losing
the specific features caused by the nanocrystallites.

Vacuum evaporation of a semitransparent gold layer
onto chemically deposited metal forms a fairly com-
plex structure comprising parallel- and series-con-
SEMICONDUCTORS      Vol. 34      No. 11      2000
nected Schottky barriers: 〈bulk Si〉–〈chemically depos-
ited metal〉  and 〈outer por-Si surface〉–〈evaporated met-
al〉 , and also Si–por-Si heterojunctions.

3.2. Photoelectric Properties

It was found experimentally that the structures stud-
ied (Si–〈por-Si with chemically deposited contact〉)
have a substantially lower resistance R0 (differential
resistance at zero bias) and smaller reverse current than
structures with only an evaporated contact. This antici-
pated result explains the significant increase in the
metal contact area and substantial improvement of the
Schottky barrier quality.

The open-circuit photoresponse spectra of the sam-
ples (Fig. 1) are characterized, in addition to the main
peak in the IR range, by a short-wavelength peak that is
much more pronounced than that in similar structures
on p-type substrates [2]. This peak is higher for struc-
tures with evaporated Schottky contact, in comparison
with those with chemically deposited Ag (cf. curve 1
with curves 2, 3, Fig. 1). With the time of chemical
metal deposition increasing and/or the porous layer
becoming thinner, the short-wavelength peak becomes
lower (curves 2, 3) to the point of a nearly complete
coincidence of the spectrum with that of a silicon pho-
todiode (Fig. 1, curve 4).

The short-wavelength PL peak is close in position to
the PL band of porous silicon [2]. This peak is evidently
associated with the absorption of light in this layer,
whereas the absorption of light in bulk silicon is respon-
sible for the long-wavelength portion of the spectrum.
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Fig. 1. The photoresponse spectra (open-circuit photovolt-
age) of various structures, calibrated to unity at 940 nm:
(1) 〈evaporated semitransparent Au layer〉–〈por-Si〉–〈Si
substrate〉; (2, 3) structures with chemically deposited silver
contact, differing in Ag deposition time; and (4) commercial
silicon photodiode. Insert: spectral efficiencies of one of the
structures studied (triangles) and a conventional Si photo-
diode (circles).
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In the open-circuit mode, the charge carriers photoge-
nerated in the crystallites are separated at the metal–
por-Si Schottky barrier with a tunneling-thin oxide:
electrons drift in the substrate direction and holes are
trapped at the oxide boundary. The electron–hole pairs
generated in the substrate are separated in the space
charge region of silicon, with holes accumulated at the
Si–por-Si heterointerface. In the case of direct contact
between the metal and the substrate, the separation of
carriers absorbed in silicon may also occur at the
metal–Si barrier.

The changes in the photoresponse spectra induced
by the variations in the amount of deposited metal can
be explained as follows: With an increase in the chem-
ical deposition time, the nanocrystallites responsible
for the short-wavelength portion of the spectrum are
progressively embedded in the metal layer being
deposited and are short-circuited by metallic filaments.
For technological reasons, this overgrowth starts from

Photoresponse, arb. units
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Fig. 2. Photoresponse (photocurrent) spectra of Au/Ag–
por-Si–Si-substrate structure (for the photovoltage, see
curve 2 in Fig.1) under the biases of (1) 0, (2) 0.4, (3) 1.5,
and (4) 4.5 V.

Fig. 3. EL of a 〈chemically deposited metal〉–por-Si–Si-
substrate structure under forward bias. Current-pulse ampli-
tude was (1) 0.2 and (2) 1 A.
the surface, where the majority of the small nanocrys-
tallites are located. For metals with large thickness, and
with deep and wide enough pores accessible to the elec-
trolyte, the metal–silicon junction remains the only
junction contributing to the photoresponse. Its spec-
trum approaches that of a conventional silicon photo-
diode.

When the external circuit includes a certain load and
a bias is applied, the relative resistances of all the con-
tact components are to be taken into account, namely,
the metallic filaments, por-Si crystallites, and also non-
linear resistances of Schottky barrier and heterojunc-
tion, which depend on the sign and magnitude of the
applied bias.

In the short-circuit mode, with the load connected,
the relative magnitude of the short-wavelength peak
decreases. A similar effect is observed when external
reverse bias is applied to the structure (Fig. 2), with the
total photocurrent increasing with bias. This behavior is
explained by the strong nonlinearity of the por-Si–
metal junction responsible for the short-wavelength
portion of the spectrum. This junction is characterized
by a smaller photocurrent [11], compared with the
more ideal metal–Si junction and the por-Si–Si hetero-
junction.

It should be noted that, with the proper choice of the
porous layer thickness and the amount of deposited
metal, a photodiode structure can be obtained with a
short-wavelength sensitivity higher than that of a com-
mon silicon photodiode. As an example, the insert in
Fig. 1 shows the spectral efficiency of one of the struc-
tures studied and a conventional silicon photodiode. It
may be noted that the structure is not optimized and has
no antireflection coating. The high efficiency of the
structure is primarily due to the highly developed con-
tact surface, absorption of light in the porous silicon
crystallites, and the well-known hydrogen passivation
of the surface of porous silicon, diminishing the rate of
surface carrier recombination practically to zero.

3.3. Electroluminescence

Structures with chemically deposited contacts dem-
onstrate much more intense EL at smaller currents than
structures with evaporated contact. The EL is observed
both under forward (with the Si substrate negative) and
under reverse biases, with markedly different EL spec-
tra. Under forward bias (Fig. 3), the emission mainly
occurs in the long-wavelength spectral range, while
under reverse bias a broad spectrum is observed, with
the peak corresponding to the PL of porous silicon
(Fig. 4). The EL spectrum considerably varies in shape
with increasing voltage under forward bias. A peak
with a position closer to that of the peak observed for a
Schottky structure formed on a smooth single-crystal
silicon surface appears at high biases (Fig. 3, curve 2).

Based on the model of the porous-layer structure
and metal contact (chemically deposited or vacuum-
SEMICONDUCTORS      Vol. 34      No. 11      2000
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sputtered), we assume that, under forward bias, the cur-
rent flows through the metal layer that short-circuits the
microcrystallites, i.e., directly through the contact of
the silicon substrate with the metal. During small
biases, we observe a spectrum due to the injection of
electrons into the metal (luminescence with energy
lower than the Schottky barrier height). With an
increase in the forward current, holes start to tunnel into
silicon and undergo a band-to-band recombination
there. The factor of hole injection from the metal is
fairly high because of the contact inhomogeneity and
the resulting high local current densities. Owing to the
high resistance of nanocrystallites, only a small frac-
tion of the total current flows through them, giving rise
to a low-intensity short-wavelength spectral EL com-
ponent decaying at about 2 eV.

Under reverse bias, a small leakage current flows
through the Schottky barrier. An increase in the reverse
bias leads to a double injection of carriers into the
nanocrystallites through oxide barriers, similar to dou-
ble injection into a luminophor crystal with two insulat-
ing barriers. The holes are injected from the semicon-
ductor because of the band inversion at the heterojunc-
tion, and electrons are injected from the
semitransparent metal contact. The thin oxide barriers
form “wells” for electrons and holes, that are mainly
responsible for the slow EL component. The lumines-
cence spectrum is governed by the ensemble of isolated
crystallites that are not coated with chemically depos-
ited metal and coincides with the PL spectrum (Fig. 4,
curves 1, 2).

4. CONCLUSION

(1) The results obtained demonstrate the complex
nature of interaction and influence of three types of
contacts (metal–por-Si, por-Si–Si, and metal–Si) on
the photoresponse and EL.
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Fig. 4. Spectra of (1) EL under reverse bias at a current of
70 mA and (2) PL for one of the samples studied.
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(2) A metal contact that is well developed and pen-
etrates inside the porous layer is of interest owing to its
large area and selective metal deposition on the macro-
crystalline elements of the layer. Moreover, the optimal
ratio between the thicknesses of the porous layer and
metal coating is very vital; this ratio governs the contri-
butions of various types of contacts to structure param-
eters and the shape of their photoelectric characteris-
tics.

(3) Structures with chemically deposited metal con-
tacts show better photoelectric characteristics than
those with vacuum-sputtered contacts. Combined with
the presence of a heterojunction with a wide-gap win-
dow in the structure, this feature makes the structures
studied promising as photodiodes for the short-wave-
length (0.4–0.55 µm) spectral range.

(4) The EL from the structures may be of interest for
further investigations of the current flow mechanisms
in developing light-emitting devices based on porous
silicon.
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Abstract—A nonconventional design of waveguide for a semiconductor injection laser is suggested; this
design makes it possible to reduce the power density at the laser-diode mirror as a result of a more uniform dis-
tribution of the main-mode field. The second advantage of using this type of waveguide is the possibility of
exerting a more pronounced suppression of lasing at high-order transverse modes. An additional advantage is
that such a waveguide can accommodate several active regions separated by a large distance, so that the optical-
confinement factor for them is nearly the same. The essence of the design consists in using a profile of the
refractive index that decreases up to the middle of the waveguide. © 2000 MAIK “Nauka/Interperiodica”.
Progress in obtaining a high-power emission from
semiconductor injection lasers is associated [1] with
the use of heterostructures that have a broadened
waveguide (WG). This is due to the fact that the use of
a broadened WG makes it possible to attain low internal
losses and reduce the optical-power density at the laser-
diode mirrors. However, a further increase in the WG
width is hampered by the fact that the high-order even
transverse modes become dominant in the far-field
radiation zone of such a laser. In this paper, we suggest
a new laser-WG design that makes it possible both to
reduce the power density at the mirror and to further
suppress lasing at the high-order modes. The basis of
the proposed WG design consists in that the refractive
index of the WG material is made larger at the WG
periphery than in the middle.

Such a distribution of the refractive index is the
opposite of that used conventionally in the so-called
gradient-index (GRIN) WGs. As calculations show, the
mode field fills the volume of the suggested reverse-
gradient-index (RGRIN) WG more uniformly. The
maximum power density at the mirror is reduced owing
to a more uniform filling of the WG. Consequently, we
may hope that a laser with the RGRIN WG will deliver
a larger optical power restricted by the catastrophic
degradation of the mirrors.

As an example, we calculated [2] the distributions
of the mode fields for three different types of laser
WGs. Figure 1 shows the mode distribution for a con-
ventional constant-index WG, with the emitters being
made of Al0.6Ga0.4As, and the WG of Al0.3Ga0.7As. For
the sake of comparison, Fig. 2 shows the corresponding
distribution for a “conventional” GRIN WG with a lin-
ear law of variation in the refractive index, and Fig. 3
shows the distribution for a RGRIN WG. In the latter
1063-7826/00/3411- $20.00 © 21338
case, the law of variation in the refractive index was
also linear.

A comparison of Figs. 1–3 makes it possible to infer
that a WG with a “conventional” gradient of the refrac-
tive index confines the main mode better; therefore, this
WG allows one to obtain a larger optical-confinement
factor Γ and, consequently, a lower threshold-current
density. However, in a wide WG, the mode is confined
by the WG itself rather than by the emitter boundaries,
as is the case for the conventional constant-index WG.
This effect becomes evident for a large WG thickness;
it results in a larger width of the far-field zone than in
the case of a constant-index WG.

A constant-index WG is intermediate in the factor Γ
between the GRIN and RGRIN WGs; it confines a
mode owing only to a difference in the refractive indi-
ces at the emitter boundaries; as a result, the mode field
penetrates deeper into the emitters if such a WG is used.

As can be seen from Fig. 3, an RGRIN WG can fea-
ture the zero mode with a “flat” top. The optical-con-
finement factor Γ in such a WG is obviously smaller
than those in the two previous WGs; this is related to
the fact that the mode fills the WG bulk more uni-
formly, whereas the power density in the vicinity of the
WG center, where the power density is highest, is lower
in such a WG. According to our estimations, it is possi-
ble to reduce the maximum power density by a factor of
1.3, leaving the near-field pattern unchanged.

Here, we should mention a certain difficulty. It is
observed that, in the most widely used III–V com-
pounds, the band gap decreases with an increasing
refractive index. Thus, in a laser with a large reverse
gradient of the refractive index, a built-in pseudoelec-
tric field appears and impedes the arrival of charge car-
riers to the active region. However, in the WGs, where
000 MAIK “Nauka/Interperiodica”
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the diffusion length of electrons exceeds the WG thick-
ness, details in the structure of the WG do not affect the
charge-carrier collection. In wider WGs, a poorly pro-
nounced reverse refractive-index gradient is sufficient
for obtaining a flat-topped mode distribution. Thus, for
example, in the WG 4 µm thick at a wavelength of
0.98 µm, it is sufficient to change the fraction of alumi-
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Fig. 1. The mode-field distribution in a laser with a constant-
index waveguide. The emitters are made of Al0.6Ga0.4As,
and the waveguide is made of Al0.3Ga0.7As. The wavelength
of radiation is 0.98 µm.

Fig. 3. Distribution of modes in a laser with a reverse-gradi-
ent-index waveguide. The material composition of emitters
is Al0.6Ga0.4As, of the waveguide at its middle is
Al0.308Ga0.692As, and of the waveguide at the boundary
with emitters is Al0.292Ga0.708As. The emission wavelength
is 0.98 µm.
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num in an AlGaAs solid solution by merely 1.6%,
which results in the WG nearly becoming a constant-
index WG, because a change in the band gap in this
case amounts to about 25 meV.

The second advantage of a WG with a reverse-gra-
dient refractive index is that this WG provides the addi-
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Fig. 2. Distribution of modes in a laser with a gradient-index
waveguide. The composition of emitters is Al0.6Ga0.4As,
the waveguide composition in the vicinity of the active
region is Al0.292Ga0.708As, and the waveguide composition
at the boundaries with emitters is Al0.308Ga0.692As. The
emission wavelength is 0.98 µm.

Fig. 4. The optical-confinement factor for emitters in
waveguides of different designs. The emission wavelength
is 0.98 µm. The waveguide designs correspond to those
shown in Figs. 1–3. GRIN WG stands for a gradient-(refrac-
tive) index waveguide, and RGRIN WG stands for the
reverse-index-gradient waveguide.
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tional possibility of retaining the single-mode lasing in
lasers with large WG thicknesses. As is known, we can
eliminate all odd-order modes by locating the active
region at the middle of a symmetric WG. It was noted
previously [1] that, in order to suppress the high-order
even modes, one can make use of the distinction
between the field-distribution function for these modes
and that for the main mode (the higher-order modes
penetrate deeper into the emitter layers). This fact is
used to introduce selective losses for these modes due
to absorption in the emitter layers. Such losses give rise
to free charge carriers and dopant atoms.

In order to assess the effectiveness of this method in
various types of WGs, we calculated the factors of opti-
cal confinement for emitters (or, in other words, a frac-
tion of the mode that propagates outside the WG over
the emitter layers). Figure 4 shows the dependences of
the above factors on the WG thickness for the main
(zero) and second modes.

As would be expected, a classical gradient-index
WG features the best ratio of optical-confinement fac-
tors for these two modes. In addition, this ratio
increases with increasing WG width. However, very
small values of this quantity, even for the second mode,
make it difficult to attain the required discrimination of
this mode in wide WGs. In a constant-index WG, the
above ratio is smaller and remains virtually unchanged
with increasing WG width. In the WGs with a reverse
refractive-index gradient (RGRIN), the ratio of optical-
confinement factors for emitters is slightly smaller and
decreases with increasing WG width. However, this
ratio remains equal to about 8–10 even in very wide
WGs. This is quite sufficient for the suppression of the
second and higher modes. Moreover, since the field of
any mode decays exponentially in the emitter and the
exponent in this exponential function increases with
decreasing mode number, the use of the spacer layers
may increase the optical-confinement factor for emit-
ters when it is required. Such a situation provides rea-
sons to believe that, in spite of the small ratio of the
optical-confinement factors in the active region for the
main and second modes, it is possible to attain the las-
ing at the main mode in such a WG.

It should be noted that it is also possible to increase
the optical-confinement factor for emitters by using a
weak optical confinement (i.e., a slight difference in the
refractive indices between the WG and emitters). How-
ever, in this case, we would apparently have a slight
confinement for nonequilibrium charge carriers, which
would result in a decrease in the injection factor.

The third advantage of using a WG with a reverse-
gradient of the refractive index is that, in the region of
the highest field density, one can arrange several widely
separated active regions so that the optical-confinement
factors would be nearly the same for them. This fact
ensures a wider choice in the design of lasers with sev-
eral active regions. Such an arrangement of active
regions is inherent, in particular, in the lasers based on
quantum dots in which case the active-region material
has the lattice constant differing from that of the sub-
strate and the gain in a single active region is not suffi-
ciently high.

CONCLUSION

The design of the semiconductor injection laser WG
we suggest yields a more uniform distribution of the
main-mode field over the cavity mirrors, which makes
it possible to increase by a factor of about 1.3 the max-
imum power density restricted by the catastrophic deg-
radation of the mirrors. In view of pronounced penetra-
tion of the higher-order modes into emitter regions of
the laser, there arises an additional possibility of sup-
pressing the lasing at these modes as a result of high
optical losses in the doped regions. The mode-field dis-
tribution in the proposed WG makes it possible to
arrange several active regions in such a way that the
optical-confinement factors for these regions would be
nearly the same.
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Abstract—The InGaAs/AlGaAs/GaAs double laser heterostructures of separate confinement with a quantum
well were formed by molecular-beam epitaxy. The study of characteristics of laser diodes with a wide contact
(100 µm) showed that the power corresponding to the catastrophic degradation of mirrors may attain nearly the
highest values ever achieved (20 MW/cm2) that were previously obtained for laser diodes based on
InGaAsP/GaAs heterostructures alone. © 2000 MAIK “Nauka/Interperiodica”.
In recent years, a number of publications have been
concerned with attaining a high power of emission
from laser diodes. The highest ever levels of optical
power have been obtained by using a new design of
laser diodes with a broadened waveguide and by
employing the heterostructures based on solid solutions
that do not contain aluminum. In many publications, it
is reasoned that one of the main factors that limit the
radiation power of semiconductor lasers is the cata-
strophic degradation of the mirrors. An increase in the
waveguide width reduces the optical-power density at
the laser mirror and, thus, should make it possible to
attain a higher laser output power. It is reasoned [1] that
the highest optical power is limited by the surface-
recombination rate in the material of which the active
region is made. Thus, the output power of a laser diode
is found to be related to the type of the active-region
material. At present, it is generally acceptable to sepa-
rate the heterostructures into those containing alumi-
num and those that do not contain aluminum; it is
believed that the use of the aluminum-containing com-
positions would not yield high levels of laser-radiation
power. On the other hand, the technology for fabricat-
ing the lasers in an AlGaAs system is less expensive
and is better developed.

The objective of this study was to estimate the lim-
iting values of the optical-power density at the mirrors
of aluminum-containing laser diodes. The
InGaAs/AlGaAs/GaAs laser double heterostructures
(DHs) featuring separate confinement and incorporat-
ing a quantum well (QW) were grown by molecular-
beam epitaxy (MBE) on the precisely oriented
n+-GaAs(001) substrates; a TsNA-4 MBE system was
used. A schematic energy-band diagram of a typical
heterostructure is shown in Fig. 1. The structure
includes Al0.6Ga0.4As emitters 0.8 µm thick, with a
1063-7826/00/3411- $20.00 © 21341
85-Å QW located within a waveguide 1 µm thick. The
waveguide is made in the form of an AlAs/GaAs super-
lattice with a linearly varying band gap which corre-
sponds to the variation in a band gap in an
Al0.43Ga0.57As–Al0.29Ga0.71As material [2]. This struc-
ture was used to fabricate the 100-µm stripe lasers. The
reflection coefficient of the output mirror coated with
SiO2 was 25%, and the reflection coefficient of the
other mirror was close to 100%. Figure 2 shows the
voltage–current and the power–current characteristics
of the lasers that had a cavity 2.85 mm in length and
were subjected to continuous pumping; the measure-
ments were performed at 285 K. The highest optical
power was 6.3 W for the pump current of 7.75 A. Such
a level of output power did not cause the laser charac-
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Fig. 1. The energy-band diagram of the laser heterostructure
and the distribution of the main-mode field in the laser
waveguide.
000 MAIK “Nauka/Interperiodica”



 

1342

        

KOTEL’NIKOV 

 

et al

 

.

                                               
teristics to degrade. In order to calculate the optical-
power density, we used the formula

where Pmax is the maximal optical power, W is the width
of the emitting region, R is the reflection coefficient of
the output mirror, d is the thickness of the active region,
and Γ is the optical-confinement factor of the active
region.

The calculated profile for the distribution of the
electric-field strength of the laser emission is shown in
Fig. 1. The ratio d/Γ was calculated to be 0.52. Under
these conditions, the largest value of the optical-radia-
tion power density is found to be close to 20 MW/cm2.
This value exceeds the best results obtained in the case
of the continuous pumping of the separate-confinement
DH QW lasers based on heterostructures that do not
contain aluminum [3]. Almost the same value of the
laser optical-power density (19 MW/cm2) was reported
previously [4]; unfortunately, the energy-band diagram
of the structure of which the lasers were fabricated was
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Fig. 2. The voltage–current and power-current characteris-
tics of the laser under test.
not given. The result obtained by us provides reasons to
hope that the InGaAs/AlGaAs/GaAs DH lasers with
separate confinement and a QW could compete as the
sources of high-power optical radiation with lasers that
are more complex in fabrication and do not contain alu-
minum.

CONCLUSION

Studies of characteristics of InGaAs/AlGaAs/GaAs
DH lasers with separate confinement and QWs showed
that the maximal optical-power density at the mirrors of
these lasers may attain the same record-breaking values
as were obtained for the laser based on the structures
that did not contain aluminum. Since the technology for
the fabrication of the AlGaAs-based lasers is better
developed and is less expensive, this inference has not
only scientific but also practical importance.
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DEVICES
InAsSb/InAsSbP Double-Heterostructure Lasers
Emitting at 3–4 mm: Part I
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Abstract—Previous publications concerned with the development and investigation of InAsSb/InAsSbP dou-
ble heterostructure lasers emitting at 3–4 µm fabricated by liquid phase epitaxy are reviewed. In pulsed mode,
the maximum operating temperature of the lasers is 203 K, the characteristic temperature is 35 K, and differen-
tial quantum efficiency is 20 ± 5% at 77K. Mesa-stripe lasers with a 10- to 30-µm stripe width and a 200- to 500-µm
cavity length can operate in CW mode up to 110 K. The total optical output power of more than 10 mW at λ =
3.6 µm is obtained at T= 82 K in CW mode. The output power per mode does not exceed 2 mW/facet. A single-
mode lasing is achieved in the temperature range of 12–90 K. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The 3–4 µm spectral range attracts special attention
owing to the fact that this range includes a much greater
number of fundamental spectral absorption lines of
numerous atmospheric and industrial gases than the
near IR range, for which high-quality laser diodes are
available. Furthermore, this spectral range includes no
strong lines of water absorption, which is important for
ranging. In this spectral range, fluoride glasses used in
the new generation of fiber links exhibit low losses.
Therefore, sources of the 3–4 µm radiation can find
numerous technological and scientific applications in
optical-communication links, lidars, high-sensitivity
and high-speed gas analyzers for chemical analysis,
medical diagnostics, environmental pollution monitor-
ing, technological process control, and high-resolution
molecular spectroscopy. In some cases, room-tempera-
ture sources of spontaneous emission in this spectral
range are used. Nevertheless, a number of applications,
such as high-resolution molecular spectroscopy, infor-
mation transfer, coherent methods of signal processing,
etc., require radiation sources with narrow, 1- to 10-MHz-
wide, spectral lines (sometimes 10–100 MHz is suffi-
cient). For lasers emitting in the vicinity of λ = 3 µm,
this corresponds to 10–3–10–2 Å. Semiconductor diode
lasers are very promising in this spectral range, even
though the lasers developed up to now need cooling in
order to operate.

Previously, the possibility of developing lasers with
λ = 3–4 µm has been investigated for IV–VI (lead
salts), II–VI, and III–V narrow-gap semiconductor
materials. Lasers that are based on lead salts and emit
at ~4 µm can operate at temperatures of up to T = 282 K
in pulsed mode [1] and 200 K in CW mode [2]. How-
ever, these lasers, like the II–VI-based lasers [3], also
fail to produce a high output power, and the prospects
for any progress are poor because of the low thermal
1063-7826/00/3411- $20.00 © 21343
conductivity of these semiconductors and the high sen-
sitivity of such lasers to damage. III–V semiconductors
have better metallurgical and thermal properties, and
high quality substrates are available for them. For the
spectral range in question, multicomponent III-V solid
solutions based on InAs and GaSb are used, both ter-
nary (InAsSb, InGaSb) and quaternary (GaInAsSb,
InAsSbP, GaAlAsSb).

The fabrication of lasers emitting in the region of
3 µm was first reported in 1980 [4]. The p-
InAs0.82P0.10Sb0.08/n-InAs0.94P0.04Sb0.02/n-InAs0.82P0.12Sb0.06
double laser heterostructures were grown on (001)
n-InAs substrates by liquid-phase epitaxy (LPE). The
lasers had a threshold current density of jth = 3 kA/cm2

at 77 K, a characteristic temperature of T0 = 23 K in the
temperature range of 77–145 K, and a maximum oper-
ating temperature of Tmax = 145 K. Laser structures
were fabricated in stripe configuration, with a stripe
width of 20 µm and a length of 350 µm. Their emission
spectrum at a temperature of 77 K and a current of
0.6 A consists of a single (rather weak) spectral mode.

In the late 1980s, work on LPE-fabricated lasers
emitting at λ = 3–4 µm was conducted at the Ioffe Phys-
icotechnical Institute (St. Petersburg, Russia) [5–7],
and at L’Université des Sciences et Techniques du
Languedoc, (Montpellier, France) [8]. Laser structures
with an active region comprising undoped n-InAs,
n-InAsSb, n-InGaAs, and n-InGaAsSb layers were fab-
ricated and studied [5–7]. Phosphorus-containing solid
solutions InAs1 – x – ySbxPy (0.05 ≤ x ≤ 0.06 and 0.09 ≤
y ≤ 0.13) were used as confining layers. The difference
in refractive index between the confining and emitting
layers was ∆n = 0.02–0.05. The layers were isoperiodic
with the substrate. The lattice mismatch amounted to
∆a/a ≈ 0.05% (a is the lattice parameter). Lasers fabri-
cated by cleaving from four sides had dimensions of
200 × 300 µm2. The CW mode of operation was
000 MAIK “Nauka/Interperiodica”
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achieved at 77 K, with the threshold current density
jth = 240 A/cm2 and wavelength λ ≈ 3.1 µm. For other
compositions of the active-region layers, a laser emis-
sion wavelength λ ≈ 3.5 µm was achieved, with the
threshold current density jth = 117 A/cm2 at 77 K.

Lasers that emitted at λ ≈ 3.2 µm wavelength at
78 K and were fabricated by LPE on a (100) n-InAs
substrate were reported in [8]. The lasers had an
n-InAs0.95Sb0.05 active region and InAs0.50Sb0.19P0.31
confining layers. The lattice mismatch between the epi-
taxial layers and the substrate was 3.5 × 10–3, and the
difference in refractive indices, ∆n = 0.15–0.20. The
laser was designed in the form of a Fabry–Perot cavity
100 µm wide and 300 µm long, with mirrors fabricated
by cleavage. The threshold current density at 77 K jth =
4.5 kA/cm2, with characteristic and maximum working
temperatures of T0 = 30 K and Tmax = 110 K in the
pulsed mode of operation. The emission wavelength
was 3.2 µm. The spectra were mainly multiple-mode,
with some of the lasers having a practically single-
mode spectrum.

Further goals in the development of lasers emitting
in the 3–4 µm range were to achieve high emission
power and to improve the emission spectrum, that is, to
obtain a practically single-mode spectrum with the
wavelength varying continuously with temperature or
current, which is necessary for laser applications, in
particular, in high-resolution spectroscopy.

In the 1990s, much progress was made in molecu-
lar-beam epitaxy (MBE) and metal–organic chemical
vapor deposition (MOCVD). These methods made it
possible to grow InxGa1 – xAsySb1 – y and InAs1 – x – ySbyPx
solid-solution layers in a wide composition range,
while the LPE technique allows the growth of
InxGa1 − xAsySb1 – y solution only with compositions
close to either GaSb (0 < x < 0.29) or InAs (0.74 < x < 1)
[9]. The InAs1 – x – ySbyPx solid solution has been
obtained by LPE only for compositions 0 < x < 0.35
[10]. The existence of wide ranges of compositions that
are beyond the reach of the LPE technique is due to lim-
itations imposed by the immiscibility of solid solutions,
namely, the existence of a spinodal decomposition
range, and also to limitations imposed by the molecu-
larity of the melt [9].

The LPE method gives no way of controlling the
growth of very thin layers ~10 Å thick. Such layers can
be grown by MBE and MOCVD, thus enabling the fab-
rication of quantum wells (QWs) in the active region.
Usually, structures are grown with thick confining lay-
ers isoperiodic with the substrate and an active region
based on strained QWs. In lasers with an active region
consisting of multiple strained QWs, the temperature
dependence of the threshold current is weaker, because
the Auger recombination rate can be reduced by vary-
ing the valence-band profile in the strained QW. By
varying the quantum well width, the laser emission
wavelength can be changed to some extent. Neverthe-
less, operation at room temperature has not been
achieved for 3–4 µm lasers. The best results were
obtained for lasers with an InAs0.935Sb0.065 active region
emitting at 3.2–3.55 µm. The lasers had a maximum
operating temperature of 225 K in the pulsed mode of
operation and 175 K in CW operation [11]. A some-
what higher maximum operating temperature has been
obtained for lasers emitting in the 3 µm range: 255 K in
the pulsed mode and 170 K in CW operation. The lasers
were fabricated by MBE on the basis of a double het-
erostructure (DH) with a metastable solid solution layer
in the active region [12]. Recently, the fabrication of a
diode laser emitting at λ = 3.3 µm in the pulsed
mode  of operation at room temperature has been
reported [13]. For this laser, the multiple-mode spec-
trum width at 300 K does not exceed 12 nm. The active
region comprises 5 or 10 periods, composed of
InAs/GaInSb/InAs/AlGaSb layers, having a W-like
conduction band profile in each period. An extended
cavity is created by surrounding the active region on the
n- and p-sides with 0.6-µm-thick AlGaAsSb layers, fol-
lowed by optical-confinement layers. Much success has
been achieved with MBE-grown quantum cascade
lasers; however, these lasers emit at longer wavelengths
(λ > 5 µm).

The differential quantum efficiency of the quantum
cascade lasers may substantially exceed unity. Quan-
tum cascade lasers relying on intersubband transitions
can operate at room temperature, and even at 320 K in
pulsed mode [14, 15]. Quantum cascade lasers relying
on optical transitions between the conduction and
valence bands emit in the 3–4 µm region. A high output
power is achieved (4 W per side), but the maximum
operating temperature is only 210 K in pulsed mode. At
100 K, the external differential quantum efficiency is as
high as 480%, and the emission wavelength is
3.8−3.9 µm [16]. A theoretical model has been devel-
oped for a quantum cascade laser relying on interband
transitions, emitting at 3.15 µm and operating at room
temperature [17].

However, mention should be made of the fact that
the MBE and MOCVD techniques are relatively com-
plex and expensive, and, therefore, LPE remains attrac-
tive for the manufacture of optoelectronic devices.

In this paper, we review our publications concerned
with the development and investigation of LPE-grown
lasers based on DHs and emitting in the 3–4 µm range.
Two goals were set: first, to produce lasers with high
limiting operating temperatures, and, second, to
develop lasers with spectral characteristics that would
allow their use in high-resolution spectroscopy. The
review can be divided into two parts, corresponding to
these two tasks.

1. FABRICATION TECHNIQUES

Laser structures were produced by LPE on (100)
InAs substrates. All the laser layers were grown isope-
SEMICONDUCTORS      Vol. 34      No. 11      2000
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riodic with the substrate and with lattice mismatch
∆a/a = 1 × 10–4–6 × 10–3. The lasers were three-layered
DHs p-InAsSbP/n-InAsSb/n-InAsSbP (Fig. 1) and five-
layered, with separate electron and optical confinement
(SC) DHs of two types: p-InAsSbP0.34/p-InAsSbP0.1/n-
InAsSb/n-InAsSbP0.1/n-InAsSbP0.34 (Fig. 2a) and
p-InAsSbP0.34/p-InAs/n-InAsSb/n-InAs/n-InAsSbP0.34

(Fig. 2b). Three-layered DHs had a type-I heterointer-
face. Five-layered SC DHs had a type-I heterointerface
with an active region for the InAsSbP0.1 electron con-
finement layer, and a type-II heterointerface for an InAs
electron confinement layer. The active narrow-gap
region was not doped intentionally, and it had n-type
conduction with an electron concentration of ~1016 cm–3.
The band gap Eg in the active region varied within
0.31–0.41 eV. It is extremely difficult to grow wide-gap
optical confinement layers based on quaternary
InAsSbP solutions by LPE. We considered the condi-
tions for LPE growth of the InAsSbP solid solution in
terms of the model of liquid and solid phases [18]. It
was found that the intersection point of the curves out-
lining the regions of spinodal-decomposition and
molecularity limitations corresponds to the theoretical
limiting phosphorus content (x ≈ 0.40) in the quater-
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Fig. 1. Structure of a three-layered DH diode laser: (a)
Layer arrangement, (b) layer-by-layer profile of the band
gap, and (c) schematic of a mesa-stripe laser.
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nary solid solution. The epitaxial temperature of
~820 K corresponds to this point. We obtained an
InAsSbPx solid solution on an InAs substrate with the
maximum phosphorus content x = 0.35 at an epitaxy
temperature of ~570°C [19]. Confining layers with a
phosphorus content of x = 0.25–0.35 were used, with
their composition corresponding to Eg = 0.55–0.6 eV at
77 K. Wide-gap p-layers were commonly doped with
Zn, and in some cases with Mn, and had a free hole con-
centration of (2–5) × 1018 cm–3. Wide-gap n-InAsSbP
layers were doped with Sn and had a free electron con-
centration of ~1018 cm–3. The thickness of these layers
was 2–3 µm. The calculated difference between the
refractive indices of the optically active and optical-
confinement regions ∆n = 0.02–0.09.
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Mesa-stripe lasers were formed on the obtained
structures using chemical etching and photolithogra-
phy. An etchant, HCl/CrO3/HF/H2O, was proposed,
ensuring isotropic etching [20]. The stripe width (b)
was 10–60 µm. Fabry–Perot laser cavities of length L =
50–2000 µm were produced by cleavage.

The lasers were studied in the pulsed mode of oper-
ation, in the quasi-CW mode with meandrous current
pulses characterized by an off-duty factor of 2, and
under CW conditions.

2. MAXIMUM OPERATING TEMPERATURE
OF THE LASERS

The maximum operating temperature (Tmax)
depends mainly on the temperature dependences of the
threshold current (Ith) and the differential quantum effi-
ciency (ηd). These characteristics were determined
from the dependences of the emission intensity on cur-
rent I [21] (Fig. 3). Figure 3 shows experimental data for
an InAsSb/InAsSbP DH laser (V1126-80) with a stripe
width of b = 45 µm and a cavity length of L = 300 µm.
For this laser, the maximum operating temperature,
determined by the occurrence of lasing, Tmax = 170 K,

with the limiting current  = 4.3 A. The population
inversion was observed up to 180 K. At 80–150 K, the
characteristic temperature was T0 = 25 K, and the ratio
between the lasing threshold current and the inversion
current was Ith /Iinv ≈ 1.07. With the temperature raised
further, Ith grows faster than Iinv .

Taking into account that the Ith increases with tem-
perature mainly owing to an increase in the Auger
recombination rate, different for laser diodes with type-
I and type-II heterointerfaces, we compared SC DH
lasers [22] having a type-I or type-II heterojunction at
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Fig. 3. Emission intensity vs. laser current for
InAsSb/InAsSbP DH laser (V1126-80) at temperatures T =
(1) 83, (2) 140, (3) 153, (4) 162, (5) 167.5, (6) 170, (7) 173,
(8) 177, and (9) 180 K.
the boundary between the active and the electron-con-
finement regions (Fig. 2). The lasers had identical
active regions of InAs0.95Sb0.05 with Eg ≈ 0.376 eV,
which corresponds to λ ≈ 3.3 µm, and the same optical
confinement layers of InAs0.5Sb0.16P0.34 with Eg ≈
0.593 eV. The electron confinement layers were com-
posed of InAs (Eg ≈ 0.413 eV), forming a type-II het-
erojunction at the active region boundary, with valence
band ∆Ev ≈ 0.052 eV and conduction band ∆Ec ≈
0.015 eV offsets, the ratio between these being
∆Ev/∆Ec ≈ 3.4. This ratio is the most favorable for sup-
pressing the Auger recombination in type-II hetero-
junctions, in accordance with the theory [23]. The elec-
tron confinement layers in the laser structure with a
type-I heterointerface had the composition
InAs0.85Sb0.05P0.1, with Eg ≈ 0.464 eV and band offsets
at the active region boundary, ∆Ev ≈ 0.039 eV and
∆Ec ≈ 0.025 eV. The aforementioned band gaps and
band offsets were calculated for T = 77 K.

Figure 4 shows temperature dependences of the
threshold current density (jth) for lasers with type-I and
type-II heterojunctions (curve 1 and 2, respectively).
The measurements were taken in the pulsed mode, with
a pulse width of 100 ns and a repetition rate of 105 Hz.
As can be seen, the laser with a type-II heterojunction
(V1133-3N1) has a higher characteristic temperature
T0 ≈ 35 K and higher maximum temperature Tmax ≈
203 K, compared to the laser with the type-I hetero-
junction (S286), having T0 ≈ 22 K and Tmax ≈ 145 K. It
should be noted that, at T = 77 K, the jth for the type-I
heterojunction laser was smaller (jth = 800 A/cm2) than
that for the type-II heterojunction laser (jth = 1000 A/cm2).
To analyze the temperature behavior of jth, we present
in Fig. 4 the temperature dependences of jth, calculated
for the prevalent bulk recombination with consider-
ation either of the radiative recombination exclusively
(curve 3) or of the Auger recombination exclusively
(CHCC and CHHS transitions) (curve 4), and the over-
all dependence (curve 5). The calculations were per-
formed in terms of the theory described in [24]. In this
study, we deal with thick (~2 µm) lasers with an
InGaAsSb active region (Eg = 0.62 eV) and GaAlAsSb
optical confinement layers. The theoretical temperature
dependence of jth coincided with the experimental
curve (see [24]).

When the radiative recombination is dominant in
the bulk, the threshold current density jth for our lasers
must increase with temperature as jth ∝  T3/2 (Fig. 4,
curve 3). If the Auger recombination via CHCC and
CHHS transitions is dominant, jth ∝  T 7, (Fig. 4,
curve 4). The calculated rates of the radiative and non-
radiative recombination are equal at about 170 K. The
temperature dependences of the total current densities
(Fig. 4, curve 5) are expressed as jth ∝  T2.5 at 77–90 K
and jth ∝  T7 at 180–200 K.
SEMICONDUCTORS      Vol. 34      No. 11      2000
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The threshold current density in the lasers studied is
nearly an order of magnitude higher than the value cal-
culated for T = 77–90 K, but it increases with tempera-
ture with the same slope in the coordinates of Fig. 4.
The small slope indicates that the radiative recombina-
tion is dominant, but the fact that the experimental val-
ues of jth are higher than those calculated for the bulk
recombination shows that the radiative recombination
occurs at the interface. This recombination is stronger
in lasers with a type-II heterointerface than in those
with a type-I heterointerface. At 180–200 K, the Auger
recombination at the interface is presumably sup-
pressed in lasers with a type-II heterointerface [23],
since the experimental current density is close to the
calculated value. The Auger recombination is presum-
ably important in lasers with the type-I heterointerface:
over the entire temperature range, the experimental cur-
rent density exceeds by nearly an order of magnitude
the value calculated with account of the Auger recom-
bination in the bulk.

The substantial role of the interfacial recombination
in our lasers is confirmed by a study of the laser emis-
sion polarization. Lasers with type-I or -II heterointer-
faces demonstrated predominantly TM polarization,
with the electric field vector E of the light wave perpen-
dicular to the p–n junction plane. As shown in [25], the
predominantly TM polarization corresponds to optical
transitions without momentum conservation under the
conditions of the interconversion of light and heavy
holes in reflection from the heterointerface. The degree
of polarization σ is determined by the well-known rela-
tion

(1)

where PTM and PTE are the emission intensities for TM-
and TE-polarized light, respectively. The maximum
value of σ for the lasers studied was 80% for the struc-
tures with type-II heterojunction, and 73% for those
with type-I heterojunction at a current I = 1.5Ith [22].
The value of σ and its variation with current are inde-
pendent of the active-region width [25]. The DH lasers
also demonstrated mainly TM-polarization of ~89%;
for lasers with a Mn-doped emitter, the value of σ was
96% [25].

It should be noted that, for all of the lasers studied,
coherent emission appears at the peak of the spontane-
ous emission band, with deviations to higher or lower
energies of no more than ~1 meV [25]. The threshold
current depends on the active region thickness only
slightly.

The fact that the threshold current and the degree of
polarization are independent of the active-region thick-
ness and the absence of the long-wavelength shift of the
coherent emission with respect to the spontaneous
emission indicate that the main contribution to the
emission intensity comes from narrow regions near the
heterointerface. The thickness of these regions is on the
order of the thermal de Broglie wavelength of carriers,

σ PTM PTE–( ) PTM PTE+( ),=
SEMICONDUCTORS      Vol. 34      No. 11      2000
λT ≈ h/(2mckT)1/2 ≈ 0.02 µm, where mc is the electron
effective mass. The thickness λT is much less than the
DH active-region thickness (~1 µm).

The laser threshold current depends on the cavity
length L [26] and stripe width b [21]. At T = 77 K, the
Ith(L) dependence has a minimum at L ≈ 300 µm
(Fig. 5). For L < 200 µm, Ith increases sharply with
decreasing L, and, for L = 50 µm, no lasing was
observed. The sharp increase in Ith with decreasing L
for L ≤ 150 µm can be explained by the gain limitation
at the heterointerface. For L > 350 µm, Ith increases
gradually with L, because of the increasing intraband
losses. The temperature dependences of Ith for lasers
with varied cavity length L show that the temperature at
which the Ith(T) slope starts to grow lowers with decreas-
ing in L. This is a consequence of the increasing internal
losses, uncompensated even by the maximum gain.

We have studied the Ith dependence on the stripe
width [21]. For comparison, Fig. 6 shows the tempera-
ture dependences of Ith, taken in pulsed mode of opera-
tion for two lasers with the stripe widths of 15 and
55 µm (L ≈ 300 µm), fabricated from the same wafer
(V-1133). As can be seen, the laser with a wider stripe
(curve 1) has Tmax = 203 K and T0 = 35 K. The threshold
current at maximum operating temperature is Ith =
7.5 A, which corresponds to the current density jth =
45 kA/cm2. The laser with a narrower stripe (curve 2)
has Tmax = 170 K, T0 = 23 K, Ith = 3 A, and jth =

70 80 90 100 120 140 160 180 200
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Fig. 4. Temperature dependences of the threshold current:
experimental for (1) lasers with type-I (S286) and (2) type-II
heterojunctions (V1133-3 N1); theoretical for dominant
(3) bulk radiative recombination, (4) Auger recombination
via CHCC- and CHHS-transitions, and (5) overall theoreti-
cal dependence.
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Fig. 6. Temperature dependence of the lasing threshold cur-
rent for SC DH lasers with type-II heterojunction (V1133)
and stripe widths b = (1) 55 (T0 = 35 K) and (2) 15 µm
(T0 = 23 K).

Fig. 7. Temperature dependences of the differential quan-
tum efficiency for lasers with (1) type-I (S286) and (2) type-
II (V1133) heterojunctions.
67 kA/cm2. These data show that the lasers with wider
stripes are preferable as regards the temperature depen-
dences of the threshold current and the threshold cur-
rent density. Probably, narrow-stripe lasers have addi-
tional losses compared with the wide-stripe devices.
These losses may be associated with leakage currents
due to surface recombination: it affects the narrow-
stripe lasers more strongly, because in this case it con-
stitutes a larger part of the total current. The surface
recombination on the lateral face of the stripe in layers
of InAs-based solid solutions is due to the formation of
an n-type inversion layer on the p-layer surface.

Now we discuss the temperature dependence of the
differential quantum efficiency of the lasers under con-
sideration. Figure 7 shows ηd(T) dependences for lasers
with type-I (curve 1) and type-II heterojunctions
(curve 2) for the same lasers as those used in Ith com-
parison [22]. The differential quantum efficiency
decreases steeply with increasing temperature, this
behavior being more pronounced for lasers with the
type-I heterojunction. Since the differential quantum
efficiency is mainly determined by free-carrier absorp-
tion, its decrease with increasing temperature means
that the free-carrier losses grow at higher temperatures,
and this effect is more pronounced in lasers with type-
I heterojunction. As mentioned above, the active and
the optical-confinement regions are the same in the
lasers compared, and, therefore, higher absorption
losses in lasers with a type-I heterointerface occur
either in the electron confinement layers or at their het-
eroboundaries. The curve describing the decrease of the
differential quantum efficiency with increasing temper-
ature has no inflections. At 77 K, ηd is 20 ± 5%. Mesa-
stripe lasers with a 10–30 µm stripe width can operate
in the CW mode up to 110 K. The total output power of
the CW lasers exceeds 10 mW at 82 K and λ = 3.6 µm;
the optical power per mode is limited to 2 mW per sur-
face [27]. The rise in the emission losses with increas-
ing current beyond the inversion threshold may exceed
the gain increase, so that lasing becomes impossible at
this temperature.

We estimated the maximum operating temperature
for our lasers in terms of a simplified model with an
energy-independent carrier density. There is much evi-
dence that this model is realized in some of the lasers
studied [25], in which self-coordinated QWs appear at
the interfaces between the active region and the confin-
ing layers.

The maximum contribution to the gain comes from
allowed states at the QW bottom. In this case, the gain
g0 is given by

(2)

where gm is the maximum possible gain for F  ∞
(F is the excess of the external potential over that nec-
essary to create population inversion), and Fi is the

g0 gm
eF/kT 1–

eF/kT 1 e
Fi/kT

+ +
--------------------------------------,≈
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position of the quasi-Fermi level in the allowed band of
carriers with smaller mass (electrons) at the inversion
threshold.

Lasing sets in at F = Fg for which g0Γ = αΣ, where
Γ is the coefficient of laser emission coupling with the
amplifying media, and αΣ is the total loss. At low tem-
peratures, when radiative recombination prevails, Fg

can be conveniently determined from the ratio between
the experimentally determined inversion current Iinv
and the lasing current Ith. Calculations show that

(3)

The maximum gain gm is given by

(4)

Using our experimental data [Ith/Iinv = 1.07, αΣ =
αL = (1/L)ln(1/R) ≈ 40 cm–1, (αL is the output loss), L =
0.03 cm, R = 0.3 is the mirror reflectance, and Fi = 2kT],
we obtain gmΓ = 250 cm–1.

With increasing temperature, the importance of
free-carrier absorption becomes more pronounced. It is
assumed that the transitions from heavy hole to light
hole make the major contribution to emission absorp-
tion. These losses (αp) can be expressed by

(5)

where α0 is a coefficient; ml and mh are the light- and
heavy-hole effective masses, respectively; Fp is the
depth of the hole levels in the QW; and hν is the photon
energy. The total radiation losses are given by

(6)

where αd represents the scattering losses.

With increasing F, the ratio g0Γ/αΣ (4) first
increases, passes through a maximum at αΣ ≈ 0.7gmΓ,
and then decreases. The temperature at which αΣ
reaches the value 0.7gmΓ is the exact maximum lasing
temperature (Tmax). At this temperature, F = Fi + kT.
The expression for Tmax has the form

(7)

Using ml/mh ≈ 0.1, hν = 0.36 eV, Fp = 0.003 eV,
gmΓ = 250 cm–1, αL + αd ≈ 40 cm–1, and α0 = 700 cm–1,
we obtain Tmax = 173 K. This value corresponds to the
average of the experimental values for the lasers stud-
ied.

Fg

Fi

-----
I th

I inv
------- 1.–≈

gmF αΣ
e

Fi/kT
1+

Fi/kT( ) I th/I inv 1–[ ]
---------------------------------------------.≈

α p α0

ml

mh

------hν Fp+ 
  /kT–

 
 
 

exp=

× F/ kT Fi+( ){ } ,exp

αΣ α p α L αd,+ +=

kTmax

ml

mh

------hν Fp+ 
  / 1

α L αd+
0.7gmΓ
------------------

α0

0.7gmΓ
-----------------ln+ + 

  .≈
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The maximum lasing temperature can be increased
by diminishing α0, αL, and αd and raising Γ. For exam-
ple, αL can be minimized by depositing a reflective
coating onto cavity mirrors, and Γ can be increased by
increasing the phosphorus content in the confining lay-
ers or by fabricating several QWs. Tmax can be raised to
190 K only by minimizing αL, and, if, in addition, gmΓ
is doubled, Tmax = 265 K can be obtained.

The best maximum lasing temperature achieved for
the lasers produced by LPE and studied here is Tmax =
203 K. This value was obtained for structures with sep-
arate optical and electron confinement, with a type-II
heterojunction between the active region and the elec-
tron confinement layer. The stripe width in these lasers
was 55 µm, and the cavity length, 300 µm. No reflective
coatings were deposited onto the cavity mirrors.
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Abstract—The theory of steady-state single-mode oscillations in a coherent cascade laser that incorporates two
quantum wells is developed. The power and frequency of oscillations are determined in relation to the coherent-
pump current and the structure parameters. It is shown that the conditions for self-tuning also exist in a two-
well structure, which ensures an efficient lasing and a linear increase in power with increasing pump current.
© 2000 MAIK “Nauka/Interperiodica”.
1. After almost 20 years elapsed since the original
suggestion by Kazarinov and Suris [1], a new type of
semiconductor laser (a cascade laser) was developed by
Capasso and his coworkers [2]. The laser was operated
by diagonal transitions between the levels in the neigh-
boring wells. A model with vertical transitions in a sin-
gle well was considered in the publications [3, 4]
devoted to the cascade-laser theory. It was found that a
laser operating by vertical transitions has certain advan-
tages (see also [5]). However, in a quantum well (QW),
there may exist lasing that is basically different from
the lasing in a cascade laser. Such a coherent laser was
suggested previously [6]. A theory of coherent oscilla-
tions in a single QW (quantum dot) was developed pre-
viously [6]. In particular, the power and the electromag-
netic-field frequency in relation to the coherent-pump
current and the system parameters were determined.
A simple model allowing for analytical solution in a
wide range of fields was considered [6]. The processes
of oscillations in an asymmetric two-well structure
were studied [7] in the context of the above model.
Coherent oscillations have certain specific features:
there is no need for population inversion, the self-tun-
ing conditions ensure high efficiency, and so on. The
question arises whether effective coherent oscillations
are possible with self-tuning for two and more wells.
The aim of this study was to develop a coherent-oscil-
lation theory for two wells.

2. In order to determine the main pattern, we study
the following model of a cascade laser. Figure 1 shows
a one-dimensional structure formed by three delta-
function barriers at the points x = 0, x = a, and x = 2a.
It is assumed that two levels exist in each of the wells.
The potential profile of this structure has the shape of a
step, and the step height is chosen in such a way that the
lower level in the first well coincides with the upper
level in the second well. The energies of these levels
differ by the value of the corresponding electromag-
netic-field frequency ω. A steady flux of electrons with
the density proportional to q2 and the energy approxi-
mately equal to the energy E1 of the upper level in the
1063-7826/00/3411- $20.00 © 21351
first well is incident on the system from the left. The
electromagnetic field, which may be regarded as classi-
cal to a good accuracy, is emitted in the transition of
electrons from the upper to lower levels in each of the
wells; i.e.,

(1)

The field is polarized perpendicularly to the well
plane (i.e., along the x-axis), whereas the wave vector
lies in this plane (i.e., it is directed along the z-axis).

Under the conditions of a single-mode steady-state
lasing, equations for the field E are written as

(2)

where Jc, s(k) are the Fourier components of the polar-
ization currents that either coincide in phase (c) with
the field or are shifted in phase by π/2(s) and describe
the interlevel transitions, τ0 is the photon lifetime in the
cavity, Ω is the natural frequency of the cavity, and κ is
the permittivity.

The polarization currents are expressed in terms of
the system’s wave function Ψ(x, t) that satisfies the
equation

(3)

where m* is the effective electron mass,

Ex z t,( ) E t( ) kz ωt ϕ t( )+( ).cossin=

E
2τ0
--------

2π
κ

------Jc k( ),–=

ω Ω–( )E
2π
κ

------Js k( ),–=

Jc s, k( ) x ikx( )Jc s, x( ),expd

0

a

∫=

i2m*
"

-------------∂Ψ
∂t

-------- ∂2Ψ
∂x2
----------– U x( )Ψ V x t,( )Ψ,+ +=

U x( ) α δ x( ) γδ x a–( ) βδ x 2a–( )+ +[ ]=

+ ω̃ 1 Θ x a–( )–[ ]
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is the potential energy of the barriers (γ and β are the
relative barrier strengths), and

accounts for the interaction with the electromagnetic
field (henceforth, h = c = 1).

We derive a time-independent solution to Eq. (3) by
restricting ourselves to the contribution of resonance to
the interaction of electrons with electromagnetic field;
thus, we have

(4)

Here,

VΨ V iωt( )exp iωt–( )exp–( )∂Ψ
∂x
--------, V

eE
"ω
-------–= =

Ψ x t,( )

q ipx( )exp D0 ipx–( )exp+[ ]
× iEt–( ) D 1–+exp

× i E ω–( )t– i p–x–( ), x 0,<exp

Ψ0 x( ) iEt–( )exp Ψ 1– x( )+

× i E ω–( )t–( ), 0exp x a,< <

Ψ̃0 x( ) i E ω–( )t–( )exp

+ Ψ̃ 1– x( ) i E 2ω–( )t–( ), aexp x 2a,< <
C0 i E ω–( )t– ip x 2a–( )+( )exp

+ C 1– E 2ω–( )t– i p– x 2a–( )+( ),exp

x 2a.>

=

p
E ω̃– , k 1,=

E ω– , k 2,=



=

αδ(x) γαδ(x  – a) βαδ(x – 2a)

q, E E1R

ω
E2R

E3R

ω

x0 a 2a

Fig. 1. Schematic representation of the process of lasing in
a symmetric two-well structure formed by three delta-func-
tion barriers and steplike potential profile. The electron flux
with the density proportional to q2 and the energy approxi-
mately equal to the energy of the pump level E1 is incident
on the structure from the left. The electrons first execute a

radiative transition to the level , then tunnel to the sec-

ond well and execute a transition to the level E3, and finally
leave the structure.

E2
+ –( )
are the momenta of electron at the upper and lower lev-
els in each of the wells (k is the well number). We take
into account that the step height is equal to  and the
energy parameter E is measured from U = 0.

The functions Ψ0, Ψ–1, , and  satisfy the sys-
tem of equations

(5)

We use (4) to represent the expressions for the cur-
rents Jc(x) and Js(x) in terms of wave functions in the
wells as

(6)

A solution to system (5) may be sought in the form

(7)

where n = 0 or –1.
Wave function coefficients are determined from the

boundary conditions that are obtained from the require-
ment that the functions are continuous and from the
conditions imposed on the corresponding derivatives
(see [6]). Introducing the obtained wave functions into
the expressions for currents and performing certain cal-
culations, we obtain the equations for the field and fre-
quency of oscillations as

(8)

where

p–

E ω̃ ω+( )– , k 1,=

E 2ω– , k 2=
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(9)

and the reduced pump current is given by

(10)

The level corresponding to the energy E2 is split; the
quantities referred to the upper and lower split off levels
are denoted by the “+” and “–” superscripts, respec-
tively.

The reduced lasing power is given by λ2 = 

and satisfies the condition  =  ! 1. The

widths of electronic levels are defined as

3. We now assume that the electrons arriving at the
upper level in the first well have an energy that is
approximately equal to E1. Coherent oscillations in
each of the wells under the conditions of resonance tun-
neling of electrons occur if the frequency of electro-
magnetic field applied to the structure is equal to the
rate of transitions between the operating levels ω =
ω12 = ω23. This can be attained by properly choosing
the parameter . The above condition implies that the

inequality  >  holds. In the case where β < 1,

the lasing occurs by the upper split off level ; in the
case of β > 1, the lower level is involved. We use
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Eqs. (8) to derive the following expression for the
threshold current (λ2 = 0):

(11)

(for details, see [8]). In this case, the pump-current
dependence of the lasing power P = λ2 is nonlinear and
tends towards leveling off.

Basically another scheme of lasing takes place if the
energy of incident electrons differs from the resonance
energy by a certain quantity ξ. In the case of lasing in a
one-dimensional structure [6], such conditions bring
about a multifold increase in the radiation power

Q̃th
4Γ̃2

±

1 1 k 1––±
-----------------------------=

0 100 200

20

10

Coherent-pump current Q, arb. units

Lasing power P, arb. units

Tuning X, arb. units

0 100 200

20

10

Coherent-pump current Q, arb. units

Fig. 2. Dependences of the lasing power (per unit length)
P = λ2 on the pump current Q for a single-well structure in
the cases where there is no self-tuning (ξ = 0, the dashed
line) and there is self-tuning (ξ ≠ 0, the solid line).

Fig. 3. The self-tuning X = ξ2 as a function of the pump cur-
rent Q for a two-well structure.
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(Fig. 2). Equation (8) for the power may be now rewrit-
ten as

(12)

where k = (γ/β – γ)2 (all the quantities are

expressed in the units of Γ1). Calculations show that, if
the dependence of the tuning ξ2 on the pump current Q
is chosen properly (see Fig. 3), the dependence λ2(Q)
becomes linear and significantly excels the correspond-
ing dependence for ξ = 0. Figure 4 shows the plots for

a structure with  = 0.5 and  = 5. It is expedient to
choose a broadening of the second level that is smaller
than the broadening of the first level (the pump level)

1
0.125Q̃

∆̃± λ̃( )
2

------------------- 2Γ̃2
± ξ̃

2
Γ̃3

2
+( ){=

× 1 1 k 1––± λ̃
2
k 1– Γ̃3

+( ) } ,

∆̃± λ̃( ) ξ̃ i+( ) ξ̃ iΓ̃2
±

+( ) ξ̃ iΓ̃3+( ) λ̃
2

–=

× ξ̃ i
Γ̃3 1+

2
--------------- i

Γ̃3 1–
2

-------------- 1 k 1––+ + ,

1
p–

2

p2
-----–

 
 
 

2

Γ̃2
+ Γ̃3

0 100 200

20

10

Coherent-pump current Q, arb. units

Lasing power P, arb. units

Fig. 4. Dependence of the lasing power (per unit length) P =
λ2 on the pump current Q for a two-well structure in the
absence of self-tuning (ξ = 0, the dashed line) and in the
presence of self-tuning (ξ ≠ 0, solid line).
because this ensures a decrease in the threshold current
and reduces the outflow of electrons to the region x < 0.
Conversely, the broadening of the third level should be
chosen larger than that of the first level because this is
conducive to tunneling of electrons to the second well
and to the region x > 2a after completion of radiative
transition to the third level.

We now compare the lasing conditions for the sin-
gle- and two-well structures. As can be seen from
Figs. 2 and 4, the pump-current dependences of the
power (per unit length) for these structures are nearly
the same. This makes it possible to conclude that, in a
two-well structure, the lasing power is twofold larger
than in a single-well structure; i.e., two wells operate
coherently. Thus, the coherent mode with tuning is pos-
sible for two quantum wells as well.
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