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Arrival directions of (1.3–4) × 1017-eV cosmic rays detected for zenith angles θ ≤ 53° at the Yakutsk array from
1974 to 2001 are analyzed. These directions exhibit numerous clusters correlating with the supergalactic plane.
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1. Primary cosmic radiation (PCR) of ultrahigh
energies (E0 > 4 × 1017 eV) is thought to consist prima-
rily of charged particles, protons, and nuclei of various
chemical elements. These charged particles are
strongly mixed by the magnetic field of the galaxy and
distributed almost isotropically over the celestial
sphere. For this reason, it is difficult to find the local
sources of PCR. The above concept can be questioned
because the PCR content has not been measured
directly yet and conclusions based on extensive air
shower (EAS) data are ambiguous and inconsistent.

As was reported in [1, 2], the arrival directions of
PCR with energies E0 > 4 × 1017 eV exhibit numerous
groups of showers in narrow solid angles. The distribu-
tion of these groups over the celestial sphere has a
small-scale ordered structure that cannot be attributed
to stochastic statistical processes. In my opinion, this
structure can be attributed to the distribution of extraga-
lactic point sources generating neutral particles of PCR.
Some new evidence supporting this opinion will be pre-
sented below.

2. Characteristics under investigation and dis-
cussion. We analyze the small-scale anisotropy, i.e.,
local inhomogeneities ~5–10° in PCR, for (1.3–4) ×
1017-eV EASs detected with zenith angles satisfying
the condition cosθ ≥ 0.6 at the Yakutsk array from 1974
to 2001. The analysis covers EASs whose arrival direc-
tions were determined at ≥4 stations and whose axes
fell within the central array circle with a radius ≤1000 m.
These events give small errors in the basic EAS param-
eters (direction and coordinates of the axis, E0, etc.).
The primary-particle energy E0 was determined from
the relationships

(1)E0 4.8 1.6±( ) 1017 ρs 600, 0°( )( )1.0 0.02±  eV[ ] ,×=
0021-3640/02/7501- $22.00 © 20001
(2)

(3)

where ρs, 600(θ) is the charged-particle density mea-
sured by ground-based scintillation detectors at a dis-
tance of 600 m from the shower axis.

We analyzed 36 825 showers in five energy ranges
with a step of  = 0.1. In each of these ranges,
we took seven independent samples of approximately
equal size from ≈1000 events, whose only difference
from each other is that their axes fell within different
rings inside the central circle of the array. The presence
of local shower groups in the celestial sphere was
checked separately for each of the 5 × 7 = 35 samples
as follows. We determined all “neighbors” spaced from
the arrival direction of each shower by the angular dis-
tance d ≤ 3°. If this circle included n ≥ 3 showers, their
coordinates were averaged and these averaged coordi-
nates were attributed to new points, referred to as
nodes, which were used for further analysis.

Moreover, analyzing each of the five energy ranges
separately, we sought those m ≥ 2 nodes in any sample
among the seven whose centers are spaced by d ≤ 3°. If
such nodes were found, the arrival directions of all
showers entering them were averaged and the averaged
direction was attributed to a larger node, referred to as
a cluster, which was used for further analysis. Figure 1
shows the map of cluster positions in the developed
celestial sphere for showers of the energies E0 =
1017.2−17. eV in galactic coordinates. Equal areas in the
map correspond to equal sky areas. The solid line cor-
responds to the local supercluster of galaxies (supergal-
axy) with the North Pole coordinates α = 286.2° and

ρs 600, 0°( ) ρs 600, θ( )=

× θsec 1–( ) 1020/λρ×( ) m 2–[ ] ,exp

λρ 450 44±( )=

+ 32 15±( ) ρs 600, 0°( )( ) g/cm2[ ] ,log

∆ E0log
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δ = 14.1°. For convenience of data recognition, equato-
rial coordinates are also shown. The points and crosses
are the nodes with m = 1 and clusters with m ≥ 2,
respectively.

It is remarkable that most clusters come together at
local clusters. A similar pattern is also observed for
other PCR energies. The positions of clusters with dif-
ferent energies frequently coincide with each other.
Figure 2 shows the map of the clusters common to all
five above groups with E0 = 1017.1–17.2, 1017.2–17.3,
1017.3−17.4, 1017.4–17.5, and 1017.5–17.6 eV. They were found
when 10–18 nodes from 35 independent samples, each
including ≈1000 showers, had coinciding angular coor-
dinates. The density of clusters near the galactic disk is

Fig. 1. Map of nodes and clusters for 1882 showers with
E0 = 1017.2–17.3 eV and zenith angles θ ≤ 53° in galactic
coordinates as determined from the Yakutsk EAS array
data: (d) nodes with m = 1, (+) clusters with m ≥ 2 nodes in
circles of the radius d = 3°, and (1) supergalactic disk.

Fig. 2. Map of the clusters which include 2969 showers and
are general for five groups with E0 = 1017.1–17.2, 1017.2–17.3,

1017.3–17.4, 1017.4–17.5, and 1017.5–17.6 eV in galactic coor-
dinates; line 1 is the supergalactic disk, whereas CSG and
ACSG are the center and anticenter of the supergalaxy,
respectively.

CSG

ACSG
lower than the density at high latitudes. In addition, the
number of events in the |bG | ≤ 10° zone is much fewer
than that near the same zone near the supergalactic disk.

The negative and positive correlations of clusters
with the galactic and supergalactic disks, respectively,
are evident in Fig. 3, which shows the distributions of
the 2969 showers (clusters in Fig. 2) over their arrival
latitudes (with a step of ∆b = 2°) in galactic (bG) and
supergalactic (bSG) coordinates. The lines are the
Monte-Carlo calculations for the isotropic flux.

Figure 3a exhibits a pronounced dip for |bG | ≤ 10°.
The deficit of events in this region is (395 –

625)/  = 9.2σ. In contrast, Fig. 3b exhibits a series
of statistically significant peaks. Peak 2 is immediately
in the supergalactic disk, it is over the expected line by
≈6.6σ, and it is even more significant with the inclusion
of dips lying on each of its sides. A number of other
peaks lie symmetrically about the supergalactic plane.
In particular, peaks 1 and 3, 4 and 5, and 6 and 7 are
spaced from this plane by angles of ≈6.5°, ≈20°, and
≈33°, respectively. In principle, all the peaks marked by
the arrows do not contradict the discrete division with a
step of ≈6.5°.

The probability that each of the distributions in
Fig. 3 is random is less than 10–6. These results can be
treated as evidence of the extragalactic origin of the
PCR fraction associated with the clusters. The galaxy
likely only absorbs this radiation, and this absorption is
more intense in the disk. Other significant peaks and
dips in Fig. 3b apparently indicate the complicated and
inhomogeneous structure of extragalactic space, where
the PCR sources forming clusters are located.

The events primarily contributing to peaks 1–3 will
be analyzed in more detail. Figure 4 shows the distribu-
tions of the showers in these peaks in the ranges (1)
6° < bSG < 10°, (2) –2° < bSG < 4°, and (3) –12° < bSG <
−6°over the supergalactic longitude (with a step of
∆lSG = 2°) measured counterclockwise from the axis
directed to the anticenter. The most pronounced peaks
are at lSG ≈ (a) 76°, (b) 101°, (c) 117°, (d) 121°, (e)
127°, (g) 140°, (f) 145°, and (h) 171°. The positions of
some peaks in the upper panel of Fig. 4 almost coincide
with those in the middle and lower panels, among oth-
ers. In addition, these peaks (along with others less sig-
nificant) fit into a series with a step of ≈6.5°.

We emphasis one intriguing point. Figure 3c shows
data from [3], where peaks 1–3 were also observed for
E0 ≥ 1019 eV. It is surprising that even individual details
of the distributions for E0 ≈ (1.3–4) × 1017 eV and E0 ≥
1019 eV in supergalactic coordinates coincide with each
other in the region |bSG | ≤ 30°.

It was also shown in [3] that the relatively high den-
sities of the clusters of galaxies and quasars, which are
definitely associated with the large-scale structure of
the universe, are observed in the regions of peaks 1–3.
The splitting of the arrival directions of PCR into the
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peaks in Figs. 3b, 3c, and 4 can be treated as corrobora-
tion of the adiabatic (“pancake”) Zel’dovich theory [4],
where the geometry of the metagalactic structures is
characterized by the presence of giant plane formations
separated by large (~105 Mps3) volumes free of galax-
ies. Einasto et al. [5] thought that this structure was of
the “three-dimensional checkerboard” type.

According to Yakutsk EAS array data [6], the total
flux of PCR with E0 ≈ (1–4) × 1017 eV does not exhibit
statistically significant anisotropy and the amplitude
and phase of the first right-ascension harmonic found
by traditional harmonic analysis are equal to (0.45 ±
0.55)% and ϕ1 = 192° ± 70°, respectively. The latter,
despite the large uncertainty attributed to the PCR
anisotropy, points to the supergalactic center (CSG in
Fig. 2).

The above results, along with the results from [6],
can be explained by assuming that PCRs have two com-
ponents. One of them is more intense than the other by
a factor of ≈10 and likely includes charged particles
strongly mixed by the magnetic field of the galaxy. The
second component forming clusters apparently consists
of neutral particles of extragalactic origin and, even
being strongly diluted by the isotropic flux of the first
component, affects the results presented in [6].

3. The above data indicate that some fraction of cos-
mic rays with E0 ≈ (1–4) × 1017 eV forms numerous
clusters within solid angles with d ≤ 3° (see Figs. 1, 2).
These clusters negatively and positively correlate with
the galactic and supergalactic disks, respectively (see
Fig. 3). It can be assumed that the clusters point to some
extragalactic pointlike sources of PCR, and these
sources are definitely associated with the large-scale
structure of the universe.

The primary particles forming the clusters are most
likely neutral. Otherwise they would not correlate in
direction with the sources of their origin because of the
motion in the magnetic fields of the supergalaxy and,
particularly, the galaxy. The fraction of these particles
in the total PCR flux is approximately equal to
2969/36825 ≈ 0.08 and is likely close to unity for E0 ≈
(1–4) × 1017 eV and E0 ≥ 1019 eV, respectively [2, 3, 7].

Events not involved in the clusters are distributed
almost isotropically over the celestial sphere. This frac-
tion of PCR likely consists of charged particles (pro-
tons and nuclei of various chemical elements) propa-
gating through the galaxy due to diffusion. One of the
intense sources is located near the galactic center [8–
10]. It is still very difficult to observe other sources of
charged particles, because their positions are strongly
smeared by the magnetic field of the galaxy.

This work was supported by the Ministry of Sci-
ences of the Russian Federation (support for the
Yakutsk complex EAS array included under project no.
01-30 in the “Register of Unique Research and Experi-
mental Instruments of National Significance”).
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Fig. 3. Distributions of the 2969 showers in clusters shown
in Fig. 2 over the latitude of their arrival in (a) galactic and
(b) and (c) supergalactic coordinates; (c) data from [3] for
EASs with E0 ≥ 1019 eV; the lines are the distributions
expected for isotropic PCR flux.

Fig. 4. Distributions of the showers in peaks 1–3 in Figs. 3b
and 3c in the ranges (1) 6° < bSG < 10°, (2) –2° < bSG < 4°,
and (3) –12° < bSG < –6° over the supergalactic longitude
lSG. The most pronounced peaks are at lSG ≈ (a) 76°,
(b) 101°, (c) 117°, (d) 121°, (e) 127°, (g) 140°, (f) 145°, and
(h) 171°. The lines are the distributions expected for the iso-
tropic PCR flux.
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A giant enhancement (no less than by 103) of the optical third-harmonic generation in one-dimensional porous
silicon microcavities and photonic crystals was observed experimentally. The enhancement is due to the reso-
nant enhancement of the fundamental field in the cavity mode and the fulfillment of the phase matching condi-
tion at the photonic band gap edges of the photonic crystal and in the vicinity of the microcavity mode. © 2002
MAIK “Nauka/Interperiodica”.

PACS numbers: 42.65.Ky; 42.70.Qs
In recent years, the nonlinear optics of photonic
crystals (PCs) and PC-based microcavities (MCs) has
been progressing intensively [1]. Giant nonlinear-opti-
cal phenomena caused by giant effective dispersion at
the edges of the photonic band gap and in the vicinity
of the cavity mode, and also by the enhancement of
optical fields inside PCs and MCs under optimal fre-
quency–angular conditions, can be observed in such
microstructures. In particular, multiple reflection inter-
ference in PCs can compensate the phase mismatch for
fundamental and second-harmonic waves when one of
the waves falls on the edge of the photonic band gap in
the space of frequencies or wave vectors [2]. Such an
effective fulfillment of the phase matching conditions
leads to a resonant enhancement of second-harmonic
generation in PCs composed, for example, of dielectric
polystyrene spheres [3], alternate GaAs–AlGaAs [4] or
ZnS–SrF2 [5] layers, or alternate layers of porous sili-
con differing in porosity [6, 7]. At the same time, the
spatial distribution of the electromagnetic field inside
PCs and MCs can be adequately controlled. For exam-
ple, the interference of waves with opposite projections
of the wave vector onto the periodicity direction of the
PC mirrors at a resonance of the external field with the
MC mode leads to the formation of a standing wave
inside the MC with an amplitude that resonantly
increases in the vicinity of the cavity layer. The degree
of field localization (enhancement), which is the mea-
sure of the quality factor of the MC, is determined by
the parameters of the mirrors (photonic crystals) sur-
rounding the cavity layer. An increase in the laser flu-
ence inside the MC in the spectral (frequency or angu-
lar) vicinity of the MC mode leads to a resonant
enhancement of the nonlinear-optical MC response (for
example, to the giant second-harmonic generation in
porous silicon [7] or zinc selenide [8] MCs) and to an
0021-3640/02/7501- $22.00 © 20015
enhancement of Raman scattering in GaAs–AlAs [9] or
porous silicon [10] MCs. However, the enhancement of
second-harmonic generation is limited by the destruc-
tive interference of second-harmonic waves generated
by the cavity layer of a half-wavelength (for fundamen-
tal radiation) thickness; in this case, the PC layers near-
est to the cavity layer make the main contribution to the
second-harmonic signal. The nonlinear-optical effects
that depend on a higher degree of the fundamental
amplitude (for example, the optical third-harmonic
generation (THG)) are free from this limitation.

This work presents the results of an experimental
study on the giant THG in PC-based microcavities
made of porous silicon. The resonant THG enhance-
ment was found in angular TH intensity spectra in the
vicinity of the cavity mode and at the edges of the pho-
tonic band gap. It is shown that the THG resonance in
the mode is due to the combined action of the spatial
localization of fundamental radiation in the vicinity of
the cavity layer and the fulfillment of the phase match-
ing condition. The enhancement of the standing funda-
mental wave amplitude in the resonant increase in the
TH intensity in the MC mode is directly confirmed by
near-field optical microscopy. The THG resonances at
the edges of the photonic band gap are caused by the
spatially uniform enhancement of the fundamental
wave in PC mirrors of the MC and by the compensation
of the phase mismatch between the fundamental and
TH waves due to multiple reflection interference in the
PC.

The samples of microcavities were prepared accord-
ing to the conventional electrochemical procedure [11]
by etching a wafer of heavily doped p-type silicon with
the (100) crystallographic orientation and a resistivity
of 0.01 Ω cm. A solution containing 15% of hydrofluo-
ric acid, 27% of water, and 58% of ethyl alcohol was
002 MAIK “Nauka/Interperiodica”
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used as an electrolyte. The silicon wafer previously
etched on both sides to remove the natural oxide was
placed onto a flat copper cathode, and a platinum coil
placed in the electrolyte above the silicon wafer surface
in an electrochemical cell serves as the anode. The
direct electric current was controlled by a galvanostat.
To obtain a multilayer structure, the density of the cur-
rent through the silicon wafer varies periodically, and,

Fig. 1. (a) Intensity of the s-polarized TH radiation I3ω mea-
sured in a porous silicon MC with λMC .1300 nm as a func-
tion of the angle of incidence θ of the s-polarized funda-
mental radiation (λω = 1064 nm). Dashed lines indicate the
angular shift of the THG resonance from the position of the
cavity mode. Inset: the spectrum of an optical signal in the
vicinity of the TH wavelength measured at the THG reso-
nance (θ = 55°). (b) Angular spectrum of the reflection coef-
ficient Rs of the s-polarized fundamental radiation from
MC.
hence, the etching rate and the porosity (the volume
fraction of air in the porous silicon) at the leading etch
front also vary. As a result, the prescribed current den-
sity–time profile is transferred to the porosity–depth
profile. A topographic image of a sample cleavage
obtained using a scanning microscope with a piezoelec-
tric quasi-friction force detector confirms the periodic-
ity of the sample structures and the existence of well-
defined boundaries between layers [7]. The microcavity
samples under study with the microcavity mode at nor-
mal incidence λMC . 1300 nm or λMC . 620 nm repre-
sent a half-wavelength cavity layer confined between
two PC mirrors composed of five pairs of quarter-wave-
length porous silicon layers. Each pair consists of lay-
ers obtained by etching at current densities of
25 mA/cm2 and 87 mA/cm2. The corresponding poros-
ities fhigh . 0.60 and flow . 0.70 are determined by
porosity–current density calibration curves obtained in
advance. The refractive indices of layers calculated
with these porosities within the framework of the effec-
tive medium model at the fundamental wavelength
comprise 2.0 and 1.65, respectively. The porosity of the
cavity layer fres = flow. Uniform porous silicon films
about 1.5 µm in thickness are prepared as reference
samples.

A pulsed YAG:Nd3+ laser generating pulses with a
duration of about 10 ns, the wavelength λω = 1064 nm,
and a pulse energy of about 6 mJ was used. The polar-
ized radiation of the laser passes through an infrared fil-
ter extracting the pumping and is directed at a sample
clamped on a goniometer at an incidence angle θ. The
goniometer provides a consistent revolution of the sam-
ple and the detection system in the range of incidence
angles 0° < θ < 90° with a minimum step of 0.5°. The
radiation reflected from the sample passes through a
system of ultraviolet filters 11 mm in total thickness,
which extracts the radiation at the TH wavelength, and
through a Glan prism, which controls the TH polariza-
tion state. Next, the signal is detected by a photomulti-
plier tube (PMT) and an electronic gated recording sys-
tem connected with a computer. The possibility of
mounting a monochromator with slits 0.05 mm in
width after all the elements of the optical system is pro-
vided for checking the frequency spectrum of the
reflected radiation. The angular spectrum of the linear
reflection coefficient is measured in the identical align-
ment. For this purpose, the frequency of the fundamen-
tal radiation reflected from the sample is doubled by a
quartz plate, because the PMT is not very sensitive in
the IR region. To obtain the absolute normalization of
the reflection coefficient, the fundamental radiation is
directed to a PMT through all the elements of the opti-
cal system, excluding the sample.

The distributions of local fields inside a MC were
characterized by near-field scanning optical micros-
copy. The sample cleavage under study is placed on a
ceramic piezoelectric three-dimensional tube of the
scanning microscope. A probing apertureless tip with a
JETP LETTERS      Vol. 75      No. 1      2002
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radius of curvature of about 50 nm and made of an opti-
cal single-mode fiber is placed directly above the sam-
ple cleavage. The surface topography is traced by a
feedback system with a tuning-fork resonant quasi-fric-
tion force detector. The fundamental radiation is sup-
plied by a multimode optical fiber perpendicular to the
sample surface as close to the MC cleavage as possible.
The radiation collected by the probe is directed to the
PMT cathode through a monochromator.

The THG experiments were performed for the
geometry of fundamental and reflected TH waves
polarized in the sample plane (ss-geometry). The
choice of the geometry of an experiment is determined
by the most pronounced manifestation of photonic
properties for s-polarized waves. The corresponding
component of the bulk cubic susceptibility of porous

silicon  is not equal to zero, as distinct from

 ≡ 0 where the y axis is perpendicular to the plane
of incidence. Thus, the dipolar volume polarization
P(3)(3ω) is the main source of third-harmonic genera-
tion in microcavities.

The intensity I3ω of the third-harmonic reflected
from a microcavity expressed in arbitrary units is
shown in Fig. 1a as a function of the angle of incidence
of the fundamental radiation on the sample. An
enhancement at the edges of the photonic band gap
(θ = 17° and θ = 75°) and a narrow peak in the region
of the cavity mode (θ = 55°) are observed in the angular
spectrum I3ω(θ). The enhancement of the TH intensity
in the MC mode comprises no less than 103 as com-
pared with I3ω in the photonic band gap. The inset in
Fig. 1 shows the frequency constitution of the radiation
reflected from the MC and passed through a set of fil-
ters of the recording system. The composition was
obtained with the use of a monochromator. A narrow
(with a half-width of about 0.1 nm) spectral peak is
observed at a wavelength of 354.7 nm. This peak corre-
sponds to the third-harmonic for pumping with a wave-
length of 1064 nm. Measurements of the reflected radi-
ation spectrum in a wide range showed the reliability of
the selected set of filters for extracting the third-har-
monic: radiation at wavelengths differing from the TH
was not detected. The linear reflection coefficient Rs of
the infrared s-polarized fundamental radiation is shown
in Fig. 1b as a function of the angle of incidence on a
microcavity sample. The region of the photonic band
gap in angular variables starts at approximately θ = 25°
and corresponds to vanishingly small values of the
third-harmonic intensity. A dip is observed in the angu-
lar reflection spectrum at an incidence angle of 58°.
Analogous measurements of the angular spectra I3ω(θ)
and Rs(θ) were carried out for a uniform silicon wafer
with a thickness of 1.5 µm, which is comparable with
the total thickness of the microcavity sample (Fig. 2).
Effects associated with multiple reflection interference,
namely, a broad peak in the angular third-harmonic

χyyyy
3( )

χyyy
2( )
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spectrum and oscillations in the reflection coefficient
are also observed in the curves obtained.

The features of the angular spectrum of the third-
harmonic generated by a microcavity are determined by
the phase matching conditions, which signify the con-
structive interference of third-harmonic waves from
each MC layer or, in other words, the equality of the
effective refractive indices at the fundamental and
third-harmonic frequencies [12]. These conditions are
fulfilled in the regions of high effective dispersion,
which correspond to fast variations in the angular spec-
trum of the linear reflection coefficient, and determine
the enhancement of third-harmonic generation at the
photonic band gap edges at θ = 17° and θ = 75°. The

Fig. 2. Angular spectrum of the s-polarized TH radiation
intensity I3ω measured for a uniform porous silicon wafer
1.5-µm thick as a function of the angle of incidence θ of the
s-polarized fundamental radiation. The TH intensity units
are the same as in Fig. 1a. (b) Angular spectrum of the
reflection coefficient Rs of the s-polarized fundamental radi-
ation from a uniform porous silicon wafer.
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weak manifestation of the photonic band gap edge in
the angular dependence Rs at large angles θ is appar-
ently associated with the rapid growth of the Fresnel
coefficients in this region. The THG peaks at the photo-
nic band gap edges are due to interference in the PC
structure and are not associated directly with the exist-
ence or nonexistence of the cavity layer.

The giant enhancement of third-harmonic genera-
tion for a microcavity at θ = 55° is provided by a com-
bination of the fulfillment of the phase matching condi-
tion in the region of the cavity mode and the localiza-
tion of the fundamental field in the cavity and nearest
layers. The position of the dip in the linear reflection
coefficient (Fig. 1b) is determined by the angular posi-
tion of the microcavity mode at which the localization
of the field in the cavity layer is most strongly pro-
nounced. The peak in the TH intensity spectrum is
shifted with respect to this position by a value deter-
mined by the fulfillment of the phase matching condi-
tion. Both samples, namely, a photonic crystal micro-
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Fig. 3. At the top: spatial distribution of the optical field
intensity at an MC cleavage with λMC . 620 nm measured
by a near-field optical microscope at resonance excitation
by the radiation of a He–Ne laser at a normal to the MC. At
the bottom: cross-section of the intensity image along the
direction of PC periodicity (dots) and a model spatial distri-
bution of the standing wave intensity in the cavity mode
(solid lines). Dashed lines indicate the boundaries of the
cavity layer.
cavity and a uniform wafer, admit a similar consider-
ation in terms introduced for a cavity. The interfaces of
a uniform wafer with air and with the substrate serve as
mirrors in this case. The reflection coefficients of such
mirrors are considerably smaller than those for multi-
layer structures. In fact, when characterizing microcav-
ities by the quality factor determined through the half-
widths of THG resonance peaks at their half-maximum,
one can see that this value in angular variables equals
10° for a uniform wafer and is 5 times smaller for a
microcavity. The third-harmonic intensity reached in
the MC mode is 15 times higher than in the maximum
of the I3ω(θ) curve for a porous silicon film.

The localization of the field in the vicinity of the
cavity layer was directly demonstrated by the measure-
ment of the spatial two-dimensional distribution of the
fundamental field intensity using a near-field micro-
scope (Fig. 3). The image was obtained for a MC cleav-
age with λMC . 620 nm at resonance excitation by the
radiation of a He–Ne laser with λω = 633 nm at a nor-
mal to the MC surface. The bright strip in the vicinity
of the cavity layer corresponds to the resonant increase
in light intensity detected by the microscope probe. The
dark strips in the image correspond to intensity minima
and fall on the centers of the PC mirrors. The contrast
between the minimum and maximum intensities, which
characterizes the degree of field localization in the cav-
ity, reaches 10. The bright spot in the near-surface
region of the sample (z < 200 nm) is apparently a con-
sequence of the scattering of radiation by the sample
surface. The cross-section of the image in the direction
perpendicular to the microcavity surface correlates well
with the envelop of the model spatial distribution of the
standing fundamental wave intensity calculated within
the propagation matrix formalism (Fig. 3, at the
bottom).

Thus, the localization of laser radiation in the vicin-
ity of the cavity layer of microcavities with photonic
crystal mirrors (at a resonance with the MC mode) and
also inside photonic crystals (when the radiation wave-
length and wave vector fall on the edge of the photonic
band gap) leads to a giant enhancement of their nonlin-
ear-optical response, in particular, to the generation of
a giant third-harmonic. The matching of the phase
velocities of the fundamental and third-harmonic radi-
ations due to multiple reflection interference in the pho-
tonic crystals of the mirrors is another factor of the
enhancement of the third-harmonic generation in
microcavities.

The authors are grateful to N. Ota for help in prepar-
ing the microcavity samples and to V.A. Yakovlev for
fruitful discussions.
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Ion Formation upon Water Excitation by IR Laser Radiation
in the Range of OH Stretching Vibrations
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The ion formation and emission upon the excitation of liquid water in the range of OH stretching vibrations
were observed and studied. The radiation source was a nanosecond parametric light oscillator tunable in the
range of 2.7–3.3 µm. The ions were detected by an ion-mobility spectrometer. © 2002 MAIK “Nauka/Interpe-
riodica”.

PACS numbers: 33.80.Eh; 79.90.+b; 78.30.Cp
Liquid water displays specific nonlinear optical and
photophysical properties upon resonant laser excitation
in the range of OH stretching vibrations. For example,
the effect of liquid water bleaching under the action of
intense (q ~ 107 W/cm2) resonance IR laser radiation at
wavelengths λ = 2.94 and 2.79 µm was observed in [1].
The study of the nonlinear transmission over the entire
range of OH band using a tunable parametric light
oscillator showed that the transmission nonmonotoni-
cally depends on intensity at λ = 3.1–3.4 µm, i.e., in the
spectral range due to the associated water molecules
[2]. Moreover, it was found that the excitation of asso-
ciated water is accompanied by an increase in the
Raman scattering signal at frequencies ν = 3100–
3400 cm–1 corresponding to the vibrations of associ-
ated molecules. One can hardly explain these results by
equilibrium heating. It is more probable that the distri-
bution of vibrational excitation among the water asso-
ciates, whose molecules absorb radiation, and free mol-
ecules is nonequilibrium, at least, during the laser
pulse.

This work is aimed at studying a new phenomenon
which we observed upon IR laser excitation of the liq-
uid water molecules in the range of OH stretching
vibrations, namely, the phenomenon of ion formation
and emission. This problem seems to be highly topical
from the fundamental point of view, because it is a new
nonequilibrium photoprocess initiated in a vibra-
tionally excited molecular condensed medium. The
study of this problem is topical in connection with the
intensive development of a high-sensitive matrix-
assisted laser desorption ionization (MALDI) method
for analysis of complex organic and biological mole-
cules [3, 4]. This method is based on the ionization of
the molecules of a substance as a result of laser excita-
tion of the surrounding (matrix) molecules, followed by
the analysis of the results by the methods of mass spec-
trometry or ion-mobility spectrometry (IMS). At
0021-3640/02/7501- $22.00 © 20020
present, the physical principles of analysis for the
vibrational excitation of a matrix are in their infancy.

EXPERIMENTAL METHOD

The vibrational excitation of water molecules was
provided by a single-cavity LiNbO3 parametric light
oscillator (PLO) pumped by a YAG:Nd laser. The PLO
radiation (τp ~ 7 ns, Ep = 5 mJ) was tuned from 2.7 to
3.3 µm, which corresponded to the water absorption in
the OH stretching range.

One can expect that the ion-formation process
depends on the choice of the excitation spectral range,
as was observed for the nonlinear transmission and
Raman scattering of water. For this reason, the ioniza-
tion in our experiments was accomplished at both high-
frequency (λ = 2.73–2.84 µm) and low-frequency
(λ = 3.1–3.3 µm) wings of the water absorption band.
To provide the same thermodynamic conditions for the
laser action in the regions of predominantly free and
associated water, the radiation wavelengths were cho-
sen so that the linear absorption coefficients in these
regions were identical. The choice of wavelengths is
illustrated in Fig. 1, where the water IR transmission
spectrum in the range of OH stretching vibrations is
shown. The laser intensity was varied in the range q =
5–20 MW/cm2.

The ions were detected on an ion-mobility spec-
trometer. This method offers certain advantages over
the traditional mass spectrometric method, because it is
much more sensitive and also because it allows experi-
ments with water to be conducted under natural condi-
tions. The spectrometer operates on the principle of
ion-mobility separation in the course of ion drift with a
constant velocity V = µE in a constant electric field E
(µ is the ion mobility). The ion signal on the collector
is detected as a function of drift time, thus forming the
ion-mobility spectrum. Since the duration of ion-cloud
002 MAIK “Nauka/Interperiodica”
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formation is determined by the duration of the laser
pulse, it is much shorter than the characteristic time of
ion drift from the ionization zone to the collector.
Because of this, the instant of pulse action on the sam-
ple is taken as zero time. The laser ion-mobility spec-
trometer that we devised provides sensitivity at a level
of 102–103 ion/pulse and has the resolution R = t/∆t >
50 [5], where t is the drift time of ions forming a certain
peak and ∆t is the peak FWHM. The ion drift occurs in
an atmosphere of special purity grade nitrogen under
normal conditions. The ionization was accomplished
by the action of laser radiation on liquid water samples.
A water layer with a thickness of ~1 mm was placed on
a fluorite substrate inside the drift tube.

Both twice-distilled water and distilled water sub-
jected to deionizing purification were used as samples.

RESULTS AND DISCUSSION 

The action of IR laser radiation with q = 5–
20 MW/cm2 on twice-distilled water was found to
induce the emission of positive ions from water if the
radiation was resonant to the OH stretching vibrations
of the H2O molecule. The ion-mobility spectra obtained
for different wavelengths are shown in Fig. 2. One can
see that the emitted ions form a signal at drift times td >
20 ms, which correspond to the mobilities µ < 1 cm2/(V s).
The amplitudes of ion signals depend on the laser
wavelength. As the excitation wavelength increases in
the range 3.1–3.3 µm, the maximum of the ion signal
shifts to larger drift times (to smaller µ).

The dependence of the integrated intensity of the ion
signal on the excitation wavelength in the range of drift
times td = 20–70 ms [µ = 1–0.3 cm2/(V s)] is shown in
Fig. 3. One can see from the comparison of the ion sig-
nals obtained with the same linear absorption coeffi-
cient for the associated (λ = 3.1–3.3 µm) and free (λ =
2.73–2.84 µm) water molecules that the ion signals in
the first case are several times higher. This tendency
persists in the whole range of excitation intensities (q =
5–20 MW/cm2) used in the experiment. This result
allows a conclusion to be drawn about the nonequilib-
rium nature of the observed effect. It cannot be
explained solely by the nonlinear dependence of the
water absorption coefficient on the laser intensity,
because the absorption coefficient of associated water
is always lower than for the free water in the range of
intensities used [2].

It is worth noting that the mobilities of the experi-
mentally detected ions are µ < 1 cm2/(V s). The water
ions and the ions of water clusters are known to be
much more mobile [µ > 1.8 cm2/(V s)]. Most likely, the
ions observed in our experiments are molecular ions of
a dissolved organic substance (DOS), which is always
present in natural water whatever the degree of purifi-
cation is [7].
JETP LETTERS      Vol. 75      No. 1      2002
Fig. 1. IR transmission spectrum of water. Arrows indicate
the wavelengths of exciting laser radiation used in the
experiment.

Fig. 2. Ion-mobility spectra recorded upon the action of
laser radiation with different wavelengths and q =
13.7 MW/cm2 on water.

Fig. 3. Integrated intensity of the ion signal as a function
of the wavelength of exciting radiation with q =
13.7 MW/cm2.
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The possible mechanism of DOS ionization consists
of the proton transfer from the vibrationally excited
water molecule to the impurity molecule. However, the
ion signal can also be caused by the ions which are
present in water from the very beginning, because
many substances dissociate in water to form ions. To
answer the question about the nature of the observed
ions, experiments with deionized water were carried
out.

A comparison of the ion spectra of twice-distilled
water with the spectra of water subjected to deionizing
purification indicates that, under the same conditions of
laser action, the ion yield for the deionized water is
even higher than for the laser-excited twice-distilled
water. Therefore, one can conclude that the detected
ions are formed as a result of vibrational excitation of
water molecules by laser radiation. Otherwise, i.e., if
we had detected the ions which were initially present in
water, the removal of ions from water would have
depressed the signal. As to the fact that the amplitude of
the ion signal from the deionized water increases, com-
pared to the plain twice-distilled water, the likely rea-
son for this is that, in the course of deionization, water
repeatedly passes through the columns with cationites
and anionites and absorbs additional impurities.

In our opinion, the proton transfer from the excited
water molecule to the DOS molecule is the most prob-
able mechanism of ion formation. The organic mole-
cules dissolved in water are hydrophilic by their nature,
i.e., they are capable of associating water molecules. It
then becomes clear why the effect is particularly pro-
nounced when the associated molecules are directly
excited (Fig. 3). In this case, the proton transfer from
the excited water molecule to the DOS molecule is
most probable. The experiments with hydrophobic
molecules (toluene derivatives) specially dissolved in
water also corroborate our assumption: despite the sub-
stantially higher concentrations of such molecules, the
ion yield upon excitation of both associated and free
water proves to be exceedingly low.

In summary, the effect of formation of the positive
ions with mobilities µ < 1 cm2/(V s) upon the excitation
of twice-distilled water by resonance IR laser radiation
with wavelengths λ = 2.73–3.3 µm and intensities q =
5– 20 MW/cm2 has been observed. The fact that, under
the same thermodynamic conditions of laser excitation,
the ion-formation efficiency in the case of vibrational
excitation of associated molecules is several times
higher than for the excitation of free molecules indi-
cates that the observed effect is nonequilibrium.

This work was supported in part by the Ministry of
Industry, Science, and Technology of the Russian Fed-
eration (project no. 08-02-48). We are grateful to
V.V. Fadeev for helpful discussions.
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Equation of State and Structural Phase Transition
in FeBO3 at High Pressure1
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The evolution of X-ray diffraction patterns in FeBO3 under high pressures up to 63 GPa has been investigated
at room temperature in a diamond anvil cell. A structural phase transition at a pressure of 53 ± 2 GPa was found
for the first time. The transition is of the first-order type with a hysteresisless drop of the reduced unit cell vol-
ume of about 8.6%. Apparently, the transition is isostructural. At pressures below the transition, the equation of
state for FeBO3 was fitted. In the third-order approximation of the Birch-Murnagan equation of state, the bulk
modulus K and its first pressure derivative K' were found to be 255 ± 25 GPa and 5.0 ± 1.2, respectively. © 2002
MAIK “Nauka/Interperiodica”.

PACS numbers: 61.50.Ks; 64.70.Kb; 64.30.+t; 62.50.+p
1 Under ambient conditions, the crystal lattice of iron
borate FeBO3 has rhombohedral symmetry with space

the group R c ( ) and with lattice parameters a =
4.612 Å and c = 14.47 Å [1, 2]. Iron ions Fe3+ are in an
octahedral oxygen surrounding, and interionic dis-
tances are (Fe–O) = 2.028 Å and (Fe–Fe) = 3.601 Å,
while the angles of the bonds (O–Fe–O) are 91.82° and
88.18° [2]. FeBO3 is an antiferromagnet with weak fer-
romagnetism and with a Neel temperature of about 348
K [3]. This material has very interesting electronic,
magnetic, and magnetooptical properties. Recently, the
transition from a magnetic to nonmagnetic state has
been discovered at pressures of about 46 GPa in the
FeBO3 single crystal [4]. The nature and mechanism of
this transition are not known yet. It is interesting
whether this transition is accompanied by a structural
transition, and it is important to investigate how
changes of interionic distances and crystal structure
under pressure influence the electronic and magnetic
properties in this compound.

In the present paper, we have investigated in detail
the room temperature X-ray diffraction spectra in
FeBO3 at high pressures up to P = 63 GPa using a dia-
mond anvil cell (DAC). The powder sample was
obtained by grinding the FeBO3 single crystal. The
diameter of culets of diamond anvils was about 300 µm.
The diameter of the gasket hole was about 100 µm. At

1 This article was submitted by the authors in English.

3 D3d
6
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different pressure scans, tungsten or rhenium was used
as the gasket material. As the pressure medium we used
silicon organic liquid, which is quite appropriate for
maintaining quasi-hydrostatic conditions. The gasket
hole was filled with the sample powder to about one-
third to ensure that all powder grains were surrounded
by pressure liquid. The shift of ruby fluorescence was
used to determine pressure. To estimate the pressure
distribution along the sample, several ruby chips were
placed inside the hole at different distances from the
center. It was found that the pressure gradient at the
sample was not more than 4–5 GPa at maximal pres-
sures. The DAC applied in this study allowed us to col-
lect X-ray data in an angle range of about 30 degrees of
2Θ. X-ray patterns were recorded in the transmission
geometry on an image plate and were then treated by
the standard procedure. As the X-ray source we used a
rotating Mo anode equipped with specially designed
focusing X-ray optics.

Figure 1 shows changes in the X-ray diffraction pat-
terns of FeBO3 with higher pressure. It can be seen that
new peaks appear at about 52 Gpa, indicating the onset
of phase transition to a new crystal structure. Both ini-
tial and new crystal structures coexist in the pressure
range 52–55 GPa, apparently due to a pressure gradi-
ent. In the measured range of diffraction angles 2Θ, we
found that the high-pressure phase at P > 55 GPa has a
set of X-ray peaks similar to that of the low-pressure
phase at P < 52 GPa (Figs. 1a and 1b). Figure 2 shows
the experimental X-ray diffraction pattern obtained at
002 MAIK “Nauka/Interperiodica”
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Fig. 1. Evolution of the X-ray diffraction pattern of FeBO3
at high pressures: (a) below phase transition, (b) in the
region of the phase transition and at higher pressures. The
peaks of W and Re gaskets are also seen.

Fig. 2. X-ray pattern of the high-pressure phase of FeBO3 at
P = 56 GPa. The solid line is an experimental pattern, the
bars are a theoretical calculation of interplanar dhkl-spaces

in a hexagonal representation for the R c space group with
the lattice parameters a = 4.3539 Å and c = 12.6642 Å. The
other peaks fit well to reflexes of the compressed Re gasket.

3

56 GPa and positions of the calculated reflexes for the

structure of space group R c. The calculated data fit the
experimental peaks well when the lattice parameters a
and c are 4.3539 Å and 12.6642 Å, respectively. Five
reflexes of the new high-pressure phase fit very well to
the same symmetry as the low-pressure phase. The
interplanar distances and the peak intensities of the
X-ray diffraction pattern of FeBO3 recorded at 56 GPa
are given in Table 1. However, the measured range of
angles 2Θ is not enough to make a final conclusion; it
is more likely that the transition is isostructural.
Recently, Parlinski [5] calculated a possible change of
the crystal structure in FeBO3 using the density func-

3

Fig. 3. The experimental pressure dependence of the unit
cell parameters a and c and the reduced unit cell volume
V/V0 of FeBO3 measured at room temperature in a DAC.
The pressure medium is poly-ethyl-silicon. At pressures
above the phase transition P > 52.5 GPa, the V(P) relation
was calculated assuming that the crystal structure of the
high-pressure phase has the same symmetry as the low-
pressure one.
JETP LETTERS      Vol. 75      No. 1      2002
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tional theory and found that the phase transition to the

same space group R c should exist at a certain pres-
sure.

Under this assumption, we calculated the unit cell
volume and the V(P) dependence for the high-pressure
phase of FeBO3. Figures 3a and 3b show the pressure
dependence of the unit cell parameters a and c and the
reduced unit cell volume V/V0. It is obvious that the
observed structural transition is of the first order; the
drop of the V/V0 value is about 8.6%. To determine pos-
sible hysteresis of the transition, we also measured
X-ray diffraction patterns at the pressure release
regime. It was found that the hysteresis is in the limit of
pressure distribution along the sample due to nonhydro-
staticity.

At pressures below the transition, four types of
equations of state (the second-power polynomial, Mur-
nagan, Birch–Murnagan, and Vinet) were fitted to the
experimental dependence V(P). The results of calcula-
tions are given in Table 2. It seems that the fit of the
Birch–Murnagan equation of state with the bulk modu-
lus K = 255 ± 25 GPa and its first pressure derivative
K ' = 5.0 ± 1.2 gives the most reliable result. The value
of the bulk modulus is close to that estimated for an
oxygen octahedron surrounding an iron ion in other
iron oxides (≈280 GPa) [6, 7]. This correlates with a
possible freedom of change in the crystal structure in
FeBO3. Under pressure, only compression of an oxy-
gen octahedron is possible in FeBO3. The same is valid
for α-Fe2O3, in contrast, for example, to the rare-earth
orthoferrites RFeO3, where, in addition to compression,
there is freedom of rotation of oxygen octahedrons.

Special attention should be paid to the problem of
different values of pressure for the structural transition
found in the present study at 53 ± 2 GPa and the mag-
netic transition found at 46 ± 2 GPa in [4]. The powder
sample (a grained single crystal) was used in the
present study, while a single-crystal specimen of
FeBO3 enriched with the isotope Fe-57 was used in the
magnetic measurements [4]. It is important to verify
whether the pressure difference of the structural and
magnetic transitions is a sample effect or a physical
effect. We are now carrying out Mössbauer spectros-
copy experiments with the powder sample with the aim
of clarifying this problem.

In summary, the X-ray diffraction spectra and V(P)
dependence for FeBO3 were measured at room temper-
ature at pressures up to 63 GPa. The bulk modules cal-
culated using the Birch–Murnagan equation of state is
255 ± 25 GPa, and its first pressure derivative K ' is
5.0 ± 1.2. At a pressure of 53 ± 2 Gpa, we observed the
first-order phase transition (apparently of the isostruc-
tural type) with a unit cell volume decrease of about
8.6%. The isostructural character of the transition is in

3

JETP LETTERS      Vol. 75      No. 1      2002
agreement with the density functional theory calcula-
tions [5]. The pressure value of the structural transition
differs from that of the transition from a magnetic to
nonmagnetic state, which was found recently in FeBO3
[4].

We are grateful to Professor R. Rüffer for useful dis-
cussions. This work was partially supported by NATO
grant no. PST.CLG.976560 and by the Russian Foun-
dation for Basic Research, project nos. 00-02-17710-a,
01-02-17543-a, and 02-02-17364-a. This study was
also partly supported by grant INTAS-710.
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Table 1.  Interplanar distances, peak intensities, and the cor-
responding Miller indices of the high-pressure phase of
FeBO3 at P = 56 GPa calculated in an approximation of the
space group R3c with the unit cell parameters a = 4.3539 Å
and c = 12.66422 Å. (Mo radiation, T = 296 K)

h k l Intensity dexp (Å) dcalc (Å) dcalc – dexp (Å)

1 0 2 90 3.24420 3.23971 –0.00449

1 0 4 100 3.42443 2.42466 +0.00023

1 1 0 30 2.17300 2.17695 +0.00395

1 1 3 20 1.93562 1.93483 –0.00079

2 0 2 20 1.80583 1.80691 +0.00108

Table 2.  The bulk modules K and its first pressure derivative
K' calculated from different types of EOS fitted to experi-
mental V(P) of FeBO3 measured at T = 296 K

Equation of state K (GPa) K'

second-power polynomial 273 ± 4 4.0 (fixed)

Murnagan 254 ± 23 4.6 ± 1.0

Birch–Murnagan 255 ± 25 5.0 ± 1.2

Vinet 250 ± 25 5.2 ± 1.2
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It is shown that silver atoms, the only ones of many atoms studied previously (Si, C, Mo, Pt, Cu, Ir, Ni, Au, Cs,
K, Na, Ba, …), do not intercalate, that is, do not penetrate under a two-dimensional graphite film (2DGF) on a
metal either upon direct depositing in the temperature range 300–2000 K or annealing of a previously deposited
silver film. Intercalation becomes possible if silver is deposited on a 2DGF with previously intercalated cesium;
in this case, silver atoms displace Cs atoms from under the 2DGF upon heating up to 1100 K. © 2002 MAIK
“Nauka/Interperiodica”.

PACS numbers: 68.35.-p; 81.15.Cd
Intercalation under two-dimensional graphite films
(2DGFs) on metals was first observed in our work in
1981 [1] and was described in detail in [2, 3]. It was
found that a 2DGF on a metal behaves as a two-dimen-
sional crystal that is weakly bound with the metal sur-
face by van der Waals forces [4] and has the same struc-
ture as one layer in a graphite single crystal [5–7]. In
this case, intercalation is spontaneous penetration of
foreign particles (atoms [1–3] or fullerene molecules
C60 [8]) adsorbed on a 2DGF under the film. The film
itself only moves away from the metal surface remain-
ing virtually unchanged, in the same way as graphite
layers move apart upon intercalation of a graphite sin-
gle crystal [9].

It was found that the regularities of intercalation are
virtually independent of the nature of the metal sub-
strate on which the 2DGF is formed (Ir, Re, Pt, …), but
these regularities depend on the nature of the interca-
lated particles in a decisive way [2, 3]. Thus, atoms with
low ionization potentials (Cs, K, Na, …) intercalate a
2DGF at room temperature with an efficiency of ~ 0.5;
that is, half the number of atoms that arrive at the sur-
face go under the layer. In this case, intercalation pro-
ceeds only after attaining a certain critical concentra-
tion Nc in the adsorbed layer (or the critical coverage
θc = Nc/Nm, where Nm is the monolayer concentration).
For Cs, θc = 0.01 [2], and the limiting concentration of
atoms in the intercalated phase does not exceed one
monolayer.

On the contrary, atoms with high ionization poten-
tials (Si, C, Pt, Ir, Cu, Mo, …) intercalate under a 2DGF
with efficiency close to unity (!) at T ~ 1000–1200 K.
No concentration threshold has been found for interca-
lation, and either a thick multilayer intercalate film or a
bulk compound composed of intercalate and substrate
0021-3640/02/7501- $22.00 © 20026
metal atoms, for example, rhenium silicide, forms
under the graphite monolayer.

With the aim of extending the range of atoms that
can intercalate under a 2DGF on a metal, we decided to
use silver atoms, whose ionization potential V =
7.57 eV is intermediate with respect to the groups of
atoms mentioned above, as an intercalate.

The experiments were performed using a high-reso-
lution Auger spectrometer (∆E/E < 0.1%) with a prism
energy analyzer described in [10]. It was a possible to
measure Auger spectra directly at a high substrate tem-
perature in the range 300–2200 K. The following Auger
peaks were used for quantitative estimations: Ag, the
second peak of the doublet with E = 356 eV (peak-to-
peak); Ir, the triplet with energies E = 154, 162, and
171 eV (from the top of the peak with E = 154 eV to the
bottom of the peak with E = 171 eV); C, the peak with
E = 272 eV (from the bottom of the peak to the back-
ground level); and Cs, the second peak of the doublet
with E = 575 eV (peak-to-peak).

The two-dimensional graphite film was created on a
substrate of textured polycrystalline Ir (1 × 40 × 0.02) mm3

in size with the (111) face at the surface and heated by
directly passing a current using the procedure described
in [3]. The temperature was measured by a micropy-
rometer and by a linear extrapolation of the curve of
temperature vs. ribbon heating current in the nonpyro-
metric region. Silver was deposited uniformly from thin
metal filaments on the entire working surface of the rib-
bon. After training the source, only Auger peaks of sil-
ver were detected in the deposited layers.

The results of annealing a silver film ~ 1.5–2 mono-
layers in thickness deposited at room temperature on
the surface of a 2DGF on iridium are displayed in Fig. 1.
It is evident that the Auger signal of silver slightly var-
ies up to temperatures of ~ 900 K and sharply drops
002 MAIK “Nauka/Interperiodica”
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to zero at T > 900 K. In our opinion, this means that sil-
ver, which occurs on the graphite surface apparently as
three-dimensional islands [9], is fully desorbed from
the surface at the given temperature. In this case, Ag
atoms do not penetrate under the graphite film to the
intercalated state, because otherwise a distinct Auger
signal of silver, though screened by graphite, would be
undoubtedly observed. Furthermore, the graphite layer
would prevent desorption, letting silver retain at the
surface up to higher temperatures (see below) as was
observed previously for Cs, K, and Ba [2]. The direct
depositing of silver at temperatures above 900 K also
leads to neither the appearance of its Auger signal nor a
change in the intensities of Auger signals from the
graphite film and the metal substrate.

This behavior is inherent only in silver atoms. All
the other atoms that we studied under similar condi-
tions intercalated under a 2DGF on a metal and accu-
mulated under it in significant concentrations. By now,
silver atoms are the only ones of many atoms examined
in our studies that do not penetrate spontaneously under
a graphite monolayer on a metal.

In spite of the fact that silver atoms do not interca-
late directly a graphite monolayer on iridium, it seemed
extremely interesting to accomplish intercalation of
this kind. We found the conditions necessary for this
purpose: it turned out that this is possible if silver is
deposited on a graphite film previously intercalated by
Cs to saturation, that is, containing intercalated (resid-
ing under the film) and adsorbed (lying on it) Cs atoms
in approximately equal concentrations NCs = (3–4) ×
1014 cm–2.

The results of annealing such an adsorption system
are presented in Fig. 2. The Auger signal of the sub-
strate at room temperature is screened by two cesium
layers and one silver layer, whereas the Auger signal of
carbon is screened by a cesium monolayer and by the
deposited silver. It is evident that the Auger signal of
carbon completely regains its original value and
remains unchanged up to T = 1900 K. This gives evi-
dence that no adsorbates exist in the system over the
graphite film at T > 1100 K. At the same temperatures,
the Auger signal of cesium disappears and the signal of
silver considerably decreases; however, the latter is
retained at a definitely measurable level up to tempera-
tures of 1900 K. Note for comparison that silver is fully
desorbed from pure iridium in the absence of a graphite
film at T = 1100 K within times on the order of 10 s.

To discuss the physical description of the process,
note that a cesium film on a 2DGF in the absence of sil-
ver behaves as follows: heating up to T = 700–800 K
leads to the complete desorption of Cs atoms lying on
the graphite film and to a decrease in their concentration
under this film down to the value Ncs = 1 × 1014 cm–2.
The intercalated Cs atoms that remained under the film
turn out to be walled up there and are retained up to
temperatures of 2000 K, at which these atoms are des-
orbed simultaneously with the thermal destruction of
JETP LETTERS      Vol. 75      No. 1      2002
the graphite film. The physical pattern described above
was confirmed many times in our previous studies
using Auger electron spectroscopy, thermal desorption
spectroscopy, and catalytic dissociation of CsCl mole-
cules [2–4].

Consider now the physical pattern of the processes
that occur in annealing a silver film deposited on a
2DGF intercalated with Cs. The corresponding sche-
matic drawings are presented in Figs. 2a and 2b. The
adsorption of cesium at room temperature leads to both
its intercalation under the 2DGF, where it resides with
a concentration of ~(3–4) × 1014 cm–2, and its accumu-
lation in the layer adsorbed over the graphite film with

Fig. 1. Variations of Auger signals of (1) carbon, (2) silver,
and (3) iridium in stepwise (with a spacing of 100 K)
annealing of a silver film deposited on a 2DGF at room tem-
perature. Annealing at each temperature for ~ 30 s.

Fig. 2. Transformation of a silver film (2–3 monolayers)
deposited at 300 K on a 2DGF with cesium intercalated to
saturation. (a) and (b) structure of an adsorbed layer (a)
before and (b) after heating; (c) variations of the Auger sig-
nals of (1) carbon, (2) silver, and (3) cesium in stepwise
heating. Annealing at each temperature for 30 s.
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approximately the same concentration [2]. The depos-
ited silver is arranged over the graphite film and, possi-
bly, chemically reacts with cesium (Fig. 2a). At temper-
atures of ~800–900 K, all the adsorbed cesium has
probably left the surface already [2] and silver turns out
to be adsorbed directly on the graphite surface appar-
ently as droplets [11-12]. The occurrence of cesium in
the annealing process opens the way for silver atoms to
the intercalated state, where silver atoms accumulate
and displace cesium to the surface, from where it des-
orbs rapidly (Fig. 2b). At T > 1100 K, all the impurity
atoms (both Cs and Ag) are desorbed from the graphite
surface and the silver atoms which arrived at the inter-
calated state remain walled up there and “live” up to
very high temperatures, because the graphite layer pre-
vents their desorption.

Thus, three new interesting phenomena have been
observed: (1) the absence of the intercalation of a
2DGF on (111)Ir with silver atoms, (2) the occurrence
of intercalation of this kind in the coadsorption of silver
and cesium on a 2DGF on (111)Ir, and (3) the displace-
ment of cesium from the intercalated state by silver
atoms to the surface of the graphite film. It may be sug-
gested that similar regularities of intercalation can also
be expected for other atoms with intermediate ioniza-
tion potentials (for example, rare earth elements).

This work was supported by the Russian State Pro-
gram “Physics of Solid-State Nanostructures,” project
no. 99-2039.
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The cyclotron resonance (CR) problem for electrons over a helium film occupying the lower part of a resonator
is solved. This problem is shown to represent an example of the well-known problem on the behavior of a sys-
tem of coupled oscillators. For such oscillators, the coupling constant is determined as a function of the problem
parameters with its minimal value in zero magnetic field and its maximal value at resonance conditions, when
the cyclotron frequency coincides with one of the resonator modes. The details of the CR absorption of micro-
wave energy by the coupled system formed by 2D electrons and a resonator are calculated. The results are dis-
cussed in application to the known CR experiments with electrons over helium. © 2002 MAIK “Nauka/Inter-
periodica”.

PACS numbers: 76.40.+b
The cyclotron resonance (CR) represents one of the
basic techniques for studying the dynamics and the
kinetic characteristics of various nondegenerate con-
ducting systems. Its main properties are adequately
determined in the Drude single-electron approxima-
tion:

(1)

(2)

(2a)

where τ is the cyclotron relaxation time, E|| is the effec-
tive electric field in the sample, ni is the free carrier den-
sity (three- or two-dimensional one), and ω and ωc are
the external and cyclotron frequencies of the problem.

At fixed values of ω and E||, the absorption of the

microwave energy, , which is defined as

(3)

contains information on the effective mass of a charge
carrier (the position of the CR peak on the “magnetic
axis”, when measured in a varying magnetic field) and
on the elastic relaxation time. This characteristic origi-
nates from the comparison of the halfwidth of the
absorption line and the CR line with its height and,
according to Eqs. (1)–(3), proves to be independent of
the electron density.
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In practice, one often deals with systems of finite
density. In addition, to increase the sensitivity, the sam-
ples are placed in various kinds of microwave resona-
tors (see the classical paper [1] on the CR in semicon-
ductors and the papers [2–8] on the CR for electrons
over helium). As a result, different corrections arise in
the main scenario determined by Eqs. (1)–(3). For
example, already the first publications describing the
use of CR for measuring the electron and hole masses
in semiconductors mentioned the possible shift of the
CR line because of the “depolarization effect.” Later
on, this phenomenon was called the magnetoplasma
effect. It consists in the plasma oscillations that accom-
pany the excitation of the CR in finite samples. In this
case, the combined resonance frequency ωcp takes the
form

(4)

where ωp is the characteristic plasma frequency of the
sample, which interacts with the given field E||.

The magnetoplasma effect can be easily taken into
account by introducing the frequency ωcp instead of ωc

in Eqs. (1) and (2). This effect is readily identified and
is the object of numerous special studies (see [9–11]).

Another example of the perturbation of the CR
dynamics is the dip effect for an electron over helium.
According to the earlier publications [12, 13], the elec-
tron localization related to the deformation of the
helium surface under it leads to a shift of the electron
resonance frequency in a magnetic field:

(5)

ωcp
2 ωp

2 ωc
2,+=

ωcd
2 ωd

2 ωc
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e2E⊥
2 /2παmlH
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Here, ωd is the eigenfrequency of the electron oscilla-
tions in the dip, E⊥  is the pressing electric field strength,
and α is the surface tension.

However, not all corrections fit in the pattern given
by Eqs. (1)–(5) and adopted by the authors of the afore-
mentioned paper [1]. When studying free carriers in
resonators, one encounters some additional phenomena
that affect the position and shape of the CR line and
require their explicit introduction in the problem of the
resonator dynamics to obtain a correct description.
Qualitatively, the origin of such corrections is evident
from Fig. 1. Figure 1a illustrates the formation of the
shift δω in the pattern given by Eqs. (1)–(5). Here, the
resonator frequency is fixed and the shift occurs
because of the nonlinear behavior of ωcd [from Eqs. (5)]
or ωcp [Eq. (4)] with varying magnetic field.

Figure 1b presents the actual behavior of the resona-
tor frequency and the frequency of an oscillating elec-
tron as functions of magnetic field in the presence of
coupling between the oscillators. In the region of anti-
crossing, which results from the intersection of terms,
the position of the resonance and its line shape deviate
from the initial ones corresponding to the point marked
as zero.

As far as the author of this paper knows, the scales
of the anticrossing that accompanies the excitation of
CR for electrons in a resonator have not yet been esti-

Fig. 1. (a) Schematic illustration of the resonance frequency
shift in the 2D electrons–resonator system in the conditions
of the effective renormalization for the eigenfrequency of
electron oscillations: ωc, ωcp, and ω0 are the cyclotron fre-
quency, the combined frequency [Eq. (4)], and the eigenfre-
quency of the resonator; the point marked as zero corre-
sponds to the reference point for the shift δω. (b) The anti-
crossing of the resonator eigenfrequency ω0 and the
electron cyclotron frequency ωc.

Fig. 2. Schematic representation of a resonator with a 2D
electron system.
mated. The solution of this problem is described below
for the simplest model that retains all components of
the electrons–resonator system.

1. Let us first consider an empty resonator formed
by two infinite metal plates with the coordinates z = 0
and z = h (Fig. 2). The principal E mode with Ez = 0,
Ey = 0, and Ex(z) ≠ 0 and with the boundary conditions

has the structure

(6)

where c is the velocity of light.

The same problem considered in the presence of 2D
electrons localized with the density ns along the plane
z = d becomes somewhat complicated. In this case, the
electric field has two components: Ex(z) in vacuum and
ex(z) in the helium film. The dielectric constant of the
latter is taken equal to unity for simplicity:

(7)

(8)

(9)

In addition, a vortex magnetic field with the compo-
nents hy(H) and Hy(z) appears in the problem. The dis-
continuity of this field at the boundary z = d is related
to the 2D electron current along the helium surface:

(10)

or

(11a)

(11b)

(12)

Here, the components of the conductivity σxx are taken
from Eqs. (2) and (2a).

Four boundary conditions [three from Eqs. (9) and
one from Eqs. (11a) and (11b)] being set for the four
coefficients e1, e2, E1, and E2 form a homogeneous sys-
tem of equations, whose solution determines the princi-
pal E mode of an electron-loaded resonator:

(13)
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Let us consider some limiting cases. When σ  0,
Eq. (13) is reduced to

(13a)

This result coincides with Eqs. (5). In the opposite limit
σ  ∞, Eq. (13) is meaningful only when

(13b)

It is also possible that the following factor is zero:

(13c)

The two results are easily understood, because in the
presence of a conducting plane z = d, two new resona-
tors with the eigenfrequencies given by Eqs. (13b) and
(13c) are formed instead of a single resonator.

If we take ns ≈ 108 cm–2 and τ ≤ 10–7 (which is typi-
cal of electrons over helium), the combination

(14)

will be characterized by a scale close to unity. In other
words, a renormalization of the resonator spectrum
under the effect of 2D electrons is actually quite possi-
ble.

Let us estimate the scale of coupling for a conduct-
ing sample filling the whole volume of the resonator.
This problem, being related to the CR measurements in
semiconductors, is reduced to solving the equations
that determine the skin depth in a bounded conducting
medium. Performing the necessary calculations, we
arrive at the expression

(15)

where κ is the dielectric constant of the sample.
According to Eq. (15), the coupling constant for

three-dimensional samples approaches unity when the
skin depth becomes equal to the distance h between the
resonator plates. For samples with ωτ ≥ 1, h ~ 1 cm, and
m* ~ 0.1m (where m is the electron mass in vacuum),
this condition is satisfied when the electron density is
higher than 1012 cm–3. The experiments described in [1]
were performed with lower electron densities.

The comparison between the coupling scales (14)
and (15) in systems of different dimension shows that,
for the same value h ~ 1 cm and the same average dis-
tance rs between the conducting electrons (rs ~ 10–4 cm),
the characteristic relaxation times for electrons over
helium are much (approximately two to three orders of
magnitude) longer than the relaxation times in semi-
conductors. This explains the much greater scale of the
2D anticrossing, as compared to its three-dimensional
analog.

Returning to the 2D case, we consider the limit σo ! 1
in more detail. In this region, the initial transcendental

kh( ) . 0, kosin π/h.=

kd( )sin kh( )cos kd( )cos kh( )sin–[ ] 0=

or k1 π/ h d–( ).=

k2d( )sin 0, k2 π/d .= =

σo 4πσxx
o /c, σxx
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equation (13) can be linearized. Assuming that the
expressions

(16)

[where ko is determined by Eqs. (13a)] are valid, we
obtain

(16a)

(16b)

The function δk' gives an idea of the behavior of the
real part of the spectrum shown in Fig. 1b for finite val-
ues of the relaxation time. In this case, the asymptotic
extensions of the two spectrum branches shown in
Fig. 1b do not go to infinity, but smoothly pass into one
another by going through zero at the point

(17)

and displaying two extrema at the points

As for the function δk'', it has an extremum at the
point

(18)

which is close to the point determined by Eq. (17).
The similarity of dependences (16b) and (3) sug-

gests that Eqs. (1)–(3) are equivalent to the more
detailed calculations by Eqs. (6)–(16). However, the
function δk'' given by Eq. (16b) is not the only one
responsible for the details of absorption. As will be seen
below, the effective field E|| from Eq. (3), which occurs
at the charged surface of helium in the resonator, cannot
be considered as a preset quantity. It must be calculated
self-consistently and proves to depend in a resonance
way on the external pumping amplitude. This state-
ment, along with the anticrossing effect, is of most
interest in the proposed pattern of the behavior of the
electrons–resonator system and deserves special atten-
tion.

2. To reveal the properties of the field E||, it is neces-
sary to go beyond the limits of the homogeneous spec-
tral problem by including the pumping mechanism and
the calculation of the actually observed quantities (e.g.,
the microwave signal reflection from the resonator) in
the consideration. To realize this program with retain-
ing the relative simplicity of the geometry shown in
Fig. 2 along with the evidence of finite results, it is
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expedient to use a simplified coupling between the res-
onator and the waveguide; namely, we introduce a finite
electromagnetic transparency of the upper plate of the
resonator and the corresponding probability for the
penetration of part of the microwave signal, which is
incident from outside on the plane z = h, inside the res-
onator.

Assume that the external field T(z) has the structure

(19)

where Eo is the amplitude of the exciting field and R is
the coefficient of reflection of the external signal from
the plane z = h. Sewing together the external fields with
their continuation in the resonator [specifically, the
field Ex(z) from Eq. (7)] at the aforementioned bound-
ary by imposing the conditions

(20)

(  is the finite conductivity of the upper electrode in
Fig. 2), we arrive at the following expression for the
coefficient R:

(21)

Here, the function f(kh, kd, σ)is determined by Eq. (13).

Evidently, when   ∞, the reflection coeffi-

cient from Eqs. (21) tends to unity. When  is finite,
the quantity R is sensitive to the resonator properties. In
particular, for an empty resonator when σxx  0, we
have

(21a)

If, in this case, the external frequency additionally sat-
isfies the requirement

(22)

we obtain

(22a)

even when the conductivity of the upper electrode is
limited (the total reflection of the external signal occurs
at the lower plate of the resonator). Evidently, the reso-
nance condition (22) coincides with Eq. (6).
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The limiting form of Ro given by Eq. (21a) must be
tested by special experiments, because the phenomeno-

logical conductivity  involved in Eqs. (21) is
responsible for the coupling between the waveguide
and the resonator.

As for the general form of R from Eqs. (21), its study
represents an independent problem (a routine and fairly
cumbersome one) that contains several external param-
eters. We only note that the structure of ReR from
Eqs. (21) is more complicated than the structure of
Eqs. (3) and (16b) for the reasons indicated above; the
field E|| is not fixed, as in Eq. (3), but related to the
pumping amplitude Eo in a resonance way. With R
being determined, it is possible to represent this rela-
tion in an explicit form:

(23)

where f(kh, kd, σ) is determined from Eqs. (13). In
addition, the resonance frequency is a floating function
of external parameters. As a result, the microwave
energy absorption is sensitive to the thickness of the
helium film, the electron density, the degree of coupling
with the waveguide, and the measurement procedure
(the experiment can be performed at a fixed pumping
frequency with a search for the resonance in varying
magnetic field, or at a fixed magnetic field with a pump-
ing frequency sweep). All these factors are absent in the
CR pattern determined by Eqs. (1)–(3).

3. Thus, this paper solves the problem on the struc-
ture of the principal E mode of a strip-type resonator of
infinite length with a 2D electron layer inside it and
with an arbitrary magnetic field applied normally to the
plane of the 2D system. The solution is based on the
consideration of coupled oscillations of two oscillators,
one of which is represented by the resonator mode and
the other by the cyclotron motion of the electrons. The
effective coupling constant, whose explicit form fol-
lows from the solution of the problem [see the expres-
sion for σ from Eqs. (13)], is found to be a varying
quantity that passes through its maximum in the cyclo-
tron resonance conditions and is sufficiently large to
make the anticrossing effect noticeable in the behavior
of the modes of the 2D-electron-loaded resonator [see
Fig. 1b and Eq. (16a) describing the explicit behavior of
the real part of the resonator spectrum].

The properties of the real part of the microwave
energy absorption, ReR, by the electrons in the resona-
tor are discussed in detail. The difference between its
conventional, Eq. (3), and sequential, Eqs. (21), defini-
tions is determined by the necessity of an accurate cal-
culation of the effective field E|| at the charged surface
of liquid helium in the resonator. As a result, the
absorption line shape of the electron-loaded resonator
proves to depend on the helium film thickness, the elec-
tron density, and the degree of coupling with the
waveguide. These factors are absent in the description
based on Eqs. (1)–(3), but they are present in the exper-

σxx
m

E|| Eo 1 R–( ) kd( )/ f kh kd σ, ,( ),sin=
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iments [4, 5]. Specifically, note the sharp decrease in
the absorption observed with decreasing film thickness
in one of the aforementioned experiments [4]. This
effect is not described by system (1)–(3), whereas it is
easily explained with allowance for the actual behavior
of E||, according to Eq. (23). It is also of interest to dis-
cuss the paradox from the cited paper [4]. It was shown
that, in the crystalline state, the 2D system exhibits
increasing absorption with increasing electron density
(see Fig. 3 from [5]). This statement contradicts com-
mon sense (with increasing density, an electron crystal
must acquire dielectric properties and, hence, become
less absorbing), as well as the corresponding calcula-
tions [14]. The resolution of the paradox again lies in
the specific features of the 2D electron behavior in the
resonator. The actual conductivity of an electron crystal
obviously decreases with increasing density. However,
according to Eq. (23), the field E|| increases (remember
that, in the case of infinite conductivity of the 2D sys-
tem, we have E||  0). As a result, the effective

absorption, which is proportional to , proves to be an
increasing function of the electron density.

The results of this study can be useful for solving the
old problem of explaining the origin of the CR line shift
observed in the experiments [4]. This phenomenon con-
sists in the regularly observed shift of the CR line
toward smaller (compared to its unperturbed position)
magnetic fields, and the value of this shift is approxi-
mately proportional to the square of the electric field E⊥
pressing the electrons toward the helium surface. The
popular interpretation of this phenomenon [4, 12, 13]
suggests the formation of a dip under each electron with
the eigenfrequency of electron oscillations proportional
to the square of E⊥  [see Eqs. (5)]. However, the follow-
ing studies showed that, firstly, according to [15], the
probability of the formation of a single-electron dip at
the temperatures used in [4] is negligibly small. Sec-
ondly, this process has a threshold in E⊥ , which was not
observed in [4]. Finally, according to the experiments
[16–18], the dips on the helium surface appear and dis-
appear only when the crystallization conditions are sat-
isfied for the 2D electron system. It should also be men-
tioned that the data presented in [5] indicate (as in [4])
the presence of a shift of the CR line, but only in the
electron crystallization region. Thus, the “dip-based”
interpretation of the CR line shift [4] in the absence of
Coulomb ordering should be abandoned, although, as
yet, it has no alternative. The inclusion of the anticross-
ing in the consideration offers the possibility of elimi-
nating the difficulties in interpreting the data [4]
obtained for low densities of 2D electrons.

The real part of the reflection is virtually a blank
spot in the experimental part of the problem under dis-
cussion. One should note only the publication [19] that
discusses this part of the impedance of an electron-

E||
2
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loaded resonator without offering any adequate inter-
pretation. At the same time, combined measurements of
both parts of the reflection (transmission) coefficient
are very desirable, because these quantities contain sev-
eral parameters, namely, the relaxation time, the aver-
age electron density, and the effective thickness of the
helium film, whose values must be derived from the
experimental data.

I am grateful to V.F. Gantmakher for discussing the
results and for valuable comments. The work was sup-
ported in part by the INTAS Network, project no. 97-
1643, and by the Russian Foundation for Basic
Research, project no. 02-02-17082.

REFERENCES
1. G. Dresselhaus, A. Kip, and K. Kittel, Phys. Rev. 98, 368

(1955).
2. C. C. Grimes and T. Brown, Phys. Rev. Lett. 32, 280

(1974).
3. V. S. Édel’man, Pis’ma Zh. Éksp. Teor. Fiz. 24, 510

(1976) [JETP Lett. 24, 468 (1976)]; Pis’ma Zh. Éksp.
Teor. Fiz. 26, 647 (1977) [JETP Lett. 26, 493 (1977)].

4. V. S. Édel’man, Zh. Éksp. Teor. Fiz. 77, 673 (1979) [Sov.
Phys. JETP 50, 338 (1979)].

5. L. Wilen and R. Gianetta, Phys. Rev. Lett. 60, 231
(1988).

6. E. Teske, Yu. Monarkha, M. Seck, and P. Wyder, Phys.
Rev. Lett. 82, 2772 (1999).

7. Yu. Monarkha, E. Teske, and P. Wyder, Phys. Rev. B 59,
14884 (1999).

8. Yu. Monarkha, E. Teske, and P. Wyder, Phys. Rev. B 62,
2593 (2000).

9. E. Batke, D. Heitman, and J. Kotthaus, Phys. Rev. Lett.
54, 2367 (1985).

10. D. Glattli, E. Andrei, G. Devile, et al., Phys. Rev. Lett.
54, 1710 (1985).

11. E. Batke, D. Heitman, and C. Tu, Phys. Rev. B 34, 6951
(1986).

12. V. Shikin, Zh. Éksp. Teor. Fiz. 60, 713 (1971) [Sov. Phys.
JETP 33, 387 (1971)].

13. A. Cheng and P. Platzman, Solid State Commun. 25, 813
(1978).

14. M. Dykman, J. Phys. C 15, 7397 (1982).
15. F. Peeters and S. Jackson, Phys. Rev. B 34, 1539 (1986).
16. F. Gallet, G. Deville, A. Valdes, and F. Williams, Phys.

Rev. Lett. 49, 212 (1982).
17. G. Deville, A. Valdes, E. Andrei, and F. Williams, Phys.

Rev. Lett. 53, 588 (1984).
18. D. Glattli, E. Andrei, and F. Williams, Phys. Rev. Lett.

60, 420 (1988).
19. G. Mistura, T. Gunzler, S. Neser, and P. Leiderer, Phys.

Rev. B 56, 8360 (1997).

Translated by E. Golyamina



  

JETP Letters, Vol. 75, No. 1, 2002, pp. 34–36. From Pis’ma v Zhurnal Éksperimental’no

 

œ

 

 i Teoretichesko

 

œ

 

 Fiziki, Vol. 75, No. 1, 2002, pp. 36–38.
Original English Text Copyright © 2002 by Deviatov, Shashkin, Dolgopolov, Kutschera, Wixforth, Campman, Gossard.

                                                     
Shifting the Quantum Hall Plateau Level 
in a Double Layer Electron System1

E. V. Deviatov*, A. A. Shashkin*, V. T. Dolgopolov*, H.-J. Kutschera**, 
A. Wixforth**, K. L. Campman***, and A. C. Gossard***

*Institute of Solid-State Physics, 142432 Chernogolovka, Moscow region, Russia
** Ludwig-Maximilians-Universität, D-80539 München, Germany

*** Materials Department and Center for Quantized Electronic Structures, University of California, 93106,
Santa Barbara, California USA

Submitted December 6, 2001

We study the plateaux of the integer quantum Hall resistance in a bilayer electron system in tilted magnetic
fields. In a narrow range of tilt angles and at certain magnetic fields, the plateau level deviates appreciably from
the quantized value with no dissipative transport emerging. A qualitative account of the effect is given in terms
of decoupling of the edge states corresponding to different electron layers/Landau levels. © 2002 MAIK
“Nauka/Interperiodica”.

PACS numbers: 73.43.-f; 72.20.My
1 Double-layer electron systems are attracting much
interest by the presence of an additional degree of free-
dom associated with the third dimension. Strong inter-
layer correlations give rise to the appearance of novel
states that are not observed in single-layer systems: (i)
the even-denominator fractional quantum Hall effect
[1–3], (ii) the many-body integer quantum Hall effect
[4, 5], and (iii) broken-symmetry states [6]. All the
states manifest themselves as quantum plateaux in the
Hall resistance ρxy accompanied by zeroes in the longi-
tudinal resistivity ρxx. Driving the system out of the dis-
sipationless regime leads to deviations of ρxy from the
quantized value; i.e., the behavior of ρxy is correlated
with that of ρxx . A deviation of the quantum Hall pla-
teau at filling factor ν = 3/2 from the quantized value
accompanied by nonzero ρxx was observed in a bilayer
system with asymmetric hole density distributions [7].
Peaks at the low-field edge (so-called overshoots) of the
quantum Hall plateaux, along with corresponding
peaks in ρxx, were observed in wide parabolic GaAs
quantum wells in the two-subband regime [8]. Similar
overshoots were previously reported in GaAs/AlGaAs
heterostructures with one occupied subband and
explained in terms of decoupling/depopulation of the
edge state associated with the topmost Landau level [9].
Normally, additional features on the quantum Hall pla-
teau are comparable to corresponding ones in ρxx. How-
ever, whether or not the accuracy of the Hall resistance
quantization is related solely to dissipative effects at
this point is unclear. In principle, decoupling of the
edge states can lead to a shift of the plateau level in the
absence of dissipative transport as well. In the simplest

1 This article was submitted by the authors in English.
0021-3640/02/7501- $22.00 © 0034
case of a double layer electron system with two layers
being in different quantum Hall states, the decoupling
of the edge states belonging to different layers can be
easily controlled, e.g., by the application of an in-plane
magnetic field [8, 10].

Here, we perform precision measurements of the
quantized Hall resistance at an integer filling factor in a
double layer electron system in tilted magnetic fields.
In a narrow region of tilt angles and at certain magnetic
fields, we observe pronounced deviations of the quan-
tum Hall plateau from the quantized value which are
not accompanied by any additional features in the dis-
sipative resistivity. The results are qualitatively
explained by decoupling of the edge states correspond-
ing to different electron layers/Landau levels, although
the sensitivity of the effect to both tilt angle and mag-
netic field is unclear.

The samples are grown by molecular beam epitaxy
on a semi-insulating GaAs substrate. The active layers
form a 760-Å-wide parabolic well. In the center of the
well a 3-monolayer-thick AlxGa1 – xAs (x = 0.3) sheet is
grown which serves as a tunnel barrier between both
parts on either side. The symmetrically doped well is
capped by 600-Å AlGaAs and 40-Å GaAs layers. The
samples are 450 × 50 µm2 Hall bars that have a metallic
gate on the crystal surface and ohmic contacts con-
nected to both electron systems in two parts of the well.
Applying a dc voltage between the well and the gate
enables us to tune the carrier density in the well. The
sample is placed in the mixing chamber of a dilution
refrigerator with a base temperature of about 30 mK, so
that the normal to its surface is tilted with respect to the
magnetic field. The longitudinal and Hall resistivities of
the bilayer electron system are measured as a function
2002 MAIK “Nauka/Interperiodica”
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of either magnetic field B or gate voltage Vg using a
standard four-terminal lock-in technique at a frequency
of 10 Hz. The excitation current is kept low enough to
ensure that measurements are taken in the linear regime
of response. The data are well reproducible in different
coolings of the sample.

For additional magnetocapacitance measurements,
a small ac voltage (2.4 mV) at frequencies in the range
3–600 Hz is applied between the well and the gate and
both current components are measured. In the low fre-
quency limit, the imaginary current component reflects
the thermodynamic density of states in a double-layer
electron system, whereas the active component of the
current is inversely proportional to the dissipative con-
ductivity (for details, see Ref. [11]).

The positions of the magnetocapacitance minima in
the (B⊥ , Vg) plane for filling factor ν = 2, 3, and 4 are
shown in Fig. 1 by circles for different tilt angles Θ of
the magnetic field. Another fan chart (not shown in the
figure) is determined by magnetocapacitance minima
corresponding to gaps in the spectrum of the front elec-
tron layer only; these two fan charts allow determina-
tion of the front layer depopulation voltage Vg =
−200 mV (bilayer onset) and the voltage Vg = 100 mV
at which the quantum well becomes symmetric (bal-
ance point) [11, 12]. As seen from Fig. 1, discontinui-
ties on the fan chart lines for ν = 2 and ν = 3 emerge
with increasing tilt angle. This behavior is identical
with that reported earlier on similar samples with the
same quantum well design and interpreted for ν = 2 in
terms of the formation of the canted antiferromagnetic
phase [13].

In Fig. 2(a), we show the Hall resistance ρxy as a
function of the magnetic field around filling factor ν =
3 for gate voltages between –170 and –120 mV at a tilt
angle Θ = 53°. There exists a pronounced peak on the
quantum Hall plateau although the longitudinal resis-
tivity ρxx zeroes nicely. (We have checked, with the help
of the magnetocapacitance measurements, that the dis-
sipative conductivity shows no additional features
either.) This peak on the plateau is not sensitive to a
variation of Vg so that at a fixed magnetic field within
the peak, the dependence of ρxy on gate voltage has a
plateau at a level above the quantized value; see Fig. 2b.
Such a behavior of the ν = 3 quantum Hall plateau is
observed in a narrow range of tilt angles: it is present
for Θ = 50° and Θ = 53°, while at Θ = 45° and Θ =
66.5°, the ν = 3 quantum Hall plateau is found to be fea-
tureless.

Similar shifts of the quantum Hall plateau level
accompanied by good zeroes in ρxx are also observed at
filling factor ν = 2 for Θ = 45°, see Fig. 3a. In addition,
near the splitting of the ν = 2 fan chart line that arises
with increasing Θ (Fig. 1), an additional peak appears
in both ρxx and ρxy on the shifted plateau; see Fig. 3b.

In this case, the appearance of dissipative transport
is naturally reflected by ρxy behavior.
JETP LETTERS      Vol. 75      No. 1      2002
Fig. 1. Positions of the magnetocapacitance minima (cir-
cles) in the (B⊥ , Vg) plane for ν = 2, 3, and 4 at tilt angles
(a) 45°, (b) 50°, (c) 53°, and (d) 66.5°. The dashed lines cor-
respond to the indicated values of filling factor νb in the
back electron layer. In the shaded areas, the deviation of ρxy
from the quantized value does not exceed 0.05%

Fig. 2. Traces of ρxy for ν = 3 at Θ = 53° as a function of B⊥
at gate voltages –170, –160, –150, –140, –130, and –120 mV
(a) and as a function of Vg at perpendicular components of
the magnetic field 3.45, 3.55, 3.60, 3.65, 3.70, 3.75, and
3.85 T (b). Also shown in case (a) is the dependence of ρxx
on B⊥  at Vg = –150 mV
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The overall data on deviation of the quantum Hall
plateaux from the quantized values are depicted in
Fig. 1. The regions in which the plateau deviation does
not exceed 0.05% are hatched. To our surprise, at some
tilt angles these regions for the same ν are separated,
forming regular vertical strips whose position corre-
sponds to integer and half-integer filling factors νb in
the back electron layer. Note that the electron density in
this layer is practically unchanged with changing Vg

because of the screening effect of the front electron
layer.

In principle, one can expect possible shifts of the
quantum Hall plateau level: at both integers νb and ν in
an unbalanced bilayer electron system, two electron
layers correspond to two lowest electron subbands with
independent gaps in their spectrum at the Fermi level;
i.e., the electron layers are independent. Therefore, the
condition of inverse proportionality of their individual
currents to ρxy can be broken, e.g., due to contact resis-
tance, leading to distinct (decoupled) electrochemical
potentials of the electron layers. Provided that the elec-
trochemical potentials are not equilibrated along the
edge of the sample including contact regions, the mea-
sured Hall resistance plateau can be above or below the
quantized value even in the absence of dissipative trans-
port. Similar arguments apply for the observed dissipa-
tionless states at noninteger νb and integer ν. In these
states, the electron subbands are correlated as caused
by wave function reconstruction in the unbalanced
bilayer electron system [11, 12]. Subject to the absence
of electrochemical potential equilibration between dif-
ferent Landau levels, the measured Hall resistance pla-
teau can also be shifted.

Fig. 3. Dependence of ρxy and ρxx on gate voltage for ν = 2
at Θ = 45° for B⊥  = 6.26, 6.38, and 7.09 T and for B⊥  =
6.50 T, respectively (a) and at Θ = 53° for B⊥  = 6.04, 6.54,
and 6.74 T (b) 
However, from the above argumentation, it is not
clear why deviations of the quantum Hall plateaux are
observed in narrow intervals of the magnetic field that
correspond to integer and half-integer filling factor νb.
The sensitivity of the effect to the tilt angle of the mag-
netic field cannot be explained either. Thus, a more
sophisticated interpretation of the experimental data is
needed.

In summary, we have studied the behavior of the
quantum Hall resistance plateaux at the integer filling
factor in a bilayer electron system in tilted magnetic
fields. In a narrow range of tilt angles and at magnetic
fields corresponding to integer and half-integer filling
factor νb, pronounced deviations of the quantum Hall
plateau from the quantized value are observed which
are not caused by dissipative transport. We give a qual-
itative account of the effect in terms of decoupling of
the edge channels belonging to different electron lay-
ers/Landau levels, although its sensitivity to both tilt
angle and magnetic field is unclear.
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Base Pair Dynamic Assisted Charge Transport in DNA1
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A one-dimensional model with time-dependent random hopping is proposed to describe charge transport in
DNA. It permits the investigation of both diffusion of electrons and their tunneling between different sites in
DNA. The tunneling appears to be strongly temperature-dependent. Observations of a strong (exponential) as
well as a weak distance dependence of the charge transfer in DNA can be explained in the framework of our
model. © 2002 MAIK “Nauka/Interperiodica”.

PACS numbers: 87.14.Gg; 34.70.+e
1 Electronic transport is the basis for a wide range of
important biological processes in DNA. Besides, the
phenomenon has a fundamental physical interest, since
the transport properties of biomolecules are expected to
differ considerably from those of macroscopic conduc-
tors. Lastly, very recently, material scientists have also
turned their attention to charge migration in DNA for the
development of DNA-based molecular technologies.

Although the first attempts to measure DNA con-
ductivity [1] and to present a theory of the phenomenon
[2] were made almost 40 years ago, the question con-
cerning charge transport through DNA remains unset-
tled, and there is an impressive quantity of unexplained
or partially explained data. Different publications fre-
quently report contradictory results. Two kinds of tech-
niques for acquiring information on charge transport in
DNA are used. First, direct or indirect electrical con-
ductivity measurements on micrometer-long DNA
ropes are performed [3–7]. Experimental results
obtained in this technique are ambiguous. DNA con-
ductivity σ was reported as almost metallic, of the
order 104 Ω–1 cm–1[3] (in a recent publication [4], the
authors claim they observed even proximity-induced
superconductivity in DNA) or semiconducting with
σ . 0.1 Ω–1 cm–1 [6]. Very recently, experimental tech-
niques have progressed to the point where the conduc-
tivity of individual 10-nm-long double-stranded mole-
cules was measured [7], and the result implies that
DNA is a good insulator. Clearly this frustrating situa-
tion with conductivity measurements means that there
are many relevant factors which can influence the
charge transport in DNA in different ways and which
are hardly controlled in real experiments. The second
technique, related to fluorescence quenching measure-
ments on DNA strands doped with donor and acceptor
molecules [8–23], seems more reliable, and it is our

1 This article was submitted by the authors in English.
0021-3640/02/7501- $22.00 © 0037
main concern here. In this technique, photoexcitation of
a donor associated with the stack of base pairs in some
fashion allows transfer of an electron to the stack. The
migrating electron is trapped finally at the acceptor site,
and charge transfer is monitored by the yield of a chem-
ical reaction accompanying the trapping process. The
transfer rate is usually assumed to be characterized by
a simple exponential law exp(–βx), where x is the
donor-acceptor separation. Fitting to this law gives val-
ues of β ranging from 0.1 Å–1 to 1.4 Å–1.

It is common knowledge that DNA can be treated as
a one-dimensional linear chain of stacked base pairs.
We believe that in the ground state every base pair con-
tains bound electrons only. Then the charge is carried
through DNA by excited electrons (or holes), which
can jump between the base pairs. Below, we propose a
simple model which, for our purposes, reflects basic
features of the electron transport in DNA. The picture
includes the following ingredients.

(i) The excited electron states at the base pairs are
separated by an energy spacing larger than the temper-
ature and therefore are hardly excited thermally.

(ii) Thermal motions of the DNA base pairs are elas-
tic vibrations with a characteristic frequency ωb.

(iii) Efficient charge transfer between neighboring
base pairs takes place for rare events.

(iv) The Coulomb interactions between the elec-
trons and holes can be neglected for describing the hop-
ping transport.

Let us explain point (iii) in more detail. For the static
equilibrium DNA helix charge, hopping is expected to
be negligibly small, since there is no significant elec-
tronic overlapping between adjacent base pairs. Never-
theless, sometimes, due to thermal fluctuations, exclu-
sively favorable configurations for hopping of the base
pairs occur, when efficient hopping is possible. If the
separation between the pairs is larger than the ampli-
2002 MAIK “Nauka/Interperiodica”
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tude of their thermal vibrations, then the probability of
such events (which can be called “contacts”) is small.
Duration of the contact can be estimated as the charac-

teristic oscillation time .

Now we discuss the correspondence of the assump-
tions listed above and experimental data. As a guide-
line, we use not only data known from the DNA litera-
ture but also the data obtained for a wide range of
organic linear chain polymers of stacked planar mole-
cules (for a review see [24]). The contacts are related to
mutual displacements and orientations of adjacent base
pairs. Probably, hopping matrix elements are mostly
sensitive to the relative rotations (twist fluctuations) of
the base pairs (see, e.g., [25]). The characteristic fre-
quency of these fluctuations, ωb, is usually estimated as
being in the region 1011–1012 s–1. A small probability of
the contacts is confirmed by experiment showing that
the characteristic electronic hopping time τ is larger

than ; in the experiments [8, 10, 17, 18] ωbτ = 102–
103. Our first assumption (i) requires ∆E > T, where ∆E
is the spacing, in the spectrum of electron excitations
for a base pair. The magnitude of ∆E can be measured
directly; for the experiments [8–23] ∆E > 500 K. There-
fore, the inequality is satisfied. Rough macroscopical
estimations at the Coulomb interaction Uc, as well as ab
initio molecular orbital calculations of Uc, give few meV
[26], and thus the Coulomb energy appears to be
smaller (though of the same order) than "ωb. We
believe that it is enough to justify neglecting the Cou-
lomb interaction.

The above reasoning leads to a one-dimensional
hopping Hamiltonian for the electrons:

(1)

Here ai and  are electronic annihilation and creation
operators at the site (i.e., the base pair) with the number
i, and ξi are the hopping amplitudes, which are time-
dependent quantities. The equations for the Heisenberg
operators ai are

(2)

We assume that different ξi possess independent sta-
tistics, since ξi are related to independent thermal pair
base fluctuations. The hopping matrix element ξi can
decompose into a constant part 〈ξ i〉 , which describes
the coherent charge carrier motion in a completely rigid
lattice, and a fluctuating part. Since the probability to
jump is appreciable during rare events, the coherent
part of ξ can be neglected in comparison with its fluc-
tuating part.

Note that theoretical models based on hopping
Hamiltonians similar to Eq. (1) are widely used to
describe charge transport in solid-state physics (see,
e.g., [27, 28]). For most problems, in this case the

ωb
1–

ωb
1–

* " ξ iai
+ai 1+ ξ i*ai 1+

+ ai+( ).
i

∑=

ai
+

∂tai –iξ iai 1+ iξ i 1–* ai 1– .–=
description corresponds to electron migration in a
steady energy landscape, including thermally activated
jumps over barriers and quantum tunneling through the
barriers. This is quite different from our case.

We assume that DNA molecules can be treated as
homogeneous ones. Though the molecules are con-
structed from four different nitrous bases, experimental
data [8–22], as well as numerical first principle calcula-
tions [26, 29, 30], show that the sequence of base pairs
is not a decisive factor determining electron transport in
DNA. Quantitatively, this condition can be formulated
as δE < "ωb, where δE is an energy spacing between the
(lowest excited) electron energy levels at different base
pairs. The values of δE, known mainly from numerical
electronic structure calculations [26, 29, 30], are of the
order of meV. Thus, δE is smaller than "ωb for ωb given
above, which justifies the picture. In addition, some
experiments (see, e.g., [23]) are performed for artificial
homogeneous DNA, where δE = 0. One expects that,
due to the hopping, electron diffusion occurs on large
time scales. For ξ, treated as white noise, it was demon-
strated in the papers [31, 32]. Though our case is essen-
tially different, there is good reason to believe that the
same behavior should be observed on time scales larger
than the hopping time τ.

Below, we examine the particular case related to the
fluorescence measurements reported in the papers [8–
23]. The donors are photoexcited, and effects related to
the excited electron motion to the acceptors are moni-
tored. The energetic gaps δEd and δEa between the
donor and the acceptor and the base pairs between them
are crucial for the hopping rate. The values of δEd and
δEa (known mainly from ab initio numerical calcula-
tions [15, 26, 29, 30]) can be estimated as 102 meV. We
see that the inequalities δEd, δEa @ "ωb are satisfied.
The electron is always bound to the acceptor site more
strongly than to a standard base pair, which is δEa > 0.
As for the donors, the sign of δEd can be either positive
or negative. If δEd is negative, then the scheme of the
electronic charge transfer from the donor to the accep-
tor is quite simple. Initially, the electron leaves the
donor, jumping to the neighbor site, and then jumps
between the standard base pairs, finally being trapped
at the acceptor. The case δEd > 0 is more complicated.
In order to have a driving force for the donor–acceptor
charge transfer process, the final state with the charge
bound to the acceptor should be energetically favor-
able; that is, the inequality δEa > δEd has to be satisfied.
However, there are some base pairs in-between which
play the role of the potential barrier for the electron.
Therefore, there are two possibilities for the electron to
reach the acceptor. The first possibility is for it to jump
initially from the donor to the neighboring site and then
to move to the acceptor by multistep hopping over the
standard base pairs. The second possibility is by unistep
(direct) quantum tunneling from the donor to the accep-
tor through the barrier.
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Since δEd @ "ωb, the probability for the electron to
jump from the donor to the neighboring base pair due
to the dynamics of ξ is negligible. At δEd > 0, such a
jump is possible if the electron absorbs a high-fre-
quency phonon with the frequency ωph ~ ωd (=δEd/").
Correspondingly, at δEd < 0, the electron jump from the
donor is accompanied by emitting high frequency
phonons. Such dynamical vibrations with periods as
short as tens of femtoseconds (i.e., phonons with ωph ~
1014 s–1) were reported in the literature [33–35]. Since
"ωph > T, occupation numbers of such phonons are
small. Thus, for δEd > 0, the probability for the electron
to jump from the donor to the neighboring site contains
two small factors: the probability of the contact and the
probability of absorbing the high frequency phonon.
This corresponds to the experimental situation where
only a small fraction of the electrons are transported
from the donor to the acceptor.

When the electron leaves the donor, it starts to jump
between the donor and the acceptor. It can return to the
donor or arrive at the acceptor. If δEd < 0, then the prob-
ability to return to the donor is negligible. We assume
that even at δEd > 0 the probability of the electron to
jump to the donor or to the acceptor is smaller than the
probability to jump to the standard base pair. There are
two reasons for this assumption. First, the donors and
the acceptors have chemical structures different from
the standard base pairs, which hinders the contacts.
Second, the jump has to be accompanied by phonon
emission, which diminishes its probability. The same is
valid for the acceptor. Thus, before being finally
trapped at the acceptor site, the electron jumps many
times back and forth over the base pairs between the
donor and the acceptor, “smeared out” homogeneously
over all the intermediate base pairs. Then the relative
probability for the electron to arrive at the acceptor is
determined by the ratio of the probabilities for the elec-
tron to jump to the donor and to the acceptor from adja-
cent base pairs. This relative probability appears to be
independent of the separation x between the donor and
the acceptor. That explains why the rate of charge trans-
fer sometimes is almost insensitive to the relative load-
ing of donors and acceptors (see, e.g., [36, 37]). The
above picture implies that the total donor–acceptor
charge transfer time should be larger than the electronic
hopping time τ, and this conforms to experimental data
(see, e.g., [8]).

Now we consider the quantum tunneling for an elec-
tron strongly attached to the donor, which is the case for
δEd > 0. Though the potential barrier depends on time,
at the condition δEd @ "ωb, the probability of the elec-
tron tunneling from the donor to the acceptor can be
calculated using the adiabatic approximation. To exam-
ine the tunneling process, one should consider the
quasi-stationary electron state bound at the donor. In
the context of our picture, we assume ξ ! ωd. Then the
JETP LETTERS      Vol. 75      No. 1      2002
energy of the bound state is close to –δEd. Substituting
∂t by iωd in Eq. (2), one obtains for the state

(3)

where we used the condition ξ ! ωd. Then, the proba-
bility for the electron to be at the site n is determined by
the average

(4)

Quantum averaging and averaging over the statistics
are performed upon deriving Eq. (4). In addition, at the

derivation we substituted  ≈ 1, which is justified

by  ! 1. Note that probability (4) is determined
by the simultaneous statistics of ξ. Remember that dif-
ferent ξj are assumed to be statistically independent.
Therefore, the average on the right-hand side of Eq. (4)
is a product of 〈|ξ j |2〉 . For standard pairs, the quantities
can be regarded as site-independent ones. Therefore,
the probability of the electron being at the nearest site

to the acceptor is proportional to 〈|ξ|2〉n/ , where n is
the number of the standard pairs between the donor and
the acceptor.

The jump of the electron from the bound state to the
acceptor is accompanied by phonon emission. How-
ever, the only x-dependent factor in the probability of
the process is related to the average charge occupation
number of a site n near the acceptor, which was estab-
lished above. Thus, for the probability we obtain the
exponential law exp(–βx) with

(5)

Here, ξ is the hopping probability for the standard base
pairs and a =3.4 Å is the distance between the base
pairs in DNA. Note that ωd depends on the donor type,
whereas the average 〈|ξ|2〉  is mainly related to base pair
vibrations. It follows from the above consideration that
the exponential law implies the condition β > a–1. This
conclusion is in agreement with most published exper-
imental data. As reported in [21], the value β = 0.1 Å–1

(thus smaller than a–1) is probably related to an attempt
to fit a complex behavior (including two processes: dif-
fusion and tunneling) by a simple exponential law.

Let us stress that the quantum tunneling analyzed
above is not the standard (static) tunneling described in
textbooks. We have to deal with dynamic tunneling,
which will be effective only when, due to fluctuations
of ξ, there occurs some kind of bridge from the donor
to the acceptor. We found that the exponential law is in
fact explained by the small probability of having such a
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bridge, which is realized when many contacts between
base pairs occur simultaneously. In addition, the proba-
bility of this kind of tunneling is strongly dependent on
the temperature via 〈|ξ|2〉 . It is natural to assume that it
exponentially depends on the relative displacement u of
the neighboring base pairs. Then (in the harmonic
approximation), ln〈|ξ|2〉  contains a term, proportional to
〈u2〉 , which is proportional to the temperature T. Thus,
we arrive at the expression

(6)

where c1 and c2 are temperature-independent factors.
They can be extracted from the paper [20]: c1 ≈ 4, c2 ≈
0.01 K–1. The values are in agreement with rough esti-

mates c1 ~ a/b, c2 ~ kB/M b2, where kB is the Boltz-
mann constant, M is the base pair mass, and b is the
electronic penetration length. It can be estimated as b ~

"/  ~ 1 Å, where m is the effective electron mass
and E is its binding energy at the base pair.

To conclude, for the electron which is strongly
bound to the donor, we established two different charge
transfer mechanisms: diffusion and tunneling. Diffu-
sion leads to a charge transfer probability independent
of the donor–acceptor distance x. However, the proba-
bility contains the small factor related to the electron
jump from the donor to a neighboring site. The tunnel-
ing leads to the exponential dependence of the proba-
bility on x (with the temperature-dependent length β–1).
Therefore, it is not efficient for large distances. Thus,
the exponential law has to be observed for small dis-
tances x, whereas for large distances the charge transfer
rate has to be independent of the donor–acceptor dis-
tance. Just this kind of behavior was reported very
recently [23]. For the case of an electron weakly bound
to the donor, the hopping should always dominate over
quantum tunneling. This explains why the rate of
charge transfer sometimes does not behave exponen-
tially even for small x [36, 37].

Note that in some cases the interaction of light, ion-
izing radiation, or chemically active reagents with
DNA can result in the loss of an electron at a specific
site with the formation of a hole. In this case, the charge
transport through DNA can be provided by holes (see,
e.g., [14]). The key issues for positive charge carrier
transport are the same as for the electrons. As far as the
physical picture of charge transport is concerned it is
essentially the same for both kinds of carriers, and it
can be described in the framework of the same
approach.
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The regime of strong Langmuir turbulence characterized by the plasma nonisothermality and by the presence
of an appreciable non-Maxwellian hot-electron component was experimentally studied. Turbulence was excited
in the preliminary produced plasma by the relativistic electron beam. Thomson scattering of laser IR radiation
served as the main diagnostic method. The spatial spectra of the Langmuir turbulence and of the attendant ion-
sound turbulence were studied using Thomson collective scattering. Thomson incoherent scattering was used
for studying the plasma electron distribution function and searching for the local dips of plasma density. Stark
spectroscopy of turbulent microfields and the method of observation of plasma radiation at the double plasma
frequency were also used. Based on the experimental data, the mechanism of Langmuir oscillation damping by
plasma electrons was analyzed. The Langmuir wave conversion induced by the ion-sound turbulence is the most
probable channel for energy transfer from the turbulence to plasma electrons, the low-frequency fluctuations
being the direct consequence of the strong Langmuir turbulence. © 2002 MAIK “Nauka/Interperiodica”.

PACS numbers: 52.35.Ra; 52.70.Kz
1. At present, it is generally accepted that wave col-
lapse [1] is the main mechanism of energy transfer
along the spectrum of Langmuir turbulence (LT) from
the long-wavelength pumping region to the short-wave-
length region where the Langmuir oscillations are
absorbed by plasma electrons. The essence of this
mechanism is that the electron-plasma oscillations
trapped by the local dips of plasma density induce an
avalanche-like decrease in the size of the initial dip and
lead to the simultaneous shortening of the wavelength
of trapped oscillations, resulting in a decrease (at a
fixed frequency) in the phase velocity. The collapse
process terminates after the trapped oscillations are
slowed down to an extent where they can be rapidly
absorbed by plasma electrons through the Landau
damping mechanism. The wave-collapse equations [1]
were used in many subsequent works, where the pres-
ence of collapse in the two- and three-dimensional
compression geometries was confirmed both analyti-
cally and numerically and the understanding of the
physics of wave collapse was refined (see reviews [2–
4]). Over the last 15 years, new numerical results have
amplified the picture of the collapse-induced energy
transfer mechanism and have found experimental con-
firmation. This is primarily the nucleation process [5]
and the two-component theory of strong LT [6].
According to this theory, the collapse is preceded by the
nucleation phase of trapping and accumulation of
Langmuir oscillations in the dips of plasma density
0021-3640/02/7501- $22.00 © 20041
until the modulation instability threshold is reached by
the trapped wave packets. In this case, the major part of
the turbulent Langmuir oscillations is localized in the
dips, which occur either in the nucleation state or at dif-
ferent stages of the collapse process. This theory is
most frequently used for describing the strong LT, but it
does not take into account some of the important effects
in full measure. The key effect consists of the formation
of non-Maxwellian electrons, because it is the direct
consequence of the strong LT and is particularly pro-
nounced at high levels of turbulence pumping. The
presence of an external magnetic field and of the addi-
tional ion-sound turbulence, which often accompany
LT in nature and in experiment, also materially compli-
cate the theoretical analysis. For this reason, the LT pic-
ture falls far short of being studied in detail, especially
in the presence of all these factors. It is worth noting
that the above-mentioned effects were theoretically
studied in some works that preceded publications [5, 6].
The mechanisms of strong LT suggested in these works
did not take into account the leading role of wave col-
lapse in the energy transfer. This implies the presence
of a large non-Maxwellian hot-electron component [7],
the ion-sound turbulence accompanying LT [8], and the
presence of an external magnetic field simultaneously
with the forced low-frequency density fluctuations [9].
Publications where the action of the above-mentioned
mechanisms are the subject of experimental investiga-
tion are unknown to us. This fact has motivated this
002 MAIK “Nauka/Interperiodica”
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work and stimulated our attempt to fill the gap in study-
ing strong LT.

The experimental work was based on the method
developed for heating dense plasma by a relativistic
electron beam (REB). Under these conditions, the LT is
intensively pumped and the criteria for the developed
steady-state LT, for which the dimensions of the turbu-
lent region and the turbulence lifetime far exceed all
characteristic scales and times of nonlinear processes,

Fig. 1. Scheme of the experiment. Diagnostic section of
Thomson scattering is positioned at a distance of 12 cm
from the point of electron-beam injection into plasma.
Spectroscopic diagnostics is at a distance of 95 cm from the
point of REB injection.

Parameters of the experiment

Plasma

Density ne = 1–2 × 1015 cm–3

Initial temperature T0 = 1 eV

Final electron temperature Te = 20–60 eV

Magnetic field B0 = 25 kG
ωpe/ωce = 5/1

REB

Density nb = 3–5 × 1011 cm–3

nb/ne = 3–5 × 10–4

Electron energy Eb = 600 keV
Eb/Te = 1–3 × 104

Duration τb = 200 ns
τbωpi = 104

Diameter db = 1.8 cm
dbωpe/2πc = 20
are met rather easily. The presence of an external mag-
netic field is typical of such experiments, while the fast
heating of plasma electrons creates conditions (Te @ Ti)
which are favorable for the accumulation of weakly
decaying ion-sound oscillations. Moreover, it is known
from the previous work (see, e.g., [10]) that the interac-
tion of REB with plasma is accompanied by the forma-
tion of intense superthermal “tails” in the electron dis-
tribution function. All these factors allowed us to repro-
duce the LT regime we were interested in.

The development of diagnostic techniques for the
detailed study of the LT processes was the essential
point in the preparation of the experiments described in
this work. To accomplish this task, Thomson scattering
of laser radiation was used and the appropriate diagnos-
tic systems were devised. The other methods of investi-
gation complementary to the Thomson scattering were
also developed and used. The characteristic features of
the diagnostic complexes developed for our experi-
ments are described in section 2. The experimental
setup is briefly described in the same section, where the
main parameters of plasma and electron beam are also
given. The experimental results on measuring the
parameters of turbulent plasma are reported in section 3.
The data obtained are discussed in section 4, where the
pumping and absorption of Langmuir oscillations, as
well as the formation and the role of the short-wave-
length ion-sound turbulence, are analyzed. The main
conclusions about the turbulent energy dissipation pro-
cesses are formulated in section 5.

2. EXPERIMENTAL SETUP 
AND DIAGNOSTIC TECHNIQUE

The experimental scheme and arrangement of the
diagnostic apparatus is shown in Fig. 1, while the
plasma and REB parameters are given in the table. The
REB is injected along the plasma column placed in a
longitudinal magnetic field. To generate REB with a
small angular divergence, a magnetoisolated foilless
diode was devised [11]. Laser radiation in the diagnos-
tic systems of the Thomson collective and noncollec-
tive scattering probes the plasma column at a distance
of 12 cm from the point of REB injection. The details
of the diagnostic system are described in [12] and
briefly outlined below. 

a. Thomson Scattering 

Thomson scattering is well known as a powerful
tool for studying plasma oscillations and the details of
the electron distribution function. At the same time, this
method has been used quite rarely in the experiments
on the interaction of electron beams with plasmas. The
Thomson collective scattering (Salpeter parameter α @ 1
[13]) of microwave radiation was used for the diagnos-
tics of a Langmuir wave more than 30 years [14, 15].
Since the Bragg conditions in the microwave region can
be met over a broad range of oscillation wavenumbers
JETP LETTERS      Vol. 75      No. 1      2002
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only if the plasma dimensions are large enough, the
Thomson scattering in the microwave region was used
in the subsequent work only in the study of the iono-
sphere [16]. The narrow-directed electron-plasma
waves were detected in the Thomson scattering experi-
ments on the interaction of laser radiation with plasmas
[17, 18], and it was only recently that publications
appeared on the use of laser scattering for the measure-
ment of the relatively broad spatial spectrum of Lang-
muir waves in laser-heated plasmas [19]. The collective
scattering of IR lasers has also long been used for the
observation of the low-frequency plasma waves
[20, 21].

The Thomson incoherent scattering (α ! 1) is also
the standard technique for measuring plasma tempera-
ture and density on many experimental setups, but only
few works are devoted to the diagnostics of the non-
equilibrium electron distribution functions.

Collective scattering. The Thomson collective
scattering method was described in detail in [12, 22], so
we will report only its most important characteristics.
The radiation source is a pulsed CO2 laser (λ = 10.3 µm,
10 J, 70–2000 ns) that can operate under collective con-
ditions (α @ 1) for practically any scattering angle and,
therefore, covers a broad range in the spatial spectrum
of plasma oscillations of interest. The detection system
was based on photoconductors and operated in the
video detection mode, except for the experiment on the
observation of the long-wavelength ion sound, where
the wave-mixing technique was used. A notch filter cell
filled with gaseous ammonia (NH3) was used to sup-
press the radiation at a nonshifted frequency and to reli-
ably separate the satellites corresponding to the scatter-
ing from the Langmuir waves. Because of this, it was
rather easy to implement a system for simultaneously
collecting radiation from 12 different scattering angles
for multichannel detection of the k spectrum of elec-
tron–plasma oscillations. The diagnostics can operate
in two modifications, viz. measurements of the k and ω
spectra. To observe the ion-sound waves, two different
variants of the same measurement scheme were
applied, depending on the region of the spatial spec-
trum [12, 23]. The detection of the oscillations with
small k was performed using the ammonia filter. The
modification of this technique for the ion-sound fre-
quency range required that the CO2 laser frequency be
tuned to the exact coincidence with the NH3 absorption
line and the ammonia pressure in the cell be lowered in
order to reduce the filter stopband width.

Diagnostics based on Thomson incoherent scat-
tering. The radiation source is a pulsed neodymium
glass laser (λ1 = 1.06 µm, 30–40 J, 10–60 ns; λ2 =
0.53 µm, 15 J, 10 ns). Three different systems were
used for collecting and analyzing the scattered radia-
tion:

for measuring the temperature and density of the
main plasma component in the region occupied by the
turbulence (scattering angle 90°);
JETP LETTERS      Vol. 75      No. 1      2002
for the multichannel detection of the density dynam-
ics with enhanced spatial and time resolutions (scatter-
ing angle 90°); and

for studying the non-Maxwellian part of the electron
distribution function (scattering angle θ = 8°).

The radiation scattered by an angle of 90° was ana-
lyzed in different experiments using one of the two
detecting systems [24]. In the first of these, which was
designed to measure the density and temperature of the
main plasma component, the radiation was decom-
posed over the spectral channels using a polychromator
based on the diffraction grating. The second system
detected the scattered radiation integrated over the
spectrum, but it had a higher aperture and better spatial
and time resolutions. This system was constructed for
the direct observation of small-scale dynamic dips of
plasma density which appear due to the modulation
instability mechanism. In these experiments, the dura-
tion of the probe pulse was specially increased to 60 ns
to keep track of the density dynamics during a single
laser pulse. The experimentally determined spatial res-
olution of a 25-channel detection system was equal to
200 µm, and the time resolution was 4 ns [25].

The use of a small scattering angle θ ! 90° for
studying the energetic but relatively low-density non-
Maxwellian electrons has the following advantages
over the traditional 90°-scattering scheme:

a decrease in the spectral width of the scattered radi-
ation by a factor of ~sin(θ/2) increases the ratio of its
spectral density to the spectral density of plasma back-
ground radiation. An additional effect of using small
angles is provided by the increase in the ratio of effec-
tive volumes from which the scattered radiation and the
plasma background radiation are collected. In sum, the
spectral density of the scattered radiation increases rel-
ative to the spectral density of plasma light by a factor
of 130 for the scattering angle θ = 8°;

the small-angle scattering geometry (Fig. 2) allows
one to study the angular distribution of non-Max-
wellian electrons by choosing the angle φ for the region
where the scattered radiation is detected;

a decrease in the spectral width for the scattering
angle of 8° allows the use of a nonrelativistic formula
with a rather high accuracy (see, e.g., [26]) in the calcu-
lation of the scattered radiation spectrum up to electron
energies of ≈10 keV, thereby greatly simplifying the
reproduction of the desired nonequilibrium distribution
function.

A drawback of the small-angle scattering is that the
spatial resolution ∆L decreases by a factor of sin(θ).
The value ∆L ≈ 10 mm obtained in our experiments is
slightly smaller than the diameter (15–18 mm) of the
region occupied by turbulence.

b. Other Diagnostic Techniques 

Stark spectroscopy of turbulent microfields.
While the Thomson scattering is sensitive to the fluctu-
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ations of the plasma refractive index, which are mainly
determined by the electron-density fluctuations, the
spectroscopic technique allows the detection of the
changes in the spectral line profiles which are caused by
the fluctuating electric fields in turbulent plasma. In the
study of turbulence, the spectroscopic methods present
less possibilities than the Thomson scattering, because
they do not allow one to study the spatial spectra of
fluctuations and place rather rigid limitations on the tur-
bulence level above which the changes in the line pro-
files become strongly nonlinear, which rules out the
possibility of gaining any quantitative information
about the magnitudes of intense turbulent fields. More-
over, even in the linear regime, the structure of the Stark
profile depends on the particular shape of the field spec-
trum, on the ratio of the high- and low-frequency field
components, and on the presence of a magnetic field,
thereby strongly hampering the interpretation of the
spectroscopic data. Nevertheless, Stark spectroscopy is
independent of the Thomson scattering and, hence, is of
interest as a supplement to the collective laser scatter-
ing. In some publications, Stark spectroscopy served as
the main tool for studying the LT in a moderately dense
plasma [27, 28]. In this work, two spectroscopic meth-
ods were used [29]: emission spectroscopy and intrac-
avity laser absorption spectroscopy. The first method
has a better time resolution, whereas the second is dis-
tinguished by higher spectral and spatial resolutions. In
both cases, the hydrogen Hα line was used, because it is
rather intense and weakly sensitive to the quasi-static
ion fields.

The method of electron absorption in thin foils
for the analysis of high-energy electrons escaping
from plasma. In our case, the sensitivity of the Thom-
son incoherent scattering technique was insufficient for
studying the electrons with energies well above 10 keV.
The diagnostics of such electrons was performed using

Fig. 2. Geometry of small-angle Thomson incoherent scat-
tering. A region formed by the ends of wave vectors of the
scattered radiation whose spectrum is used for the analysis
of the distribution function of electrons moving at large
angles to the magnetic field is hatched.
their absorption in thin foils, as was done in the preced-
ing experiments on a parametrically similar setup [30].
The essence of the method is that the electrons escaping
from plasma through the exit face of the setup traverse
a stack of four (in our case) thin foils. Plasma is sepa-
rated from the analyzer by a separating foil. The elec-
tron currents absorbed in the foils are measured using
resistors. The first measuring 9-µm-thick aluminum
foil determined the lower boundary of the electron-
energy resolution, which was equal to 20 keV. The sig-
nals were processed by the method close to that used
for the signals of the Thomson 8°-scattering. A model
energy distribution function was chosen for the incident
electrons in such a way that the calculated currents
from the foils most closely corresponded to their exper-
imentally measured values. While processing data, this
function was taken to be the same for different foil sets
used in the measurements.

The foil analysis technique is inferior to the laser
scattering method in data quality. It does not provide
the spatial resolution, and its data are inevitably inte-
grated over the plasma length. Moreover, there is an
uncertainty in the interpretation of the results because
of the lack of reliable data on the angular distribution of
the incident electron flow. However, in spite of a con-
siderable uncertainty, the method provides useful infor-
mation about the high-energy portion of non-Max-
wellian electrons.

Observation of the plasma microwave radiation.
The microwave background radiation of plasmas with
LT is their most frequently investigated property. In
astrophysics, radio emission in certain cases is the only
detected evidence of the processes occurring in turbu-
lent plasma. In many laboratory experiments on the
interaction of laser and electron beams with plasmas,
the radiation near the electron-plasma frequency and its
harmonics are also observed. For these reasons, we
attempted to compare the experimental radiation power
with the power calculated from the experimental LT
spectra. This comparison can be correctly and easily
carried out for the second harmonic of ωpe. The sponta-
neous emission power at frequency 2ωpe is given by the
expression [31]

(1)

where  is the experimentally measured Langmuir
wave spectrum.

Under our conditions, the radiation near 2ωpe occurs
in the submillimeter spectral region (λ = 470 µm).
Because of this, it was detected using a cooled InSb-
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based detector and a spectral filter comprised of three
sequentially arranged copper-covered brass gratings
with a 380 × 380 µm.

3. EXPERIMENTAL RESULTS

a. Langmuir Oscillations

The observed frequency shift of a blue satellite in
the Thomson collective scattering spectrum uniquely
identified plasma-density fluctuations as Langmuir
oscillations [22]. Major attention in the experiments
was given to the study of the spatial oscillation spec-
trum. The wave-vector spectra were detected for vari-
ous sections of a three-dimensional spectrum in the k
space [32]. The results of measuring along and across
the region of Langmuir oscillations directly interacting
with the electrons of relativistic beam are shown in
Figs. 3 and 4.

A broad spectrum along the k⊥ v b/ωpe = 1 line
includes the waves both resonant and nonresonant to
the REB (Fig. 3). A peak of resonance oscillations
exceeding, at its maximum, the equilibrium level by
more than 10 orders of magnitude is clearly seen in the
spectrum together with a broad oscillation spectrum
decreasing as k–4 beyond the resonance with the elec-
tron beam. The experimental data were obtained by
averaging over 10 shots; the indicated error is the stan-
dard deviation.

The spectrum measured along the maximum in the
resonance region is shown in Fig. 4. By tuning the angle
of incidence of the laser probe radiation, the range cov-
ered along the normal wave-vector component reached
two orders of magnitude, and a more than 11-order-of-
magnitude excess of spectral density over the equilib-
rium level was detected. At k⊥ v b/ωpe @ 1, the spectrum
drops as (k⊥ v b/ωpe)–3.6. The curves fitted to the experi-
mental points were used in the subsequent calculations
involving the experimental LT spectra. In doing so, it
was assumed, in accordance with the experimental
data, that the spectrum of nonresonance waves was iso-
tropic [32].

The results of Thomson collective scattering are
consistent with the results of spectroscopic measure-
ments. The duration of Hα-line broadening coincides
with the duration of the REB injection into plasma and
with the lifetime of the collective scattering signal
(Fig. 5). It should be emphasized that the probe pulse
duration (~1 µm) well exceeds the lifetime of the scat-
tering signal. The observed broadening was close to the

value ∆λ = ωpe/2πc, which is limiting for the Hα

line [33] and equal to 5 Å for the plasma density ne =
1.5 × 1015 cm–3. It is also worthy to note that the spectral
measurements were taken at the plasma column section
which was situated well past the REB injection point,
as compared to the section where the Thomson scatter-
ing measurements were made (Fig. 1). Special mea-
surements showed that the intensity of resonance oscil-

λHα
( )2
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lations at this point was several times lower. A fast
decrease in the broadening almost simultaneously with
the termination of turbulence pumping rules out the
possible explanation of this variation in the Hα-line pro-
file by the Doppler effect.

Fig. 4. Spectrum along the line k⊥ vb/ωpe = 1. Angle of inci-
dence of the laser beam to the REB direction: γ = (h) 30°
and (n) 90°.

Fig. 3. Langmuir oscillation spectrum along the line
k⊥ vb/ωpe = 1. The curve fitted to the experimental points

drops at k||vb/ωpe @ 1 as (k||vb/ωpe)
–4.
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b. Electron Distribution Function

The temperature of the bulk of plasma electrons was
measured by Thomson incoherent scattering in the
course of electron-beam passage through plasma. The
results of measurements, where each experimental
point corresponds to a single shot, are presented in
Fig. 6. One can see from the data in [32] that the elec-
tron temperature rises rapidly from 1–2 eV in the pre-
plasma to 40–50 eV 50 ns after the REB injection
began.

The spectrum of the radiation scattered by an angle
of 90° at the instant the REB current reaches its maxi-
mum is shown in Fig. 7. One can clearly see the distinc-
tion between this spectrum and the Maxwellian spec-
trum shown in the figure by the straight line. However,
we failed to get one above 500 eV for the energy of
electrons detected on the 90°-detection system because
of the perturbations introduced by intense background
plasma radiation. Systematic studies of the nonequilib-
rium distribution function of plasma electrons were car-
ried out using the 8°-scattering system, in which the
background plasma radiation could relatively easily be
suppressed. The densities obtained in each channel
were averaged with allowance for the statistical strag-
gling. The integrated absolute density of non-Max-
wellian electrons, as determined from the scattering

Fig. 5. Time-dependent (top) FWHM of the Hα line, (mid-
dle) scattering signal for the CO2 laser radiation, and (bot-
tom) voltage at the electron-beam generator diode.
data, was found to be nh ≈ 1.0 ± 0.2 × 1014 cm–3, and
their mean energy was Eh = 420 eV.

The overall distribution function obtained from the
data of the three methods (with the 90° and 8° scatter-
ing and with the foil analyzer) is presented in Fig. 8. It
turned out that the results fit best to the power law
nh(E) ∝  E–2.7 [24, 34]. This value of the exponent is
close to the value obtained earlier on the other setup

Fig. 6. Time-dependent (top) (middle) REB current, voltage
at the beam-generating diode, and (bottom) temperature of
the main plasma component obtained in a run of operating
shots.

Fig. 7. Scattered radiation spectrum detected by the 90° sys-
tem. The symbols h and s correspond to two different
shots.
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under similar conditions [35]. The angular distribution
of hot electrons was also analyzed using the 8° system.
Except for a factor of 1.5, the distribution was found to
be isotropic. The distinction between this result and the
result obtained earlier under different conditions in
[10], where the distribution was found to be anisotro-
pic, is explained by the difference in the distances
between the point of REB injection into plasma and the
section where the Thomson scattering measurements
were taken. In the experiments [10], this distance was
approximately an order of magnitude larger, so that the
anisotropy was probably caused by the flow of hot elec-
trons crossing the diagnostic beam on their way from
the region of the most efficient LT pumping near the
REB injection section to the exit face of the system. On
the other hand, virtually isotropic angular distribution
of fast electrons, obtained in our experiments, need not
necessarily be a consequence of their isotropic forma-
tion. The combined action of the rapid escape of elec-
trons with velocities predominantly parallel to the REB
together with the slower generation of electrons with
transverse velocities because of the anisotropy of the
Landau damping in a magnetic field may also lead to
the experimentally observed uniform angular distribu-
tion of the accelerated electrons.

c. Ion-sound Turbulence 

Spectral measurements for the low- frequency com-
ponent of scattered radiation by the technique with an
ammonia filter [23] showed that the satellite frequency
was shifted by (2 ± 1) GHz. This value corresponds to
the ion-sound oscillation frequency; under our condi-
tions, it equals 1.8 GHz for a scattering angle of 14°.
This frequency shift is strongly different from the fre-
quencies of all other oscillation branches, except for the
lower hybrid waves ωLH ≈ (ωceωci)1/2 (ωLH/2π ≈
1.6 GHz). However, since the lower hybrid waves are
excited almost normally to the magnetic field, they can-
not be detected in our geometry, because it is tuned to
the observation of waves propagating at an angle of 45°
to the magnetic field. From this fact, it was concluded
in [23] that the scattering occurs from the ion-sound
oscillations.

The spatial spectrum of ion-sound oscillations [23]
is shown in Fig. 9. The values on the ordinate axis are
averaged over 5–7 shots. The characteristic feature of
this spectrum is that the oscillation level is high and
exceeds its thermal value by five orders of magnitude,

while the spatial spectrum shows a maximum of  in
the wavenumber region kv b/ωpe ≈ 20. This allows one
to identify the region where the ion-sound oscillations
are generated in the phase space. Despite the fact that
the absolute signal value changes 2–2.5 times from one
shot to another, the scatter of relative values in different
shots does not exceed 20% (Fig. 9). The accuracy of the
absolute value of energy spectral density is determined

Wk
S
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by the error of absolute calibration (45%). The typical

 value averaged over the experimental results is

/Te ≈ 105 at its maximum. Assuming that the ion-
sound oscillations are isotropic, one obtains the value
WS/neTe ≈ 1% for the integrated level of detected turbu-
lence, which corresponds to the relative low-frequency

density fluctuations δnS/ne ≈  ≈ 10%.

Wk
S

Wk
S

WS/neTe

Fig. 8. Electron distribution function constructed from the
data of Thomson scattering and face foil analyzer.

Fig. 9. Energy spectral density of ion-sound oscillations as
a function of the wave vector. The dotted line is for the spec-
tral density of ion-sound waves, as calculated for the pro-
cess of Langmuir wave decay.
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4. DISCUSSION 

a. Spectrum and Structure of Pumping 
and Absorption of Langmuir Waves 

The experimentally measured Langmuir oscillation
spectrum and electron distribution function can be used
to analyze the angular and energy dependences of the
LT energy density and of the pump and absorption
power densities of Langmuir oscillations. The follow-
ing general expressions were used:

, (2)

for the integrated energy and pump power densities in
the angular range 0°–θm about the electron beam direc-
tion;

, (3)

for the spectral dependences on the angle between the
wave-propagation direction and the direction of elec-
tron-beam injection; and

, (4)
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Fig. 10. Fractions of energy density of the Langmuir oscil-
lations propagating in a cone with angle θm to the external

magnetic field:  is for the resonance oscillations

and  is for the total energy of Langmuir oscilla-

tions. The curves Pp(θ) and Pp(θm) are, respectively, the
spectral and total pump power densities.
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for the wavenumber spectrum. The resonance oscilla-

tion spectrum (k, θ) and the total Langmuir oscilla-

tion spectrum (k, θ) = (k, θ) + (k, θ) were
obtained by fitting smooth functions to the experimen-
tal data and then used as integrands A(k, θ). The pump
power was calculated using the expression Pp(k, θ) =

(k, θ)Γ(k, θ). The beam instability growth rate was
not measured directly, so that it was estimated using its
theoretical linear value [36]

(5)

where the axially symmetric electron-beam distribution
function f was taken as a Gaussian distribution over the
longitudinal momentum and the angle θ' with, respec-
tively, FWHMs ∆p/p = 3% and ∆θ' = 5°, and N ≥ 10.

The quantity WL(k) together with the experimentally
determined electron velocity distribution function
fev(v ) can be used to obtain the power density absorbed
by plasma electrons as a result of Landau damping of
Langmuir waves:

(6)

where

(7)

The energy content for electrons with the character-
istic energy Ee was determined using the energy distri-
bution function fee(E):

(8)

The angular dependences of the energy density of

resonance waves [ ] and of the total energy den-

sity of Langmuir waves [ ] are shown in Fig. 10.
It is seen from the figure that the waves propagating
inside a cone with angle  = 53° to the magnetic field
(cone angle 106°) account for one half of the total
energy density. On the other hand, the same cone con-
tains about 70% of the energy density of resonance
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waves. Being obviously anisotropic, the spectrum of
waves directly interacting with the beam is far from
one-dimensional, although the latter is often used to
approximate the spectrum of waves excited by an elec-
tron beam in a magnetic field. The turbulence level
obtained by the integration of surfaces fitted to the
experimental points WL/neTe amounts to 8% for the
nonresonance waves and to 16% for the resonance
waves. The total level is the sum of these values and
equals 24%. The accuracy of this value is determined
by the error of absolute calibration of the scattering sys-
tem. Our calibration was performed with an accuracy of
a multiplier of two.

One can see from Fig. 10 that the pump power is
maximal for the oscillations directed at an angle of 15%
to the axis. The directivity of the pump power PT(θm),
as determined using the value of linear increment, is
narrower than the directivity of the density power of

resonance waves . This effect can be explained
both by the fact that the oscillations propagating at rel-
atively small angles to the axis leave the resonance
region in the k space faster than the other oscillations and
also by the decrease in the excitation rate of these oscil-
lations because of a small longitudinal plasma inhomo-
geneity. This item will be discussed in section 4c.

The spectra of pumping Langmuir oscillations and
their absorption by plasma electrons are presented in
Fig. 11 in arbitrary units. Two abscissa scales are used;
the lower scale of the relative wavenumbers and the
upper energy scale. On this scale, the wave number k
corresponds to the energy of an electron with a velocity
equal to the phase velocity of the wave with v p = ωpe/k.

One can see from this figure that the power pumped
into plasma electrons is almost constant over a rather
broad interval. This picture of wave-energy dissipation
in the strong LT differs appreciably from the widely
accepted picture typical of Maxwellian plasma [6, 37],
where only the waves with vastly greater wavenumbers
are noticeably absorbed. Although the pump-power
spectral density of oscillations appreciably exceeds
their damping power spectral density, as is seen from
the figure, the total powers integrated over the spectrum
and turbulence volume prove to be close to each other
and to the electron-beam power. One can see from the
figure that the energy content in the hot electrons of the
plasma decreases with increasing their energy. This is
more likely due to the fact that hot electrons leave the
observation region with higher velocity. The spectral
region occupied by the Langmuir oscillations due to the
waves nonresonant to REB is appreciably broader than
the pump region, providing a broad interval for heating
plasma electrons. The presence of a broad region of
oscillations nonresonant to the electron beam signifies
that there should be an efficient mechanism which pro-
vides wave transfer along the spectrum from the reso-
nance to the nonresonance region. The modulation
instability manifesting itself over the entire interval of

Wr
L θm( )
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studied spatial scales 1 < kv b/ωpe < 20 seems to be the
most probable process leading to this transfer.

Indeed, the measured spectrum of Langmuir oscilla-
tions can be characterized in terms of its stability to the
modulation perturbations. This is also important for the
discrimination between the strong and weak turbulence
regimes. The simplest estimate WL/neTe @ (ωceωpe)2 of
the modulation instability threshold in a magnetic field
is valid for the narrow spectrum and does not take into
account the anisotropy of the magnetic term in the dis-
persion law of Langmuir oscillations and, thus, is too
crude for our experiments. The most adequate approach
to calculating the modulation instability threshold for a
broad spectrum of Langmuir oscillations is presented in
[38]. The spectrum, whose width far exceeds the mod-
ulation instability growth rate, is said to be a broad
spectrum. Our case is at the boundary of the applicabil-
ity of this condition:

(9)

where γm/ωpe ≈ (meWL/mineTe)0.5 is the supersonic mod-
ulation instability growth rate. Moreover, there is an
additional broadening which is caused by the finite life-
time of a Langmuir wave. This gives us grounds to use
the results obtained with the help of the kinetic equa-
tions for Langmuir oscillations. When determining the
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Fig. 11. Structure of pumping and absorption of Langmuir

oscillations: Langmuir oscillations ; absorbed power

Pd(k); pump power Pk(k); electron distribution fee(E); and
electron energy content Ea(E).
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modulation instability threshold, the effective tempera-
ture is introduced [38]:

(10)

where k = q/ |q | is the unit vector along the disturbance
propagation direction.

In the general case, Teff is a complex quantity, so that
the condition for modulation instability has the form
|Teff | > Te. For the experimentally measured spectrum of
Langmuir oscillations, it was shown that Teff is strongly
anisotropic and is maximal for the modulation pertur-
bations directed perpendicular to the external magnetic
field. This inference is valid for a broad wave spectrum
and is opposite to the result obtained for the monochro-
matic Langmuir wave, for which the modulation insta-
bility growth rate is maximal along the field [39]. The
value (Teff /Te)⊥  ≈ 30 obtained for the relative transverse
effective temperature [32] gives evidence that the mod-
ulation instability threshold is far exceeded in our case.
The considerations presented in [38] apply only to the
long-wavelength perturbations, q @ ωpe/c. The fact that
the modulation instability threshold is far exceeded in
our case also follows from the well-known criterion for
the threshold in plasma with a broad oscillation spec-
trum in the absence of a magnetic field [7]: Qm > 1,
where

(11)

In our case, Qm ≈ 60 and, according to this criterion,
the modulation instability threshold is far exceeded.
Note that there are no limitations on the wavelength of
modulation disturbance in criterion (11). In real situa-
tions, the development of modulation instability
becomes even more easy because of the presence of
background low-frequency plasma-density fluctuations
induced by the ion-sound turbulence [40].

The LT level obtained above by the integration of
the measured Langmuir oscillation spectrum can be
estimated independently from the heating of the main
plasma electron component. The dynamics of electron
temperature is described by the equation

(12)

where j is the beam-current density, σ is the conductiv-
ity, νei is the electron–ion collision frequency, WL is the
LT energy density, and Qei are the residual-gas ioniza-
tion losses. The first term on the right-hand side
accounts for the ohmic heating by return current; the
latter is negligible under conditions of our experiments.
The second term accounts for the electron heating due
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to the collisional damping of Langmuir oscillations;
this term provides an independent estimate of the inte-
grated LT level. The use of Eq. (10) for calculating the
turbulence level in the first 50 ns yields the value
WL/neTe ≈ 12% if all possible losses are ignored. This is
slightly smaller than the value obtained using Thomson
scattering of the CO2 laser radiation. However, even
this level, if it had been maintained during the subse-
quent 100–150 ns of REB injection, would have led to
a considerably greater increase in temperature than was
detected in the experiment. This discrepancy can be
explained by the energy expenditure on the ionization
of residual gas. Indeed, measurements show that
plasma density increases by 30–50% during the REB
injection. Heat conduction losses do not play any sig-
nificant role, as is evident from the decrease in Te after
the termination of REB injection. Note that the spectro-
scopic measurements suggest that plasma contains
detectable carbon and other impurities. For this reason,
the energy losses may also be caused by the double and
triple ionization of impurity atoms. Taking into account
all these facts, one finds that the time dependence of
electron temperature is in a reliable agreement with the
calculations. Fast electron heating and relatively slow
coulombic equalization of the electron and ion temper-
atures (≥10 µs) also suggest that plasma remains
nonisothermal (Te @ Ti) practically over the entire LT
lifetime.

b. Mechanisms of Ion-Sound Formation 

In plasma with LT, ion-sound oscillations can be
excited due to the nonlinear interaction of waves. Evi-
dence for the existence of processes typical of both
strong and weak turbulence can be found in theory and
in experiment [41, 42]. Three-wave decay l1  l2 + s
of the Langmuir waves is the main weak-turbulence
process that generates the ion-sound oscillations in
nonisothermal plasma with Te @ Ti. The experimentally
measured Langmuir oscillation spectrum was used to
calculate the energy spectral density for the ion sound.
The corresponding value was determined from the
steady-state balance equation [31], in which the energy
growth of ion-sound waves is due to the decay of Lang-
muir oscillations, while the damping is due to the
absorption by the resonance particles in plasma and to
the reverse coalescence process l1 + s  l2. In our
case, the dispersion law was additionally taken into
account for the Langmuir oscillations in a magnetic
field. The dotted line in Fig. 9 is the energy spectral
density calculated as a function of the wavenumber for
the ion-sound oscillations under typical experimental
conditions (H = 25 kG, Te = 35 eV, Ti = 2 eV, and ne =
1.5 × 1015 cm–3). The corresponding characteristic
value in the wavenumber range kv b/ωpe ~ 20 was found

to be /Te ≈ 103. This is much smaller than the value
experimentally measured for the same wave vector.
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Consequently, the Langmuir oscillation decay cannot
be responsible for the ion-sound wave spectrum
detected in the experiment.

The ion-sound oscillations can be excited as a result
of the current instability of return current when inject-
ing high-current REB into plasma. The return current
arises under the action of the induction field at the
instant the REB is injected into plasma, after which it
flows inside the REB, provided that the current com-
pensation condition is fulfilled. The density of return
current is equal to the beam current density. The current
velocity of return current is comparable to the sound
velocity, suggesting that ion-sound instability can
develop. To test for the possibility of the ion sound
being excited by the return current, an additional exper-
iment was conducted. In this experiment, the REB was
injected into plasma through a titanium foil with a
thickness of 50 µm. The beam current density in this
experiment was 2–3 times higher than its value under
standard conditions. Due to the foil, the angular diver-
gence of the generated REB increases to 20°. Since the
beam instability growth rate in the kinetic approxima-
tion is inversely proportional to the square of beam
angular divergence, the interaction of REB with plasma
becomes much less efficient. In the experiment, the
intensity of beam-excited Langmuir oscillations was
detected simultaneously with the energy density of ion-
sound oscillations. The injection of an electron beam
with large angular divergence into plasma leads to a
sharp decrease in the scattering signals from both ion-
sound and Langmuir oscillations. However, if the beam
sound is excited by the return current, the scattering
signal due to ion sound must increase with increasing
REB current density. It should be noted that the degree
of plasma nonisothermality was the same in both exper-
iments to within a factor of 2. A decrease in the second
term in Eq. (12) upon a decrease in the LT level was
compensated to a large measure by the increase in the
ohmic heating with increasing return current density.
This experiment indicates that ion-sound oscillations
are not excited by the back REB current.

Theoretically, the operating mode can be compared
with the enhanced-current mode using the expressions
for the current instability growth rate [43] and the ion
damping rate [44]. The term accounting for the colli-
sional damping [45] is also added to the damping rate.
The computational results are presented in Fig. 12. One
can see that the conditions for excitation of ion-sound
oscillations in plasma by the return current are not ful-
filled with a margin of more than an order of magnitude
for the operating mode and are near the threshold for
the test experiment. The inclusion of a possible current
cross-sectional inhomogeneity (a factor less the 2) can-
not alter the situation. In principle, the sound oscilla-
tions can be excited in the test experiment. However, it
follows from the experiments reported in [46] that these
oscillations are excited by the current instability in a
shorter-wavelength region, so that, most probably, they
JETP LETTERS      Vol. 75      No. 1      2002
cannot be observed with our geometry of collective
scattering.

The third source of intense ion-sound oscillations
can be provided by the mechanisms characteristic of
strong turbulence and associated with the nonlinear
stage of modulation instability. As demonstrated at the
beginning of this section, the threshold for the long-
wavelength low-frequency perturbations of Langmuir
oscillations is far exceeded. This may result in the tran-
sition of the modulation instability to the nonlinear col-
lapse stage. At the collapse final stage, the Langmuir
oscillations trapped into cavities are absorbed by
plasma electrons, while the cavities become a source of
diverging sound waves [47].

Since the LT level in our experiments is rather high,
the collapse should be supersonic (WL/neTe @ me/mi)
from almost the very beginning. For the exceeding of
the threshold as considerable as that calculated above,
the large-sized cavity is unstable to the short-wave-
length perturbations from the very beginning and they
can break the collapse development. A high LT level
observed in the experiments also allows the modulation
instability effect directly in the short-wavelength region

at kmax ~  [48]. The value of kmax exceeds
the characteristic wavenumber of the observed short-
wavelength sound more than threefold. For this reason,
the modulation instability threshold is far exceeded in
this region, especially when it is considered that the
background density variations induced by already
existing ion-sound oscillations additionally depress the
instability threshold [40]. The development of modula-
tion instability can also result in the generation of ion-
sound waves even at the beginning stage, because the
instability develops nonadiabatically. The transition of

rD
1– WL/neTe

Fig. 12. Ion-sound instability pumping increments for beam
currents of 10 kA (REB injection through a 50-µm titanium
foil) and 3 kA (standard foilless injection), and the damping
rate of the ion sound vs. the degree of plasma nonisother-
mality.

I = 3 kA
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the nonlinear stage of modulation instability to a full-
scale collapse in this spectral region is hampered,
because the absorption of oscillations by the non-Max-
wellian electrons rapidly increases with wavenumber.
The spectral density of the sound turbulence studied in
the experiment has a maximum near kv b/ωpe ~ 20. This
corresponds to the maximal transfer rate of long-wave-
length Langmuir oscillation to the same spectral region,
where they are absorbed resonantly by the electrons
with energies of ≈800 eV.

c. Spectral Transfer and Absorption of the Energy
of Langmuir Oscillations 

In nonisothermal plasma, the ion-sound oscillations
are weakly damped and, being accumulated, also
induce the short-wavelength modulation of Langmuir
oscillations, thereby opening the damping channel for
the fast Langmuir waves. The rate of this process,
referred to as conversion by the authors of [8], is given
by the expression [49, 50]

(13)

where ks is the characteristic wave vector in the absorp-
tion region. The conversion growth rate γc = 0.01ωpe is
equal to the modulation instability growth rate γm ≈
ωpe  = 0.01ωpe and is close to the

maximum of the linear beam-instability growth rate
Γmax = 0.02ωpe. From these estimates, it follows that the
conversion can provide spectral transfer and absorption
of the Langmuir oscillations excited by the electron
beam. The conversion can also compete with the mod-
ulation instability, because the rates of both processes
are close.

The sound-induced conversion rate of Langmuir
oscillations remains unchanged along the spectrum,
whereas the beam instability growth rate decreases with
increasing k. This fact gave us grounds to conclude in
our earlier work [32] that, under steady-state condi-
tions, these two processes cannot be responsible for the
formation of the experimentally observed spectrum.
However, in the real experiment, even a small longitu-
dinal plasma inhomogeneity should lead to the time-
dependent wave vector of Langmuir oscillations and to
their escape from the resonance region [51]. This effect
should be particularly pronounced where the resonance
region in the k|| direction is narrow (i.e., at small k⊥ ),
and this should lead to a decrease in the effective pump-
ing increment in the region k⊥  < k||. The presence of a
small plasma-density gradient in the direction from the
point of beam injection into the plasma was observed
experimentally. As was pointed out above, modulation
instability may also play an important role in the energy
transfer from the resonance region. This effect should
be more pronounced for a more narrow spectrum corre-

γc

δnS kS( )
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L/neTe( )
sponding to smaller k⊥ . All of these effects can substan-
tially modify the spectral dependences of pumping and
oscillation escape from the resonance region. The
intense short-wavelength ion-sound turbulence dis-
cussed above and experimentally observed after publi-
cation [32] is the most important fact counting in favor
of conversion.

Another mechanism of oscillation transfer from the
resonance to the nonresonance spectral region can be
due to the nucleation process, namely, trapping of
Langmuir oscillations in the local dips of plasma den-
sity. In our case of intense ion-sound turbulence, these
dynamic dips should arise as a result of the interference
of chaotically distributed ion-sound waves. The charac-
teristic wavenumber k ≈ 20–30ωpe/v b of the trapped
wave packets [6, 37] falls within the experimentally
observed region of ion-sound turbulence. Due to a dras-
tic difference between the group velocity of Langmuir
waves and the sound velocity in this region (v g/v s = 10),
the trapping of rapidly propagating wave packets in rel-
atively slowly moving dips is appreciably hampered
[52]. Among the additional factors destroying the local-
ized states are the high non-Maxwellian-electron-
induced damping rate of Langmuir oscillations in this
region and the rather high level of low-frequency den-

sity fluctuations (δnS/ne ≈ /neTe), resulting in the
conversion-induced oscillation transfer competing with
the nucleation [53].

The fact that the experimentally measured plasma
background radiation power near 2ωpe is consistent
with the spontaneous emission power of plasma calcu-
lated from the Langmuir oscillation spectrum serves as
an indirect confirmation of the notion that the main por-
tion of energy density of Langmuir waves is not trapped
in the dips. The duration of the radiation pulse proved
to be close to the duration of the electron beam, while
the generation power [0.5 W/(cm3 sr)] coincided, by an
order of magnitude, with the theoretical estimate made
using Eq. (1). This result counts in favor of the conclu-
sion that the main portion of LT energy is not in the
localized states, otherwise the radiation power would
be far in excess of the spontaneous emission level [54,
55]. Equation (1) describes the quadrupole radiation
corresponding to a weakly turbulent process l + l  t.
In the case of the l + l ± s  t process, the dipolar radi-
ation starts to dominate when the cavity sizes become
∆lm < δnSπc/neωpe [56]. This corresponds to the sizes
∆lm < 50 µm of the bunches of Langmuir oscillations.
According to the experimental LT spectrum, this spatial
scale contains a negligibly small fraction of the energy
density of Langmuir waves.

One more argument in favor of the absence of local-
ized states is provided by the experiments with diag-
nostics of dips by Thomson incoherent scattering.
These experiments did not detect dynamic dips with
depths δne/ne = WL/neTe or more during the LT lifetime
[24]. The parameters of the measuring setup described

WT
L
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in section 2 allow the detection of dips whose sizes are
greater than ∆lm = 200 µm and whose lifetimes τ >
∆lm/v s ≈ 4 ns. The corresponding spectral range
ωpe/v b < k < 2π/∆lm contains 75% of the energy density
of all experimentally detected Langmuir oscillations.

5. CONCLUSIONS 

An experimental technique (“cold” high-current rel-
ativistic electron beam and diagnostic methods) has
been devised for the investigation of strong Langmuir
turbulence under conditions of nonisothermal plasma
with a considerable component of non-Maxwellian
electrons.

The detailed integrated turbulence characteristics
have been measured: spectra of high- and low-fre-
quency oscillations of turbulent plasma and plasma-
electron distribution function.

The spatial spectra of Langmuir oscillations demon-
strate a power-law decrease toward the short wave-
lengths, and the hot-electron distribution function is
characterized by a power-law decrease toward the
higher-energy electrons. The total level of the Lang-
muir turbulence is WL/neTe ≈ 24% and that of the short-
wavelength ion-sound turbulence is WS/neTe ≈ 1%; the
energy content in the non-Maxwellian electrons is close
to that of the plasma main component, neTe ≈ nhEh,
where Eh ≈ 400 eV is the mean energy of the non-Max-
wellian electrons.

The obtained data suggest that the main portion of
the LT oscillations is not trapped in the localized states
and that the main mechanism of energy transfer from
the long-wavelength Langmuir oscillations to the
plasma electrons consists of their conversion induced
by the short-wavelength ion-sound waves.

This work was supported in part by the Russian
Foundation for Basic Research (project nos. 93-02-
16913, 95-02-03764, 98-02- 17788, and 01-02-17492).
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On the Contribution of Three-Body Forces to Nd Interaction
at Intermediate Energies1
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Available data on large-angle nucleon–deuteron elastic scattering Nd  dN below the pion threshold give a
signal for three-body forces. The problem exists of the separation of possible subtle aspects of these forces from
off-shell effects in two-nucleon potentials. By considering the main mechanisms of the process Nd  dN,
we show qualitatively that in the quasi-binary reaction N + d  (NN) + N with the final spin singlet
nucleon–nucleon pair in the S-state, the relative contribution of the three-nucleon forces differs substantially
from the elastic channel. It gives a new testing basis for the problem in question. © 2002 MAIK
“Nauka/Interperiodica”.

PACS numbers: 25.40.Cm; 25.40.Dn; 21.45.+v
1 The existence of three-nucleon forces (3NFs) is not
doubted both in the standard meson-exchange picture
[1] and in chiral perturbation theory [2]. Their strength
and detailed structure are still under discussion [3]. An
often used model of a 3NF is the 2π exchange in the
form called the Tucson–Melbourne (TM-3NFs) param-
etrization [1] (Fig. 1). At present, nucleon–nucleon
(NN) forces underestimate binding energies of light
nuclei [4]. The 3NFs allow one to partially fill the gaps.
Another signal for 3NFs gives elastic Nd scattering
below 200 MeV. Recent experimental and theoretical
investigations [5–9] show that a rich set of spin observ-
ables in this process gives a real opportunity to study
various aspects of 3NF effects. Therefore, the measured
cross section, which is underestimated at the scattering
angles θcm = 60°–180° by the data-equivalent modern
NN forces, is excellently reproduced by three-body cal-
culations with the TM-3NFs. The deuteron analyzing

power  is also well reproduced [10]. However, the
nucleon analyzing power  is still under discussion
[11, 12]. Furthermore, the same approach fails to
explain tensor analyzing powers from the precise dp
scattering data [10]. From this observation, the authors
of [10] conclude that there are deficiencies in the spin
structure of the TM-3NFs.

However, one should note that off-shell properties
of NN forces contribute simultaneously with the 3NF.
The problem is that these ambiguous aspects of NN
forces can be studied in the 3N or many nucleon sys-
tems only (see a recent discussion in [12]). A noticeable
NN input dependence was observed in [10, 13]. In this
connection, the authors of [13] proposed measuring the

1 This article was submitted by the author in English.
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zero point of the longitudinal asymmetry in the  total
cross section in order to get a more clear signal for 3NF
effects. This paper is another step in that direction;
namely, to separate more definitely the NN and 3NF
effects in the elastic Nd scattering, one should investi-
gate supplementary processes at almost the same kine-
matics but with a different relative role of the NN forces
and 3NFs. As shown here, a substantially different

nd

Fig. 1. Mechanisms of the reaction p + d  (NN) + N: (a)
the Born 3NF amplitude of the pd  (pn)p and pd 
dp reactions, (b) π + ρ exchange for the NN  N∆ ampli-
tude; (c) one nucleon exchange, (d) single scattering,
(e) ∆-isobar excitation
002 MAIK “Nauka/Interperiodica”
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NN-to-3N ratio occurs in the pd-interaction with the
formation of the spin-singlet NN-pair in the final 1S0
state. Here, we propose studying the reactions 

p + d  (pp) + n (1)

and n + d  (nn) + p at a large cm scattering angle of
the secondary nucleon and low relative energy of two
protons (pp) or neutrons (nn)ENN < 3 MeV, when the 1S0
state dominates. Reaction (1) has not yet been investi-
gated experimentally. At present, complete theoretical
analysis of this reaction is possible at energies below
the pion threshold (214 MeV) in the framework of rig-
orous 3N-scattering approaches [14, 15]. As shown by
Fadeev’s calculation, at initial energies below about
200 MeV, rescattering of a higher order is very impor-
tant. However, around 300 MeV, the first two terms in
the multiple scattering expansion are sufficient to
describe the total nd cross section [7]. Therefore, the
first Born approximation can be used as a qualitative
estimation near the pion threshold. Within this approx-
imation one cannot find the exact contribution of the
3NFs. Nevertheless, we can show qualitatively that the
relative role of the NN forces and 3NFs differs in this
reaction considerably from that in the elastic Nd scat-
tering. First, using isospin invariance, we show that the
Born 3NF amplitude (Fig. 1a) of the reaction with the
singlet pn(1S0) pair is suppressed by a factor of one-
third with respect to the 3NF amplitude with the deu-
teron. However, the Born term of the one-nucleon
exchange (ONE) mechanism (Fig. 1c), related to the
NN forces, is not affected by isospin factors. Second,
the ONE contribution is modified considerably due to
suppression of the higher orbital momenta l ≠ 0 in the
final NN-system at low ENN, this is not the case for the
3NFs. In addition, an important modification of the sin-
gle scattering (SS) mechanism (Fig. 1d) occurs in reac-
tion (1) in comparison with the pd  dp.

The dynamics of reaction (1) is discussed here by
analogy with known mechanisms of the backward elas-
tic pd-scattering [16, 17] (see Fig. 1). As we show
below, the ONE + SS sum dominates in the pd  dp
process at energies Tp ~ 0.2–0.3 GeV. At higher ener-
gies Tp = 0.4–1.0 GeV, the double pN-scattering
(Fig. 1e) with the ∆-excitation (∆) gives the main con-
tribution [16, 18]. For the NN  ∆N amplitude we use
here the π + ρ exchange model [19] depicted in Fig. 1b.
This model describes the measured cross section of the
pp  pnπ+ reaction [20] in the ∆-region. Since the ∆
mechanism is an important ingredient of the 3NF
amplitude [21], we identify here the ∆ contribution with
the 3NF one. The ∆-isobar is considered as a stable
baryon, that is, appropriate below the pion-production
threshold.

Let us discuss the isotopic spin factors for the Born
3NF term of the pd  (np)s,tp amplitude depicted in
Fig. 1a. The 2π exchange mechanism contains two
terms corresponding to different values of the total isos-

pin of the intermediate meson-nucleon system, T = 

and :

(2)

where the spin singlet (s) and triplet (t) states of the
final pn-pair correspond to the isospin Tpn = 1 and 0,
respectively. The isospin structure of the amplitudes

 is given by

(3)

The Clebsh–Gordan coefficients and 6j-symbols are
used here in standard notations. The dynamical factor
BT in Eq. (3) does not depend on z-projections of the
isotopic spins. Assuming the spatial parts of the singlet
and triplet wave functions of the pn pair to be the same,

i.e.,  = , one can find from Eq. (3) the following
ratios:

(4)

After substituting Eq. (4) into Eq. (2), one finds

(5)

We stress that, owing to Eq. (4), ratio (5) does not
depend on the unknown relative phase nor on the ratio
of the amplitudes A1/2 and A3/2 of the virtual process
πN  πN in Eq. (2). As was found in [22], the result
given by Eq. (5) is valid not only for the ∆-mechanism
(Fig. 1e). In fact, all intermediate states of the meson–
nucleon system both for the isotopic spin T = 3/2 and
T = 1/2 are taken into account in Eq. (5) including the
∆ and N* poles and the πN continuum. Obviously, rela-
tion (5) is valid also for the sum of the diagrams in
Fig. 1a with different combinations of the isovector
mesons (ππ, πρ, ρρ, …), as well as for the reaction
pd  dN*.

For the isoscalar meson exchange (ω, η, η', …), we

find the ratio  = 1. The same ratio is valid for the

ONE mechanism,  = 1. It is impossible to write a
definite isotopic factor for the SS-mechanism, because
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in this case the s/t ratios are different for the isoscalar

(r = l) and isovector  NN-amplitudes, which are

mixed with an unknown relative phase in the upper ver-
tex of the diagram in Fig. 1d.

A detailed formalism for the amplitude of the reac-
tion pd  (NN)N in the framework of the ONE + SS +
∆ model can be derived from the pd  dp formalism
of [16, 18]. For this aim one should make the following
substitution into the matrix elements:

(6)

where |ϕd〉  is the deuteron final state in the pd  dp

and  is the scattering state of the final NN-system
at the relative momentum k in the N + d  (NN) + N
reaction. Since the S-wave gives the main contribution
to the NN-state at ENN < 3 MeV, one should omit the D-
component of the final deuteron state |ϕd〉  in the pd 
dp formalism [16, 18] when making substitution (6).
Thus, one has to insert into the upper vertex of the ONE
diagram (Fig. 1c) the half-off-shell amplitude of pn-
scattering in the 1S0 state, ts(q, k). This amplitude, as a
function of the off-shell momentum q, is very close in
its shape to the deuteron S-wave function in the
momentum space, u(q), and has a node at the point q ~
0.4 GeV/c. The node is caused by the short-range repul-
sion in the NN potential. A similar node available in the
wave function u(q) can be connected to the null of the
deuteron charge form factor GC(Q) at the transferred
momentum Q ~ 4.5 fm–1 [23]. The node of u(q) has not
yet been observed directly in any reactions with the
deuteron due to the large contribution of the deuteron
D-state. An important feature of reaction (1) is the pos-
sibility to display the node of the amplitude ts(q, k)
directly in the cross section at Tp = 600–700 MeV and
θcm = 180° [24, 25]. At initial energies 100–300 MeV,
this node makes the ONE contribution vanishing at
θcm = 100°–130°.

The results of our calculations performed within the
ONE + SS + ∆ model with the Paris NN-potential are
shown in Fig. 2 for the pd  dp process and in Fig. 3
for reaction (1). The model describes rather well the
pd  dp cross section at Tp = 150–250 MeV and
θcm > 120°. The ∆(≡3NF) contribution strongly
depends on the cutoff parameters Λπ, ρ in the NN 
∆N amplitude. We use here the values Λπ = 0.6 GeV and
Λρ = 0.7 GeV obtained from the fitting of the data on
pp  pnπ+ and pd  dp [19, 18]. The sum ONE +
SS underestimates the cross section at θcm = 110°–130°,
but this discrepancy is eliminated by adding the ∆-con-
tribution (Fig. 2a), as was observed in [6, 21]. The cal-

culated analyzing powers , , and Ayy are only in
qualitative agreement with the data (Figs. 2b–2d).

r
1
3
---= 

 

ϕd| 〉 m Ψk
–( )| 〉 ,

Ψk
–( )| 〉

Ay
p Ay

d
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Fig. 2. The cm cross section (a) and analyzing powers

 (b),  (d),  (c) in the pd-elastic scattering in the

backward hemisphere at different initial energies of the pro-

ton Tp and the deuteron Td . The results of cal-

culations with the different mechanisms are compared with
the experimental data from [26] (d), [27] (filled squares),
and [10] (open triangles and circles): ONE (dashed line), SS
(dotted line), ∆ (dashed-dotted line), ONE + SS (full thick),
ONE + SS + ∆ (full thin)

Ay
p

Ay
d

Ayy
d

T p
1
2
---Td= 

 

Fig. 3. The same as in Fig. 2 but for the reaction p + d 
(pp)s + n at Tp = 200 MeV and relative energy of two pro-

tons Epp = 3 MeV versus the neutron scattering angle .

D = d5σ/dp1dΩ1dΩ2 (mb/(GeV/c)sr2).

θcm
n
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In contrast to the pd  dp process, the influence
of the ∆ mechanism in reaction (1) is rather weak in the
cross section, but more pronounced in the analyzing
powers (Fig. 3). At the minimum of the cross section,

 = 120°–140°, the role of 3NFs increases due to (i)
vanishing of the ONE amplitude and (ii) a rather fast
decrease of the SS contribution (Fig. 3a). Outside this
region, the ∆ contribution to reaction (1) is smaller than
in the elastic pd-scattering owing to the isospin rela-
tions. Note, within the ONE + SS approximation, the
behavior of the vector analyzing powers  and  is
considerably different in reaction (1) as compared to
the pd  dp process (Figs. 3b, d). The reason is the
modified structure of the SS-mechanism. Indeed, only
the pn-scattering at small angles contributes to the upper
vertex of the SS-mechanism in the reaction (1) [24]. On
the contrary, both the charge exchange process pn  np
and the pp elastic scattering at small angles contribute
to the pd  dp process [16]. The ∆ mechanism taken
into account, in addition to the ONE + SS sum, notice-
ably changes the analyzing powers (Fig. 3c, 3d).

In conclusion, the ONE + SS + ∆ model allows one
to understand qualitatively the main features of the
pd  dp observables at Tp ~ 200 MeV. Within this
model, we found that the relative contribution of the
3NFs in the reaction N + d  (NN)(1S0) + N differs
considerably from the elastic pd-scattering. A sizable
modification of the analyzing powers is expected in
reaction (1) in comparison to the pd  dp, in partic-
ular, due to the 3NF effects. Future experimental study
of reaction (1) near the pion threshold and rigorous
three-body calculations, complementing the process
pd  dp, may give more insight into 3NFs.
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The regimes corresponding to the appearance of localized excitation pulses in a nonlinear double-wire line with
an exponential-type active element similar to that occurring in the distributed p–n junctions and nerve fibers are
studied on the basis of exact solutions. It is shown that the line of this type is described by the nonlinear tele-
graph equation if there is a running inductance and by the one-dimensional nonlinear diffusion equation if it is
absent. The main properties of the excitation waves and conditions for their appearance are examined. © 2002
MAIK “Nauka/Interperiodica”.

PACS numbers: 84.40.-x; 87.17.Nn; 84.30.-r; 02.30.Jr
1. Double-wire lines with an active distributed ele-
ment and running parameters depending on the voltage
at a given line section are frequently used as models of
real distributed physical and biological systems. Exam-
ples can be provided by various waveguide systems for
transmission electromagnetic microwaves and by nerve
fiber, which can also be described, in a simplified form,
as a double-wire line with an active element (see [1]
and bibliography cited therein). The wave dynamics in
such systems is highly diversified and depends on the
dominance of one or another physical factor in the line.
Among these are the dispersion, dissipative, and non-
linear factors or their combinations. The most impres-
sive progress in studying the autowave models (and
also of all types of nonlinear systems) was achieved in
those cases where it was possible to find a way for con-
structing exact solutions to the equations describing the
processes occurring in these models. Traditionally,
these were the steady-state solutions [2, 3] and the self-
similar solutions accounting for the similarity proper-
ties of these systems [1, 3]. A rich class of solutions
arise if the equations can be reduced to the equations
which are integrable by the method of the inverse scat-
tering problem (ISP), for example, to the sine-Gordon
(SG) equation [1, 4]. However, the ISP method does not
apply if the dissipative of diffusion processes play an
important role in the dynamics of the system. In these
situations, one is forced to resort to the other methods
of analysis. An approach of this kind was suggested in
[5–7], where the method of quadratic forms was used to
find exact solutions to the set of equations of the “reac-
tion–diffusion” type, which were called the Toda diffu-
sion chains in the cited works. For the purposes of this
work, the investigation of a two-dimensional nonlinear
diffusion equation (NDE2) [5]

(1)ut D∆ u λu–ln– 0,=
0021-3640/02/7501- $22.00 © 20009
was the most useful example of application of the
method of quadratic forms. This equation appears in a
number of hydrodynamic problems (see bibliography
in [5]), and, in a more general context, it describes the
models with stimulated diffusion [8]. In this work, the
problem of describing waves in the nonlinear double-
wire lines with a distributed active element is consid-
ered. The description of such systems is reduced to the
solution of the one-dimensional nonlinear diffusion
equation (NDE1) and the nonlinear telegraph equation
(NTE), which is closely related to NDE1 and NDE2
(1); see below. The systems described by this equation
are close to the practically encountered double-wire
lines with an active element [1]. The main purpose of
this work is to construct the exact solutions to the equa-
tions for the double-wire lines and analyze the wave
processes occurring in them. In particular, it will be
shown that these systems exhibit a number of intriguing
effects. 

2. The equations for the active double-wire line,
whose equivalent scheme is shown in Fig. 1, can be
written in the form

(2)

Here, i = i(x, t) is the current at the point with coordi-
nate x of the line at time t; u = u(x, t) is the voltage at
the same section of the line; C(u) and L(u) are the run-
ning capacitance and inductance of the line, respec-
tively; R(u) is the running resistance depending on the
voltage at this section; and j = j(u) is the current–volt-
age characteristic of the active element. The corre-
sponding scheme of the line is shown in Fig. 1.

∂i
∂x
------ C u( )

∂u
∂t
------ j u( )+ + 0,=

∂u
∂x
------ L u( )

∂i
∂t
----- R u( )i+ + 0.=
002 MAIK “Nauka/Interperiodica”
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Let us consider a model of physical processes for
the situation where the voltages and currents are such
that the running parameters R, C, and L are constant
along the line and independent of the voltage at a given
section. The current–voltage characteristic of the active
element can often be approximated by the exponential
function

(3)

The current–voltage characteristic of this type is typical
of the p–n junctions and biological membranes in cer-
tain regimes of their functioning (see [1, 9] and bibliog-
raphy cited therein). Note that, at room temperature,
u0 = kT/e ~ 25 mV for both p–n junctions and biological
membranes (e is electron charge, k is the Boltzmann
constant, and T is absolute temperature) [1, 9].

After the elimination of current i in the linear run-
ning element of the line, the line equation obeying
Eqs. (2) can be written as

The equation in this form makes allowance for the
nonzero running inductance in the line. The authors of
[11–13] suggested that it can be applied to the biologi-
cal membranes (see also [1]). Substituting the expres-
sion for j(u) from Eq. (3) into this equation, one gets

(4)

The quantity V0 = 1/  is equal to the wave velocity
in the linear hyperbolic regime. We are mainly inter-
ested in the case for which the quantities RJ0 and RC in
Eq. (4) can be ignored compared to the exponential
terms in the corresponding coefficients. The quantity
1/RC is the duration of a discharge through the resis-
tance R for a capacitor with capacity C. The neglect of
RC means that the discharge mainly proceeds not

j u( ) re
u/u0 j0.–=

∂2

∂x2
-------- LC

∂2

∂t2
-------– 

  u R j u( ) RC j' u( )–( )∂u
∂t
------+ + 0.=

∂2

∂x2
--------

1

V0
2

------ ∂2

∂t2
-------–

 
 
 

u Rre
u/u0+

– R j0 RC
r
u0
-----e

u/u0– 
  ∂u

∂t
------+ 0.=

LC

Fig. 1. Equivalent scheme of a double-wire line with active
element.
through the resistance of the line but through its active
element. The quantity Rj0 is the voltage drop on the
resistance owing to the back conduction current. Both
these quantities may be turned small by choosing the
appropriate line operating point. Physically, this corre-
sponds to a constant positive bias between the line
wires. In the equations, this bias is equivalent to the
substitution u =  + U0, where U0 = const. In this case,
the equations do not change their form:

(5)

Here the sign ~ is omitted. Inasmuch as this transforma-
tion leads to the appearance of the dimensionless mul-
tiplier m = exp{U0/u0} in the corresponding coeffi-
cients, the conditions Rrm @ Rj0 and rm/u0 @ RC can
be fulfilled through the appropriate choice of U0. This
justifies the possibility of the above approximation
being used for a double-wire line with the active ele-
ment of type (3). Note that, because the multiplier m
increases exponentially, these conditions can be met
even if U0 exceeds u0 only by a factor of two or three.
In this case, m ~ 10–20. The line operating regime with
m @ 1 will be called active regime. For large negative
voltages, the current through the active element
becomes close to the back conduction current. This
regime will be called inactive regime. In this case,
Eq. (5) becomes equivalent to the conventional tele-
graph equation. As in the case of the regime with the
active element, the line with small RC operates in the
hyperbolic regime obeying the D’Alembert equation.
This fact should be particularly emphasized. It will be
shown in what follows that, in the active regime, the
pulses generated in the line can propagate to the region
where the line operates in the inactive regime close to
the hyperbolic one. However, the main property of the
hyperbolic regime is that the wave dynamics is disper-
sionless. In this regime, the pulse propagates without
severe distortions. Therefore, since the approximation
considered relates only to a certain isolated section of a
line operating in the active regime, it can be adjusted to
the line as a whole by matching the solutions obtained
below with the solutions corresponding to the inactive
regime and obeying either the D’Alembert or the tele-
graph equation.

The approximation corresponding to the active
regime is of interest, because it allows the use of meth-
ods for analysis which were already developed for
Eq. (1) in [5]. As for the equation describing a physical
situation, where one cannot set RC ~ 0 and Rj0 ~ 0, it
does not possess special properties and does not allow
one to use the superposition principle considered
below. The dynamics of such systems is more compli-
cated.

ũ

∂2

∂x2
--------

1

V0
2

------ ∂2

∂t2
-------–

 
 
 

u Rre
U0/u0e

u/u0+

– R j0 RC
r
u0
-----e

U0/u0e
u/u0– 

  ∂u
∂t
------+ 0.=
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AUTOWAVES IN DOUBLE-WIRE LINES 11
Let us transform Eq. (4) by introducing the dimen-
sionless conical coordinates

where V0 is the wave velocity in the linear approxima-
tion and x0 is the characteristic length scale of the line.
After introducing the new auxiliary function φ and set-
ting u(x, t) = –u0lnφ, the equation of the model in these
variables takes the form

(6)

In what follows, this equation is referred to as NTE. In
this model, the constant dimensionless parameters Λ
and D are related to the parameters of the model by

Note that the model considered is also of interest for
the case where the running inductance is small and can
be ignored. In this case, the NTE will be not the tele-
graph equation but the NDE1. As was pointed out
above, it is these models which were originally consid-
ered as mathematical models of nerve fiber, and only
after the publication of works [11–13] were the models
modified so as to include inductance.

3. The multiplication of the simplest types of solu-
tions for the systems considered will be performed by
the method based on the special superposition principle
analogous to that found in [5] for Eq. (1). We demon-
strate this superposition principle by the example of
two different solutions to Eq. (6). Let φ1 and φ2 be two
linearly independent solutions of this equation:

By combining equations for φ1 and φ2, one obtains

Let us assume that the condition

(7)

where f(ξ) and g(η) are arbitrary differentiable func-
tions of a single argument (ξ and η, respectively), is ful-
filled. Then, taking into account that

one finds that the function

ξ x V0t+( )x0
1– , η x V0t–( )x0

1– ,= =

D
∂2

∂ξ∂η
------------- φln Λ

φ
----–

1

φ2
----- ∂φ

∂ξ
------ ∂φ

∂η
------– 

 + 0.=

Λ
Rx0

V0
---------, D

4u0

x0rV0
--------------.= =

D
∂2

∂ξ∂η
------------- φi

Λ
φ
----–

1

φi
2

-----
∂φi

∂ξ
-------

∂φi

∂η
-------– 

 +ln 0, i 1 2.,= =

D
∂2

∂ξ∂η
------------- φ1φ2( )ln Λ 1

φ1
----- 1

φ2
-----+ 

 –

–
ξ∂

∂
η∂
∂– 

  1
φ1
----- 1

φ2
-----+ 

  0.=

φ1 φ2+ f ξ( )g η( ),=

∂2

∂ξ∂η
------------- f ξ( )g η( )( )ln 0,=

Φ φ1φ2/ φ1 φ2+( )=
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satisfies the same Eq. (6):

The function Φ satisfies condition

which represents the superposition principle with con-
straint (7). Furthermore, by analogy with the nonlinear
diffusion equation (1) [5], this superposition principle
can be generalized by considering r linearly indepen-
dent solutions φi (i = 1, …, r) to the initial Eq. (6), which
satisfy the condition

(8)

If this condition is met, then the function Φ related to φi

by

(9)

is again the solution to the initial equation. The number
r will be called the rank of the superposition solution.

4. For the superposition principle to be practically
implemented, it is necessary that there should be solu-
tions obeying conditions (7) and, in the more general
case, conditions (8). Such simplest solutions can be
found within the framework of the method of quadratic
forms suggested in [5–7]. The solutions found in this
way may be of two types. The first of these can be rep-
resented in the form

(10)

where B and C are the arbitrary real constants. Solution
(10), when recalculated for the voltage u in the line, is
nonsingular if φ has no zeros in the whole domain of
definition. This condition is met if the inequalities B >
0, C > 0, and Λ < 0 are simultaneously fulfilled.

The second, more complex, type of solution can be
represented in the form

(11)

where B, C, and Λ are real constants. This solution is
nonsingular, e.g., if Λ < 0, B > 0, and C > 0. Another
domain of parameters where the solution for the volt-
age is nonsingular can easily be found if it is repre-
sented in the following form:

D
∂2

∂ξ∂η
------------- Φ Λ

Φ
----

1

Φ2
------ ∂Φ

∂ξ
------- ∂Φ

∂η
-------– 

 +–ln 0.=

1/Φ 1/φ1 1/φ2,+=

φi

i 1 k i≠,=

r

∏
k 1=

r

∑ f ξ( )g η( ).=

1
Φ
----

1
φi

----,
i 1=

r

∑=

φ DΛBCeΛ ξ η–( ) BeΛξ Ce Λη– ,+ +–=

φ DBCΛ 2Λξ Λη–{ }exp–=

–
B

4DCΛ
---------------- 2Λξ Λη+{ }exp

+ B 2Λξ{ }exp C Λη–{ } ,exp+

φ B 2Λξ{ } 1 Λη χ+{ }cosh–( )exp=

+ C Λη–{ } ,exp
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where χ = ln{2DCΛ}. It follows that this solution is
also positive if B < 0 and C > B, provided that CΛ > 0.

Although the superposition solutions can be con-
structed for both classes of simple solutions, neverthe-
less, the solutions of the second type are of the greatest
interest. The solutions of the first type describe the volt-
age evolution without appearance of the autowave
pulse. The graphs of solutions of the second type dem-
onstrate that the autowave pulse appears if the critical
voltage level is reached at a certain point of the line.
The graphs of these solutions are presented in Fig. 2,
where the instantaneous voltage distributions are
shown for B = –1, C = 2, Λ = 1, D = 0.1, and V = 0.5
and the successive instants of time from (1) t = –50 to
(10) t = 40 with the step ∆t = 10. Initially, there are two
regions with almost constant voltage gradients. Then,

Fig. 2. Voltage distribution along the line for the solution of
Eq. (11).
after the pulse is formed, a new region is formed
between the point of pulse generation and the running
point. The voltage gradient in this region is almost con-
stant, and the size of this region is equal to the distance
traversed by the pulse. It is worth noting that the pulse
is generated in the region where the voltage is close to
zero. This corresponds to the active region, according
to the classification given above. Then, the pulse prop-
agates to the region with large negative voltages, i.e., to
the region with hyperbolic regime. The dynamics in
this region is described by the telegraph equation and,
thus, can be analyzed only after solving this equation.
Next, one should match both solutions. This procedure
is rather cumbersome and is not considered in this
work.

5. The superposition solutions enable one to obtain
the models with a more complex autowave dynamics in
the line. Let us first consider the superposition solutions
of the first type.

For concision, we introduce notation X = eΛξ and
Y = e–Λη. Let us consider r solutions of type (10). For a
fixed value of parameter Λ, they take the following
form:

(12)

where Ai = DΛBiCi. For r = 2, the condition for exist-
ence of the superposition solution is given by Eq. (7).
For this relationship to be satisfied, it is sufficient that
one of the following algebraic conditions is satisfied:

(13)

(14)

Let the first of these conditions be met; then the super-
position solution has the following form:

φi –AiXY BiX CiY , i+ + 1 … r,, ,= =

C1 C2;–=

B1 B2.–=
. (15)Φ
φ1φ2

φ1 φ2+
----------------

DΛB1C1XY B1Y C1Y+ +[ ] –DΛB2C1XY B2Y C1Y–+[ ]
X B2 B1+( )C1DΛY B1 B2+ +[ ]

------------------------------------------------------------------------------------------------------------------------------------------= =
If the second condition is chosen, the solution has a
similar form, in which X is replaced by Y and Y is
replaced by X. Let us consider two particular cases of
this general formula. The first case corresponds to the
situation where both conditions (13) and (14) are met.
In this case, the superposition solution takes the form

(16)

One more variant of the solution corresponds to the
situation where C1, C2, B1, and B2 are the complex con-

Φ
φ1φ2

φ1 φ2+
-----------------=

=  
DΛB1C1XY[ ] 2 B1X C1Y+[ ] 2–

2B1C1DΛXY[ ]
----------------------------------------------------------------------------.
stants. If one chooses C1 = iκ = –C2 and B2 =  = α +
iβ (the asterisk * denotes complex conjugation), then
the solution will be real and take the following form:

(17)

The superposition solutions of ranks r > 2 are con-
structed in an analogous way.

The superposition of the solutions of the second
type gives new solutions describing more intriguing

B1*

Φ
DΛB1C1XY B1Y C1Y+ + 2

X 2βκDΛY 2α+[ ]
-------------------------------------------------------------------=

=  
–DΛβκXY αX+( )2 DΛακ XY βX κY+ +( )2+

X 2βκDΛY 2α+[ ]
------------------------------------------------------------------------------------------------------------------.
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regimes of autowave propagation in the lines. To obtain
them, it is necessary to consider r solutions of type (11):

(18)

For r = 2, the coefficients C1 and C2 satisfy the follow-
ing relations:

The coefficients B1 and B2 remain arbitrary. The super-
position solutions corresponding to r = 2 can be written
in the form

(19)

Among these solutions, there is a real solution with
purely imaginary parameter C = ik and real B1 = B2 = b.

One of the graphs corresponding to the nonsingular
solution of Eq. (19) is shown in Fig. 3. Contrary to the
solution shown in Fig. 2, the solution consists initially
of three regions with almost constant voltage gradients.
As in the preceding case, the pulse is generated when
the voltage in the maximum becomes zero. In the fig-
ure, the instantaneous distributions in the line are given
for B1 = –3, B2 = –4, C = 2, Λ = 1, and D = 0.1 and suc-
cessive instants of time from (1) t = –40 to (9) t = 40
with step ∆t = 10.

The superposition solutions with ranks r = 3 and 4
for the first type and, at least, with r = 3 for the second
type can be obtained in a similar manner. For higher
ranks, the set of equations for the constant coefficients
of simple solutions proves to be overdetermined.
Because of the nonlinearity of this system, one cannot
prove, without additional analysis, whether the super-
position solutions with r > 4 exist or not.

6. The obtained exact solutions give an indication of
the new autowave phenomena, which can occur in real
systems and are modeled in this work by the active dou-
ble-wire lines. As is mentioned above, the model sug-
gested accounts for the behavior of the line only in the
region of the active regime and cannot be related to the
whole line. However, the pulses are generated precisely
in this region, after which they are channeled through
the regions operating in the inactive hyperbolic mode.
The pulse generation and its transformation upon

φi DBiCiΛ 2Λξ Λη–{ }exp–=

–
Bi

4DCiΛ
----------------- 2Λξ Λη+{ }exp

+ Bi 2Λξ{ }exp Ci Λη–{ } ,exp+

i 1 … r., ,=

C1 C2– C.= =

Φ φ1φ2 2Λξ{ }exp=

× –DCΛ Λη–{ }exp
1

4DCΛ
---------------- Λη{ }exp–





---× B1 B2–( ) B1 B2+ +




1–

.
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reaching certain critical values of line parameters (in
the case at hand, these are the global voltage minima)
are typical of the autowave systems. At certain condi-
tions, these phenomena can adequately model the phe-
nomena accompanying the functioning of biological
membranes and nerve fiber. These processes can be
regarded as elements of regulator mechanisms in bio-
logical systems. Indeed, the pulse generated in the line
signalizes that the voltage at a certain point of the line
reached the minimal or the maximal (depending on the
particular situation) critical value. The pulse movement
in the line is accompanied by the formation of a new
region with an almost constant voltage gradient
between the point where the pulse was generated and its
running position; i.e., the system “remembers” the
point where the pulse arose. The more complex phe-
nomena corresponding to the solutions of ranks r > 2,
which were not considered in this work, are also possi-
ble. We note in conclusion that the obtained solutions
demonstrate the possibility of the technical implemen-
tation of pulse generators operating according to the
model considered in this work. As was pointed out in
item 1, the double-wire lines can be implemented on
the basis of distributed p–n junctions.
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