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Abstract—Concentration profiles of Ho were investigated after annealing at a temperature of 620°C of silicon
layers implanted with 1-MeV Ho+ ions to doses of 1–3 × 1014 cm–2 exceeding the amorphization threshold, as
well as with O+ ions with energies that ensure the coincidence of the concentration maxima of implanted impu-
rities and doses that are greater by an order of magnitude than those of Ho+. The crystallization of the amor-
phized silicon layer occurs by the mechanism of solid-phase epitaxy. The main features of the segregation redis-
tribution of Ho are shown to be similar to the previously studied segregation behavior of Er. An increase in the
Ho concentration at the initial stage of the solid-phase epitaxial crystallization is explained by the small rate of
mass transfer through the amorphous layer–single crystal interface. An analytical expression was obtained to
describe the variation of the segregation coefficient in the process of solid-phase epitaxial crystallization,
including its initial stage, which allows the calculation concentration profiles of rare-earth elements. © 2000
MAIK “Nauka/Interperiodica”.
INTRODUCTION

In the process of solid-phase epitaxial (SPE) crystal-
lization of silicon layers amorphized by ion implanta-
tion of a rare-earth element Er, a significant change is
observed in the concentration profile, which is caused
by the impurity segregation at the moving interface
between the amorphous layer and the silicon single
crystal (α/c boundary). Except for the initial stage of
SPE crystallization, when a decrease in the concentra-
tion of the rare earth is observed, the segregation redis-
tribution of the impurity is described by the quantitative
model [5] whose parameters are the width of the transi-
tion layer L and the coordinate-dependent segregation
coefficient K(x). The model parameters depend on the
conditions of the implantation of the rare earth, such as
the target temperature, irradiation dose, and energy of
the implanted species, as well as on the co-implantation
of an impurity oxygen [4]. At large doses (D ≥ 3 ×
1014 cm–2), when the amorphous layer emerges onto the
surface, the crystallization front moves from the α/c
boundary to the surface. In this case, the following empir-
ical relation was found for the K(x) dependence [5]:

(1)

where x is the current coordinate measured from the
sample surface; xα is the position of the minimum in the
concentration profile after the impurity redistribution;
xα – x is the current thickness of the crystallized layer;

K x( ) K0Km/ K0 Km K0–( ) xα x–( )/L–( )exp+[ ] ,=
1063-7826/00/3401- $20.00 © 20001
and K0 and Km are the initial (at x = xα) and maximum
values of the segregation coefficient, respectively.
Expression (1) describes the concentration profiles at
x < xα without allowance for the initial stage of SPE
crystallization. At doses close to the amorphization
threshold (D ≈ 5 × 1013 cm–2), the amorphization occurs
only near the region of the maximum radiation damage
with the formation of a buried amorphous layer. The
existence of a thin layer of single-crystal silicon near
the surface was confirmed by the Rutherford backscat-
tering (RBS) of protons [6]. In the process of the SPE
crystallization of the buried amorphous layer, the upper
and bottom α/c interfaces move to the center of this
layer and in the place of meeting of the crystallization
fronts, there is observed a peak of the impurity concen-
tration [6]. Based on the equations that were derived in
[5], the authors of [6] suggested a new technique of cal-
culating the coordinate dependence of the segregation
coefficient Kex(x) from the experimental concentration
profiles over the entire range of SPE crystallization. At
doses close to threshold, an extended region of a falloff
is observed at the initial stage of crystallization, which
is located between the initial α/c interface (point xα0)
and the point xα. The monotonically increasing depen-
dence of the form (1) describes the behavior of Kex(x)
only after the crystallization front passes through the
point of minimum xα. We could expect that the segrega-
tion redistribution of other rare-earth elements in sili-
000 MAIK “Nauka/Interperiodica”
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con would occur in a similar way. Indeed, it was estab-
lished in [3] that at an energy of 250 keV and doses of
3.5–7 × 1014 cm–2, which significantly exceed the amor-
phization threshold, the segregation and pickup of the
impurity of rare-earth element praseodymium, occur
similarly to Er at similar concentrations and annealing
temperatures, i.e., the concentration profile of Pr is
shifted toward the surface, forming a subsurface segre-
gation-induced peak in which the maximum concentra-
tion increases with increasing implantation dose.

The aim of this work is to study the behavior of the
impurity of a rare-earth element holmium upon solid-
phase epitaxial crystallization of silicon layers amor-
phized during ion implantation and to derive a model of
redistribution of rare-earths, including the initial stage
of the process.

EXPERIMENTAL

As the initial samples for implantation (“sub-
strates”), we used polished Czochralski-grown B-doped
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Fig. 1. In-depth profiles of (a) the holmium concentration
and (b) the segregation coefficient: (1) after implantation of
Ho+ ions (1 MeV, 3 × 1014 cm–2); (2) after annealing
(620°C, 1 h); (3) calculated by formula (8) at L = 60 nm, l =
12 nm, Km = 1.3; (4) calculated by the technique described
in [6]; and (5) calculated by formula (8).
(100) silicon wafers with a resistivity of 20 Ω cm. Ho+

ions and an energy of 1 MeV were implanted on a High
Voltage Engineering Europe K2MV device to doses of
1–3 × 1014 cm–2. Some of the samples were additionally
implanted with O+ ions with energies that ensured the
same projected range to doses that exceeded by an
order of magnitude those of Ho+. Annealing was per-
formed at 620°C for 1 h in a chlorine-containing atmo-
sphere. The concentration profiles of holmium were
determined by second-ion mass spectrometry on a
Cameca IMS 4f device.

RESULTS AND DISCUSSION

Annealing of silicon layers implanted with Ho+ ions
to a dose of DHo = 3 × 1014 cm–2 causes a one-sided shift
of the concentration profile of Ho toward the surface
(Fig. 1a). Near the initial α/c boundary, a region of a
falloff of the concentration is observed, whose exten-
sion is about 0.08 µm. After implantation to a dose of
DHo = 1 × 1014 cm–2, which is accompanied by the for-
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Fig. 2. In-depth profiles of (a) the holmium concentration
and (b) the segregation coefficient: (1) after implantation of
Ho+ ions (1 MeV, 1 × 1014 cm–2); (2) after annealing
(620°C, 1 h); (3) calculated by formula (8) at L1 = L2 =
70 nm, l1 = l2 = 23 nm, Km = 1.3; (4) calculated by the tech-
nique described in [6]; and (5) calculated by formula (8).
SEMICONDUCTORS      Vol. 34      No. 1      2000



HOLMIUM REDISTRIBUTION UPON SOLID-PHASE EPITAXIAL CRYSTALLIZATION 3
mation of a buried α-layer, the redistribution of hol-
mium occurs on both sides of the profile with the for-
mation of a concentration peak at the place of meeting
of the crystallization fronts in the center of the α layer
(Fig. 2a), i.e., the velocity of motion of both α/c bound-
aries is the same. The extension of the region of the
concentration falloff near the initial position of the
lower (farther from the surface) α/c interface is
0.14 µm. Upon the combined implantation of Ho+ ions
(DHo = 1 × 1014 cm–2) and O+ ions (DO = 1 × 1015 cm–2),
the holmium redistribution, remaining two-directional
(two-sided), causes substantially smaller changes
(Fig. 3a). Oxygen implantation leads to a shift of the
segregation peak of holmium deeper into the sample
from the center of the buried α-layer into the region of
the mean projected range (Rp = 0.35 µm), as in the case
of Er [6]. This indicates that the velocity of motion of
the α/c boundary located farther from the surface
decreases in comparison with the velocity of the α/c
boundary located closer to the surface. Since it is just
the lower boundary that passes through the maximum
of the distribution of implanted O+ ions, it is natural to
relate the slowing of its motion with the presence of the
oxygen impurity, which was previously observed in [7].

Figures 1b–3b (curves 1) show coordinate depen-
dences of the segregation coefficients Kex(x) calculated
from the experimental concentration profiles of hol-
mium using the technique we suggested in [6]. The
decrease in the segregation coefficient from ~1 at the
beginning of the SPE crystallization to ~0.03 at xα
changes later to a monotonic growth of Kex for both
one-sided (Fig. 1b) and two-sided (Figs. 2b, 3b) crys-
tallization. The ascending branch of the variation of the
segregation coefficient is described by equation (1), in
which, in order to allow for the opposite directions of
motion of the upper and lower crystallization fronts, the
difference xα – x is taken as the absolute value. With
decreasing holmium implantation dose, the extension
of the region of the Kex falloff increases. Implantation
of O+ ions leads to a decrease in the region of the falloff
of Kex and the loss of the symmetry of the Kex(x) depen-
dence relative to the point of meeting of the crystalliza-
tion fronts (Figs. 2b and 3b, curves 1). From the com-
parison of the concentration profiles of Ho with those
for Er [6] obtained under the same conditions of
implantation and annealing, a conclusion can be made
on the same mechanism of segregation of these rare-
earth impurities with their close atomic masses upon
the SPE crystallization of amorphized silicon layers.
The common feature in the Ho and Er behavior is, in
particular, the presence of extended regions of concen-
tration fall-off near the initial α/c boundaries. Previ-
ously [6], we suggested that this falloff of Kex is related
to the nonequilibrium of the process of segregation at
the initial stage of SPE crystallization. This nonequilib-
rium is connected with the circumstance that at rela-
tively large velocities of motion of the α/c boundary,
the segregation-related transfer of the impurity through
SEMICONDUCTORS      Vol. 34      No. 1      2000
such a boundary is determined by the rate of mass
transfer rather than by the difference in the chemical
potentials of the phases [8–10].

Let us derive an expression for the variation of the
segregation coefficient over the whole process of the
SPE crystallization. The segregation flux of impurity
through the α/c boundary under these conditions is usu-
ally described by a first-order kinetic equation [8]

(2)

where h is the coefficient of mass transfer; C and Ca are
the current concentrations of the impurity at the α/c
boundary on the sides of the single-crystal and amor-
phous phases, respectively; and Keq is the thermody-
namically equilibrium segregation coefficient. In the
case of SPE crystallization, the violation of thermody-
namic equilibrium appears to occur because of the
accumulation of defects and impurities at the moving
α/c boundary. Therefore, in equation (2) we will con-

Fs h C KeqCa–( ),=
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Fig. 3. In-depth profiles of (a) the holmium concentration
and (b) the segregation coefficient: (1) after co-implantation
of Ho+ ions (1 MeV, 1 × 1014 cm–2) and O+ ions (0.14 MeV,
1 × 1015 cm–2); (2) after annealing (620°C, 1 h); (3) calcu-
lated by formula (8) at L1 = 20 nm, L2 = 13 nm, l1 = 11 nm,
l2 = 20 nm, Km = 0.6; (4) calculated by the technique
described in [6]; and (5) calculated by formula (8).
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sider Keq as a quantity that is not restricted by the rate
of mass transfer, i.e., as K(x) obeying dependence (1).

Let the crystallization front in Si advanced a dis-
tance ∆x for the period ∆t, which corresponds to the
crystallization of an amorphous layer of thickness b∆x,
where b is the ratio of the atomic volumes of the amor-
phous and crystalline silicon (according to [11], b =
1.0174). Before crystallization, the amount of the
impurity in the α-layer was

(3)

After crystallization, the amount of the impurity in the
c-layer became

(4)

i.e., the resulting change in the amount of the impurity
in the crystallized layer is

(5)

Assuming that the impurity is carried away from the
crystallized layer almost wholly via the segregation
flux of type (2), we have the following equation for the
balance of the impurity at the α/c boundary:

(6)

or

(7)

From equation (7), we obtain the following expression
for the effective coefficient of segregation:

(8)

where u = |∆x/∆t | is the rate of SPE crystallization.
Let us consider limiting cases. At the very beginning

of the SPE crystallization, until the mass-transfer coef-
ficient is small (h ! u), there occurs a kinetic pickup of
the impurity by the growing crystalline phase (Kef = b).
Later, at h @ u, the segregation process is no longer lim-
ited by mass transfer and the Kef(x) dependence is
determined by the K(x) dependence according to (1).
The Kef(x) dependence at h < u is determined by the
dependence of h on the thickness of the crystallized
layer. We assume that at the initial stage of SPE crystal-
lization the coefficient of mass transfer grows exponen-
tially with the thickness of the crystallized layer in the
same way as the equilibrium segregation coefficient
Keq(x), i.e., in accordance with expression (1)

(9)

where h0 is the starting value of the mass-transfer coef-
ficient at the initial α/c boundary (at xα0), and l is the
characteristic length for the increase in h.

∆Qa Cab∆x.=

∆Qc C∆x,=

∆Q bCa C–( )∆x.=

∆Q Fs∆t=

bCa C–( )∆x h C KeqCa–( )∆t.=

Kef C/Ca b Keqh/u+( )/ 1 h/u+( ),= =

h x( ) h0 xα0 x– /l( )exp ,=
The calculation of the redistribution of the holmium
impurity was carried out using the model developed in
[5] with the segregation coefficient Kef(x) defined by
(8), Keq defined by (1), and h defined by (9). The calcu-
lated concentration profiles are shown in Figs. 1a–3a
(curves 3), and the Kef(x) dependences that yield the
best agreement between the calculated and experimen-
tal profiles are given in Figs. 1b–3b. The comparison of
the calculated and experimental dependences shows
their satisfactory agreement. An increase in the dose of
implanted Ho+ ions from 1 × 1014 to 3 × 1014 cm–2, as
well as the implantation of O+ ions, leads to a decrease
in the parameters L and Km, in accordance with the pre-
viously found behavior of erbium [4]. Analogous
behavior is exhibited by the parameter l, which
decreases with increasing holmium implantation dose
and upon oxygen implantation. The initial value of the
segregation coefficient K0 and the ratio h0/u were kept
constant during calculation (K0 = 2 × 10–3 and h0/u =
0.2). Note that the Kef(x) dependence well agrees with
the Kex(x) at all depths, except for the region of the seg-
regation peak, where Kex is significantly greater than Kef
(see Figs. 2b, 3b), and the region near the surface,
where a falloff of Kex is observed, so that Kex becomes
smaller than Kef (see Fig. 1b). Accordingly, the concen-
tration profiles of holmium calculated using Kef(x) dif-
fer somewhat from the experimental ones in these
regions.

CONCLUSION

Thus, the general rules of the redistribution of the
impurity of the rare-earth element holmium upon solid-
phase epitaxial crystallization of amorphous silicon
were established to be analogous to the corresponding
redistribution rules of erbium. The falloff of the rare-
earth impurity concentrations at the initial stage of SPE
crystallization is due to a decrease in the segregation
coefficient because of the decreased rate of mass trans-
fer through the interphase interface. An analytical
expression was obtained for the dependence of the
effective coefficient of segregation on the thickness of
the recrystallized layer; this expression permits one to
satisfactorily describe the redistribution of rare-earth
impurities upon solid-phase epitaxial crystallization,
including its initial stage.
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Abstract—Light emitting diodes (LEDs) with λmax = 3.4 and 4.3 µm (t = 20°C) were studied at elevated tem-
peratures. It is demonstrated that LEDs operating in the temperature range t = 20–180°C can be described using
the classical concepts of injection radiation sources and the processes of charge carrier recombination. The tem-
perature dependences of reverse currents in the saturation regions of current–voltage characteristics are consis-
tent with the increase in the intrinsic-carrier concentration according to the Shockley theory. The emission spec-
tra are described on the assumption of the direct band-to-band transitions, spherically symmetric bands, and
thermalized charge carriers. The current–power characteristics are proportional to I3/2 suggesting that the con-
tribution of the nonradiative Auger recombination is dominant. The radiation power decreases exponentially
with the temperature which is characteristic of the CHSH and CHCC processes. © 2000 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION
Light emitting diodes (LEDs) for the intermediate

infrared (IR) spectral range (3–5 µm) with narrow radi-
ation spectra (∆λ0.5 ~ 0.1λmax) are used in gas detectors
for the detection of methane CH4 (3.3 µm), carbon
dioxide CO2 (4.3 µm), etc. The studies of these LEDs
were restricted by the temperature range 4–380 K
[1−3], although, for certain purposes LEDs, should
operate at higher temperatures.

The purpose of this work is the examination of
LEDs for λmax = 3.3 and 4.3 µm (t = 20°C) in the tem-
perature range of 20–180°C.

2. SAMPLES STUDIED AND EXPERIMENTAL 
TECHNIQUES

Diode heterostructures were grown by liquid-phase
epitaxy on (n, p)-InAs(111) substrates with the electron
concentration of about 2 × 1016 cm–3 at temperatures of
650–680°C and were similar to those described previ-
ously [3, 4]. The p–n junction was formed by introduc-
ing the zinc or manganese dopants into the melt (the
concentration of free carriers was p ≈ 1–2 × 1017 cm–3).
Epilayers of the n-type were grown without special
doping, the electron concentration was n ≈ 1–2 ×
1017 cm–3. The solid solutions In0.95Ga0.05As (λ =
3.3 µm) and InAs0.87Sb0.12P0.01 (λ = 4.3 µm) were used
as active layers of LEDs. LEDs had the mesas of
500 µm in diameter. LEDs for λ = 3.3 µm were
1063-7826/00/3401- $20.00 © 20104
mounted with the substrate at the bottom (Fig. 1a). In
the case of LEDs for λ = 4.3 µm, the substrate and
wide-gap layer were partially etched off, and the sam-
ples were mounted by the “p” side onto the Si holder
(Fig. 1b). The n-InGaAs and p-InAsSbP layers were
5−10 µm in thickness.

Electroluminescence (EL) was measured using a
cooled InSb photodiode.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

It is known that the p–n junction is formed on con-
dition that the intrinsic-carrier concentration in an
active region is lower than the majority-carrier concen-
tration in n- and p-regions, which form the p–n junc-
tion. The intrinsic-carrier concentration ni = pi is
defined by the bandgap energy for the material Eg and
temperature T as

(1)

where me and mh are the effective masses of the electron
and hole, m0 is the mass of the free electron, and k is the
Boltzmann constant. The temperature dependence of ni

ni pi 4.82 10
15

T
3/2 memh

m0
2

------------- 
  3/4

×= =

×
Eg

2kT
---------– 

 exp cm
3–[ ] ,
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for semiconductors with a composition close to InAs
(me = 0.021m0, mh = 0.41m0, Eg = 200–450 meV) is
shown in Fig. 2. The majority-carrier concentration in
the p- and n-type epilayers amounts to p, n ≈
1−2 × 1017 cm–3. For this reason, one can expect that
the condition p, n > pi, ni is fulfilled in the materials
with Eg ≥ 0.2 eV (λ ≤ 6 µm), and the p–n junction exists
at temperatures up to 180°C.

The shape of the current–voltage (I–V) characteris-
tics for InAs at room temperature follows the Shockley
theory, which considers the generation and recombina-
tion of charge carriers in the n- and p-regions of the p−n
junction. According to this theory, the reverse currents
in the saturation region are proportional to the intrinsic
concentration squared [5]. Figure 3a shows the I–V
characteristics for the LED with λ = 4.3 µm in the tem-
perature range of 20–180°C. The temperature depen-
dences of the reverse current Is at U = –1 V (i.e., in the
saturation region at low temperatures) and the intrinsic

concentration squared  are shown in Fig. 3b. The

agreement between the Is(t) and (t) curves demon-
strates that the Shockley theory remains valid at ele-
vated temperatures for p–n junctions, based on solid
solutions whose composition is close to InAs.

The EL spectra for LEDs with λ = 3.3 µm in the
temperature range of 25–180°C are shown in Fig. 4. It
was demonstrated [6] that the acceptor level of Zn (Ea ≤
15 meV) in long-wavelength LEDs (λ = 5.3 µm) is
depleted even at T > 175 K, and the radiative recombi-
nation is controlled by transitions between the conduc-
tion and valence bands in the p-region of the p–n junc-
tion. Because of this, the spectral curves can be pro-
cessed on the assumption that we have the direct band-
to-band transitions, spherically symmetric bands, and
thermalized charge carriers. In this case, the EL peak
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Fig. 1. Design of light emitting diodes with (a) λ = 3.3 µm
and (b) λ = 4.3 µm.
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location and short-wavelength shoulder of the spectra
are described well by the curve

(2)

where E = "ω – Eg is the energy measured from the bot-
tom of the conduction band. The consequence of the

I E( ) Eg 1
me

mh

------+ 
  E+

2

E
me

mh

------ E
kT
------– 

 exp∼

× E
kT
------ 

 exp 1+ 
 
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relationship (2) is that the bandgap energy is smaller
than the energy of EL peak by the value of kT/2:

(3)

The spectral curve peak shifts to longer wavelengths
with an increase in temperature as follows from corre-
sponding band-gap narrowing. The characteristic
energy of the short-wavelength slope ε increases pro-
portionally to T. However, the value of ε is smaller than
kT. This appears to be caused by the self-absorption of
luminescence. The characteristic energy of the long-
wavelength slope (~11–15 meV) is approximately the
same order as the characteristic energy of the band-
edge tailing that is caused by fluctuations of the solid-
solution composition [7]. Figure 5 shows the tempera-
ture dependences of the EL energy peak and the band-
gap energy Eg of the active region for the LED with λ =
3.3 µm; the dependence Eg(T) was and 4.3 µm obtained
from relationship (3). The slope of the Eg(T) curves (the
temperature coefficient of variation for the bandgap
energy dEg/dT) is equal to 3.6 × 10–4 and
3.5 × 10−4 eV/K for solid solutions In0.95Ga0.05As and
InAs0.87Sb0.12P0.01, respectively. These values are close to
that for InAs (2.8 × 10–4 eV/K), which was reported [8]
for the range T = 77–300 K [8].

The power–current characteristics (W–I) for the
LED with λ = 3.3 µm in the temperature range
25−180°C and the temperature dependence of the emis-
sion power for the pumping current of 2 A are emission
in Fig. 6. The W–I characteristics are sublinear and are
approximated adequately by the exponential function
of the current W(I) ~ I2/3 (the solid line). This indicates
that the emission originates as a result of bimolecular
radiative recombination, with nonradiative Auger
recombination being dominant; the rates of the above
two recombination processes are proportional to ∆n2

and ∆n3, respectively [9]. The radiation power
decreases exponentially with an increase in tempera-
ture. This is typical of the CHCC and CHSH Auger
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Fig. 4. Electroluminescence spectra for the LED with λ =
3.3 µm.
recombination processes that are dominant at elevated
temperatures in solid solutions close in composition to
InAs [10].

The EL spectra for LEDs with λ = 4.3 µm and tem-
perature dependence of the emission power for pump-
ing current of 2 A are shown in Fig. 7. The temperature
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Fig. 5. Temperature dependences of the energy of El peak
and the bandgap energy for LEDs with λ = 3.3 and 4.3 µm.
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Fig. 6. Power–current characteristics (a) for the LED with
λ = 3.3 µm and temperature dependence (b) of emission
power for the pumping current of 2 A (10 µs, 500 Hz).
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dependence of the spectra is similar to that for LEDs
with λ = 3.3 µm. A decrease in the emission power is
sharper than that for LEDs with λ = 3.3 µm (namely,
the ~30-fold decrease to be compared with the ~20-fold
decrease). This is caused by the fact that the Auger
recombination is more important in the structures with
the narrower bandgap.

4. CONCLUSION

Thus, we demonstrated that the operation of the
long-wavelength LEDs (λ = 3.3, 4.3 µm) in the temper-
ature range T = 20–180°C can be described using the
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Fig. 7. Electroluminescence spectra (a) for the LED with
λ = 4.3 µm and temperature dependence (b) of emission
power for the pumping current of 2 A (10 µs, 500 Hz).
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classical concepts of LEDs and charge carrier recombi-
nation. The temperature dependences of reverse cur-
rents in the saturation portion of I–V characteristics are
consistent with the increase in the intrinsic-carrier con-
centration in the Shockley theory. The emission spectra
are described assuming that we have the direct band-to-
band transitions, spherically symmetrical bands, and
thermalized charge carriers. W–I characteristics are
proportional to I2/3 indicating the dominant role of the
nonradiative Auger recombination. The emission
power decreases exponentially with temperature,
which is typical of the CHSH and CHCC processes.
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Abstract—A model of current transport in Schottky-barrier diodes based on the concept of ballistic electron
transport through a thin base is proposed. The method of transfer matrix was used in order to obtain tunneling
probabilities, which were used in calculation of the forward and reverse current–voltage (I–V) characteristics,
as well as of the transit time. It is demonstrated that by considering a potential in full form, a good agreement
between the experimental and calculated I–V characteristics is obtained. It is found that a consideration of the
role of a thin base causes the current to decrease; the probability of tunneling through the n-base can be close
to unity. It is demonstrated that the tunneling probability has a large number of local resonances and that the
energy dependence of the transit time is nonmonotonic. This is caused by the influence of the base region. The
boundary operating frequency of diodes is evaluated and is found to be 10–100-fold higher than that obtained
from the classical concept. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

At present, the thermoelectron emission and tunnel-
ing of carriers are generally taken into account when
calculating the forward and reverse current–voltage
(I−V) characteristics of Schottky-barrier (SB) diodes
and those based on the metal–oxide–semiconductor
structures [1–8]. When calculating the tunnel current
(tunneling), the tunneling probability is calculated to
the Wentzel–Kramers–Brillouin (WKB) approxima-
tion. Only the tunneling of carriers is taken into account
in the process (the potential region [Xa, Xb]; see Fig. 1),
whereas the potential at X > Xb is taken to equal
zero [9].

The calculation of the reverse-bias regions of I–V
characteristics is commonly the most difficult problem.
In practice, the reverse currents generally exceed the
calculated values. Even taking into account the comple-
mentary effects affecting the potential barrier height,
namely, the lowering of SB height due to the image
forces [3] and the lowering of the electrostatic barrier
[10], the static I–V characteristics could not be
described in a wide range of biases.

The transfer-matrix method, which was developed
recently [11, 12], allows calculation of the tunneling
probability T(E) and transit time t(E) with an adequate
accuracy. These quantities characterize the electron
motion through the potential barriers of arbitrary shape.
The latter are described by the piecewise continuous
potentials. Hence, it was reported [13] that, being cal-
culated exactly, the T(E) and t(E) curves can be non-
monotonic.

In this work, the forward and reverse I–V character-
istics for GaAs-based SB diodes over the entire bias
range for weak and heavy currents at different dopant
concentrations are calculated for the first time using the
1063-7826/00/3401- $20.00 © 20108
transfer matrix for obtaining the T(E) and t(E) depen-
dences. The experimental forward- and reverse-bias
regions of the I–V characteristics for the SB diode with
a thin base are presented. The high-speed performance
of diodes is evaluated.

CALCULATION PROCEDURE

To calculate the static I–V characteristics for SB
diodes, we use the analytical expression [7]

(1)

where q is the elementary charge, m* is the effective
electron mass, k is the Boltzmann constant, T is temper-
ature, h is the Planck constant, T(E) is the transmission
coefficient, EF is the Fermi level, E is the electron
energy, and V is the voltage drop.

The one-dimensional problem of the electron transit
through the plane of the metal–semiconductor contact
was considered in the context of the effective mass
method. To evaluate the transit parameters T(E) and
t(E), the recurrence relationships obtained in the con-
text of the transfer-matrix approach were used [11, 12,
14]. For this purpose, a barrier of arbitrary shape is
approximated by a system of rectangular potential bar-
riers. It was demonstrated [11] that the transfer-matrix
method is characterized by absolute convergence.

In order to calculate the electrical characteristics of
the system of rectangular potential barriers in the elec-
tric field by the transfer matrix method [14], it is neces-
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sary to add the potential step with l = 0 to the barrier
system (see insert in Fig. 1). In this case, the tunneling
probability for electrons passing through the metal–
semiconductor contact, i.e. through the system includ-
ing the rectangular potential barriers and potential step,
is calculated from the formula

(2)

where

(2a)

T and R are the transit and reflection coefficients for the
system of rectangular potential barriers, Tst and Rst are
the transit and reflection coefficients for the potential
step, I and Φ are the phases of the transmitted and
reflected waves, and χ0 is the electron wave number in
the zero-potential region.

The form of the potential ϕ(x) was found from
numerical solution of Poisson’s equation [15] with
allowance made for the image forces [3]. The zero
energy level was taken to be the Fermi level location in
metal for Vr < 0 and in a semiconductor for Vf > 0,
where Vf is the forward bias and Vr is the reverse bias
(Fig. 1). Performing the calculations, the following
assumptions were made:

(i) T(E) and t(E) were calculated over the entire
region of potential variation from x = 0 to x = Wn, where
Wn is the coordinate of the n–n+ interface (Fig. 1).

(ii) Processes of scattering in the n-layer were not
taken into account. In connection with this, the electron
diffusion length was assumed to exceed the width of the
diode’s thin base.

(iii) It was assumed that, in this case, charge carriers
are scattered only by the potential formed in the vicin-
ity of the metal–semiconductor contact.

(iv) The behavior of electrons in metal was not con-
sidered, and the electron effective mass in metal was
taken to be equal to that in a semiconductor.

(v) The above-barrier transmission of electrons was
taken into account by an increase in the limits of inte-
gration over the energy from 0 to ∞.

The static electrical characteristics for three diode
structures having different SB thickness and charge
carrier concentration in epilayer were calculated. The
chosen epitaxial n-layer thickness was 0.5 µm for Nd =
5 × 1017 cm–3, 0.52 µm for Nd = 3.6 × 1016 cm–3, and
3 µm for Nd = 5 × 1015 cm–3. The dopant concentration
in the n+ layer was 2 × 1018 cm–3. The potential barrier
height ϕb0 was 0.875 eV at 295 K. The ϕb0 was specially
chosen to be excessive in order to make the barrier
height ϕb, (with allowance made for the image forces)
consistent with the experimental value. The transit
parameters were calculated in the energy range from 0
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to 0.9 eV. The potential was divided by 400 points over
the space coordinate and by 300 points over energy.
The error of calculating the I–V characteristics amounts
to 1–3%.

The correctness of program execution was verified
by calculating T(E) and t(E) for superlattices [16, 17].
The shape of the forward- and reverse-bias portions of
the I–V characteristics, as well as the transit parame-
ters, were calculated to the WKB approximation
according to the procedure described in [2], but without
regard for the electrostatic barrier lowering.

EXPERIMENTAL TECHNIQUE

Static I–V characteristics for the SB diodes were
measured using mesas. The GaAs epilayer was 0.52 µm
thick. Charge carrier concentration was 3.6 × 1016 cm–3

in the epilayer and 2 × 1018 cm–3 in the substrate. The
(GeNi + Au)-based ohmic contact was formed on the
substrate side. The SBs 325 µm in diameter were
formed by the electrochemical deposition of the Au
film 0.3 µm thick.

The SB height was determined from the capaci-
tance–voltage (C–V) characteristics recorded at a fre-
quency of 1 MHz and, for comparison, from the satura-
tion current in the I–V characteristics. The I–V and C−V
characteristics were recorded at 294 K. The SB heights
obtained from two independent methods are practically

ϕb0

ϕbn

EFm. = 0

Xa Xb0 Wn

EFs < 0

Vn

EFs > 0

Xb.Sh

E

x

1

Fig. 1. Schematic energy diagram of the Me–n–n+ structure.
EFm and EFs are the Fermi levels for a metal and semicon-
ductor, ϕb0 is the potential barrier height, ϕb is the potential
barrier height with allowance made for the image forces, Vn
is the location of the conduction band bottom in the bulk of
semiconductors, X < 0 is the region of metal–semiconductor
contact, [0, Wn] is the n-base region, X ≥ Wn is the n-sub-
strate region, [Xa, Xb] is the subbarrier region, [Wb, Wn] is
the above-barrier region, and XbSn is the SB width for E = 0.
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Fig. 2. Forward portions of the I–V characteristics. The dots
correspond to the experimental values, the ideality factor
n = 1.04. The lines represent the calculations by the transfer-
matrix method with regard to the full form of the potential
(the solid line), by the transfer-matrix with allowance made
for tunneling only (the dashed line), and by the WKB
method (the dotted line). The ideality factors for the curves
calculated are 1.039 (the solid line), 1.037 (the dashed line),
and 1.035 (the dotted line).
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Fig. 3. The tunneling probability T for (1) zero bias and (2)
forward bias Vf = 0.5 V calculated by the transfer-matrix
method with allowance made for the full form of the poten-
tial (solid lines), and by the WKB method (dotted lines).
identical. This indicates that the SB height is fairly uni-
form over the contact area. In all other cases, the ideal-
ity factor for diode structures obtained is close to unity.

The concentration distribution for the ionized shal-
low donor impurity (concentration profile) Nd(X) was
determined from C–V characteristics. The uniform
impurity distribution along the epilayer thickness was
obtained. The effective thickness of the n-layer for
diodes examined was estimated from the concentration
profiles.

RESULTS

The forward-bias portions of the I–V characteristics
calculated for the diode structure with the concentra-
tion Nd = 3.6 × 1016 cm–3 at 295 K and average com-
puted values of 0.3 to 0.5 eV for the ideality factor for
the energy range are shown in Fig. 2. The Jf (Vf) depen-
dences are in good agreement with the straight lines.
The experimental forward I–V characteristics are also
shown in Fig. 2.

The calculated dependences of the tunneling proba-
bility T on the electron energy E for the zero bias and
for the forward bias Vf are shown in Fig. 3. The depen-
dences were calculated to the WKB approximation
(dotted lines) using the exact recurrence relationships
with allowance made for the complete form of the
potential barrier (continuous curves). In order to avoid
encumbering the figure, the T(E) curves for the case
where only the electron tunneling was considered are
not shown. We only note that these curves run some-
what below the continuous curves.

The calculated reverse-bias portions of I–V charac-
teristics are shown in Fig. 4. They were also calculated
for three cases, namely, to the WKB approximation
(dotted curve), using the transfer-matrix method
(dashed curve), and using the transfer matrix method
with allowance made for the complete form of the
potential (continuous curve). The experimental reverse
I–V characteristics are also shown.

The dependences T(E) that were obtained using the
transfer-matrix method for the complete form of the
potential for reverse biases V = 0 (curve 1), Vr = –0.5 V
(curve 2), and Vr = –5 V (curve 3) are shown in Fig. 5.
The dependences T(E) that were obtained to the WKB
approximation for biases Vr = –0.5 V (curve 4) and Vr =
–5 V (curve 5), as well as those calculated by the trans-
fer-matrix method considering the potential only in the
[Xa, Xb] region (curve 6) for the bias Vr = –5 V, are also
shown in Fig. 5. In the latter case, the T(E) curves for
Vr = –0.5 V are not shown in order to avoid encumber-
ing the figure. It is seen from Fig. 5 that the curves T(E)
become more nonmonotonic with an increase in Vr .

Figure 6 shows the energy dependences of the tran-
sit time for the electrons passing through the base
region at the biases Vf = 0.5 V, V = 0, Vr = –0.5 V, and
Vr = –5 V; these dependences were are calculated by the
SEMICONDUCTORS      Vol. 34      No. 1      2000
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transfer-matrix method for the case of the potential in
full form.

The dependences of the tunnel current density on
the electron energy E for certain voltage drops are
shown in Fig. 7 (for forward bias, Fig. 7a; for reverse
bias, Fig. 7b). As mentioned above, the zero energy
level in Fig. 7a coincides with the Fermi level position
in semiconductor EFs, and, in Fig. 7b, coincides with
that in metal EFm.

DISCUSSION OF THE RESULTS
OF CALCULATIONS

The forward I–V characteristics calculated by differ-
ent methods have no significant distinctions. Figure 2
demonstrates that the dependence calculated to the
WKB approximation corresponds to large currents.
The dependences calculated by the transfer-matrix
method considering the potential only in the [Xa, Xb]
region as well as considering the potential in full form
have no significant distinctions. A comparison of the
computed values of the ideality factor n for continuous
and dashed curves in Fig. 2 demonstrates that the con-
sideration of the full form of the potential somewhat
increases the value of n.

Such behavior of the forward I–V characteristics can
be explained on the basis of the differences in depen-
dences T(E) (Fig. 3). As distinct from the case of calcu-

102
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Fig. 4. Reverse portions of I–V characteristics. The dots cor-
respond to the experimental values. The lines represent the
calculations by the transfer-matrix method with allowance
made for the full form of the potential (the solid line), by the
transfer-matrix method with regard to tunneling only (the
dashed line), and by the WKB method (the dotted line).
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lating the tunneling probabilities to the WKB approxi-
mation, the transfer-matrix method yields the depen-
dence T(E) that ceases to be monotone in the vicinity
E . ϕb and for energies exceeding ϕb. The investiga-
tions demonstrated that oscillations of T(E) are caused
by the presence of the above-barrier region. It was dem-
onstrated that the behavior of T(E) oscillations changes
with variation in the n-layer doping level. The fre-
quency and amplitude of oscillations in the T(E) depen-
dence decrease with an increase in the doping level
from Nd = 5 × 1015 to 5 × 1017 cm–3. An increase in the
oscillation period in T(E) is related to an increase in the
length of the ϕ(x) region, where the electron passes
over the barrier with a decrease in Nd. It is also worth
noting that even for E ≥ ϕb, as evident from Fig. 3, the
tunneling probability T(E) is not equal to unity.

The reverse I–V characteristics calculated using dif-
ferent methods have much greater distinctions (see
Fig. 4). The characteristics obtained using the transfer-
matrix method can be divided into two regions with a
lower and higher current as compared to the character-
istics obtained using the WKB approximation. One can
assume from the shape of the reverse I–V characteris-
tics that the calculation of T(E) (see Fig. 5) by the trans-
fer-matrix method yields a steeper current increase.

Thus, the above demonstrates that the shape of the
computed I–V characteristics for the SB diodes
depends strongly on the method of calculating T(E) as
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Fig. 5. Calculations of the tunneling probability T for the
zero bias (1) and for reverse biases Vr = –0.5 (2, 4) and –5 V
(3, 5, 6). The calculations were performed by the transfer-
matrix method with allowance made for (1–3) the full form
of the potential, (6) tunneling only, and (4, 5) by the WKB
method.
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well as on the consideration of the above-barrier region
in the course of the electron motion.

The dependences Jf (E) for several values of the for-
ward bias are shown in Fig. 7a. It is clearly seen that the
maximum of the current density for the forward bias
range under investigation (0.1–0.6 V) is located close to
the potential-barrier top. For the reverse bias (Fig. 7b),
the tunneling-current maximum shifts to the Fermi
level for metal with an increase in Vr . For Vr = 10 V, the
position of the maximum in the dependence Jr(E) actu-
ally coincides with E = EFm. This demonstrates that, at
large reverse biases, the current through the structure
under investigation is the tunnel one. The maximum of
Jr(E) for low Vr corresponds to the potential-barrier top.
This fact agrees with the results of [18].
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Fig. 6. Tunneling time for the forward bias Vf = 0.5 V, for the
zero bias and reverse biases Vr = –0.5 and –5 V.
Figure 6 demonstrates that the t(E) dependence is
highly nonmonotonic. Once the full form of the poten-
tial is taken into account, the electron transit through
the n-base for E > Vn = ϕ(Wn) is always influenced by
the above-barrier region. Its influence implies that the
transmission time is modulated by the electron energy.
This is also demonstrated by the fact that the depen-
dence t(E) is smooth only in the case of electron tunnel-
ing, which takes place for E < Vn. Only when the elec-
tron energy exceeds Vn do the oscillations appear in the
t(E) curve.

It is generally agreed that the average value of elec-
tron saturation velocity in GaAs amounts to about 2.2 ×
107 cm/s [2]. Figure 6 (V = 0) demonstrates that the
average transit time for electrons with energy lower
than ϕb is equal to approximately 5 × 10–13 s, which
yields an average value of approximately 107 cm/s for
the electron transport velocity. The transport velocity
for electrons with energy higher than ϕb is somewhat
larger. Figure 6 demonstrates that, in the case of the
reverse bias, it takes less time for electrons to pass
through the thin base. Consequently, the average trans-
port velocity for electrons is increased. For example, at
Vr = –5 V, the average velocity for electrons with energy
lower than ϕb is approximately 3.7 × 108 cm/s. For the
Vr values close to the breakdown ones (10–15 V), the
transit time for electrons with the energy E < ϕb is
approximately 8 × 10–14 s, which corresponds to a
velocity of approximately 108–109 cm/s.

According to the results obtained (Fig. 6), the transit
time for electrons passing through a thin n-base at large
reverse-bias voltages can be less than the energy relax-
ation time for a semiconductor. In this case, the maxi-
mum response speed is limited by the energy relaxation
time for the n+-substrate, since it is supposed that the
carriers travel through the n-base region ballistically.
The transit time for low reverse-bias voltages can
exceed the energy relaxation time. In this case, the
highest speed of response is limited by the time of
travel through the base region.

Actually, the time of travel through the n-base at for-
ward biases always exceeds the energy relaxation time
for a metal (Fig. 6). For this reason, the maximum
response speed should, in this case, also be limited by
the time of travel through the base region.

Thus, the computations demonstrate that the time it
takes for electrons to travel through the n-base, espe-
cially at high reverse-bias voltages, should be
10−100 times less than was previously believed.

It is difficult to predict the effect of a consideration
of the full form of the potential when calculating the
I−V characteristics. Expression (2) describing the tun-
neling probability for a system of rectangular potential
barrier and potential step demonstrates that the pres-
ence of the region with ϕ(x) < 0 can both increase and
decrease T(E), and can even give rise to resonances.
SEMICONDUCTORS      Vol. 34      No. 1      2000
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The results obtained demonstrate that resonances of
the potential ϕ(x) formed at a metal–semiconductor
contact are absent in a wide range of bias voltages. As
this takes place, fast oscillations of the t(E) dependence
and local resonances in the T(E) dependence are
observed. It is demonstrated that a consideration of the
full form of potential when calculating the I–V charac-
teristics decreases the current.

Thus, under assumption that electrons are not scat-
tered within a thin base, the base region itself can sig-
nificantly affect the current through the diode structure.
In this case, the current through a thin base can be
described adequately within the concept of tunneling.
In spite of the micrometer-scale dimensions of this
region, the tunneling probability T in the presence of
the forward or reverse bias can be quite close to unity.
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1234
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Fig. 7. Current density: (a) the forward current for bias volt-
ages Vf = (1) 0.1, (2) 0.3, (3) 0.5, and (4) 0.6 V; and (b) the
reverse current for bias voltages Vr = (1) –0.5, (2) –1, (3) −2,
(4) –5, and (5) –10 V.
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DISCUSSION OF EXPERIMENTAL RESULTS

As evident from Fig. 2, the computed dependences
of the forward-bias portion of the I–V characteristics
exactly coincide with the experimental ones. The aver-
age value of the ideality factor (n = 1.04) in the current
range from 10–6 to 102 A/cm2 is in a good agreement
with the computed value n = 1.039, which was deter-
mined from the forward I–V characteristics calculated
using the transfer-matrix method with regard to full
form of the potential. The forward I–V characteristics
calculated using other methods also are quite similar to
the experimental ones. This can be explained by the fact
that, at forward-bias voltages, the major current corre-
sponds to the potential barrier top (Fig. 7a) and is not
controlled by tunneling.

The reverse I–V characteristics are a different mat-
ter. The maximum of the J(E) dependence approaches
the Fermi level in metal with an increase in the reverse
bias. For this reason, the electrons tunneling through
the barrier provide the major contribution to the total
current. In this case, the shape of the potential substan-
tially affects the motion of electrons, and, conse-
quently, the shape of the reverse I–V characteristic. In
addition, the influence of the above-barrier region sub-
stantially enhances with an increase in the reverse bias.
As is seen from Fig. 4, the reverse I–V characteristics
calculated using the transfer-matrix method are in a
good agreement with the experimental values within
the rather wide range of reverse currents.

CONCLUSION

The calculations carried out using the transfer-
matrix method with regard to the full form of the poten-
tial (a system of rectangular potential barrier and poten-
tial step) allowed us to uniquely describe the behavior
of the forward and reverse I–V characteristics of the SB
diodes.

The strong influence of the shape of the potential in
the n-layer on the current transport in the Me–n–n+

structures with a thin base is demonstrated. Specifi-
cally, this is true of the dependences of the tunneling
probability T on the electron energy E that are calcu-
lated for a system consisting of the rectangular poten-
tial barrier and potential step. The reverse I–V charac-
teristics that are calculated from these dependences
give a steeper (by several orders of magnitude) increase
in the reverse currents and are in better agreement with
the experimental data. The consideration of a thin base
when calculating the I–V characteristics yields an
appreciable decrease (almost by an order of magnitude)
in the reverse current. Calculating the forward portions
of the I–V characteristics, a slight decrease in forward
currents is found, and generally the results are in a good
agreement with already-known data.

It is demonstrated that the time t it takes for elec-
trons to pass through a metal–semiconductor contact
region and the thin n-base is less than the accepted
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“classical” time. In this case, strong oscillations in t(E)
dependences are observed in a wide energy range; also
local resonances in T(E) dependences appear in the
vicinity of the potential barrier top and in the above-
barrier region.

It is demonstrated that the potential formed by
metal–semiconductor contact, as well as by a superlat-
tice, is a mesoscopic object, and the probability of tun-
neling through it can be close to unity.

The frequency limitations for operation of the SB
diode with a thin base (Nd = 3.6 × 1016 cm–3, Wn =
0.52 µm) are evaluated. Depending on the voltage drop
across the diode structure, the highest maximum fre-
quency of operation of the diode was from 200 GHz for
V = 0 to 6 THz for the reverse bias Vr = –5 V. It is dem-
onstrated that the maximum operating frequency of the
diode is substantially increased with an increase in Vr .
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Abstract—It was shown by the methods of X-ray diffraction and photoluminescence that the use of a thin inter-
mediate recrystallized ZnTe layer between the ZnTe buffer layer obtained by molecular-beam epitaxy and GaAs
substrate, as well as an increase in the thickness of the epilayer result in the improvement of the structure
(enhancement of the mosaic size) and an increase in the intensity of exitonic bands. It is established that a num-

ber of characteristics of the  bands with hν ≈ 2.361 eV, which are observed in the samples with quantum
wells and superlattices, differ from the corresponding features of the emission lines of free and bound excitons

and those lines typical of dislocation-related radiation in II–VI single crystals. It is assumed that the  band
is associated with the subblocks boundaries, which comprise the mosaic structure of epitaxial layers. © 2000
MAIK “Nauka/Interperiodica”.
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INTRODUCTION

It is known that, during the growth of epilayers of
II–VI semiconductors on GaAs substrates, a transition
layer with high densities of dislocation and other
extended defects [1] is formed; these defects affect the
optical properties of epilayers and also stimulate the
degradation processes in light-emitting diodes fabri-
cated on the basis of these layers [2]. This makes the
problem of the identification of the bands associated
with extended defects (dislocations among them)
urgent in II–VI epilayers.

It is known that, in photoluminescence (PL) [3] and
cathodoluminescence spectra [4] of ZnTe epilayers
obtained by various methods, as well as of single crys-

tals [5], an intense emission line  is often present
(hν = 2.357 eV at 4.2 K) [6]. It is assumed that this line
is caused by the radiative recombination of excitons
bound either with the isolated neutral acceptor
(SiTe [5]), or with the acceptor (VZn) located near the
misfit dislocation (vacancy-dislocation complex) [3, 7].
Thus, the nature of this band has not yet been finally
established.

For elucidating the origin of emission centers

responsible for the  band, the influence of buffer
ZnTe epilayer on the PL spectra is studied in this work. In
particular, we studied the effects of (i) a thin (~5–10 nm)
intermediate recrystallized ZnTe layer placed between
the buffer layer and (100) GaAs; (ii) the thickness of
the buffer layer, as well as (iii) grown quantum-size lay-
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ers of CdxZn1 – xTe/ZnTe (x = 0.2–0.4). In addition, the
spatial distribution (over the thickness of the buffer) of

the intensity (I) and spectral position (λm) of band, as
well as temperature dependences of I and λm were stud-
ied. The X-ray diffraction measurements of rocking
curves were carried out simultaneously for monitoring
the crystal perfection of ZnTe epilayers.

EXPERIMENTAL

All the structures were obtained by the molecular-
beam epitaxy (MBE) in a Katun’ setup by the evapora-
tion of high-purity elements onto the semiinsulating
(100) GaAs substrate. The GaAs surface was cleaned of
the oxide layer by heating in a vacuum at a temperature
of ~550–580°C; the state of the surface was monitored
during the growth by the method of reflection high-
energy electron diffraction (RHEED). The growth of
ZnTe layers was carried out by two methods. In the first
method (process I), after the substrate was cooled to the
temperature of 250–280°C, molecular beams of zinc
and tellurium were delivered simultaneously with to
the substrate the ratio of their equivalent pressures
IZn/ITe = 1 : 2. This results in the reconstruction of the
surface a(2 × 1), i.e., to its stabilization by tellurium.
After film grew up to tens of nanometers, the tempera-
ture was increased up to TG ≈ 350°C. The epitaxy was
carried out at this temperature and at the ratio of Zn/Te
beam intensities to provide a simultaneous coexistence
of reconstructions a(2 × 1) and c(2 × 2) for the fulfill-
ment of growth conditions close to stoichiometric.

I1
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In the second method, an intermediate amorphous
ZnTe layer was deposited onto the substrate to improve
the growth conditions [4]; then this layer was crystal-
lized in the Te flow at T = 400–450°C. After crystalliza-
tion, the substrate was cooled to 250–280°C and after-
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Fig. 1. Photoluminescence spectrum at T = 4.2 K of
undoped buffer ZnTe/GaAs epitaxial layer 1.5 µm thick,
grown with a thin intermediate recrystallized layer, λexc =

0.488 µm and Pexc = 8.3 W/cm2.
wards all the growth procedures described for process I
were successively carried out.

PL was excited by the Ar+-laser at the wavelengths
λexc of λ1 = 0.448 µm and λ2 = 0.5145 µm and was mea-
sured at temperatures 4.2–77 K by the grating spec-
trometer with a resolution of ~0.5 meV. The layer-by-
layer etching (in a solution of Br2, HCl, and dioxane
[8]) was used for studies of the distribution of radiative-
recombination centers over the thickness of the layers.
Some initial parameters of samples are listed in the
table. The X-ray rocking curves were measured for
studies of defect structure of layers on a two-crystal dif-
fractometer [8].

EXPERIMENTAL RESULTS

3.1. Dependence of PL Spectra on the Preparation 
Conditions and Thickness of Layers

A typical spectrum of PL for ZnTe/GaAs buffer
epilayer (see table, sample 2) at 4.2 K in the wavelength
range of 510–630 nm is shown in Fig. 1. The spectrum
involves the emission lines of free exciton (IFX) split by
the biaxial tensile stress into the following two compo-

nents:  (XIS; mj = +3/2) and  (XIS; mj = +1/2) [3].
In this case, the line with hν = 2.379 eV corresponds to

IFX
hh

IFX
lh
Parameters of samples under study

T
he

 s
am

pl
e 

no
.

Buffer epilayer Type of quantum-size layers Position of PL bands for λm for 
λexc = 488 nm and T = 4.2 K Half-width of 

rocking 
curves (in sec-
onds of arc)

ε
Thick-

ness, µm
Type of 
process Quantum wells Superlattices , eV , eV , eV

1 2.7 II – – 2.3747 2.369 2.357 ~312 5.4 × 10–4

2 1.5 II – – 2.3745 2.369 2.357 ~360 5.6 × 10–4

3 1.5 I – – 2.3734 2.37 2.356 ~570 6.6 × 10–4

4 1.5 II Gd0.3Zn0.7Te – 2.3741 2.3691 2.3569 – 6.4 × 10–4

LZ1 = LZ2 = LZ3 = 2 nm

LB = 30 nm

5 1.5 II Cd0.2Zn0.8Te – 2.374 2.37 2.357 – 6.4 × 10–4

LZ = 5 nm

6 1.5 II Gd0.3Zn0.7Te – 2.3730 2.368 2.3565 – 6.5 × 10–4

LZ = 5 nm

7 1.5 II Gd0.3Zn0.7Te – 2.3734 2.368 2.357 – 6.9 × 10–4

LZ1 = 2 nm LZ2 = 4 nm  
LZ3 = 8 nm

LB = 30 nm

8 1.5 II – Gd0.3Zn0.7Te15 2.3727 2.368 2.3557 – 7.3 × 10–4

periods with 
LZ = 2 nm 

LB = 2 nm

I2
Ga I1

' I1
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the  component, and the line with hν = 2.374 eV, to

 component; the latter line is likely to be the super-

position of  and the emission line of exciton bound

with the neutral donor ( ) [3]. The line of exciton

bound with the neutral acceptor ( ) (presumably AsZn

[6] or a complex including VZn [9]) is also observed.

In addition to PL bands described, the intense band

 peaked at hνm = 2.356 eV and accompanied on the
long-wavelength side by a nearby band with hνm =

2.352 eV ( ) with lower intensity is observed in the
excitonic region of the spectrum (Fig. 1). In the samples
with quantum-size layers, on the short-wavelength side

from , the additional band IX is observed with hνm =
2.359 eV (see table, samples 8 and 6) (Figs. 2a and 2b,

respectively). The band  is apparently a composite
one, because one can observe in some samples a clearly
pronounced shoulder on its long-wavelength side

(Fig. 2). The bands located placed near  are accom-
panied by the phonon satellites with the electron-
phonon coupling factor s ≈ 0.2 (Fig. 1). To the longer

wavelengths, fairly less intense (as compared to )
bands Y1 (hνm1 = 2.189 eV at 4.2 K) and Y2 (hνm2 =
2.147 eV at 4.2 K) were observed.

The use of the intermediate ZnTe layer (process II),
as well as an increase in the epilayer thickness, result in
an increase in intensity of all lines in the excitonic
region and in a decrease in the intensities of the impu-
rity band (λ = 650 nm) and the bands Y1 and Y2. Both
these bands are virtually absent for the layer thickness
of ~2.7 µm. One should note that the ratios of band

intensities /  and /  remain virtually con-
stant when we pass from sample 1.5 µm thick to sample
2.7 µm thick (λexc = 0.488 µm), whereas the ratio

/  slightly increases [8].

Along with the change of the bands intensities, a
shift of their peaks is observed (see table). The posi-

tions of band peaks for free  and bound excitons

 ( ), , and for  band are shifted towards
lower energies as compared to their position in the bulk
material (E = 2.3805 ± 0.0003 eV, 4.2 K [10]); this is
caused by the presence of plane tensile stresses ε [3]. In
this case, the value of the shift is maximal in the sam-
ples obtained without the intermediate layer, and in the
samples where the intermediate layer decreases as the
epilayer thickness increases, which indicates that the
stresses are relieved. Deposition of superlattice results
in a noticeable shift of the peaks to lower energies, i.e.,
in an increase in tensile stresses, the values of which are
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given in the table. The deformation-potential constants
and the formulas given in [11] were used in calcula-

tions. It is noteworthy that the peaks of  and 
bands shift with the stress increase almost similarly,

whereas the peak of the band  shifts to a lesser
extent, which agrees with data from [11]. 

In [3], the band with  was assigned to an exciton
bound with VZn near the dislocation, and it was assumed
that the corresponding radiation comes predominantly
from the GaAs–ZnTe interface region; therefore, we

studied the distribution of  over the depth of the epil-
ayer using the layer-by-layer etching of samples with
the step of ~0.1 µm.
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Fig. 2. Detailed PL spectrum in the 524–528 nm range of
ZnTe/GaAs epilayer in the samples with a superlattice (a)
and a single quantum well (b) at 4.2 K, λexc = 0.488 µm and

Pexc = 8.3 W/cm2.

Fig. 3. PL spectrum of undoped buffer ZnTe/GaAs layer
1.5 µm thick with a superlattice prior (1) and after (2) etch-
ing off of the layer ~0.1 µm thick at λexc = 0.488 µm, Pexc =

8.3 W/cm2, T = 4.2 K.



14 VENGER et al.
As is seen from Fig. 3, the etching off of the layer
≈0.1 µm thick (see table, sample 8) results in a decrease

in the relative intensities of bands / , / ,

/IFX, and IX/ . In this case, the band  was
shifted to shorter wavelengths, which was caused by a
decrease in the magnitude of strain. The successive
etching off of the layer ≈0.2 µm thick resulted in a

decrease in the ratios / , / , / , and

IX/ . The shift of IX and  bands was not observed.

3.2. Temperature Dependence of the PL Spectrum

Figures 4a and 4b show the temperature depen-
dences of intensities and temperature shifts of band
peaks (∆Emax = hν4.2 – hνT, where hνT is the peak posi-
tion of the corresponding band at temperature T) in the
excitonic part of the spectrum for sample 5 (see table).
As the temperature increases above 15 K, the intensity
of all these bands begins to diminish. The intensity of

 band varies similarly to the intensity of  band
in this case. At the same time, the slope of temperature
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Fig. 4. Temperature dependences of intensity (a) and spec-
tral shift of PL bands (b) in the 4.2–80 K range for
ZnTe/GaAs epilayer with a single quantum well. The bands

, IFX, , , and IX are designated by 1–5, respec-

tively.
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dependence for  in this temperature region (>15 K)
is noticeably steeper and corresponds to the activation
energy ∆Ea ~ 0.008 eV (Fig. 4a). Along with a decrease
in the intensity of PL bands as the temperature is ele-

vated, the spectral positions of free exciton  and

bound exciton (  and ) emission lines are shifted
to longer wavelengths with a thermal shift coefficient
dE/dT ~ 0.16 meV/K in the temperature range of

20−80 K (Fig. 4b). At the same time, position of  and
IX lines practically do not change up to the temperature
of 80 K.

3.3. Changes in X-ray Diffraction

The two-crystal rocking curves are shown in Fig. 5
for ZnTe epilayer of various thicknesses with the inter-
mediate layer (curves 2–5) and without it (curve 1). The
half-width of rocking curves (W) for ZnTe epilayer
1.5 µm thick without the recrystallized layer is ≈570′′
(curve 1, Fig. 5). The use of a thin recrystallized layer
and an increase in the epilayer thickness from 1.5 to
5.7 µm resulted in a noticeable decrease in W from
312′′  (curve 2) to 90′′  (curve 5), respectively. It is
known that for ZnTe/GaAs epilayer with a large mis-
match of the layer and substrate lattice parameters
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Decreasing angle, arc sec

–5000500
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GaAs ZnTe

Fig. 5. Two-crystal X-ray diffraction rocking curves for
ZnTe/GaAs epilayers of various thicknesses: (1, 2) 1.5 µm;
(3, 4, and 5) 2.7, 3.2, and 5.7 µm, respectively. For compar-
ison, a GaAs substrate is shown (W = 36′′ ). The rocking
curves are arbitrarily shifted along abscissas for clarity. The
(004) reflection and CuKα1 radiation was used.
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(f ~ 7.9%) for thicknesses exceeding critical values, the
relaxation of stresses occurring by the introduction of
misfit dislocations is followed by the formation of a
mosaic structure [12]. The sizes of mosaic blocks
(regions of coherent scattering) were increased from
0.065 (curve 1) up to 0.75 µm (curve 5).

DISCUSSION OF RESULTS

As is evident from the results presented, a number of

characteristics of the bands  and IX differ from those
of both free and bound excitons. This difference mani-
fests itself in the absence of a shift for the peaks of these
bands in the temperature range of 4.2–80 K, and in a

smaller, as compared to  and , shift of λm when
the strains are changed. The latter effect is evidenced by

the dependence of positions of  and exciton lines on
the presence or absence of the intermediate layer and

epilayer thickness as well as by the shift of  and IX

bands as a result of the layer-by-layer etching of sam-
ples. One should note that a slight shift of the position

of  with an increase in the epilayer thickness was
observed also in [3] and was explained by assuming
that the emission centers corresponding to this band are
located predominantly in deeper layers adjacent to the
ZnTe/GaAs interface. This made it possible [3] to relate

the centers responsible for  band to defects in the
neighborhood of misfit dislocations. However, as our
experiments with the layer-by-layer etching of the epil-

ayer show, the intensity of  band diminishes with the
depth of the layer, which contradicts the assumption
that the corresponding centers and misfit dislocations
are related. It is important that the magnitudes of elastic
strains decrease with an increase in the epilayer thick-

ness, whereas the intensity of the  band increases.

Such an anticorrelation of  and ε can indicate that
this band is related to some extended defects, but not to
the misfit dislocations. Another argument in favor of

the relation of  and IX bands to extended defects is
the similarity of their characteristics with those of PL
bands appearing in a number of II–VI single crystals
after the low-temperature plastic deformation (so-
called dislocation-related emission [13, 14]). Actually,
as is shown in [13, 14], the plastic deformation of CdS,
CdSe, and CdTe single crystals affects the bands in PL
and optical absorption spectra. As in the case of the
bands studied by us, the positions of the peaks of dislo-
cation-related emission bands do not follow the tem-
perature change of the forbidden gap width (the shift is
absent up to ~40 K [13]), and also responds weaker to
the mechanical stresses than the line positions for the
free and bound excitons. The aforementioned similarity
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 and IX to dislocation-related emission bands can be
regarded as evidence for their common nature. A fairly
large value of the Huang-Rhys factor s ~ 0.2, is appar-
ently caused by the acceptor character of the state

responsible for the  and IX bands [13].

However, one should note that the dislocation-
related emission in the bulk II–VI materials practically
disappeared if they were kept at room temperature [13],

whereas the  and IX bands are the PL spectra of ZnTe
epilayers which were retained without a time limit.
This difference can be easily explained by the fact that
the defects (impurities) mobile at room temperature are
present in bulk materials and decorate the dislocations,
which result in a decrease in the intensity of disloca-
tion-related bands. At the same time, undoped ZnTe
epilayers grown by MBE are much purer than single
crystals. Such an explanation is consistent with the fact
that the doping of the ZnTe epilayer by acceptor (nitro-
gen) and donor impurities (chlorine) significantly

reduces the  band intensity, and this band is not
detected at all for the impurity concentration N >
1015 cm–3 [6].

In conclusion, we dwell on the detailed interpreta-

tion of  band as assigned to an exciton bound with
the double-charged acceptor SiTe [5]. The presence of a
doubly charged acceptor was established by the Zee-
man effect studies in the bulk of ZnTe single crystals
[5]; the emission line 524.96 nm (E = 2.36308 eV) at
5 K corresponds to this acceptor. In the case of ZnTe
epilayers obtained by various methods, MBE among

them, the line  peaked at 526 nm (E = 2.3574 eV) is
usually identified with the line 524.96 nm in the bulk
material. The shift of its spectral position is explained
in this case by the presence of mechanical stresses, and
the position itself is calculated from the shifts of the
free-exciton lines. However, a deformation-related shift

of  band does not coincide with the deformation shift
of the free-exciton line (see table) and, consequently,

the line  cannot correspond to the line peaked at
524 nm in the bulk material. At the same time, one can-
not rule out the presence of doubly charged acceptors
(e.g., silicon or carbon, which are the typical residual

impurities) in the layers studied. Therefore, the line 
can be a superposition of lines of excitons bound with
the doubly charged acceptor and the line of dislocation-
related emission. This assumption is supported by a
complex structure of this line well-pronounced in
Fig. 2 and by an increase in the distance between the
components of the line with an increase in strain.

The X-ray diffraction studies we have carried out
allow us to suggest the following qualitative model that

explains the appearance and nature of the  line:
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Since its intensity increases with an increase in the
mosaic size, we may assume that the centers, which
caused this band, are related to the defects inside the
misoriented blocks, probably with the boundaries of
subblocks, which are composed of the mosaic and pro-
duce the acceptor levels in the forbidden gap. The tran-

sition  can be related to the radiative recombination
of exciton bound with dislocations.

CONCLUSION 

It is shown that the change of the MBE growth of the
epitaxial buffer ZnTe/GaAs layers (i) by using a thin
recrystallized buffer ZnTe layer (d ~ 10 nm), as well as
(ii) by increasing the buffer layer thickness, results in
the improvement of the epilayer structure (a decrease in
the rocking curve half-width and an increase in the
mosaic sizes), in the enhancement of the total overall
intensity of PL bands in the excitonic region of the
spectrum, and in a decrease in intensity at longer wave-
lengths.

We obtained additional information about the nature

of  and on the band found nearby (IX). The difference
between the temperature and strain dependences of the
positions of these bands and the corresponding charac-
teristics of the exciton emission lines, as well as the
enhancement of their intensity as the strain was
decreased, allowed us to relate these bands to extended
defects. This conclusion is confirmed by the similarity
of their behavior and the behavior of dislocation-
related emission bands in II–VI single crystals. It is
assumed on the basis of these data and results of X-ray
diffraction measurements that the centers responsible

I1
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for  band are related to the subblock boundaries in
the mosaic structure.
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Abstract—Epitaxial–diffused 6H-SiC diodes incorporating a high-resistivity interlayer in the base were stud-
ied; the resistance of this interlayer varied when the forward-bias voltage was applied. It is shown that, in spite
of the absence of direct indications of the effects of the series resistance (the capacitance is independent of fre-
quency and the value of capacitive cutoff voltage is small), the capacitance measurements for such structures
may be incorrect. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In the past 10–15 years, capacitance-measurement
methods (the capacitance spectroscopy) have been
actively developed and used to study various semicon-
ductors and semiconductor devices. We may state that
capacitance spectroscopy amounts to the determination
of material parameters by detecting the variations in
capacitance of a p–n structure or a Schottky diode
under the influence of various factors (illumination,
temperature, and the applied voltage) or their combina-
tion. The basic advantages of the capacitance-measure-
ment methods include a high sensitivity, the availability
of a unified theory when dealing with various semicon-
ducting materials, the possibility of studying both the
devices and initial semiconducting materials, and the
fact that these methods are nondestructive.

However, the capacitance-measurement methods
(as any other methods) have certain restrictions
imposed on their applicability. One of these restrictions
is related to a large series resistance (Rb) of the sample
under study. The question of how the resistance Rb
influences the capacitance measurements has been
repeatedly studied [1–5]. However, it has been assumed
that the value of Rb does not vary in the course of mea-
surements. In this work, we studied the p–n structures
in which the value of Rb depended strongly on the
applied voltage.

THE SAMPLES

We studied the epitaxial–diffused 6H-SiC p+–n
(SiC:B) structures [6, 7] obtained by sublimation epit-
axy. Pulsed diffusion of boron was performed through
the p+ emitter into these structures after the p–n junc-
tion had been formed by sublimation. This diffusion

† Deceased.
1063-7826/00/3401- $20.00 © 20115
was used to increase the bulk-breakdown voltage and
reduce the probability of the surface breakdown. Fol-
lowing the doping with boron, two types of deep accep-
tor centers are formed in SiC: a boron-related center
with a relatively shallow level located at Ev + 0.35 eV
and the so-called D center with a level at Ev + 0.58 eV
[8, 9]. The latter center is an effective trap for holes and
acts as the center activating the 6H-SiC luminescence
whose intensity peak falls in the yellow region of the
visible spectrum (2.14 eV) [10]. However, a compensa-
tion of the base region by acceptor centers increases
also the series resistance of the diode.

THE EXPERIMENT

Although the conditions of diffusion were the same
for all the samples, the original spread in the doping
level of the n-base resulted in a certain difference in the
properties of the epitaxial–diffused structures obtained.
The majority of the studied structures featured C–V
characteristics close to those shown in Fig. 1 (diode 7).
In the vicinity of the technological boundary of the p−n
junction (region A), the dopant-distribution profile
related to the compensation of the base region due to
boron diffusion was observed in the base. Uniform dis-
tribution of impurities was observed deep inside the
base region (portion B, Fig. 1), and the value of Nd – Na
was equal to that determined in the layer prior to boron
diffusion. A weak frequency dependence of the mea-
sured capacitance was also observed for certain sam-
ples.

In addition, we measured the C–V characteristics of
another type (see Fig. 2) represented by diode 15.
These C–V characteristics had two well-pronounced
regions, the value of Nd – Na for which differed by more
than two orders of magnitude (see table). In this case,
the value of the measured capacitance (CM) was inde-
000 MAIK “Nauka/Interperiodica”
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pendent of frequency down to the minimal values of the
frequencies used (f = 1 kHz). Another special feature of
these structures was an abrupt emergence of yellow-
region electroluminescence for the voltages corre-
sponding to the demarcation line between the two
regions of C–V characteristics (i.e., for U . 1.5 eV).

Although the C–V characteristics of the samples
similar to diode 15 did not show (according to [3, 4])
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Fig. 1. The C–V characteristics of diode 7 as measured at the
frequencies of f = (1) 100, (2) 10, and (3) 1 kHz.

Fig. 2. The C–V characteristics of diode 15 as measured at
the frequencies of f = (1) 10, (2) 3, and (3) 1 kHz.

The value of Nd–Na (in cm–3) determined from two different
portions of the C–U characteristic

Portions of 
the C–U 

characteristic

Temperature, °C

25 150 300

f = 10 kHz f = 10 kHz f = 100 kHz f = 10 kHz

B 6.3 × 1013 3.9 × 1015 8.8 × 1013 9.7 × 1015

A 8.5 × 1015 4.4 × 1016 4.5 × 1017 4.8 × 1016
any indications that the condition for the absence of the
dependence CM = f(ω) was violated and featured a
“conventional” value of capacitive cutoff (UC < 3 V),
the impurity-distribution profile calculated on the basis
of these characteristics was unusual. First, such an
abrupt change of concentration as a result of diffusion
was unexpected. Second, the value of concentration
Nd – Na in the vicinity of the p–n junction was found to
be equal to about 6 × 1013 cm–3, which would have been
very hard to obtain by compensating the original epi-
taxial layer with concentration Nd – Na . 5 × 1016 cm–3.
Third, the value of Nd – Na deep inside the base region
(region B) was almost an order of magnitude smaller
than that in the layer prior to diffusion.

If the observed C–V characteristics were neverthe-
less distorted by a large value of Rb, one might expect
that, with an increase in temperature, this characteristic
would change because the value of Rb increases as tem-
perature is elevated; this is due to a large value of ion-
ization energy for impurity in SiC. Therefore, we mea-
sured the C–V characteristics of diode 15 at tempera-
tures of up to 300°C (see table and Fig. 3). As is evident
from Fig. 3, the measured value of Nd – Na increased
with an increase in temperature, and the impurity-dis-
tribution profile became less steep and more closely
resembled a conventional diffusion-induced distribu-
tion.

As the frequency f was increased to 100 kHz, the
C−V characteristic measured at T = 150°C became
identical with the C–V characteristic measured at room
temperature at a lower frequency f (Fig. 4). Thus, we
demonstrated that the samples studied feature a large
value of Rb and the room-temperature measurements of
the capacitance were incorrect.

DISCUSSION OF THE RESULTS

As a rule, a parallel equivalent circuit for capaci-
tance is used in measuring systems (Fig. 5a). In the case
where the value of Rb is appreciable, the equivalent cir-
cuit typically used to represent a diode is shown in
Fig. 5b. During the experiment, we determine the value
of CM that can be easily expressed in terms of the equiv-
alent-circuit parameters as

(1)

where ω = 2πf and Cd is the capacitance of the diode
under study. As has been shown, correct measurements
are possible if the ranges of frequencies and series
resistances are such that

(2)

It was also shown [3, 4] that a distinctive indication
of violation of condition (2) is an emergence of fre-
quency dependence of the capacitance, which brings
about an increase in the capacitive cutoff UC in the mea-
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sured dependence  = f(U) and, as a result, a
decrease in the ionized-impurity concentration deter-
mined from this dependence.

Usually, it is assumed that Rb ! Rd; therefore, in the
case where (RbωCd)2 > 1, expression (1) may be written
as

(3)

It follows from expression (3) that the capacitance CM

varies proportionally to ω–2 and, thus, tends to zero as
the operating frequency increases. At the same time, the
minimal value of capacitance for the structures we
studied was about 10 pF, and the value of CM was inde-
pendent of frequency (portion A of the curve shown in
Fig. 2). This suggests that, in this case, we should use a
more detailed equivalent circuit of the diode, which
will make it possible to describe more correctly the
experimental dependences observed. Apparently, in the
case of the very large series resistance under consider-
ation, we should take into account the base capacitance
(Cb) when analyzing portion A of the C–V characteris-
tic; the equivalent circuit of the diode then takes the
form shown in Fig. 5c. In this case, the quantity CM is
given by

(4)

Assuming that Rb . Rd and (RbωCd)2 @ 1, we arrive at

(5)

Since Cd @ Cb, expression (5) yields CM . Cb; i.e.,
for Rb . Rd, the capacitance CM is equal to the capaci-
tance of two capacitors connected in series, with its
magnitude tending to the value of Cb (that is, to several
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Fig. 3. The C–V characteristics of diode 15 as measured at
the temperatures of (1) 300 and (2) 150°C. The capacitance
was measured at a frequency f of 10 kHz.
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picofarads). In this case, the capacitance is independent
of frequency.

ANALYSIS OF EXPERIMENTAL DATA

We now return to the SiC:B structures studied in this
work. There is certain evidence that the D centers [11,
12] are largely formed at the edge of diffusion-induced
boron distribution; therefore, in the case under consid-
eration, it is these centers that are most likely responsi-
ble for compensation of the n-base. For smaller values
of Nd – Na in the n-base, the formation of D centers can
even result in overcompensation of the n-base in the
vicinity of the technological boundary of the p–n junc-
tion (i.e., in formation of an interlayer with the π type
of conductivity). Electrical conductivity of such an
interlayer is defined by ionization of D centers (gener-
ation of holes); the probability of this process is very
low at room temperature. Thus, a layer with π-type con-
ductivity can be formed in the vicinity of the p–n junc-
tion; this layer is almost devoid of free charge carriers
at room temperature.

We now consider the effect of such a high-resistivity
interlayer on the results of measurements of capaci-
tance in the structures under study.

Portion A of the C–V characteristic. At room tem-
perature and for reverse bias, the resistance of the inter-
layer is large (Rb . Rd). According to expressions (4)
and (5), we have

The capacitance measured is independent of frequency
and is small in magnitude. The C–V characteristic plot-
ted for this range of applied voltages cannot be used to
determine the value of Nd – Na in the case of Rb . Rd.

Portion B of the C–V characteristic. At the point
of inflection of this characteristic, the applied forward
bias is found to be sufficient for the injected charge car-
riers to modulate the high-resistivity interlayer. The
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Fig. 4. The C–V characteristics of diode 1 as measured at a
temperature of 150°C; the capacitance was measured at the
frequencies f of (1) 10 and (2) 100 kHz.



118 LEBEDEV et al.
burst of yellow-region electroluminescence indicates
that the diode becomes conductive. As a result, the
resistance of the base begins to decrease drastically;
i.e., we now have Rb < Rd, and expression (3) may be
used to describe the dependence CM = f(U). However, it
should be taken into account that a specific value of Rb
corresponds to each value of U, and the net dependence
is given by

(6)

As a result of a drastic decrease in the value of Rb, the
capacitance CM varies from Cb to Cd in region B. There-

fore, the measured dependence  = f(U) is found to
be much steeper (and the calculated value of Nd – Na
happens to be much smaller) than it is in reality. If
U  UC, where UC is the cutoff voltage, CM  Cd;
therefore, the voltage UC determined from the C–V
characteristic has the value typical of such SiC p–n
structures (UC . 2.5 V for T = 300 K).

The temperature dependence. As the temperature
increases, the probability of thermal generation of
charge carriers from D centers increases. As a result,
the concentration of equilibrium charge carriers in the
π-conductivity region increases, and the resistance of
the interlayer decreases. The C–V characteristic recov-
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Fig. 5. Equivalent circuits of diode in measurements of the
capacitance: (a) parallel equivalent circuit; (b) a more
sophisticated equivalent circuit; and (c) equivalent circuit of
the diode with allowance made for the presence of a thin
high-resistivity interlayer.
ers its undistorted shape. An increase in frequency
again brings about the violation of condition (2), and
the C–V characteristic becomes distorted.

Thus, on the basis of the assumption that a thin high-
resistivity layer is formed in the base of an SiC diode
after the diffusion of boron, it is possible to interpret all
the experimental results obtained.

CONCLUSION

We studied the SiC diodes with a high-resistivity
interlayer in the base whose resistance was modulated
when the diode was forward-biased. It is shown that, in
spite of the absence of typical indications of the effects
of the series resistance (independence of the capaci-
tance of frequency and a small value of capacitive cut-
off), capacitance measurements in such structures may
be incorrect.
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Abstract—Spatially single-mode lasing in the wavelength range of 1.25–1.28 µm was accomplished in injec-
tion lasers on GaAs substrates. The peak output power is 110 mW at room temperature, and the differential
quantum efficiency amounts to 37%. The active region of the laser is formed by an array of self-organizing InAs
quantum dots. © 2000 MAIK “Nauka/Interperiodica”.
At present, a serious challenge is to develop inex-
pensive lasers designed for the region of 1.3 µm,
formed on GaAs substrates, and intended to replace the
existing InP-based lasers in fiber-link communication
systems. Furthermore, it is expected that a more pro-
found localization of charge carriers in the active region
would make it possible to appreciably improve the
device’s performance [1]. Recently it has been found
that the operating range of a GaAs laser can be
extended to the wavelengths of 1.24–1.31 µm by using
an array of self-organizing (In, Ga)As quantum dots
(QDs) in the active region [2–5]. The lowest so far
threshold-current density (26 A/cm2) [3], high temper-
ature stability (T0 = 160 K) [4], and high differential
quantum efficiency (50%) and output power (2.7 W) [5]
were demonstrated. However, these promising charac-
teristics were attained in multimode lasers with a stripe
width of 50–200 µm, whereas, as far as we know, the
development of spatially single-mode QD-based lasers
for the region of 1.3 µm required for fiber-optic com-
munication links has not been reported as yet.

In order to solve this problem, it is required to form
narrow-stripe structures (with the width of the stripe
W < 10 µm). In this case, internal losses increase owing
to a more pronounced scattering of the light wave by
inhomogeneities of the stripe boundary. The search for
an increase in the differential quantum efficiency in the
case of increased internal losses and for attain a higher
yield of laser diodes per epitaxial wafer necessitate a
decrease in the stripe length. A corresponding increase
in optical losses can render impossible the attainment
of long-wavelength lasing via the ground state of QD as
a result of insufficient gain.
1063-7826/00/3401- $20.00 © 20119
In this work, we study the spatially single-mode QD
laser diodes formed on the GaAs substrates and emit-
ting at a wavelength of 1.25 µm. The epitaxial structure
was grown in the configuration of a double
AlGaAs/GaAs heterostructure with separate confine-
ment; the layers were deposited onto the n-GaAs(100)
substrate by molecular-beam epitaxy in a RIBER-32P
system. The active region of the laser structure con-
sisted of three rows of QDs InAs filled with an
In0.13Ga0.87As solid solution with a thickness of 5.5 nm
and separated by GaAs spacer layers 33 nm thick. The
waveguide thickness (in the growth direction) was
0.4 µm. The details of epitaxial growth were reported
elsewhere [5]. The epitaxial structure was used in fab-
ricating laser diodes in comb configuration, with the
width of the stripe being W = 7 µm. The residual thick-
ness of the upper emitter in the etched-off region was
0.6 µm. For an insulator forming the stripe contact, we
used a 0.2-µm-thick SiO2 layer deposited by magnetron
sputtering of an Si target in an oxygen atmosphere. The
stripe length was varied in a range of 0.55–2.6 mm. The
cavity faces were not protected by any coating. The
diodes were soldered by their p-contact to a copper heat
sink. All the device characteristics were studied under
continuous excitation at 22°C unless otherwise speci-
fied.

Figure 1 shows the dependences of threshold cur-
rent density Jth and the laser-emission wavelength λ on
the stripe length L. It is evident that the lasing via the
ground state of QD (λ = 1.253 µm) is realized in long-
stripe diodes (L ≥ 2 mm). The lowest Jth was equal to
250 A/cm2 for L = 2.55 mm. As the stripe length
decreases (L ≤ 1.25 mm), a transition to lasing via the
first excited state of QD is observed (λ = 1.18 µm) and
000 MAIK “Nauka/Interperiodica”
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is accompanied by a sharp increase in Jth. In order to
attain the lasing via the ground state of QD, the follow-
ing condition should be satisfied:

(1)

Here, αi are the internal losses, R1, 2 are the coefficients
of reflection from the cavity faces (equal to 0.32 in the
case under consideration), and gsat is the saturated (i.e.,
the highest attainable) gain. Internal losses in thin
stripes being studied were determined from the analysis
of the dependence of external differential quantum effi-
ciency on the stripe length and were found to be 5.2 cm–1,
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Fig. 1. Dependences of the threshold current density (non-
shaded circles) and the lasing wavelength (shaded circles)
on the stripe length.

Fig. 2. The output optical power as a function of pump cur-
rent. The external differential quantum efficiency (ηD) is
equal to 37%. Dependence of the emission intensity on the
observation angle for different pump currents (100, 350, and
400 mA) is shown in the insert.
with the internal quantum efficiency being equal to
ηi = 70%. This makes it possible to evaluate the satu-
rated gain for the ground state of QD as equal to
10.9 cm–1. This value is in excellent agreement with
gsat = 11 cm–1 determined from the analysis of charac-
teristics of wide-stripe diodes (W = 200 µm) [5]. It is
noteworthy that, in the latter case, the transition to las-
ing via the excited state of QD was observed in the
diodes with shorter stripes (L ~ 1.2 mm) as a conse-
quence of lower internal losses (1.5 cm–1). Thus, the
relatively low saturated gain inherent in this active
region with three rows of QDs imposes a limitation on
the minimal stripe length. The use of a larger number of
rows of QDs would make it possible to attain the lasing
via the ground state in shorter stripes and, thus, increase
the differential quantum efficiency.

Figure 2 shows the output power Pout (in continu-
ous-wave mode) as a function of pump current for the
laser with the stripe length of 2 mm. In this case, the
threshold current Ith is 60 mA and the differential quan-
tum efficiency ηD = 37%. The dependence of emission
intensity on the observation angle in the plane of p–n
junction for several values of the pump current is shown
in the insert. The shape of the far-field patterns for the
pump currents lower than 350 mA is close to that of a
Gaussian function, which indicates that the emission of
this laser is spatially single-mode. For the pump cur-
rents exceeding 350 mA, a hybrid mode emerges,
which is accompanied by a decrease in the detected
output power. The peak power attainable with this
structure for the single-mode continuous-wave lasing is
110 mW (Fig. 2).

Figure 3 shows the laser-emission spectra measured
for several values of output optical power. Each spec-
trum involves a large number of longitudinal modes;

110 mV

50 mV

30 mV

14 mV

Intensity, arb. units

1245 1250 1255 1260 1265
Wavelength λ, µm

Fig. 3. Spectra of laser emission measured for several levels
of output optical power (14–100 mW).
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i.e., the lasers being studied do not belong to the single-
frequency type. As the pump current increases, the
spectral peak shifts to longer wavelengths owing to the
fact that the active region is heated in the continuous-
wave mode of lasing. Spectral width of the emission
line δ increases with an increase in pump current I and
attains a value of 8 nm for I = 330 mA (100 mW).

Taking into account the surface density of QDs
(NQD = 5 × 1010 cm–2 in each layer) and geometric size
of the cavity (7 µm × 2 mm), we can evaluate the total
number of QDs involved in lasing,

(2)

as approximately equal to 3.4 × 106. In (2), N is the
number of rows of QDs and ∆ is the value of inhomo-
geneous broadening determined from the photolumi-
nescence spectrum as being equal to 42 meV (50 nm).
Consequently, each QD emits approximately pQD =
30 nW of output optical power, which corresponds to
56 nW of overall emitted power [(ηi/ηDpQD]. This sig-
nificantly exceeds the corresponding value (pQD =
12.5 nW) calculated for a laser emitting in the region of
1.1 µm and having an active region based on self-orga-
nizing InGaAs QDs in GaAs matrix [6].

We believe that the large value of output power is
caused by more rapid trapping of charge carriers in the
ground states of QDs residing in the outer quantum
well [3]. The power emitted by a single QD is equal to
the energy of an emitted photon (approximately 1 eV in
the case under consideration) multiplied by the stimu-
lated-recombination rate (1/τ). Thus, for an output opti-
cal power equal to 100 mW, the value of τ amounts
approximately to 2.5 ps. In the lasing mode, an increase
in the optical power is caused by the corresponding
decrease in τ. However, when τ becomes comparable to
the time needed to populate the state involved in lasing,
the power emitted into a given spectral mode becomes
saturated. Thus, the time needed to populate the ground
state of the QD array being studied and estimated as the
lower limit of τ is equal to 2.5 ps.

Figure 4 shows the temperature dependences of the
threshold current and the emission wavelength for a
diode 2 mm in length. Lasing via the ground state is
observed up to 54°C. At this temperature, the wave-
length of radiation attains the value of 1.28 µm, and the
threshold current is 163 mA. The characteristic temper-
ature T0 is estimated as equal to 35 K in this range. It is
noteworthy that (as we found by studying the wide laser
diodes fabricated from the same epitaxial wafer) the
temperature dependence of threshold current is signifi-
cantly affected by the ratio between the threshold laser
gain and the saturated gain of an active medium, gth/gsat

[7]. The smaller is the ratio gth/gsat, the higher is T0 at
room temperature. Thus, the value of T0 = 160 K was
obtained for a laser with four cleaved faces [4]. The
interrelation between the threshold gain and the tem-
perature dependences was also discussed in [8, 9].
Thus, the use of a larger number of rows of QDs in the

nlas
δ
∆
---WLNNQD,=
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laser’s active region would probably make it possible to
increase the value of T0.

Thus, in this work, we studied the injection lasers
with active regions based on three rows of self-organiz-
ing InAs QDs located in the outer InGaAs quantum
well. We, for the first time, achieved spatially single-
mode lasing at wavelength in the range of 1.25–
1.28 µm in the structures on GaAs substrates. The peak
output power is 110 mW, with the external differential
quantum efficiency being 37%. The time needed to
populate the ground state of a QD is evaluated as equal
to 2.5 ps. The use of a larger number of the QD rows
would make it possible to decrease the spectral width of
the emission line, achieve a higher differential quantum
efficiency, and also enhance the temperature stability of
threshold current.
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Abstract—A new sublimation method of material purification in a vacuum based on the crystal–vapor–crystal
phase transformation is outlined. A basic design of growth reactor and the main parameters of CdTe fine puri-
fication are given. With the use of low-temperature photoluminescence (PL), the purification dynamics are
revealed. This process is characterized by a complete decomposition of various complexes and by a sharp
decrease in the concentration of both shallow- and deep-level residual impurity. At the final stage of purifica-
tion, a polycrystalline CdTe with stoichiometric composition is obtained, and the impurity-related emission is
entirely absent in PL spectra that involve only excitonic lines. The necessity of the fine purification for starting
components is experimentally confirmed. Similar results are obtained for ZnTe and ZnSe. © 2000 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

The fundamental properties of II–VI compounds
and their applications have attracted a great deal of
attention. The main efforts were focused upon the
development of detectors of ionizing radiation as well
as of the efficient light sources operating in the short-
wavelength region of the visible spectrum. The
attempts at using the bulk crystals grown from the
melts, solution–melts or by the vapor-phase methods in
devices did not yield desired results. In these processes,
the thermal-equilibrium growth and high temperatures
are inherent.

Now, it becomes evident that the growth at low tem-
peratures and high purity of starting materials are the
main prerequisites for the subsequent reproducible
growth of device-garde CdTe single crystals. For prep-
aration of the high-quality II–VI compounds, the low-
temperature technologies of purification adequate to
the physicochemical properties of these compounds, in
particular, of CdTe are required.

When developing the adequate purification technol-
ogies of non-stoichiometric II–VI compounds, their
following properties were taken into account: (i) high
values of the formation heat of these compounds;
(ii) high vapor pressures at temperatures well below
their melting points; (iii) the compounds of this class
are the phases of variable composition; (iv) the point
defects can be ionized and form complexes with impu-
rities; and (v) the concentrations of impurities and point
defects are interrelated.

The method described in this paper is classified as a
sublimation method of material purification in a vac-
uum and is based on the crystal–vapor–crystal phase
transformation [1]. This method has been developed as
1063-7826/00/3401- $20.00 © 20017
an analogue of the zone melting specially for sublimat-
ing non-stoichiometric compounds. The preliminary
synthesized compound is subjected by small portions to
the numerous sublimations and crystallizations, which
are continuously following one after another; i.e., a
cyclic reiteration of crystal–vapor–crystal phase trans-
formation is used with simultaneous shifting of the
constant temperature gradient. As a result of purifica-
tion, the composition of the compound approaches the
composition of the minimum pressure (the so-called
point Pmin) with a simultaneous removal of the excess
component and residual impurities [1, 2]. The influence
of the purity of the components used for the synthesis
on the efficiency of the method of CdTe purification is
assessed on the basis of PL spectra evolution.

EXPERIMENTAL

The purification of compounds (Fig. 1) is performed
in an evacuated cylindrical reactor with a diameter of
0.1 m and a length of 2 m. This reactor consists of the
operating (1) and ancillary (2) parts. The operating part
is an annular cavity consisting of two coaxial silica
tubes that are hermetically welded with each other from
one side. The inner tube is closed by a blind the side of
the ancillary part. The open end of the ancillary portion
serves to charge the purified material into the reactor
(3) and is equipped with a cryopump (4). After charging
the compounds to be purified, a cup (5) was welded to
the open end of the reactor, with the cooled finger (6) of
the cup serve as a collector for the purified material.
After the reactoring was connected to the vacuum sys-
tem (an evacuated outlet is not shown in Fig. 1) and
evacuated down to 10–5 torr, it is sealed and placed into
a resistance furnace with two independent heating
000 MAIK “Nauka/Interperiodica”
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zones. Zone II, where the operating part of the reactor
is then placed, is heated up to a temperature T1 and pro-
vides a background heating of the operating part.
Zone I, where the cooled finger is placed, provides the
temperature of deposition of material to be purified

5 2
9

3

4 6 1 8 7

zone I

furnace

zone II

gas

TT1 T2

T4

T3

L

Fig. 1. Schematic sketch of the apparatus (at the top) and the
distribution of T along its length (at the bottom).

1.2 1.3 1.4 1.5 1.6
\ω, eV

1

3

2

Z – A

Z – h

Y e – Na

A0X

SA

BE

Intensity, arb. units

Fig. 2. Changes in the CdTe low-temperature PL spectra
with an increase in the purification degree. (1) for CdTe syn-
thesized from the commercial starting components
(99.99%); (2) for CdTe synthesized from the purified com-
ponents; and (3) for CdTe after the final purification.
(T2). A local gradient (∆T = T3 – T4) is formed with the
use of a heater/cooler system (7) consisting of a small
electrical furnace (8) and a nozzle (9) for the gas inlet
into the space immediately ahead of the furnace (8). As
a result of evaporation of the first portion CdTe, a
deposit of material is formed at the inner surface of the
annular cavity in the region cooled by the injected gas.
This deposit (with a width of about 8–12 cm and
0.5−1.5 mm thick) is moved together with the local gra-
dient of the system heater/cooler along the operating
part of reactor with the help of a driving mechanism
(not shown in Fig. 1) with a given velocity. In the
course of this operation, the material is subjected
repeatedly to sublimation and crystallization. Finally,
when the heater/cooler system reaches the blind of the
inner tube of the reactor, the cooler is switched off, and
the deposit of material brought into the extended tem-
perature field of the electrical furnace (8) evaporates
and then is condensed at the cooled finger. The
heater/cooler system returns back to the initial position
(to the place where the charge was loaded), and the next
portion of material is subjected to purification. The
number of runs for the system transport is determined
by the mass of the charge.

The starting CdTe, which was subjected to final
purification, was synthesized by a direct reaction of the
components of various degrees of purity at a tempera-
ture below 680°C. The low temperature of synthesis
allowed us to obtain a more homogeneous material
with a minimum stoichiometric deviation; this material
is able to sublimate at a rather high rate.

Since all the processes of CdTe synthesis and final
purification were carried out at the same temperatures,
the efficiency and reproducibility of the purification
method were related to the degree of purity of the start-
ing components of Cd and Te. Before the synthesis of
the compound, we purified the components by the stan-
dard methods of vacuum distillation.

The main characteristic parameters of the final puri-
fication method are as follows: T1 ≈ 590–610°C, T3 ≈
630–650°C, T4 ≈ 540–560°C; the velocity of transla-
tion of heater/cooler is 6 cm/h; and the amount of mate-
rial subjected to purification for a single run of the sys-
tem is 50–70 g, and for one total cycle of the process it
is as large as 0.5–0.8 kg.

With the help of the method proposed, compact
polycrystalline ingots of high-purity CdTe were
obtained at T2 = 560–580°C. The grain size was as large
as 5 mm. The typical results of mass-spectrometry
analysis of CdTe prepared from the purified compo-
nents after the final purification of compounds are
shown in the table. The total purity of CdTe was
99.9997 wt % (H, N, O, C, Cl, F, and S are excluded
from this estimate according to the Johnson–Matthey
catalog).

The PL spectra were measured at temperatures of
4.2 and 77 K under Ar+-laser excitation (power density
Pexc ~ 0.5 W/cm2).
SEMICONDUCTORS      Vol. 34      No. 1      2000
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RESULTS AND DISCUSSION

We have detected the changes in the low-tempera-
ture PL spectra with an increase in the purity degree of
the starting components. Since all the purification pro-
cesses were carried out at the same temperatures, there
are strong grounds for believing that the concentrations
of non-stoichiometric defects correspond to the compo-
sition at the Pmin point for all the samples. PL spectra
(one of them is shown in Fig. 2, spectrum 1) are typical
of CdTe samples synthesized from the starting compo-
nents commercially available at present (99.99%). The
self-activation (SA) band is dominant in the spectra;
this band is overlapped by the band \ω = 1.45 eV. After
the first process of purification of the starting initial
components, the intensity of these bands decreases
(spectrum 2), and the emission of the so-called Z cen-
ters appears. Such a tendency is retained with an
increase in the number of cycles of purification of the
starting components.

The initial purification stages of the starting compo-
nents mentioned above are most likely efficient for the
removal of shallow-level residual donors. It is a
decrease in the shallow-donor concentration in CdTe
that results in a decrease in the intensity for the band
\ω = 1.45 eV, because the shallow donors are involved
in the formation of emitting complexes [3, 4].

This reasoning is confirmed by the analysis of the
PL spectra for the excitonic region. The line of an exci-
ton bound with the neutral donor (BE) disappears.
A unique feature of the excitonic part of the spectrum
is characterized by the lines of free exciton and exciton
bound with the neutral acceptor (the line A0X with \ω =
1.59 eV).

By using the series of purification stages for starting
components, a final purification of material itself
begins to be efficient: it results in a noticeable and con-
stant decrease in the Z-center concentration. At the final
stage of material purification, we have observed a
quenching of both the Z and Y bands. The spectrum
acquires a shape typical of the high-purity compounds;
i.e., the PL exciton lines are absolutely dominant
(Fig. 2, spectrum 3).

It was shown previously that the Z band (Z–A) \ω =
1.3 eV is caused by the donor–acceptor recombination,
where Z is a deep donor, and the acceptor is shallow
(LiCd, NaCd, or KCd [5]). Owing to the fact that the puri-
fication process is more efficient for Z impurity than for
Li, K, and Na, in the intermediate stages, an increase in
the intensity of the bands related to these shallow
acceptors (1.55 and 1.54 eV) can be observed. How-
ever, in the final stage, these emission lines disappear
too. The low-temperature PL spectrum 3 (Fig. 2) char-
acterizes the level of purity attained now by improving
the apparatus design and enhancing the purification
efficiency at the final stage. Similar results are obtained
also for other II–VI compounds (ZnSe, ZnTe, and
CdS).
SEMICONDUCTORS      Vol. 34      No. 1      2000
One should note that the CdTe under study had a
p-type conduction and the concentration ~1013 cm–3

and a high mobility (>100 cm2/V s) at 300 K. At the
intermediate purification stages of the starting compo-
nents, the samples have a high resistivity (up to 109 Ω
cm) that is likely caused with the pinning of the chem-
ical potential level by deep traps, which are produced
by the impurity complexes. However, after the final
purification, the resistivity drops again up to the level of
103−104 Ω cm that, as we assume, is evidence for a
weak compensation of the material. The data of electro-
physical measurements agrees fairly well with the
results of the luminescence analysis.

Thus, we have developed a novel method and built
an apparatus for the fine purification of II–VI semicon-

Impurity content in the high-purity CdTe

Ele-
ment

Concentra-
tion, ppm

Ele-
ment

Concen-
tration, 

ppm

Ele-
ment

Concen-
tration, 

ppm

H Is not 
detected

Zn 0.04 Pr <0.01

Li 0.009 Ga <0.05 Nd <0.02
Be <0.0002 Ge <0.008 Sm <0.04
B <0.0002 As <0.02 Eu <0.02
C 4 Se 1 Gd <0.03
N Is not 

detected
Br <0.006 Tb <0.01

O 5 Rb <0.06 Dy <0.02
F 0.02 Sr <0.008 Ho <0.01
Na <0.006 Y <0.01 Er <0.02
Mg <0.02 Zr <0.01 Tm <0.01
Al 0.01 Nb <0.02 Yb <0.02
Si 0.03 Mb <0.03 Lu <0.03
P <0.01 Ru <0.01 Hf <0.02
S 0.05 Rh <0.008 Ta Is not 

detected
Cl 0.04 Pd <0.02 W <0.03
K <0.01 Ag <0.02 Re <0.05
Ca <0.03 Cd Matrix Os <0.08
Sc <0.01 In <0.009 Ir <0.03
Ti <0.02 Sn <0.04 Pt <0.08
V <0.005 Sb <0.02 Au <0.07
Cr <0.04 Te Matrix Hg <0.06
Mn Is not 

detected
I <0.03 Tl <0.06

Fe Is not 
detected

Cs <0.009 Pb <0.05

Co <0.002 Ba <0.04 Bi <0.02
Ni <0.002 La <0.01 Th <0.02
Cu Is not 

detected
Ce <0.01 U <0.02
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ductor compounds. The purification efficiency of these
compounds increases with the number of purification
cycles of the starting components. Correlation of the
purity of the starting components with changes in PL
spectra is illustrated. Both the stage-by-stage reduction
of shallow donor/acceptor concentrations, and, more
importantly, a decrease in the deep Z- and Y-center of
concentrations are observed.

Despite the fact that, with an increase in purity the
starting components, a tendency for the removal of
many adverse residual impurities from the material is
clearly pronounced, the efficiency of the final purifica-
tion method of the compound itself is yet to be studied.
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Abstract—Photoluminescence (PL), Raman scattering, and the Rutherford backscattering of α-particles were
used to study the formation of the centers of radiative-recombination emission in the visible region of the spec-
trum on annealing of the SiO2 layers implanted with Ge ions. It was found that the Ge-containing centers were
formed in the as-implanted layers, whereas the stages of increase and decrease in the intensities of PL bands
were observed following an increase in the annealing temperature to 800°C. The diffusion-related redistribution
of Ge atoms was observed only when the annealing temperatures were as high as 1000°C and was accompanied
by formation of Ge nanocrystals. However, this did not give rise to intense PL as distinct from the case of
Si-enriched SiO2 layers subjected to the same treatment. It is assumed that, prior to the onset of Ge diffusion,
the formation of PL centers occurs via completion of direct bonds between the neighboring excess atoms, which
gives rise to the dominant violet PL band (similar to the PL of O vacancies in SiO2) and a low-intensity long-
wavelength emission from various Ge-containing complexes. The subsequent formation of centers of PL with
λm ~ 570 nm as a result of anneals at temperatures below 800°C is explained by agglomeration of bonded Ge
atoms with formation of compact nanocrystalline precipitates. The absence of intense PL following the high-
temperature anneals is believed to be caused by irregularities in the interfaces between the formed Ge nanoc-
rystals and the SiO2 matrix. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The development of efficient emitters of light would
be extremely valuable for silicon-based microelectron-
ics, because it would make possible the integration of
circuits for electrical and optical processing of informa-
tion. Recently, the prospects for solving this problem
by using the quantum-size effects in Si nanocrystals
became evident. Intense emission in the spectral range
near the demarcation line between the red and IR
regions of the spectrum was obtained after high-tem-
perature anneals of SiO2 layers containing an excess of
Si [1–6]. Formation of silicon nanocrystals was
observed simultaneously with the emergence of intense
photoluminescence (PL); this made it possible to relate
the PL to the quantum-size effect, although the mecha-
nism of the emission is not clearly understood at
present. Another indirect-gap semiconductor of Group
IV of the periodic table of elements (namely, Ge) has
also attracted much attention. Germanium nanocrystals
in SiO2 layers are bound to exhibit the PL with a larger
blue shift as a result of a large radius of exciton in Ge
[7]. However, in this case, the data on the correlation
between the formation of nanocrystals and that of the
centers of intense PL are highly contradictory. In an
early publication [7], it was reported that crystals about
1063-7826/00/3401- $20.00 © 20021
6 nm in size were formed in SiO2:Ge layers as a result
of an annealing at a temperature of 800°C; simulta-
neously, a broad PL band peaked at λm = 570 nm
emerged. In [8], the SiO2:Ge samples were annealed at
temperatures of 300–800°C, and an increase in the size
of Ge crystallites from ≤4 to > 14 nm was observed.
The precipitates with sizes of < 4 nm did not possess
the diamond-like structure; however, it was these pre-
cipitates that were responsible for PL with λm ≅  540 nm
after an annealing at 300°C. In [9], it was reported that
fine nonocrystalline Ge precipitates were present in
SiO2 after annealings at temperatures Ta below 800°C.
The number of these precipitates increases as Ta
increases, but only for Ta approaching 800°C are they
transformed into nanocrystals. It was the Ge clusters
≤2 nm in size, rather than the nanocrystals, that were
related to the red PL in [10]. At the same time, in a num-
ber of publications [11–13], Ge nanocrystals were
regarded as the source of PL in the range of 500–800 nm,
and the possible influence of their sizes on the emission
was assessed. Meanwhile, in [14], such a correlation
between PL in the range of 600–800 nm and the sizes
of Ge nanocrystals was not observed. In [15], a violet
PL band assigned to the defects at the interfaces
between Ge nanocrystals with the matrix was observed.
In none of the aforementioned publications were there
000 MAIK “Nauka/Interperiodica”
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any indications that the high-temperature annealings of
SiO2:Ge layers resulted in intense PL, as is characteris-
tic of SiO2 implanted with Si ions.

Thus, by now, not only the relation of PL to Ge
nanocrystals but also the details of the process of for-
mation of PL centers in the course of annealing remain
poorly understood. In particular, it is basically impor-
tant to determine whether Ge nanocrystals are formed
at a certain stage of annealing (similarly to the case of
Si in SiO2) that is accompanied by the emergence of
high-intensity PL. In this work, in order to elucidate the
questions posed, we annealed isochronally the SiO2
layers implanted with Ge ions and monitored both the
PL spectra in the entire visible region and Ge precipita-
tion. For the sake of comparison, we also annealed
under identical conditions the SiO2 layers implanted
with Si to the same level of doping. The conditions of
excitation and detection of PL were identical for all the
samples.

EXPERIMENTAL
SiO2 layers 500 nm thick were grown thermally on

Si(100) substrates. In order to obtain a thick implanted
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Fig. 1. Changes in PL spectra of SiO2:Ge layers as a result
of isochronal anneals for 30 min: (1) as-implanted; Ta =
(2) 400, (3) 600, (4) 800, (5) 1000, and (6) 1200°C. The
insert shows the long-wavelength region of the spectra. The
spectrum for SiO2:Si after an anneal at 1200°C is shown by
the dot-and-dash line.
layer, Ge+ ions were first implanted with an energy of
450 keV and a dose of 3 × 1016 cm–2 and then with an
energy of 230 keV and a dose of 1.8 × 1016 cm–2. In order
to obtain a similar distribution of the implant in the ref-
erence samples, we implanted Si+ ions first with an
energy of 200 keV and a dose of 3 × 1016 cm–2 and then
with an energy of 100 keV and a dose of 1.8 × 1016 cm–2.
Henceforth, the corresponding implanted layers are
referred to as the SiO2:Ge and SiO2:Si layers, respec-
tively. The samples were annealed for 30 min in N2
atmosphere with a step of 200°C in the temperature
range of 400–1200°C. The PL spectra were measured
at room temperature, with the level of excitation by
radiation with λe = 250 nm kept constant. The PL exci-
tation spectra were also taken at room temperature. The
intensities of all the spectra presented in what follows
are given in the same units, which facilitates a compar-
ison of the spectra. The extent of possible diffusion of
Ge atoms in relation to Ta was evaluated from the data
of Rutherford backscattering (RBS) of He+ ions with an
energy of 1.5 MeV. The sensitivity of RBS with respect
to Ge was about 1019 cm–3, and the depth resolution was
~10 nm. The emergence of Ge nanocrystals as the tem-
perature Ta was elevated was detected by the Raman
scattering measured at 20°C, with the pump provided
by 488-nm radiation of the Ar laser and detected by a
photomultiplier in the photon-counting mode. We used
the Z(XY)Z quasi-backscattering configuration, where
the axes X, Y, and Z corresponded to the crystallo-
graphic directions of (100), (010), and (001). Such a
choice of configuration stemmed from the necessity of
eliminating the signal that originated at the Si(100)
substrate and was caused by two-photon scattering at
transverse acoustic phonons in crystalline silicon.

RESULTS

The changes in PL spectra of SiO2:Ge layers in the
range of λm = 300–800 nm as caused by a gradual
increase in Ta from 400 to 1200°C are illustrated in
Fig. 1. The following deserves attention: The centers of
luminescence peaked at about 400 nm are formed in the
layers even prior to annealing. A low-intensity PL is
also distinct in the longer wavelength region that is
shown on an enlarged scale in the insert in Fig. 1. The
annealing proceeds in several stages. Initially (Ta <
600°C), the PL intensity increases both in the region of
the peak and in the long-wavelength portion of the
spectrum. As the annealing temperature approaches
Ta = 600°C, the intensity of the violet band with λm ~
400 nm continues to increase; however, the intensity of
the long-wavelength edge becomes lower, and, simulta-
neously, the yellow band becomes distinguishable. For
Ta = 800°C, the band is more pronounced and is peaked
at λm ~ 570 nm. In this case, the intensity of the violet
band becomes significantly lower. The next character-
istic stage of annealing occurs at Ta = 1000°C. Here, the
long-wavelength PL becomes virtually quenched, and
the intensity of the violet band continues to decrease.
SEMICONDUCTORS      Vol. 34      No. 1      2000
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Finally, after an annealing at Ta = 1200°C, a low-inten-
sity yellow band peaked at λm ~ 570 nm emerges. In this
respect, the SiO2:Ge layers are radically different from
the reference SiO2:Si samples; in the latter, an anneal-
ing at 1200°C gave rise to a high-intensity PL band that
was peaked at about 830 nm (see Fig. 1) and signifi-
cantly exceeded in magnitude all the other peaks. It was
such bands that were previously related to silicon
nanocrystals [1–6].

For the sake of comparison, Fig. 2 shows the spectra
of PL excitation in SiO2:Ge and SiO2:Si layers at the
emission wavelengths of ~400 and ~460 nm, respec-
tively. It is noteworthy that, first, the response of the
SiO2:Ge and SiO2:Si systems to annealing is similar,
and, second, there exists a correlation between varia-
tions in the intensity of emission (Fig. 1) and the exci-
tation intensity (Fig. 2). The first of the aforementioned
special features testifies to the fact that the processes
occurring during the annealing of the layers implanted
with Ge and Si ions are similar. The second special fea-
ture testifies that it is the PL-center formation and trans-
formation which occur in the course of annealing,
rather than an emergence or disappearance of certain
competing (for example, nonradiative) recombination
centers. The excitation maximum is observed after
annealings at 400–600°C; following an annealing at
800°C, a decrease in intensity is already distinct, and
the short-wavelength bands in both systems are virtu-
ally nonexcited when the annealing temperature is in
the range of 1000–1200°C.

The extent of Ge diffusion during the annealings can
be assessed from the RBS data obtained with α-parti-
cles (Fig. 3). The channels corresponding to scattering
from the inner and outer boundaries of the amorphous
SiO2 layers are indicated by arrows in Fig. 3 in order to
specify the depth scale. Initial distribution of Ge is
close to the calculated one (see the insert in Fig. 3).
Although the PL intensity (according to the data given
in Figs. 1 and 2) had the opportunity to increase and
decrease as the annealing temperature increased to
800°C, a redistribution of Ge for Ta < 1000°C was not
observed. For Ta = 1000°C, the profile remains almost
unchanged in the central part of the SiO2 layer; how-
ever, accumulation of impurity occurs at the Si–SiO2
boundary, which indicates that the diffusion is signifi-
cant. Following an annealing at Ta = 1200°C, changes
in the central part of the impurity profile become dis-
tinct as well (Fig. 3). Germanium accumulates in the
vicinity of the absolute concentration maximum at a
depth of ~200 nm, which indicates that there are stable
sinks at this depth. The region between two peaks is
depleted of Ge, and these peaks become more pro-
nounced. The near-surface layer is also significantly
depleted of Ge, and a decrease in accumulation of Ge at
the Si–SiO2 boundary is accompanied by diffusion of
Ge into the Si substrate.

The Raman scattering studies (Fig. 4) showed that
the peak located in the vicinity of 300 cm–1 and charac-
SEMICONDUCTORS      Vol. 34      No. 1      2000
teristic of crystalline Ge is not formed when the anneal-
ing temperature Ta is lower than 900°C. However, when
Ta is increased to 1000°C, this peak becomes distinct,
with its position almost consistent with that for bulk
material. In addition to the emergence of the well-pro-
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nounced peak at 300 cm–1 as Ta is increased from 900
to 1000°C, a shoulder appears in the range of wave
numbers from 300 to 270 cm–1 and includes the line at
280-cm–1 corresponding to amorphous germanium.
The part of the shoulder in the range of 285–295 cm–1

is the most evident. The low-frequency shoulder
becomes significantly depressed after an annealing at
1200°C although a low-intensity scattering by amor-
phous Ge in the vicinity of 280 cm–1 is still detectable
at the ultimate sensitivity of the setup.

DISCUSSION

It follows from the results reported above that, in the
course of annealing of the SiO2:Ge layers, the PL cen-
ters are formed at the early stages of decomposition of
the supersaturated solid solution, well before a diffu-
sive redistribution of Ge, and without formation of
nanocrystals. Since the SiO2:Ge and SiO2:Si systems
are much alike and, as the experiments show, the pro-
cesses occurring in these systems have similar features,
the mechanism of formation of PL centers is apparently
the same in both cases. On the basis of the results
reported in [16–21], we may state that the violet and
blue bands emerge as a result of direct interaction of
excess atoms of Group IV with formation of bonds of
the type of Si–Si, Ge–Ge, or Ge–Si. Such bonds are
similar to those corresponding to O vacancies in SiO2,
whose absorption and activation energies are well
known. In the SiO2:Si system, these energies are 5 and
2.7 eV [18, 19], respectively; in the SiO2:Ge system,

Raman intensity, arb. units
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Fig. 4. The Raman spectra of (1) as-implanted SiO2:Ge lay-
ers and the layers subjected to anneals at Ta = (2) 900,
(3) 1000, and (4) 1200°C.
they are 5 and 3.1 eV [20, 21]. These data are consistent
with the parameters observed by us for the blue and
violet bands (Figs. 1, 2). In the absence of diffusion, a
large-scale formation of such “vacancy” pairs may be
expected in the case where the average distance
between the implanted atoms becomes smaller than
1 nm. Concentration of Ge in SiO2 in our experiments
corresponded to this condition; therefore, the violet PL
centers could form even before annealing. The moder-
ate-temperature annealings help to expel Ge from the
oxide, which accounts for the initial increase in the
intensity of emission and excitation of short-wave-
length PL (Figs. 1, 2). It is reasonable to relate the
emergence and initial increase in intensity of the poorly
pronounced long-wavelength PL (see the insert in
Fig. 1) to the formation of more complex precipitates of
Ge. This PL is not caused by radiation defects in the
oxide [17]. Since the centers are formed well before the
onset of Ge diffusion, they are formed most likely by
completing the bonds inside the groups of neighboring
expelled atoms and constitute the chains and branching
clusters.

The yellow PL centers are formed for Ta ≅
600−800°C in the absence of diffusion-caused redistri-
bution of Ge. We observed a significant diffusion of Ge
atoms at the same temperatures as in the case of Si dif-
fusion [22]. If we rely on the data reported in [22], the dif-
fusion length for Ge is bound to amount to 0.03–0.3 nm
at 600–800°C. This length is too small to account for
the diffusion-limited growth of precipitates; however,
in this case, motion of Ge over the interatomic dis-
tances is possible. We assume that, in the above range
of Ta, germanium branching clusters agglomerate to
form compact noncrystalline nanoprecipitates [5, 6].
This assumption is supported by the fact that formation
of the peak in the vicinity of λm = 570 nm is accompa-
nied by suppression of PL in the region of longer wave-
lengths. Against the diffusion-limited growth of Ge
precipitates and in favor of the agglomeration mecha-
nism is also the fact that, in a number of publications,
the reported sizes distributions of precipitates were not
consistent with the results of calculations according to
Lifshits and Slezov [23]. It follows from [23] that, in
the case of diffusion-limited growth, the precipitate
size distributions are bound to have a steep cutoff for
particle sizes above average. In contrast, distributions
with an appreciable number of large precipitates were
observed experimentally in many cases after an anneal-
ing at Ta < 800°C [8, 9, 24]. Such distributions are pos-
sible if the precipitates emerge owing initially to forma-
tion of branching clusters with subsequent agglomera-
tion of them into denser particles.

Formation of Ge nanocrystals at Ta ~ 1000°C was
accompanied by a quenching of yellow PL and by evi-
dent diffusion of Ge atoms to sinks (Figs. 1, 3). Both of
these facts can be easily accounted for if we assume
that the centers of PL with λm ~ 570 nm are the precur-
sors of nanocrystals and that the Ostwald ripening con-
tributes to crystallization. The latter assumption is sup-
SEMICONDUCTORS      Vol. 34      No. 1      2000



FORMATION OF PHOTOLUMINESCENCE CENTERS 25
ported by the features of redistribution of Ge in the
course of high-temperature anneals. Germanium atoms
leave the regions where their concentration and the
probability of forming stable precipitates are lower. On
the other hand, germanium accumulates in the vicinity
of the concentration peak (Fig. 3). A significant
increase in the average size of Ge precipitates on
annealings was observed in [8, 12, 24]. As is evident
from Fig. 3, comparatively small differences in initial
concentrations of Ge at the depth of ~200–400 nm sig-
nificantly affect the destiny of precipitates in the course
of anneals. This agrees well with the aforementioned
hypotheses that nucleation of PL centers critically
depends on the initial concentration of germanium.

The absence of intense PL in SiO2 containing Ge
nanocrystals after high-temperature anneals is appar-
ently related to the Ge–SiO2 boundary. Previously, an
important role of the boundary between Si nanocrystals
and SiO2 matrix has been repeatedly emphasized when
analyzing the PL in these nanocrystals [1, 4, 6]. It is
reasonable to assume that the perfect Si–SiO2 boundary
meets the requirements for an efficient PL, whereas the
Ge–SiO2 boundary does not. The presence of the low-
frequency shoulder (in addition to the peak correspond-
ing to crystalline Ge; see Fig. 4) in the Raman spectra
after an anneal at 1000°C is direct evidence of relax-
ation of Ge atoms in the vicinity of the crystallites'
boundaries [25, 26]. On the other hand, these spectral
features may be a consequence of the simultaneous
existence of fine amorphous and larger crystalline nan-
oprecipitates. As the temperature Ta is elevated to
1200°C and Ostwald ripening sets in, the average par-
ticle sizes increase and the role of interfaces becomes
less important (Fig. 4). However, visible PL is impossi-
ble in the case of large crystallites because the size
restrictions are lifted. In the case of fine precipitates
remaining after an anneal at 1200°C, the Ge–SiO2
boundary becomes more perfect; however, these pre-
cipitates cannot preserve the crystallinity owing to the
destabilizing effect of the surface [27]. The emergence
of long-wavelength PL after a high-temperature anneal
was also reported in [28]; in this case, the intensity of
this PL was lower by a factor of about 30 than that of
the violet PL. We believe that the low-intensity 570-nm
PL after an anneal at 1200°C is related to fine nonoc-
rystalline Ge precipitates. At present, it is hard to tell
whether the nature of the yellow PL centers is the same
after the anneals at 800 and 1200°C.

CONCLUSION

In SiO2 implanted with high doses of Ge ions, the
visible-PL centers are formed even before an anneal,
with a violet-PL band with λm ~ 400 nm dominant. The
evolution of PL emission and excitation spectra as a
result of anneals is similar to that for a SiO2:Si system;
moreover, changes in the PL spectra are observed well
before the temperatures corresponding to diffusion-
related Ge redistribution are reached. This makes it
SEMICONDUCTORS      Vol. 34      No. 1      2000
possible to assume that, in the case of Ge implantation
as well, the emergence of primary centers of PL for low
Ta occurs initially via the formation of direct bonds
between the neighboring excess atoms (i.e., the oxygen
vacancies giving rise to the band peaked at λm ~
400 nm) and the development of clusters bringing
about a broad spectrum of low-intensity PL. Transfor-
mation of the above band into the band with λm ~
570 nm on the annealings at temperatures up to ~800°C
is accounted for by agglomeration of branching clusters
into compact noncrystalline Ge precipitates rather than
by diffusion-limited growth of precipitates. The diffu-
sion-caused redistribution of Ge becomes evident only
when the annealing temperature Ta is as high as
~1000°C; it is only then that Ge nanocrystals are
formed. As distinct from the case of Si nanocrystals, the
formation of Ge nanocrystals is not accompanied by
the emergence of high-intensity PL caused by the size
restrictions. The absence of such PL is apparently
caused by the fact that the Ge–SiO2 boundary is imper-
fect.
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Abstract—Concentration profiles of 28Si implanted in single-crystal and epitaxial GaAs were determined by
measuring the C–V characteristics after the postimplantation rapid thermal annealings for 12 s at T = 825, 870,
and 905°C. The temperature dependence of Hall mobility of electrons in the Si-implanted layers subjected to
the same annealings was determined by the Van der Pauw method within the range of 70–400 K. As distinct
from conventional thermal annealing (for 30 min at 800°C), the rapid thermal annealing brings about a diffusive
redistribution of silicon to deeper layers of GaAs for the materials of both types, with the diffusivity of silicon
being twice as high in single-crystal GaAs as that in GaAs epitaxial layers. Analysis of temperature dependence
of electron mobility in ion-implanted layers following a rapid thermal annealing indicates a significantly lower
concentration of the defects limiting the mobility as compared to the case of a conventional thermal annealing
for 30 min. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

It was shown in [1–3] that, in the case of radiation-
induced annealing of GaAs, the role of nonthermal
effects is important in the processes of diffusion and
electrical activation of impurity. The rates of the above
processes are largely controlled by imperfections in the
initial material.

In connection with this, the objective of this work
was to study the behavior of 28Si implanted in single-
crystal and epitaxial GaAs in relation to the tempera-
ture of the rapid thermal annealing (RTA), with the
implanted surface being protected by a dielectric film;
we also studied the residual defects in ion-implanted
layers, which controlled the mobility of electrons.

EXPERIMENTAL

We studied the samples of initially undoped,
(100)-oriented wafers of GaAs single crystals with
chromium concentration NCr < 1016 cm–3, dislocation
density ND ≤ 5 × 104 cm–2, and resistivity ρ > 107 Ω cm;
the epitaxial GaAs films that were grown by gaseous-
phase epitaxy, had the background-impurity concentra-
tion Nres < 1014 cm–3, and were 5–7 µm thick were also
studied.

After the wafers were treated in a H2SO4 : H2O2 :
H2O = 1 : 1 : 10 etchant, they were implanted with 28Si
ions, first with an energy of E1 = 50 keV and a dose of
F1 = 6.25 × 1012 cm–2 and then with an energy of E2 =
75 keV and a dose of F2 = 1.875 × 1012 cm–2. Care was
1063-7826/00/3401- $20.00 © 20027
taken to eliminate the axial and planar channeling dur-
ing the implantation [3]. The RTA of the samples with
the surface protected by Sm-doped SiO2 film was per-
formed in an Impul’s-5 setup at the temperatures T =
825, 870, and 905°C in a flow of nitrogen with a dew
point no higher than –65°C; the duration of RTA was
12 s. Reference samples were annealed thermally in a
furnace for 30 min at T = 800°C. After the annealing,
the SiO2 film was removed and the surface of the sam-
ples was cleaned. The Schottky barriers 100 × 100 µm2

in area were then formed, with metallization being
based on an AuGe + 14%Ni alloy; the C−V characteris-
tics of these barriers were measured to determine the
concentration profiles of electrons. The Van der Pauw
method was used to measure the temperature depen-
dence of the Hall mobility of electrons within the tem-
perature range of 80–400 K.

RESULTS AND DISCUSSION

Figures 1 and 2 show the experimental concentra-
tion profiles for electrons n(x) as measured after an
RTA of single-crystal and epitaxial GaAs, respectively;
the calculated profile of ion-implanted silicon is also
shown. Figure 1 also shows the electron-concentration
profile measured after a conventional thermal anneal-
ing (TA) for 30 min at 800°C. The calculated profile
was plotted with the use of the first two moments of the
28Si projected-range distribution measured by the sec-
ondary-ion mass spectroscopy [4]; these moments are
Rp (the projected range itself) and ∆Rp (the correspond-
ing standard deviation).
000 MAIK “Nauka/Interperiodica”
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We assume that the experimental profile can be
described by the formula

(1)n x( ) nmax
x Rp–( )2

2σ2
----------------------– ,exp=

1018

1017

1016

n, cm–3

1

5

2 3 4

50 100 150 200
x, nm

Fig. 1. The concentration profiles for implanted silicon:
(1) the result of calculation for the implantation parameters
of E1 = 50 keV and F1 = 6.25 × 1012 cm–2 combined with

E2 = 75 keV and F2 = 1.88 × 1012 cm–2; the electron-con-
centration profiles n(x) measured after a rapid thermal
annealing of GaAs single crystals for t = 12 s at the temper-
atures Tann of anneal of (2) 825, (3) 870, and (4) 905°C; and
the concentration profile (5) n(x) measured after a conven-
tional thermal anneal for t = 30 min at Tann = 800°C.
where nmax = ηF/(2π)1/2σ;

η is the fraction of electrically active silicon; D is the
diffusion coefficient; F is the dose of implanted 28Si;
and t is the duration of annealing. We then used the
above formulas and experimental data to determine the
values of σ2, nmax, D, and η (see Table 1).

It is evident from Figs. 1 and 2 that a broadening of
the electron-concentration profiles (Figs. 1, 2;
curves 2–4) as compared to the calculated profile

σ2 ∆Rp
2

2Dt;+=

1018

1017

1016

n, cm–3

50 100 150 x, nm

1

32 4

Fig. 2. The same concentration profiles as in Fig. 1 (except
for the curve 5) are shown, but the curves 2–4 here were
obtained for epitaxial GaAs film after anneals at the same
(as in Fig. 1) temperatures.
Table 1.  The values of diffusion-related parameters and the fraction of electrically active silicon in GaAs single crystals and
epitaxial films subjected to rapid thermal annealing

Type of material, type of annealing, temper-
ature of annealing, duration of annealing σ2, 10–11 cm2 nmax, 1017 cm–3 D, 10–15 cm2 s–1 η

Single crystal, TA, 800°C, 30 min 2.10 6.10 2.0 0.860

Single crystal, RTA, 825°C, 12 s 1.86 4.25 144.5 0.564

Single crystal, RTA, 870°C, 12 s 2.50 4.20 411.2 0.646

Single crystal, RTA, 905°C, 12 s 3.70 3.80 911.2 0.711

Epitaxial, RTA, 825°C, 12 s 1.70 4.58 73.7 0.581

Epitaxial, RTA, 870°C, 12 s 2.00 4.80 202.8 0.661

Epitaxial, RTA, 905°C, 12 s 2.60 4.65 452.8 0.730

Note: TA stands for conventional thermal annealing, and RTA stands for rapid thermal annealing.
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(Figs. 1, 2; curves 1) is observed in both single crystals
and epitaxial films of GaAs. The profiles obtained after
an RTA have a smooth slope, whereas, in the case of
profiles measured after a TA, a dispersion of the elec-
tron-concentration gradient in depth is observed, so that
the profile features the points of inflection. The diffu-
sion coefficient (Table 1) in single-crystal GaAs is four
times greater than that in epitaxial GaAs, whereas the
fraction of electrically active Si is somewhat smaller in
the case of epitaxial GaAs for each of the annealing
temperatures. In the case of RTA, on average, the val-
ues of D are two orders of magnitude larger than those
in the case of TA. An anomalously high level of electri-
cal activation of 28Si is also observed in the case of TA,
which is apparently related to the effect of electrons
generated as a result of TA-induced cessation of com-
pensation of background donors present in initial mate-
rial.

Figure 3 shows the dependences of the diffusion
coefficient and the level of electrical activation of 28Si on
reciprocal temperature for single crystals and epitaxial
films of GaAs. Assuming that D and η are given by

(2)

and

(3)

we use the tangent of the slope of straight lines
lnD(1/T) and lnη(1/T) to estimate the activation ener-
gies of diffusion and electrical activation of 28Si (EAD

and EAη, respectively) and also the pre-exponential fac-
tor D0. For GaAs single crystals, we found that EAD =
(2.58 ± 0.05) eV, EAη = (0.32 ± 0.01) eV, and D0 ≅

D D0
EAD

kT
---------–exp=

η
EAη

kT
---------– ,exp∼

9

8

7

8.4 8.6 8.8 9.0 9.2
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lnD[cm2 s–1] –lnη

1/T, 10–4 K–1

η
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2'

D

1

2

Fig. 3. Dependences of (1, 2) the diffusion coefficient D and
(1', 2') the level of electrical activation η of silicon on recip-
rocal absolute temperature for GaAs (1, 1') single crystals
and (2, 2') epitaxial films.
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9.5 × 10–2 cm2 s–1. For epitaxial GaAs, we obtained
EAD = (2.55 ± 0.05) eV, EAη = (0.32 ± 0.01) eV, and D0 ≅
3.6 × 10–2 cm2 s–1.

It is evident that the values of EAD and EAη almost
coincide for the materials of both types; however, the
factor D0 is almost three times larger in the case of sin-
gle crystals of GaAs than in the case of epitaxial GaAs.
The obtained values of EAD and EAη for RTA are smaller
than those for TA (3.3 eV [6] and 0.5 eV [7], respec-
tively). Thus, in the course of rapid thermal annealing
of GaAs single crystals and epitaxial films, a decrease
in the height of potential barriers for diffusion and elec-
trical activation of silicon is observed as compared to a
long-term conventional thermal annealing.

Figure 4 shows the experimental temperature
dependence of the Hall mobility of electrons in GaAs
single crystals after a TA (curve 1) and the resulting cal-
culated dependence µ(T) (curve 2) determined from the
formula

(4)

where µPO is the mobility controlled by scattering by
polar optical phonons, µAC is the mobility controlled by
acoustic phonons, µPIEZO is the mobility controlled by
piezoelectric scattering, µION is the mobility controlled
by scattering by ionized impurity, and µW is the mobil-
ity controlled by scattering from additional agglomer-
ates of defects. The components of mobility controlled
by the lattice scattering were calculated as in [8],
whereas those of mobility controlled by scattering from

µΣ
1

µPO
-------- 1

µAC
-------- 1

µPIEZO
-------------- 1

µION
---------- 1

µW
-------+ + + +

1–

,=

7
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3
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Fig. 4. Temperature dependences of (1) the Hall mobility of
electrons in GaAs single crystal after a thermal annealing;
(2) the mobility calculated with formula (4); and (3) the
mobility calculated with formula (5). The dashed line 4 cor-
responds to µ ~ T1/2.
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the ionized impurity and defects were calculated as in
[9]. The value of µW was determined following the
Weisberg model [10] as

(5)

where NS and S are the concentration and the scattering
cross section for the agglomerates of defects, respec-
tively; and mn is the effective mass of electron. Assum-
ing that the inner radius of the defects’ agglomerates is
much smaller than the screening radius, we used (5) to
calculate the dependence µ(T) shown in Fig. 4
(curve 3). It is evident that the largest contribution of
additional agglomerates of defects to mobility is
observed at elevated temperatures.

µW
e

NSS 2mnKT
--------------------------------,=

4

3
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1
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T, K

1
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µ, 103 cm2 V–1 s–1

Fig. 5. Temperature dependences of electron mobility in
GaAs subjected to a rapid thermal annealing: (1, 1', 2, 2') in
epitaxial GaAs and (3, 3') in GaAs single crystals. Curves 1–3
correspond to experimental Hall mobility, whereas curves
1'–3' describe the results of calculations using formula (4).
The annealing temperature Tann was (1, 3) 825 and
(2) 905°C.

Table 2.  Parameters characterizing the degree of perfection
of ion-implanted layers in GaAs single crystals and epitaxial
films subjected to rapid thermal annealing

Type of material, type of 
annealing, temperature of annealing, 

duration of annealing

NI, 1017 
cm–3

NS, 1016 
cm–3

Single crystal, TA, 800°C, 30 min 9.4 6.6

Single crystal, RTA, 825°C, 12 s 6.8 0

Epitaxial, RTA, 825°C, 12 s 5.4 2.6

Epitaxial, RTA, 905°C, 12 s 5.5 2.0

Note: TA stands for conventional thermal annealing, and RTA
stands for rapid thermal annealing.
The best agreement between experimental and cal-
culated data for T > 150 K (see Fig. 4; curves 1, 2) is
observed for NI = 9.4 × 1017 cm–3 (here, NI is the con-
centration of ionized impurity and defects) and for NS =
6.6 × 1016 cm–3. For T < 150 K, the experimental mobil-
ity µ ~ T1/2 (Fig. 4; the dashed curve 4), which is char-
acteristic of scattering by dipoles [11]. Consequently,
after a thermal annealing, the complexes of defects
with a concentration of 6.6 × 1016 cm–3 and also the
defects of supposedly dipole type are present in GaAs.

Figure 5 shows the experimental (curves 1–3) and
calculated (curves 1'–3') dependences µ(T) for elec-
trons in epitaxial GaAs after the RTA at 825°C
(curves 1, 1') and at 905°C (curves 2, 2'), and also for
electrons in GaAs single crystals after RTA at 825°C
(curves 3, 3'). The parameters NI and NS used in deriv-
ing the dependences represented by curves 1'–3' are
listed in Table 2. We may infer the following from
Fig. 5 and Table 2:

(i) Additional scattering centers of the type of com-
plexes of defects (the Weisberg model) are not observed
in the ion-implanted layers of Gas single crystals fol-
lowing an RTA at 825°C (Fig. 5; curves 3, 3'); in con-
trast, such centers are present in epitaxial GaAs layers,
although their concentration is low, after an RTA at the
same temperature (Fig. 5; curves 1, 1').

(ii) An RTA at 905°C brings about a significant deg-
radation of ion-implanted layers in epitaxial GaAs
(Fig. 5; curves 2, 2'); as a result of this annealing, the
concentration of complexes of defects increases by
almost an order of magnitude as compared to that after
an RTA at 825°C.

(iii) After an RTA (Fig. 5), as distinct from a long-
term conventional TA (Fig. 4), the dipole-related “tail”
is not observed in the dependence µ(T) at low tempera-
tures.

CONCLUSION
(I) As distinct from the case of long-term TA, an

RTA causes a diffusion-related redistribution of Si to
deeper layers in both GaAs single crystals and epitaxial
films. The diffusion coefficient of Si in GaAs single
crystals is about two times larger, and the level of elec-
trical activation is somewhat lower than those in epitax-
ial GaAs films. The diffusion coefficient D for Si is
larger, on average, by two orders of magnitude in the
case of RTA than that in the case TA. The activation
energies for diffusion and electrical activation of Si are
lower in the case of RTA than those in the case of TA,
which indicates that the potential barriers for diffusion
and electrical activation of Si are lowered for RTA as
compared to purely thermal processes occurring in the
case of TA.

(II) In GaAs single crystals subjected to RTA at
825°C, additional scattering centers (of the type of
agglomerates of defects) are not observed; in contrast,
such centers are present (although their concentration is
SEMICONDUCTORS      Vol. 34      No. 1      2000
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low) in epitaxial GaAs subjected to RTA at the same
temperature. An RTA of epitaxial GaAs at 905°C
brings about an appreciable degradation of the mate-
rial; namely, the concentration of agglomerates of
defects increases by almost an order of magnitude as
compared to that after an RTA at 825°C. A “tail” at low
temperatures evident in the dependence µ(T) after TA
and supposedly caused by scattering by dipoles is not
observed in the case of RTA.
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Abstract—The electrophysical properties of Hg1 – xCdxTe crystals subjected to hydrostatic pressure were stud-
ied by a noncontact method. It is shown that there exists the effect of irreversible change in the state of native
lattice defects. A decrease in hole (acceptor) concentration and an increase in electron mobility are observed in
the samples subjected to pressure. © 2000 MAIK “Nauka/Interperiodica”.
The effect of hydrostatic pressure on the state of
defect structure, on the physical properties of
Hg1 − xCdxTe solid solutions in particular, has not been
adequately studied so far. Nevertheless, irreversible
changes in defect structure under the action of hydro-
static pressure in semiconductors take place [1]. For
example, in [2] it is shown that hydrostatic compression
induces ordering in the distribution of dislocations. As
is known [3, 4], Hg1 – xCdxTe solid solutions, having
appreciable plasticity, are characterized by a high den-
sity of growth dislocations, by various types of point
defects, and inhomogeneity of the composition.

This work is devoted to the study of the effect of the
residual hydrostatic compression on the electrophysical
properties of narrow-band HgCdTe semiconductors.

The hydrostatic compression of Hg1 – xCdxTe (x =
0.17–0.20) samples was accomplished in a separate
chamber at room temperature. The disk-shaped plane-
parallel samples 1.2–0.8 mm in thickness and 5–6 mm
in diameter were employed in the experiments. An oil–
kerosene mixture was used as a pressure-transmitting
medium. The compression was performed by the cycles
(1–3 cycles) within the range of pressures P = 0–2 GPa
with a pressure-increase rate of 1.5–2.0 GPa/s. The
samples were kept for 10–60 minutes under each pres-
sure.

The measurements of electric properties were car-
ried out with the use of a noncontact technique of heli-
con interferometry The samples were coupled to a res-
onator through a diaphragm with the experimentally
tuned coupling opening. The dependences dR/dH =
f(T), where R is the reflection coefficient and H is the
static magnetic field, were determined in a temperature
range of T = 1.6–150 K with the use of a radiospectrom-
eter working at the frequencies of 36.04 and 26.10 GHz
with a circular polarization of the microwave field of
the resonator.

The method of determining the effective mass of
free carriers and kinetic coefficients from the oscilla-
1063-7826/00/3401- $20.00 © 20032
tions (resulting from the interference of helicon waves
in the sample) of the reflection-coefficient derivative
with respect to the magnetic field dR/dH = f(H) is
described in [5]. According to this method, the fitting of
the calculated curve dR/dH = f(H) to the experimental
points is performed by varying the desired parameters,

i.e. by minimizing the functional Φ =  – Hk2).
Here Hk1 and Hk2 are the experimental and calculated
values of magnetic field, at which dR/dH take the
extreme value. The charge carrier concentration and
their mobilities were determined from the relations [6]

n ~ /ωrn, p ~ /ωrp; µn = 2Qn/Hk1, and µp =
2Qp/Hk1. Here Nn and Np are the orders of resonance for
electrons and holes, ωrn and ωrp are the corresponding
values of the resonance frequencies, and Qn and Qp are
the electron and hole components of the helicon-reso-
nance quality factor.

The reliability of the parameters thus obtained is
confirmed by satisfactory agreement between the
curves taken at the frequency of 26.10 GHz, for which
the parameters calculated from the dR/dH = f(H) curve
at 36.04 GHz were used.

After performing the cycled treatment, prior to elec-
trophysical measurements, the samples underwent pol-
ishing etching in a Br2–HBr reagent. We also used con-
comitant samples whose surface had been selectively
etched in order to study the effect of hydrostatic com-
pression on the dislocation structure (network).

EXPERIMENTAL RESULTS
AND THEIR DISCUSSION

It is established by the method of selective etching
that after compression, in some parts of the single-crys-
tal samples with a low density of dislocation the
arrangement of dislocations becomes ordered, with the
dislocations forming “walls”. This occurs even at pres-
sures of 0.3–0.4 GPa. As observed visually, the disloca-

Hk1(
k∑

Nn
2

N p
2
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tion network in the crystals with dislocations pinned by
extended defects is less rearranged even at high pres-
sures.

The typical irreversible changes of electron concen-
tration as a function of temperature for the sample
Hg1 − xCdxTe (x = 0.17) after compression at various
pressures are illustrated in Fig. 1. As seen in the figure,
the electron concentration decreases with increasing
pressure in the entire range of temperatures. The limit-
ing change of concentration in this sample is attained at
the pressure of 0.6 GPa. Such an effect of irreversible
change of the electron concentration is observed in all
narrow-gaps of Hg1 – xCdxTe samples studied. A decrease
in electron concentration depends both on the ampli-
tude of pressure and on the duration of pressure action
(compare curves 3 and 4 in Fig. 1). Variations in elec-
tron concentration are accompanied by the changes in
electron mobility µn (Fig. 2), with these changes being
more pronounced at temperatures of 20–100 K. For the
composition with x = 0.2, the concentrations of elec-
trons (n) and holes (p) were determined separately at
100 K both in initial samples and in the samples sub-
jected to compression. The corresponding pressure
dependences are shown in Fig. 3. As seen in the figure,
the residual hydrostatic compression differently affects
the concentrations of electrons and holes. A decrease in
hole concentration is much more pronounced. In the
low temperature region (~4 K), the change in carrier
concentration in this sample is less significant.

On the basis of the results obtained in studies of
electrophysical properties of Hg1 – xCdxTe single crys-
tals subjected to the hydrostatic pressure (compres-

100101
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10–1
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n, 1014 cm–3

1
2
3
4

Fig. 1. Temperature dependences of electron concentration
in (1) an as-grown n-Hg0.83Cd0.17Te sample and in the same
sample subjected to hydrostatic pressure (2) 0.3 GPa for
20 min, (3) 0.6 GPa for 20 min, and (4) 0.6 GPa for 40 min.
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sion), we may conclude that the hydrostatic compres-
sion is responsible for the irreversible rearrangement of
both point and extended defects. The process seems to
induce a certain decrease in concentration of crystal
defects. This manifests itself mainly in an increase in
electron mobility as well as in a decrease in electron

100101
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Fig. 2. The temperature dependences of electron mobility in
n-Hg0.83Cd0.17Te sample subjected to various hydrostatic
pressures. The designations are the same as in Fig. 1.

Fig. 3. Dependences of (1) electron and (2) hole concentra-
tions in n-Hg0.80Cd0.20Te sample on hydrostatic pressure.
The temperature of measurement is T = 100 K.
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and hole concentrations. The change in hole concentra-
tion reflects the process of a decrease in density of elec-
trically active acceptor defects, which may be due to
the filling of mercury vacancies in a crystal lattice by
interstitial mercury atoms. The interstitial mercury
atoms are present in the crystals with n-type conductiv-
ity after homogenizing annealing; however, their elec-
trical activity is insignificant [7].

CONCLUSION

Thus, the hydrostatic pressure (compression) on
Hg1 – xCdxTe single crystals produces irreversible
changes in the crystal defect structure. These changes
affect electrophysical properties: the electron and hole
concentration in crystals decreases (the latter to a larger
extent), with an increasing carrier mobility.
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Abstract—The band structure of AlxGa1 – xN substitutional solid solution is calculated by the method of local
model pseudopotential in the modified virtual-crystal approximation. This provides an opportunity to explain
both the dependence of the energy gap value (Eg) on AlN concentration (x) and on temperature and the Eg(x)
bending. The dynamics of chemical bonds in this compounds is studied by analyzing the spatial distribution of
valence electron charge. The results of calculations are in a good agreement with the experimental data. © 2000
MAIK “Nauka/Interperiodica”.
As distinct from binary semiconductors with zinc
blende structure, III–V compounds with a wurtzite
structure have recently attracted much attention both
from the experimental and theoretical points of view.
This increased interest is related to the use of these
compounds in semiconductor lasers and photodiodes
based on AlGaN/GaN and InGaN/GaN heterostruc-
tures and intended for the ultraviolet-violet range [1, 2].
There are publications concerned with the production
of bipolar transistors based on the GaN/AlGaN hetero-
structure [3]. At the same time, such fundamental prop-
erties as AlxGa1 – xN energy gap nonlinear dependence
on the composition of solid solution, rearrangement of
chemical bonds, and spatial charge distribution of
valence electrons are of great scientific interest. In this
paper, we report the results of our studies of these prob-
lems.

EXPERIMENTAL

Undoped GaN, AlGaN, and AlN epitaxial layers of
0.5–20 µm thickness were grown by pyrolytic deposi-
tion on the (0001) sapphire substrates from complex
ammonium compounds of Ga and Al halides [4]. Elec-
tron diffraction and X-ray diffraction studies confirm
that as-grown structure is single-crystal. The composi-
tion of solid solution is determined by X-ray diffraction
analysis using a JXA microanalyzer. The energy gap
(Eg) of the samples is found from the optical absorption
long-wavelength edge. The dependence of optical
absorption coefficient α on the photon energy hν is
approximated by the well-known relation for direct
interband transitions

(1)

where α0 is the parameter which does not depend on hν.
According to (1), the dependence of α2(hν) is linear

α hν( ) α0 Eg hν–( )1/2
,=
1063-7826/00/3401- $20.00 © 20035
within six orders of magnitude, and extrapolation of α2

until it intersects the energy axis yields the values of Eg

which are in reasonably good agreement with well-
known published data.

THEORY

Well-known AlxGa1 – xN band structure calculations
are performed by the methods of orthogonalized linear
combinations of atomic orbitals [5], by linear-muffin-
tin-orbitals [6], by the first-principle pseudopotential
calculation based on the theory of density functional
[7], and by other methods.

In this paper, by the band structure of GaN and AlN
is calculated by the local model pseudopotential
method. A modified virtual crystal approximation [8]
accounting for the existence of antisite defects created
during the formation of substitutional solid solution is
used to explain the nonlinear concentration dependence
of the energy gap. Temperature dependence of the
energy gap is considered in the context of the Brooks-
U theory [9]. The dynamics of the chemical bond in the
compounds is investigated by analyzing the spatial dis-
tribution of the valence electron charge.

Our calculations are based on the local model
pseudopotential method [9] developed in [10, 11] for
hexagonal binary compounds. One-electron pseudopo-
tential Hamiltonian is expressed by the relation

(2)

where V(r) is total crystal pseudopotential, which is
written for periodic lattice as

(3)

Ĥ
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(4)

Structure factors for wurtzite [9] are given by

(5)

where u is the wortzite parameter; the vectors of the
reciprocal lattice are given by

(6)

Here a*, b*, and c* are primitive translation vectors of
the reciprocal lattice, and l, m, n are integers.

V G( ) S
S G( )V

S G( ) iS
A G( )V

A G( ).+=

S
S G( ) 2π l/6 m/6 n/4+ +( )[ ]cos πnu( ),cos=

S
A G( ) 2π l/6 m/6 n/4+ +( )[ ]cos πnu( ),sin=

G 2π la∗ mb∗ nc∗+ +( ).=

Table 1.  Model pseudopotential parameters a0, a1, a2, a3
used in the calculations

Atoms a0 a1 a2 a3

Ga in GaN 28 4.095 203.4 0.2

N in GaN 23 7.3 85 0.2745

Al in AlN 7.8 3.4 46 0.215

N in AlN 21 8.23 85 0.2262

(b)
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Fig. 1. Model screened pseudopotentials of (a) Ga and N in
GaN compound, and (b) Al and N in AlN compound.
Symmetric and antisymmetric pseudopotential form
factors are

(7)

Band structure is determined from the solution of secu-
lar equation

(8)

where

(9)

Spin–orbital interaction was not considered due to the
lightness of the elements.

Atomic pseudopotentials VGa, VAl, VN were modeled
in the form [12] of 

(10)

Parameters a0, a1, a2, a3 were obtained by the approxi-
mation procedure on the basis of well-known form fac-
tors [11]. The parameters are finally determined by
matching the calculated band structure to peaks in
experimental reflection spectrum in high-symmetry
points of the Brillouin zone (Table 1). The model
pseudopotentials used in the calculations are presented
in Fig. 1. Calculated GaN and AlN band structures are
shown in Fig. 2. The calculated and experimental val-
ues of distances between the energy levels in some
high-symmetry points of Brillouin zone are given in
Table 2. Secular matrix dimension was taken equal
to 135.

According to the well-known virtual crystal approx-
imation (VCA) and Vegard’s law [14], in AlxGa1 – xN
solid solution, the lattice constant and pseudopotentials
are determined as linear combinations of appropriate
values for AlN and GaN components

(11)

where aSS and VSS are substitutional lattice constant of
solid solution and pseudopotential form factors, respec-
tively. Equations (11) are valid if Ga atoms are substi-
tuted by Al atoms or vice versa. However, due to the
fact that synthesis of the solid solution occurs in ther-
modynamically nonequilibrium conditions, the atoms
of one kind may occupy the site of another kind of
atom, creating antisite defects. The influence of antisite
lattice defects on AlxGa1 – xN band structure is studied
in modified virtual-crystal approximation [8]. In this
approximation, pseudopotential form factors of solid
solution depend on the probability for each kind of

V
S G( ) V A G( ) VB G( )+[ ] /2,=

V
A G( ) V A G( ) VB G( )–[ ] /2.=

det HGG' k( ) En k( )δGG'–{ } 0,=

HGG' k( ) = 
"

2

2m
------- k G+( )2δGG' VS G G'–( )S

S G G'–( )+

+ iV
S G G'–( )S

S G G'–( ).

V k( ) a0

k
2

a1–( )

a2 a3k
2( )exp 1–

--------------------------------------- .=

aSS AAlNx aGaN 1 x–( ),+=

VSS VAlNx VGaN 1 x–( ),+=
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atom to occupy a certain site in the lattice. In this case,
symmetric form factors do not change. Antisymmetric
form factors may be expressed as

(12)

In deriving (12), we assumed that the dependence of the
probability of antisite-defect creation is a quadratic
function of AlN concentration (x); i.e., we have

(13)

where β is the probability of antisite-defect formation
for x = 0.5. Because disordering in the solid solution for
this x is at its maximum, β has the maximum value. We
use in our calculations β equal to 0.005.

The influence of temperature on solid-solution band
structure is considered in the context of the Brooks-U
theory [9]. If at zero temperature, electron energies are
calculated as the functions of atomic pseudopotential
form factors

(14)

then at T = 0, each Fourier component of jth atomic
pseudopotential is corrected by the Debye–Waller fac-
tor Mj(G, T) as

(15)

VSS
A

1 8βx 1 x–( )–[ ] VAlN
A

x VGaN
A

1 x–( )+[ ] .=

1 WGa– 1 WAl– 1 WN– 4β 1 x–( )x,= = =

E k( ) E k V j G( ){ },( ),=

E k T,( ) E k V j G( ) M j G T,( )–[ ]exp{ },[ ] .=
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Fig. 2. Calculated band structures of (a) GaN and (b) AlN.
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The Debye–Waller factor for cubic crystals is equal to

(16)

where mean-square displacement of the jth atom

〈 (T)〉  is described by the Debye equation

(17)

Here mj are the ion masses, Θj is the Debye temperature
for each kind of atom, and Φ is the Debye integral of
the first kind. We take in our calculations the following
Debye temperature values: ΘGa = 240 K, ΘAl = 400 K,
and ΘN = 80 K [15]. Lattice thermal expansion is taken
into account in the temperature dependences of lattice
constants [16]. The results of calculation of energy gap
dependences on temperature and semiconductor solid-
solution composition and the experimental results

M j G T,( ) G 2

6
--------- U j

2
T( )〈 〉 ,=

U j
2

U j
2

T( )〈 〉 3"
2

m jkB

----------- T

Θ j
2

------ Φ
Θ j

T
------ 

  1
4
---

Θ j

T
------+ .=

Table 2.  Comparison of calculated interband transition ener-
gies (in eV) in GaN and AlN with the experimental values
[8, 12, 13]

Transi-
tion

GaN AlN

Calcula-
tion

Experi-
ment 
[12]

Experi-
ment 
[13]

Calcula-
tion

Experi-
ment [8]

G6v–G1c 3.503 3.6 3.503 6.21 6.20

G5v–G3c 5.28 5.3 8.63 8.92

M2v–M1c 7.13 7.0–7.1 10.24 8.21

M4v–M3c 6.8 7.0–7.1 9.7 –

K3v–K2c 8.29 8.3–8.7 10.84 7.90

1.00.80.60.40.20
AlNxGaN

3

4

5

6

Eg, eV

Fig. 3. Energy gap dependence on the composition of
AlxGa1 – xN solid solution (calculation and experiment) at
different temperatures: calculation at T = 0 (dashed line),
calculation at T = 300 K (solid line), and experimental data
at T = 300 K (points).
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Fig. 4. Charge density distribution in GaN (on the left) and AlN (on the right) in (a) (001) and (b) (110) planes. The numbers on the
contour line are indicated in e/atomic volume units.
obtained from the optical absorption data [17] are
shown in Fig. 3. As follows from the calculations, the
bending parameter is equal to 0.609. This correlates
with the experimental value b = 0.6 [18] obtained from
the well-known empirical relation

(18)

where c = Eg(AlN) – Eg(GaN). Thus, together with
local stresses, one of the factors causing the bending of
Eg(x) dependence in Ga1 – xAlxN alloys is the presence
of antisite defects.

The calculated band structure makes it possible to the-
oretically determine Ga1 – xAlxN charge density. Charge

Eg x( ) Eg GaN( ) c b–( )x bx
2
,+ +=
density of the nth band is equal to

. (19)

Total charge density is expressed as

(20)

where the summation is performed over the valence
bands. Summation over the Brillouin zone (BZ) was
performed at six special points [19]. The distribution of

ρn r( ) e Ψn k,* r( )Ψn k, r( )
k

BZ

∑=

ρ r( ) ρn r( ),
n

∑=
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valence-electron charge density in the (110) and (001)
planes is presented in Fig. 4. We can see that the maxi-
mum charge density of valence electrons that gives the
main contribution to the formation of chemical bond is
shifted to the anion side when Al concentration in the
alloy is increased. It corresponds to an increase in ion-
icity of the alloy. As one can see from Fig. 5, the con-
sideration of antisite defects in modified virtual crystal
approximation gives rise to a decrease in the charge-
density maximum and to an increase in alloy covalency.
Let us note also that there is a channel along the z axis
with a very low charge density. It provides the diffusion
of atoms in the crystal along this direction. According
to the charge density (Fig. 5), the probability of diffu-
sion is increased when x in the compound is increased.

1.51.00.50 r, Å

AlGa

N

10

20

30

40

50

60

70
ρ(r), e/(a. u.)3

Fig. 5. Charge density distribution ρ along the N–(Ga, Al)
bond in AlxGa1 – xN compound (x = 0.5) for different values
of antisite defect probability formation: β = 0 (solid line),
β = 0.005 (dashed line), and β = 0.05 (dot-and-dash line).
SEMICONDUCTORS      Vol. 34      No. 1      2000
REFERENCES
1. S. Nakamura and G. Fasol, The Blue Laser Diode

(Springer, Berlin, 1997).
2. B. Monemar, J. Cryst. Growth 189–190, 1 (1998).
3. F. Ren, C. R. Abernathy, J. M. Van Hove et al., MRS

Internet J. Nitride Semicond. Res. 3, 41 (1998).
4. A. V. Dobrynin, M. M. Sletov, and V. V. Smirnov, Zh.

Prikl. Spektrosk. 55, 861 (1991).
5. Yong-Nian Xu and W. Y. Ching, Phys. Rev. B: Condens.

Matter 48, 4335 (1993).
6. E. A. Albanesi, W. R. L. Lambrecht, and B. Segall, Phys.

Rev. B: Condens. Matter 48, 17841 (1993).
7. M. Malachowski, I. R. Kityk, and B. Sahraoui, Phys.

Status Solidi B 207, 405 (1998).
8. A. P. Dmitriev, N. V. Evlakhov, and A. S. Furman, Fiz.

Tekh. Poluprovodn. (St. Petersburg) 30, 106 (1996).
9. M. L. Cohen and J. R. Chelicowsky, Electronic Struc-

tures and Optical Properties of Semiconductors
(Springer, Berlin, 1998).

10. S. Bloom, J. Phys. Chem. Solids 32, 2027 (1971).
11. M. Schluter, J. R. Chelikowsky, S. G. Lui, et al., Phys.

Rev. B: Condens. Matter 12, 4200 (1975).
12. S. Bloom, G. Harbeke, E. Meier, et al., Phys. Status

Solidi B 66, 161 (1974).
13. B. Monemar, Phys. Rev. B: Condens. Matter 10, 676

(1974).
14. T.-F. Huang, J. S. Harris, Jr., Appl. Phys. Lett. 72, 1158

(1998).
15. N. W. Ashcroft and N. D. Mermin, Solid State Physics

(Holt Saunders, Philadelphia, 1976).
16. S. Strite and H. Markoc, J. Vac. Sci. Technol., B 10, 1237

(1992).
17. Y. Koide, H. Itoh, M. R. Khan, et al., J. Appl. Phys. 61,

4540 (1987).
18. G. Steude, D. M. Hofmann, B. K. Meyer, et al., Phys.

Status Solidi. B 205, R7 (1997).
19. D. J. Chadi and M. L. Cohen, Phys. Rev. B: Condens.

Matter 8, 5747 (1973).

Translated by I. Kucherenko



  

Semiconductors, Vol. 34, No. 1, 2000, pp. 40–44. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 34, No. 1, 2000, pp. 41–45.
Original Russian Text Copyright © 2000 by Bulyarski

 

œ

 

, Grushko, Zhukov.

                                   

ELECTRONIC AND OPTICAL PROPERTIES
OF SEMICONDUCTORS

 

 

                        
Field Dependence of the Rate of Thermal Emission of Holes
from the VGaSAs Complex in Gallium Arsenide

S. V. Bulyarskiœ, N. S. Grushko, and A. V. Zhukov
Ul’yanovsk State University, Ul’yanovsk, 432700 Russia

Submitted February 2, 1999; accepted for publication June 24, 1999

Abstract—An algorithm is proposed for evaluating the field dependence of the emission rate based on the
form-function of optical transition. Experiment and calculations are carried out for the VGaSAs complex in a gal-
lium arsenide crystal. The model proposed is compared with theoretical studies based on one-coordinate
approximation. It is concluded that the one-coordinate model can be used to describe the field dependence of
hole emission rate from the VGaSAs center. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The important role in nonradiative transitions is
played by multiphonon processes [1–4]. The electron–
phonon interaction leads to the temperature depen-
dences of capture coefficient and to an increase in ther-
mal emission rate in strong electric fields. In particular,
both experimentally [5] and theoretically it is shown
[6–14] that the probability of such transitions in strong
electric fields increases exponentially with the squared
electric field strength. Therefore, for more accurate cal-
culations of the parameters in optoelectronic and high-
power semiconductor devices related to the generation,
recombination and tunneling processes with the
involvement of deep levels, one needs to have the infor-
mation about the parameters of the electron–phonon
interaction characterizing a particular electron-transi-
tion.

The one-coordinate model [6–14] is known to be
most commonly used in practical applications. This
model imposes fairly rigid requirements on the charac-
teristics of oscillations in the system and requires the
verification in every particular case.

The degeneracy of electron states of the crystal with
an impurity center leads to the invalidity of the adia-
batic approximation and to the oscillatory mixing of the
electron levels. In this case, the one-coordinate model
may turn out to be inapplicable to the calculation of the
field dependences.

In this work, an algorithm is proposed for the calcu-
lation of field dependences of the thermal emission
rates; this algorithm is based on the form-function of
the optical transition calculated from the emission
spectrum. The results obtained in this way are com-
pared with the experiment and calculations based on
the one-coordinate model.
1063-7826/00/3401- $20.00 © 0040
1. SAMPLES AND MEASUREMENTS

Gallium arsenide doped with sulfur was chosen as a
material for the experimental verification of the model.
The impurities of Group VI of the periodic table occupy
arsenic sites and become donors forming shallow levels
near the conduction band bottom. Furthermore, it is
known [15–17] that they form the complexes consisting
of gallium vacancy and donor at the arsenic sites
(VGaDAs). These complexes give rise to broad bands in
the photoluminescence spectrum with peaks at a pho-
ton energy of 1.18–1.25 eV. The symmetry and electron
structure of these complexes were studied in [15–17]. It
is also known that in the excited state, a hole trapped by
the complex interacts with incompletely symmetrical
oscillations of surrounding VGa atoms; i.e. the Jahn–
Teller effect takes place.

The samples of GaAs:S were grown by the gaseous-
phase epitaxy with the concentration of dopant (N)
ranging from 4.7 × 1017 to 1.5 × 1018 cm–3. The spectral
characteristics of photoluminescence I(ε) were mea-
sured within the photon-energy range of ε = 0.8–1.6 eV
and at temperatures (T) from 100 to 200 K with the use
of an SDL-2M system.

The spectra obtained for all samples have two char-
acteristic bands; one of them, has a peak corresponding
the photon energy, to 1.48–1.49 eV, whereas the other
band (a broader one) peaked at 1.22–1.24 eV. The first
luminescence peak is determined by the band-to-band
emission in GaAs, the second peak is caused by the
emission of VGaSAs complexes (Fig. 1a). If one takes
into account that the complex consisting of gallium
vacancy and the neighboring sublattice site gives rise to
deep levels in the forbidden band of GaAs near the top
of the valence band, the luminescence band with the
maximum at 1.22–1.24 eV should correspond to the
radiative recombination of electrons from the state near
the bottom of the conduction band with a hole localized
at the deep center under investigation.
2000 MAIK “Nauka/Interperiodica”
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The study of the dependence of integrated intensity
(I0) of luminescence of the complexes on the concentra-
tion of dopants (N) shows that the intensity is actually
proportional to the sulfur concentration in the samples,
which confirms the chosen complex model (Fig. 1b). It
is also revealed that the emission-band shape (the band
dispersion in particular) at constant temperatures does
not depend on the concentration of dopant, and seems
to be determined by the electron–phonon interaction
rather than by the doping effect. The measurements
performed at various temperatures (Fig. 1a) confirm
this assumption. With increasing temperature, a shift
towards lower energies and broadening of the emission
band occur. The shape of the spectra and their temper-
ature dependence allow one to conclude that the elec-
tron–phonon interaction takes an important part in
these processes.

Using the electrochemical deposition of nickel on
gallium arsenide, the metal–semiconductor contacts
were formed on the samples studied. The investigation
of the electrical properties of the contacts showed that
the carrier transport is described by the thermoelectron
emission. Thus, the contacts serve as Schottky barriers
with the potential barrier height equal to 1 eV. On thus
prepared structures, the field dependences of thermal
emission rates of the holes from the deep level intro-
duced by the VGaSAs complex were studied. The exper-
iment was performed at T = 77 K in the following way.
The photoionization of the centers was accomplished
with the use of AL-106 light-emitting diodes operating
in the IR region with the emission peak at the wave-
length of λ = 914 nm (the photon energy ε = 1.36 eV),
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Fig. 1. (a) Emission spectra of the VGaSAs complexes at tem-
peratures of (1) 100, (2) 118, (3) 137, (4) 161, (5) 180, and
(6) 200 K. (b) The integrated emission intensity (I0) of the
same complexes as a function of the dopant concentration.
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which approximately corresponds to the maximum in
absorption spectrum of the VGaSAs center. The kinetics
of the photo-induced capacitance was measured after
the switching on and off of the light.

The analysis of the results is based on a simple
kinetic equation, which, provided the electron and hole
trapping is absent, in the field of space-charge region
(SCR), takes the form

(1)

where J is a photon flux in SCR, qn(p) is the cross section
of photoionization of electrons and holes, en(p) is the
rate of emission of electrons and holes from the level,
Nt is the concentration of complexes, and nt is the con-
centration of electrons at the complexes. The emission
rate includes the combination of all thermal and field
processes. Then the time constant of a decrease in
capacitance after the light was switched off is given by
τ–1 = en + ep.

Taking into account that the level is located closer to
the valence band, and the energy distances to the bands
are larger than 10 kT, we may assume that the recharg-
ing of the level after switching off the light is com-
pletely determined by the hole emission and, conse-
quently, the time constant of the process is equal to
τ−1 = ep. The experiment was repeated at various volt-
ages of reverse bias, which allowed us to determine the
field dependence of the thermal emission rate. The typ-
ical dependences of the emission rate on the squared
field in SCR (F) are shown in Fig. 2.

dnt

dt
------- Jqn en+( )nt– Jqp ep+( ) Nt nt–( ),+=

1

0
4 8 12 16

F2, 109 V2/cm2
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3

4

{ep, W}, s–1

Fig. 2. The field dependence of the probability for the tran-
sition of a hole from the deep level corresponding to the
ground state of the VGaSAs complex to the localized state
near the top of the valence band. Points correspond to the
experiment, lines represent the results of calculations (1) by
formula (2), (2) according to [12], (3) according to [8, 9],
and (4) according to [6, 7].



 

42

        

BULYARSKIŒ 

 

et al

 

.

        
2. CALCULATIONS OF THE FIELD 
DEPENDENCE OF THERMAL EMISSION
RATE BASED ON THE EXPERIMENTAL

FORM-FUNCTION OF THE OPTICAL 
TRANSITION

The calculations of field dependences were based on
the results obtained in [18] where it was rigorously
shown that the probability of quantum-mechanical
transition with an allowance made for electron–phonon
interaction may be generally expressed by the convolu-
tion equation

(2)

where W0(i, j)(Et(i, j) – ε) is the probability of pure elec-
tron transition, and fi, j(ε) is the expression for the form-
function of the optical transition from the ith sublevel
of the multiplet of the initial state of the center to the jth
sublevel of the multiplet of the final state. Actually,
fi, j(ε) represents the contribution of the electron-
phonon interaction to the transition probability.

The probability of pure electronic transition can be
calculated using Franz’s formula [19]:

(3)

where A is a normalization factor, F is the electric field
strength, m* is the effective mass, and Et(i, j) is the
energy of pure electronic transition from the ith sub-
level of the multiplet of the initial state of the center to
the jth sublevel of the multiplet of the final state.

In order to calculate the field dependence of the
transition probability by formula (2), it is necessary to
know the form-function of the spectrum of electron
excitation from the localized state near the valence
band to the level. We shall seek this form-function in
the following way. First, we calculate the form-function
of the radiative transition, then we find its moments. We
then transform the latter on the basic of the model of the
complex and the symmetry of the wave functions.

According to [20], if one knows the emission spec-
trum of the electron transition, it is possible to calculate
its form-function using the formula 

(4)

Here, I(ε) is the luminescence intensity, ε is photon
energy, and M0 is the zero moment of the emission band
proportional to the oscillator strength

Now, let us examine the sum in (2) related to the
degeneracy of electron terms.

W W0 i j,( ) Et i j,( ) ε–( ) f i j, ε( ) ε,d

∞–

∞

∫
i j,
∑=

W0 i j,( ) Et i j,( ) ε–( )

=  A
eF

2 2m∗ Et i j,( ) ε–( )
-------------------------------------------- 4

3
---

2m∗ Et i j,( ) ε–( )3/2

e"F
----------------------------------------------– 

  ,exp

f ε( ) I ε( )/ M0ε
4( ).=

M0 I ε( ) ε.d∫=
According to the model proposed for VGaTeAs com-
plex in [15–17], a lowering of the symmetry of the
complex in the excited state of the complex occurs due
to the Jahn–Teller effect; in this case, each defect con-
tinues to exist in one of three equivalent configurations
corresponding to three possible orientations of the
Jahn–Teller distortion. In each of these configurations,
there exists the {110} symmetry plane that includes the
initial axis of the complex and thus contains the lattice
sites corresponding to the initial position of both com-
ponents of the complex. The reorientation of the Jahn–
Teller distortions of the complex is reduced to the rota-
tion of this plane around the initial axis through the
angle ϕ = ±2π/3. As vigorously shown in [21], the adi-
abatic potentials of three terms for the excited states in
this case are equivalent in energy and geometry to the
equilibrium configuration of the complex in the ground
state. Thus, we can take this probability out from the
summation sign in formula (2), putting this sign
directly in front of form-functions:

(5)

Then

This quantity can be calculated from the experimental
data by the use of (4).

Thus, formula (5) contains the form-function
obtained from the experimental emission spectra (the
form-function of the transition from the local state that
is close to the conduction band bottom and corresponds
to the excited state of the VGaSAs complex to the ground
state) which allows one to perform the numerical inte-
gration and determine the transition probability.

In order to calculate the form-function for the tran-
sition from the local state close to the top of the valence
band to the deep level corresponding to the ground state
of VGaSAs center (for which the field dependences of
thermal emission rates were measured), we use the fol-
lowing reasoning.

The models of the electron–vibrational interaction,
strictly speaking, are valid for intracenter transitions
[22]. With this in mind, we assume that the wave func-
tion is determined solely by the recombination-center
states.

According to [16], the center under study has a non-
degenerate ground state, the wave function of which
has the symmetry of s type (we designate the wave
function of this state as |s〉), and the degenerate excited
state which is formed from the wave functions of p-type
symmetry as (|p〉). Let us consider two transitions: one
(with the emission) from the localized state that is close
to the conduction band bottom and corresponds to the
excited state of the center to the ground state, and the

W W0 Et ε–( ) f i j, ε( )
i j,
∑ ε.d

∞–

∞

∫=

f i j, ε( )
i j,
∑ f ε( ).=
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other transition (with absorption) from the localized
state near the top of the valence band to the deep level
corresponding to the ground state of the center. Taking
into account that there exists a sufficiently strong elec-
tron–phonon interaction in the system (the experiment
yields a Stokes’ losses value equal to ~0.12 eV), and
that both initial states (near the bottom of the conduc-
tion band and near the top of the valence band) corre-
spond to the same excited state of the complex, we may
consider the wave functions of these states as equal to
each other |p〉  = |p'〉 . The energy spectrum of the system
studied consists of a single s level corresponding to the
ground state of the center with the energy Es and two
groups of close levels pi and  with energies Epi

and Ep'i.
According to [22, 23], the form-functions of the

emission band at the transition from |p〉  state to |s〉  state
and those of the absorption band at the transition from
|p'〉  state to |s〉  state may be written correspondingly as 

(6)

(7)

where  signifies the summation over vibra-
tional states of s and p (p') terms, 

is the partition function of the group of levels p(p'), and

 is the perturbation operator inducing the transition.
Considering that |p〉  = |p'〉  and Ep'i = Epi – Eg, where

Eg is the forbidden-band width, we may rewrite the
expression (7) as

(8)

As can be seen, expression (8) completely coincides
with (6), if a new variable ε' = –ε + Eg used in (8).

Thus, by the mirror imaging of our experimental
emission form-function with respect to the axis ε = 0
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and shifting it to higher energies by the value of Eg, we
obtain the form-function of the absorption band corre-
sponding to the transition from the localized state near
the valence band top, to the deep level representing the
ground state of the center.

Now, this form-function can be substituted into (2),
and, taking into account (5), we obtain the dependence
of the probability of hole emission from the deep level
of VGaSAs complex on the average field in SCR. This
dependence is shown in Fig. 2 (curve 1). The factor A
was varied to obtain the best fit of the calculated depen-
dence to the experiment in the high-field region.

Thus, the calculated field dependence has been
obtained without any assumptions related to the one-
coordinate model. The calculation is based on the
experimental form-function, which naturally accounts
for the complex electron–vibrational interactions. In
connection with this, the proposed procedure of the cal-
culations of field dependences is preferable in compar-
ison with the methods based on the one-coordinate
model.

3. CALCULATION OF THE FIELD 
DEPENDENCES OF THE THERMAL EMISSION 
RATE IN ONE-COORDINATE APPROXIMATION

In this section, we analyze the applicability of the
one-coordinate model to the description of the center
under discussion. As mentioned above, the one-coordi-
nate model is widely used in the theory of multiphonon
processes. For this model several formulas have been
obtained describing the field dependences of the prob-
ability of carrier emission from deep impurity centers
[6–14]. In order to use these formulas, it is necessary to
know the parameters of the one-coordinate model (of
electron–phonon interaction). These parameters were
calculated with the formulas reported in [20–23] from
the moments of the form-functions of the optical tran-
sition. For the VGaSAs complex, we have the following
values of the parameters in the one-coordinate model:
E0 = 1.3 eV at 100 K, "ωu = 0.017 eV, "ωg = 0.025 eV,
S = 3 (here "ωu is the phonon energy describing the adi-
abatic potential of the excited state, "ωg is the phonon
energy describing the adiabatic potential of the ground
state, S is the Huang–Rhys factor, E0 is the energy of a
pure electron transition from the localized state near the
conduction-band bottom to the deep level of the ground
state of the center). According to the calculated param-
eters, the level of the ground state of the center under
discussion is spaced by Et = Eg – E0 ≈ 0.2 eV (at 100 K)
from the valence band top.

The above parameters were used for the calculation
of the field dependences of the emission rates with the
use of the best known models.

In Fig. 2 (curve 4) the field dependence of the tunnel
ionization rate of a deep center is given; this depen-
dence was calculated according to the theory of Pons,
Makram-Ebeid and Lannoo [6, 7]. For "ω in this
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model, the intermediate value between "ωu and "ωg—
"ω = 0.21 eV was chosen; the emission rate in a zero
field was calculated by the formulas given in [14], and
was found to be equal to en0 = 0.045 s–1. The fact that
the theory is in poor agreement with the experiment, to
our opinion, can be associated with the inaccuracy of
the formulas for weak and intermediate fields (for the
center in gallium arsenide under discussion, Fc = 2.2 ×
105 V/cm). The experimental data in [7], where F >
2 × 106 V/cm, seem to belong to the range of strong fields.

As distinct from the theory [6, 7], the results
obtained by Timashov [8, 9] more adequately describe
the field dependences of emission rates in weak and
intermediate fields. In [5], the rates of emission from
the deep levels were studied in Au–InP:Fe structures in
the fields F < 7 × 104 V/cm by capacitance spectros-
copy. A good agreement with the theory [8, 9] was
found. As to our experiment, a good agreement with the
theory was also obtained in the entire range of fields

(Fig. 2, curve 3; for (0) = 0.045 eV, "ω = 0.21 eV,
and σ2 = 2.8 × 10–3 at 77 K we obtained γ =
0.00195 cm1/2/V1/2 and ν = 4.56 × 10–11 cm2/V2 at 77 K).

The more general theoretical analysis of mul-
tiphonon generation in the electric field was reported in
[10–14]. By choosing the most popular model [1] for
the description of multiphonon transitions, the authors
of [10–14] examined the processes in the context of the
multiband model, which enabled them to obtain the
dependences for the ionization cross sections for elec-
tron and holes for the same center [13]. The theory
developed, with the allowance made for these pro-
cesses, simultaneously allows one to explain both an
increase in the probability of the thermal emission in
the electric field and an increase in probability of tun-
neling, with the electron–phonon interaction taken into
consideration. Curve 2 in Fig. 2 represents the result of
calculation by the formulas reported in [12]. It is seen
that this curve is the best fit to the experimental points.

CONCLUSION

It is noteworthy that various analytical expressions
for the field-dependent probability of the ionization for
deep centers, which show a good agreement with the
experiment in the range of high fields, fail to agree with
the experiment in weak and intermediate fields. The
analysis made here shows that our experimental data
can be well accounted for by the expression ep ∝
exp{αF2}, with the coefficient α coinciding with ν in
formulas given in [8, 9]. This confirms the applicability
of the one-coordinate approach to the description of the
field dependences of the rates of the carriers’ emission
from the deep level of VGaSAs complex. In this case, it is
preferable to use the scheme based on the experimental
value of the form-function and on the numerical calcu-
lation based on formula (2), since this calculation can
be made, on the one hand, without any assumptions

en p( )
t

about the nature of electron–phonon interaction in the
system, and, on the other hand, it does not require cum-
bersome computations (such as the determination of
parameters of the electron–phonon interaction in the
one-coordinate model).
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Abstract—Electron spin resonance (ESR) is investigated in the vicinity of metal–insulator transition in com-
pensated n-Ge:As. It is found that the 10-GHz signal is observed from both sides of the transition up to a tem-
perature of 100 K. ESR spectrum in metallic samples looks like a single line of the Dyson type, with the line
shape varying with temperature. The Dyson line in the insulating samples transforms into the Lorentz line
which splits into two lines at temperatures below 4.1 K. One line has an ordinary shape, the other has an anom-
alous step-like shape in the magnetic field, increasing with decreasing temperature. This effect has not been sat-
isfactorily explained so far. Two mechanisms are proposed for the spin relaxation observed, one of which is
related to donor–acceptor pairs and the other, to phonons. The Pauli and Curie paramagnetism is found in metal-
lic and insulator samples, respectively. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The magnetic properties of doped semiconductors
on the insulator side of the metal–insulator (MI) transi-
tion and in the vicinity of the transition itself, are less
studied in comparison with their electrical properties.
According to the existing ideas (see, for example, [1]),
with an increase in the doping level of an electron semi-
conductor, the paramagnetism of individual donors
should give way to antiferromagnetism of interacting
electrons, which, in turn, should be replaced by Pauli
paramagnetism at the transition of the semiconductor
into the metallic state.

The first assumption is confirmed by ESR measure-
ments in electron semiconductors Si [2], Ge [3], and
SiC [4]. According to these data, well before MI transi-
tion, an increase in donor concentration transforms the
ESR spectrum belonging to separate atoms and consist-
ing of 2S + 1 lines (S is the spin of the donor atom) into
the ESR spectrum of interacting atoms with a single
exchange-narrowed line. It is found that in some semi-
conductors, such as Si:P [5–8] and Si:As[5], on further
increase in donor concentration in the insulator state,
the concentration of spins involved in ESR absorption
saturates, and in SiC:N [9, 10] it even decreases. This is
explained by the antiferromagnetic interaction of local-
ized spins. Simultaneously, according to [9], instead of
exchange-narrowing, the broadening line is observed.
All this occurs against the background of an increase in
conductivity of the samples at low temperatures related
to a gradual loss of localization as the MI transition is
approached. The ESR investigations under the condi-
tions of passing through the point of transition into
metallic state in Si [11, 12] show that appreciable
weakening of temperature dependence of the signal
occurs in the critical region of the transition, as one
1063-7826/00/3401- $20.00 © 20045
would expect when Curie paramagnetism changes into
Pauli paramagnetism.

In comparison with the silicon well-studied by ESR,
germanium represents a much more challenging object.
This is primarily related to the fact that the interaction
of spins with lattice in germanium is much more
intense, and the ESR lines become, by an order of mag-
nitude, broader than in Si, which hampers the ESR
study. The ESR signal in Ge has not even been found
near the MI transition [13, 14]. For slightly compen-
sated Ge:As [15], the ESR signal in the MI transition
region was observed at the frequency of 63.2 MHz. The
signal decreases towards ultralow temperatures and
increases under uniaxial compression.

In [16], we found that ESR absorption is clearly
observable in the Ge:As samples with natural isotopic
composition at conventional conditions on both sides of
MI transition induced by the introduction of a compen-
sating impurity of Ga. This work is devoted to the
description and analysis of this effect, as well as to its
relation to other properties of electron germanium near
the MI transition.

2. EXPERIMENTAL AND RESULTS

The ESR measurements were made with the use of
an E-112 Varian ESR spectrometer at a frequency near
10 GHz with an ESR-9 cryostat manufactured by
Oxford Instruments. This allowed us to perform mea-
surements in the temperature range from 3 K up to
room temperature. The standard accuracy of tempera-
ture control in the ESR-9 cryostat was about 0.1 K.
However, in practice, the thermocouple junction and
the sample were located at different sites of the cry-
ostat, and a varying difference in temperatures might
000 MAIK “Nauka/Interperiodica”
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occur between the junction located closer to the helium
coolant-flow than to the sample. This required a special
analysis of the error in temperature measurements. The
calibration of the thermometer by the reference points
for the superconducting transitions of tin and indium
showed that below 4.2 K the correspondence in temper-
atures between the thermocouple junction and the sam-
ple was maintained to within 0.005 K, and the temper-
ature could be measured by the helium vapor pressure
in cryostat [17]. The measurements with an additional
thermocouple, which was placed instead of the sample,
showed that above 30 K the error is also negligible. The
largest error was found to occur within the range of
4−30 K, where it was minimized by the optimal choice
of helium flow through the cryostat [18].

The ESR studies were carried out on the series of
n-Ge:As samples with a controlled compensation by
the Ga acceptor impurity; the starting samples were
obtained from an ingot of “metallic” n-Ge:As with the
electron concentration (arsenic concentration) equal to
5.75 × 1017 cm–3. For a controlled decrease of electron
concentration, the samples were compensated by the
Ga acceptor impurity introduced by neutron-transmuta-
tion doping.1 The advantage of this method is that the
spatial distribution of transmutation-induced donors
and acceptors turned out to be uncorrelated (random).
The samples with electron concentration from n =
5.75 × 1017 to 7 × 1016 cm–3 were studied. Their param-
eters are shown in the table. The temperature depen-
dences of resistivity for five typical Ge:As samples are
shown in Fig. 1 (reproduced from [19]). It is seen that
four of them have a metallic type of temperature depen-
dence of resistivity, while the fifth one, the most highly
compensated, shows the insulator behavior. Sample
no. 6 has the heaviest compensation (n = 7 × 1016 cm–3)
in comparison with sample no. 5. At low temperatures
T < 10 K, the insulator samples show the hopping con-
ductivity with the variable hop length over the Cou-
lomb gap states [19, 20]. The gap vanishes as a result of

1 In the process of neutron doping of germanium, as a result of
transmutation of 70Ge and 74Ge isotopes, the acceptor (Ga) and
donor (As) impurities are introduced in the ratio of 3:1, as well as
a small amount of deep doubly charged donors arising from the
76Ga isotope. The details of preparation of Ge:As samples for the
investigation of MI transition are given in [19, 20].

Parameters of compensated Ge : As samples

Sample n, 
1017 cm–3

ND, 
1017 cm–3

NA, 
1017 cm–3 K = NA/ND

1 5.75 5.75 0 0

2 4.5 6.28 1.78 0.28

3 4.15 6.43 2.28 0.35

4 3.85 6.56 2.71 0.41

5 3.3 6.80 3.50 0.51

6 0.7 7.90 7.21 0.91
MI transition [19, 20]. At high temperatures T > 50 K
the charge transport proceeds by the free electrons at
the threshold of mobility [20].

The samples for ESR measurements had the shape
of parallelepipeds with the thickness of about 1 mm and
differed slightly in other dimensions. The ESR was
observed on both sides of MI transition in all samples.
The highest intensity of the spectrum was observed in
the initial sample no. 1. The ESR line for this sample at
T = 3.2 K is shown in Fig. 2. It is seen that the line has
an asymmetric shape (Dyson’s shape [21]): its left-side
wing is more “compressed” in comparison with the
right-side one and is characterized by the appreciably
larger derivative of the absorption signal (A > B in
Fig. 2). It should be remembered that the signal of the
derivative represents only the most intense part of the
ESR line (its positive part). This is the reason why the
field H0, which determines the position of the center of
the undistorted line, is located approximately at the
half-height of the positive part of the derivative [22]
rather than at the point where dP/dH = 0. For the same
reason, the linewidth in this case is determined by a
doubled width measured at the half-height of its posi-
tive part rather than by the distance between the
extreme points of the derivative. The Dyson’s shape is
known to be typical when the skin depth δ is much less
than the sample thickness [21]. In fact, the estimation
of the skin depth from the data shown in Fig. 1 yields
δ ≈ 0.07 mm, which is much less than the thickness of
the sample.

In the samples on the metallic side of MI transition
(“metallic” samples), no appreciable shift in ESR line
position with temperature is observed. However, on the
insulator side of MI transition (“insulator” samples) at
the temperatures below 4.1 K we observed the splitting
of the ESR line into the ordinary line and the anoma-
lous one (Fig. 3).2 The latter is characterized only by
the positive derivative dP/dH > 0; i. e., the P(H) has a
step-like shape and rapidly shifts towards the stronger
fields. It is also worth noting that the ESR signal is
observed against the background of the slow change in
the derivative of microwave absorption due to magne-
toresistance effect.

The temperature change of the line half-width for all
samples studied is shown in Fig. 4. It strongly depends
on the concentration of compensating impurities. For
example, in uncompensated sample no. 1, the linewidth
rather slowly increases with increasing temperature,
while in metallic samples, even in the presence of slight
compensation, the linewidth first decreases, and only
above 30–50 K does it begin to increase and approaches
at high temperatures the dependence typical of the
uncompensated sample. At low temperatures, as seen in
Fig. 4, the line steadily broadens with compensation.
For the most highly compensated sample, nos. 5 and 6,

2 The temperature T < 4.1 K for these samples corresponds to the
mechanism of hopping with variable hop length over the Cou-
lomb gap states [19, 20].
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the linewidth increases by a factor of approximately 20.
This is the first experiment in which the variation of the
ESR signal in Ge could be traced up to 100 K.

The temperature dependence of the maximum of the
positive part of the derivative A is shown in Fig. 5. This
dependence also turns out to be substantially different
for compensated and uncompensated samples. In the
former case, the amplitude decreases with increasing
temperature in the entire range of its variation, but in
the latter case this occurs only at high temperatures,
whereas at low temperatures the amplitude of deriva-
tive increases. In the low-temperature region, the intro-
duction of comparatively small amounts of compensat-
ing impurity strongly reduces the value of derivative
dP/dH.

3. ANALYSIS AND DISCUSSION
OF EXPERIMENTAL RESULTS

Let us dwell consecutively on the above features of
the ESR line parameters and on their relation to the
physical processes in the vicinity of MI transition.

3.1 ESR Linewidth Analysis

Let us begin with the analysis of concentration and
temperature dependences of the linewidth δH. The lin-
ewidth is directly related to the spin relaxation time T2
by the following formula:

(1)

Here, µB is the Bohr magneton, g is the electron g-fac-
tor, and h is the Planck constant.

 The mechanism of interaction between the spin sys-
tem and lattice can be inferred from the temperature
dependence of EPR linewidth (or T2). For example, in
lightly doped Si [23, 24] the spin–lattice relaxation
time is very large, but it rapidly decreases with increas-
ing temperature, which corresponds to the direct spin–
phonon interaction. The spin–lattice relaxation time
also decreases with the emergence of free electrons as
a result of illumination or heavy doping corresponding
to the insulator–metal transition, which is indicative of
efficiency of the energy transfer from the spin system to
the lattice via free electrons. This process is intensified
when the interaction of free or weakly bound electrons
with charged centers (as a result of the introduction of
compensating impurities) becomes more important.

In all samples studied, as follows from Fig 4, the
relaxation time decreases with temperature much
slower than is known from the literature for lightly
doped Ge [3]. In compensated samples in the low-tem-
perature region, the relaxation time increases with
increasing temperature: the higher the compensation,
the larger is this increase. It is reasonable to associate
this region with the relaxation of spins at charged impu-
rities. Such mechanisms have not yet been studied,
though in [22–24] it was emphasized that they should

T2 h/ gµBδH( ).=
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be dominant at high concentrations of charge carriers in
semiconductors.

Let us turn to the quantitative analysis of depen-
dences in Fig. 4. It turns out that the corresponding
curves for T2 can be satisfactorily rectified on the log–
log scale, i. e. they have the exponential character both
at low and high temperatures (see Fig. 6).3 The low-
temperature region is most pronounced for highly com-
pensated sample no. 5, while the high-temperature
region is more pronounced in original uncompensated
sample no. 1. It is interesting that compensation affects
the slope of the curves differently at low and high tem-

3 For sample nos. 2 and 6 the dependences are actually the same as
for sample nos. 3 and 5, respectively.
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Fig. 1. Temperature dependence of resistivity of n-Ge:As in
the region of MI transition. The numbers correspond to the
samples in the table.
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Fig. 2. ESR derivatives (dP/dH) for noncompensated metal
sample no. 1 at T = 3.2 K. The A and B arrows show the
Dyson line shape parameters.
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Fig. 3. ESR spectra for compensated insulator sample no. 5 as a function of inverse temperature; the vertical scale for the line at
20 K is reduced by a factor of 2.5.
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Fig. 4. Temperature dependence of the half-width of the
ESR derivative (δH) for the Ge:As samples. The number
corresponds to the samples in the table.

Fig. 5. Temperature dependence of the amplitude of the pos-
itive part of the ESR line derivative for the samples Ge:As;
the designations of the experimental data are the same as in
Fig. 4.
peratures, increasing it in the former case, and decreas-
ing it in the latter case. For both regions, we have

(2)

where α = 0.48–0.79 for the low-temperature region,
and α = –(0.45–0.7) for the high-temperature one.

An increase in relaxation time with temperature
indicates that the relaxation occurs at charged centers
of attraction, i. e. at donors, the electrons of which are
trapped by the acceptors, or at more complex aggrega-
tions containing also the neighboring negatively
charged acceptor. As is known [25], in the processes
that are determined by the interaction of a particle with
a center of attraction, the observed temperature depen-
dence of interaction allows one to determine the spatial
distribution of the potential. Let us use this idea in fur-
ther estimations.

T2 T
α
,∼
The potential energy of the center at which the
relaxation occurs can be written as

(3)

where ε is the dielectric constant, e is the elementary
charge, and the exponent n depends on the type of
attractive potential. The value on n can be determined
by assuming that the cross section of the interaction
σ = πr2 is determined by the distance from the center r
at which the potential energy EP is equal to the kinetic
energy EK = kT. Thus, we obtain

(4)

If the spin–lattice relaxation time is determined by the
scattering of free electrons by the charged donors with
the concentration N+, then, taking into account (4) and

EP e
2
/εr

n
,=

σ T
2/n–

.∼
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the fact that the thermal velocity of electron ν ~ T1/2, we
obtain

(5)

Equating the exponent at T to the experimental value,
we arrive at the relation

(6)

It follows from (6) that, for α = 0.48–0.79, we have n =
2–1.55. Such values of the exponent are closer to the
dipole potential rather than to the potential of an attrac-
tive Coulomb center. It is easy to identify the origin of
these dipoles. Indeed, when the compensating accep-
tors are introduced into the material with n-type of con-
ductivity, these acceptors trap electrons from donors.
Thus, all acceptors with the concentration NA become
negatively charged, and the equal number of donors

 become positively charged. Moreover, it is the
donors located close to acceptors that become charged.
Therefore, we may assume that donor–acceptor pairs
[26] are formed. Apparently, it is at such pairs with
dipole potential that effective relaxation of excited
spins occurs.

In this case, the experimentally observed increase in
the exponent α in (2) with the increase in the compen-
sation level could be explained by assuming that, for
the spin relaxation, the electrons should move towards
the attraction center to the distance equal, by the order
of magnitude, to the distance l between donor and
acceptor forming a dipole, in which case the potential
could not be considered to be purely a dipole one. The
further analysis of the spin relaxation cross section
shows that the pairs with closely located charges (i. e.
with small l in comparison with the average distance

T2 σνN+( ) 1–
T

2/n 1/2–
.∼=

2/n 1/2– α .=
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+
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Fig. 6. Temperature dependence of spin—lattice relaxation
time T2 for samples nos. 1, 3, 4 and 5; the designations of
the experimental data are the same as in Fig. 4.
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between charges) turn out to be primarily responsible
for the relaxation process.

The cross section of spin relaxation at the charged
centers was obtained for helium temperatures from for-
mula (5) as

(7)

This value is equal by the order of magnitude to atomic
dimensions, if we assume that the relaxation occurs at

all donor–acceptor pairs  = NA that are formed as a
result of compensation. At the same time, the average
value of l in our case is equal to l . 10–6 cm. In order to
make the electron “feel” the potential as a dipole poten-
tial, the electron must be located at a distance larger
than l; i. e., the relaxation cross-section should be no
less than 10–12 cm2.

To attain a better fit for the value of σ to the value
obtained from the simple considerations, we should
assume that the spin relaxation does not involve all
donor-acceptor pairs but only the nearest ones with l !
10–6 cm. If we assume that this distance is on the order
of 10–7 cm, the number of these pairs should be much
less than the total concentration of acceptors. Assuming
the Poisson distribution, the concentration of such pairs
is estimated to be by three orders of magnitude less than
the total concentration of donor–acceptor pairs (1014

and 1017 cm–3, respectively). For the concentrations of
nearest-neighbor donor–acceptor pairs of such an order
as this, the substitution of T2 and thermal rate into (8)
yields σ . 10–12 cm2. Thus, the assumption that the spin
relaxation occurs at nearest-neighbor pairs allows us to
obtain an appropriate value of the cross section.

With the increase of compensation, the concentra-
tion of such pairs should increase proportionally to the

σ T2νN+( ) 1–
 . 10
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Fig. 7. Temperature dependence of the ratio A/B for samples
nos. 1, 3, 4 and 5; the designations of the experimental data
are the same as in Fig. 4.
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squared concentration of charged centers, because the
concentration of pairs is proportional to the product of
the acceptor concentration and the concentration of
charged donors. Accordingly, the spin–lattice relax-
ation time should decrease proportionally to the
squared concentration of such centers. Assuming this,
let us consider the concentration dependences of the
spin–lattice relaxation time. As seen in Fig. 6, the slope
of the curves at low temperatures is slightly increased
with an increase in the level of compensation. Conse-
quently, the dependence of T2 on N+ at various temper-
atures should have a different slope decreasing with
increasing temperature. In view of this, we represented
the dependence of T2 on N+ as

(8)

and determined the value of β at three temperatures:
β = 1.61 ± 0.72 for T = 4 K, β = 1.2 ± 0.6 for T = 10 K,
and β = 0.9 ± 0.5 for T = 20 K. The dependences were
derived for the metal samples nos. 2–4, and for the
insulating sample no. 5 with properties close to the MI
transition. Because of the small number of samples, the
value β was determined with low accuracy. However,
one can clearly see that the value β increases with
decreasing temperature and approaches 2. This sup-
ports the above assumption that the spin–lattice relax-
ation in compensated Ge:As at low temperatures occurs
at closely spaced donor–acceptor pairs, the concentra-
tion of which is significantly lower than the total con-
centration of acceptors. The similar mechanism of
relaxation was proposed in [24] for the conduction
electrons in Si. However, it was assumed in [24] that the
relaxation occurred at pairs of closely spaced neutral
donor atoms or at the same pairs, but with a single
charged center. Our experiments show that the spin loss
in the field of the nearest-neighbor donor–acceptor
pairs is most likely responsible for the relaxation in
compensated semiconductors. However, for spin trans-
fer, there should exist a bound electron, to which the
excitation is transferred. The electron localized at the
neighboring donor (neutral center), or the electron
localized at the acceptor of the donor–acceptor pair
may serve as such an additional electron.

Below 4 K in compensated samples the tendency to
a more rapid decrease of spin-lattice relaxation time,
with a decrease in temperature, is observed. The transi-
tion to another mechanism of relaxation mechanism
seems to be taking place. A possible relaxation mecha-
nism in this case may be the scattering by the electrons
localized at donors. The degree of localization in this
case increases with a decrease in temperature. How-
ever, the ESR studies at lower temperatures are neces-
sary to make more definite conclusions.

At higher temperatures, the above mechanism
becomes ineffective because the carriers cannot any
longer “feel” the attractive Coulomb potential. At these
temperatures, the spin–lattice relaxation is determined
by another mechanism which provides the reduction of

T2 N+
β–∼
relaxation time with an increasing temperature. The
dominant mechanism in this temperature region seems
to be the direct interaction with phonons, although the
theory of this process developed for lightly doped sili-
con [23, 24] yields a stronger dependence on tempera-
ture. Additional experimental studies and the develop-
ment of the theory are necessary in order to determine
conclusively the mechanism of spin-lattice relaxation
of free spins.

3.2 Analysis of Line Shape

The ESR line-shape distortion in metals has been
explained by Dyson by assuming that the electron dif-
fusing through the skin-depth layer periodically finds
itself in the external electromagnetic field of various
amplitudes and the field acting on this electron
becomes modulated by the frequency on the order of
inverse time of electron diffusion through the skin-

depth layer  [21]. Then the line asymmetry depends
on how fast the electron transfers the spin excitation to
the lattice in comparison with the diffusion time
through the skin-depth layer; i.e., it depends on the
ratio of T2 and tD: for tD ! T2, the electron “feels” the
modulation of the electromagnetic field amplitude in
full measure, whereas for tD @ T2, this effect is much
smaller. For the semiconductors with degenerate elec-
tron gas that have a conductivity much lower than that
of metals, and, consequently, the skin depth is larger,
one can expect the fulfillment of the latter inequality.
Feher and Kip [22] used Dyson’s results [21] to deter-
mine the relationship between the ratio of the wing
amplitudes A and B (parameters A and B were defined
in Fig. 2) of the ESR line, or of its derivative, and the
ratio of times (tD/T2)1/2 and illustrated this relationship
graphically. From these graphs it follows that, for
tD/T2  ∞, the ratio A/B = 2.7.

The temperature dependences of the A/B ratio for
the same four samples as in Fig. 6 are shown in Fig. 7.
It can be seen that for an uncompensated sample this
ratio is temperature-independent and for all relevant
temperatures is close to 2.7. This means that the inequality
tD @ T2 holds for all relevant temperatures. The validity
of this inequality is confirmed by numerical estima-
tions. In fact, using the above obtained value of the skin
depth, estimating the value of diffusion coefficient D
from Fig. 1, and using the formulas µ = σ/en and D =
µkT/e (µ is the mobility and n is the electron concentra-
tion), we obtain tD = δ2/D . 2 × 10–4 s. At the same time,
as follows from the preceding section, T2 . 10–8 s ! tD.

The results for compensated samples are found to be
quite different. As can be seen in Fig. 7, for the temper-
ature of 3.2 K and for the most compensated metallic
sample no. 4, the ratio A/B ≈ 5.6 which corresponds
[22] to tD . 0.25T2. At the same time, as a result of
compensation due to diffusion through the skin-depth
layer, the inequality tD @ T2 can only strengthen

tD
1–
SEMICONDUCTORS      Vol. 34      No. 1      2000



ELECTRON SPIN RESONANCE 51
because of a decrease in mobility. Consequently, some
other mechanisms responsible for the distortion of the
ESR line in this case.

Dyson considered the distortion of the line for met-
als with large Fermi energy. In this case the structure of
the conduction-band bottom does not affect the charge-
carrier motion. In semiconductors, even with metallic
conductivity but with a weak degeneracy, the carriers
must be very sensitive to the potential profile of the
conduction band bottom, which is determined by the
distribution of charged impurities and by the mecha-
nism of screening of the arising electrostatic field. As a
result, similar to the case considered by Dyson, not
only the external electromagnetic field at the frequency
ω is acting on the moving carrier, but also the electric
field with the frequency reciprocal to the time it takes
for the charge carrier to travel the distance by the order
of magnitude equal to the period of variation in the
potential. In connection with this, it can occur that the
characteristic time, which determines the line shape,
might be the time of charge carrier diffusion over the
distance on the order of magnitude equal to the charac-
teristic spatial scale of the variations in potential λ
rather than the time of diffusion of carrier over the skin
depth layer. The calculations by the above formulas
yield for sample no. 4 the values D = 0.042 cm2/s and
T2 = 5 × 10–9 s. Using these values, we estimate the
value of λ as

(9)

This value is considerably larger than the mean dis-

tance between the charged donors l+ =  . 1.8 ×
10−6 cm (sample no. 4). Thus, we can relate the
obtained above value λ to the scale of the fluctuation
potential of statistical origin.

According to the above conclusions we may con-
sider that at relatively high temperatures the time of dif-
fusion which determines the ratio of derivative wings,
corresponds, as in Dyson’s case, to the time of diffusion
through the skin-depth layer. Thus, the ratio may be
taken as A/B = 2.7. As the temperature decreases, two
independent low-temperature processes of interaction
of electrons with the charged impurity centers become
effective. On the one hand, the electron spins begin to
relax at closely located donor–acceptor pairs; on the
other hand, they begin to experience the action of the
fluctuations of the conduction band bottom. An
increase in the ratio A/B indicates that these processes
have different temperature dependence. The time tD
decreases with decreasing temperature because the
spins begin to interact with progressively smaller fluc-
tuations. This process goes more rapidly than the
decrease in T2, which leads to an increase in line distor-
tion (i.e. to the increase of the ratio A/B).

The line shape of insulator samples behaves quite
differently. At low temperatures they have high resis-
tance, and the microwave field remains uniform

λ 0.25DT2( )1/2
7 10

6–
 cm.×= =

ND+
1/3–
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through the entire volume of the sample. In connection
with this, the line shape transforms from the Dyson’s
type into a Lorentz one, and the ratio A/B becomes
equal to unity. However, as the temperature increases,
the resistance of these samples decreases, and the skin
effect comes into being. This effect occurs at a temper-
ature such that the fluctuation potential of charged cen-
ters does not affect the electrons. Because of this, the
ratio A/B increases with an increase in temperature
from 1 to 2.7, which is clearly seen in Fig. 7. It also fol-
lows from Fig. 7 that the modulation of electron motion
by the potential profile of the conduction band bottom
does not manifest itself in insulator samples in the way
it does in metal samples (by an increase in the line dis-
tortion). It is known that in the fine particles of normal
metals where the skin depth is larger than the particle
dimensions, the symmetrization of the line takes place
[22]. However, there are no grounds to believe that such
interaction ceases to exist in the interaction of electrons
with potential profile of the conduction band bottom in
transition to the insulator state. The possible evidence
for such an interaction will be considered below in the
analysis of the ESR spectrum in an insulating state.

3.3 Analysis of the Concentration
of Resonant Centers

The dependence of the maximum value of the posi-
tive part of the derivative with respect to temperature
for six samples, in which the ESR signal was observed,
shown in Fig. 5. The maximum of the derivative itself
does not give any interesting physical information
about the concentration of paramagnetic centers,
which, on the insulator side of the MI transition, can be
less than the electron concentration because of antifer-
romagnetic coupling. Such information can be obtained
from the area under the absorption-line curve; this area
is proportional to the concentration of paramagnetic
centers, provided the microwave field penetrates the
entire sample. This is valid for dielectrics and lightly
doped semiconductors; however, in the case of metals
and heavily doped semiconductors, only a small frac-
tion of paramagnetic centers is involved in absorption,
because in the highly conducting media, due to the skin
effect, the microwave field penetrates only into the
near-surface layer and affects the centers within this
layer. This is the reason why the ESR signal in highly
conducting materials is usually small.

As was mentioned in the Introduction, the transition
from the Curie paramagnetism, which is characteristic
of nondegenerate systems, to the Pauli paramagnetism
in degenerate systems takes place in the vicinity of MI
transition. In the region of Pauli paramagnetism, the
temperature dependence of paramagnetic susceptibility
remains pronounced but differs from that of the Curie
paramagnetism. To clarify the origin of paramagnetism
in compensated Ge:As samples, we should study the
temperature variations of resonant-center concentra-
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tions. In order to do this, we should solve some prob-
lems of experimental data processing.

First, in order to obtain the quantity proportional to
the concentration of the resonant centers nR from the
measured first derivative of the ESR line, we should
calculate the second integral of the derivative of the
ESR absorption line; this integral is proportional to the
value of paramagnetic susceptibility:

(10)

Since the line shape remained unchanged at relevant
temperatures and was the same for all samples, for sim-
plicity in construction of the temperature dependences,
we replaced the double integral (10) by a simple esti-
mate

(11)

where (dP/dH)max is the maximum value of the positive
part of the derivative of the absorption line and (∆H1/2)
is the width of this part of the derivative at half height.

Furthermore, taking into account that the ESR sig-
nal amplitude for the constant concentration of para-
magnetic centers is proportional to 1/T, we should have
in mind that nR ~ IT in determining the temperature
variation of nR. The obtained dependences of lognR =
f(logT) for five samples are shown in Fig. 8. The Curie
paramagnetism in such coordinates corresponds to the
horizontal lines, and the Pauli paramagnetism corre-
sponds to the straight lines with a slope equal to unity.
It is seen in Fig. 8 that the relation

(12)

with γ . 2/3, holds for the samples with degenerate
electron gas, in which case the conductivity varies only
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Fig. 8. Temperature dependence of the concentration of the
resonant centers nR for sample nos. 1–5; the designations of
the experimental data are the same as in Fig. 4.
slightly with temperature and the skin depth may be
regarded as temperature-independent.

This increase in concentration of resonant spins
with increasing temperature seems to be indicative of
Pauli paramagnetism in the samples with degenerate
electron gas existing up to the temperatures of 40–50 K.
Above these temperatures the degeneracy is removed,
and the concentration nR begins to decrease owing to a
rapid increase in spin relaxation rate. It should be noted
that, in the case of Pauli paramagnetism, the concentra-
tion of the resonant centers in metals is temperature-
independent; consequently, in the limit of a strong
degeneracy, the exponent γ must be close to unity. In
the case of slight degeneracy, an increase in the density
of states at the Fermi level with increasing temperature
seems to play an essential role and is responsible for the
weakening of temperature dependence in (12).

Unfortunately, we failed to obtain the dependences
of nR on the concentration of uncompensated donors in
these samples since, at the present stage of research, we
could not correctly take into account the simultaneous
change in the skin depth and in the Q-factor of the res-
onator in the course of detection of the ESR signal in
the samples with different levels of compensation.
More precise measurements are needed to resolve this
problem.

The samples with nondegenerate electron gas show
dependence typical of Curie paramagnetism in a wide
temperature range. However, it should be taken into
account that the measured conductivity of insulator
samples increases with temperature by at least an order
of magnitude. This reduces both the skin depth and the
Q-factor of the resonator. For this reason, the depen-
dences for sample no. 5 in Fig. 8 can be considered only
as a rough approximation illustrating the change in
dependence in comparison with the samples with
degenerate electron gas. For the confirmation of the
occurrence of antiferromagnetism in Ge on the insula-
tor side of the MI transition from the temperature vari-
ations of ESR parameters, further consideration of the
above factors is needed.

3.4 Analysis of Position and the Type
of ESR Spectrum

The metallic samples show very weak dependence
of the position of the center of ESR line on temperature.
Within the accuracy of our measurements of the g-fac-
tor, it remained independent of temperature and com-
pensation and equal to the value of the g-factor of the
electron bound with the donor center. Within this accu-
racy, the position of the line does not change both with
the change in temperature and with compensation.
Such behavior of the line correlates with the known
results [2] for Si and Ge where it is shown that the
g-factor for electrons bound with a shallow donor dif-
fers very slightly from that for the electrons in a con-
duction band.
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However, in the two most heavily compensated
samples which were already on the insulator side of the
MI transition, at temperatures below 4 K we found
quite a new effect: the splitting of a single line into two
lines one of which is anomalously shaped and rapidly
shifts to stronger fields with further decrease of temper-
ature. These spectra for sample no. 5 are shown in
Fig. 3. The temperature dependence of the distance
between the main and the anomalous split-off line is
clear from Fig. 3. This distance is proportional to the
inverse temperature. The similar dependence is
observed in the insulator sample no. 6. The only dis-
tinction between them is that the amplitude of the split-
off line for sample no. 6 is substantially less than for
sample no. 5. The position of the split-off line does not
depend either on the compensation at the insulator part
of the MI transition or on crystallographic direction. It
is also of importance to emphasize the unusual shape of
the split-off line. It has no wing with a negative deriva-
tive; i.e., an increase in microwave absorption with
increasing field is described by a step function. Such
behavior of the ESR spectrum and line shape have not
yet been observed in any paramagnetic systems. This
effect cannot be explained even qualitatively in the con-
text of existing ESR models. The observed shape of
split-off line may be attributed to the abrupt change of
resistance. A similar effect is known to exist at the col-
lapse of superconductivity [7]. Although the direction
of the step shift corresponds to a similar shift in super-
conductors, we could not find any adequate model for
the description of the steplike increase in resistance in
the samples studied. In connection with this, we restrict
our explanations of the effect henceforth to the context
of ESR models.

Hypothetically, the possible reasons for the splitting
and the shift of one of the lines to stronger fields can be
considered by using the basic condition for ESR:

(13)

where ν is the frequency of the external alternating
magnetic field. From (13) it follows that the shift of one
of the lines can be related either to the temperature-
variable internal magnetic field or to the temperature-
dependent change in the alternating field acting on the
resonant spin. Let us discuss the difficulties arising
when each of the above reasons is used to explain the
observed effect of line splitting.

1. It is conceivable that some macroscopic regions
with internal magnetic field B determining the true
value of the resonance magnetic field emerge in the
sample with an increase in the level of compensation at
low temperatures. In this case, the following relation
must exist between the external and internal fields H
and B:

(14)

where µ is permeability. For the line to be shifted to
stronger fields, it is necessary that the internal field
responsible for the resonance be less than the external

hν gµBH ,=

B µH ,=
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field; i. e., the permeability should be appreciably less
than unity. For T = 3.2 K, H = 5500 Oe and B =
4300 Oe. This means that the macroscopic regions with
internal fields should be diamagnetic. First, their per-
meability must be of a magnitude much smaller than
that observed in nature for nonsuperconducting materi-
als, µ = B /H = 0.78, and second, the permeability must
decrease with lowering temperature.

2. The macroscopic diamagnetic regions are absent,
but each spin experiences the action of the magnetic
field generated by the neighboring spin and directed
opposite to the external field. However, in this situation
we should also observe the line from the spins sub-
jected to the action of the field generated by the neigh-
boring spin and directed along the external field. This
line must be located at lower fields in comparison with
the nonsplit line. As seen in Fig. 2 this line is absent. In
addition, it is not clear how the field from the neighbor-
ing atom could increase with lowering temperature.

3. In order to make the mechanism described in
item 2 closer to the experiment, one may suppose that
simultaneously with an increase in the field from the
neighboring spin, a decrease in the g-factor with lower-
ing temperatures occurs. This does not eliminate the
contradictions related to the appearance of the internal
magnetic field; however, if this field exists and
increases with decreasing temperature, then the conser-
vation of the spectrum symmetry requires a decrease in
the g-factor simultaneously with an increase in the
internal field, so that the low-field line is not shifted and
the high-field line is shifted to stronger fields. Since the
g-factor is determined by the effective mass of carriers
[27], the abrupt change in mobility should occur simul-
taneously with the shift of the g-factor. However, as
seen in Fig. 1, no appreciable change in mobility for
sample no. 5 is observed in this range of temperatures.

4. We can try to relate the line splitting at low tem-
peratures to the interaction of the spin with the electric
field of impurities. As shown above, the free spins in the
samples with degenerate electron gas respond to the
impurity electric field, which results in the change of
the shape of Dyson’s line with lowering temperatures
and with an increase in the level of compensation. The
reason is that the moving electron experiences the
action of an additional alternative field of the frequency

(15)

where v d is the electron diffusion speed and rs is the
transverse dimension of the fluctuation.

At the transition into insulator state, a forbidden
band (of Coulomb or Hubbard type) comes in to exist-
ence in the sample. The electrons with energy higher
than this forbidden band remain free. The rest of the
electrons become bound. The free electron diffuse
through the crystal experiencing the action of the impu-
rity electric field of the frequency ν1. As follows from
the item 3.2 above, the moving electrons responds to
smaller and smaller fluctuations as their energy or the

ν1 v d/rs,=
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temperature decreases. Therefore, the frequency ν1
must increase with decreasing temperature. In this case,
the frequency of the field acting on free electrons is the
sum of the frequencies ν of the external field and ν1(T).
The bound electrons do not move through the crystal
and do not experience the action of the impurity electric
field. Therefore, free electrons resonate in a stronger
field in comparison with the bound electrons. The reso-
nance is determined by the relation

(16)

where ∆H(T) is the difference between the resonance
magnetic fields for shifted and nonshifted lines, which
depends on temperature. Again, the difficulties emerge
in explanation. First, the external alternating field is
magnetic, whereas the impurity field is electric. The
examples are known in the literature of the electric-
field effects on the ESR line (see, for example,
[28−30]). It is shown that at certain conditions the con-
stant electric fields can split the ESR line, and the alter-
nating electric fields excite the resonance transitions.
The theory of such effects is given in [28, 29], and the
most illustrative experiment is described in [30]. In our
case, the spin is subjected simultaneously to the mag-
netic component of the external field and the electric
component of the impurity field. What kind of effect
results from this is not yet clear. Second, no adequate
explanation can be found for the change in the effect of
the electric field when we turn from the samples with
degenerate electron gas to the samples with nondegen-
erate gas. It is not clear why in the former case the
action of the impurity field changes the line shape,
while in the latter case the line splitting occurs. Finally,
it is not clear why the magnitude of the anomalous line
does not decrease as the temperature lowers, although
the ratio of free electron concentration to the concentra-
tion of localized electrons decreases. Thus, this new
effect cannot be satisfactory explained at present.

Finally, let us discuss the unusual line shape of the
anomalous line. As distinct from the fairly symmetric
nonshifted line, the shifted line has only a positive part
of the derivative. If the assumption about the origin of
this line (as a result of the interaction of the moving
electron with the potential profile of the conduction-
band bottom) is correct, then such a shape of the deriv-
ative can be explained by the spread in energy of mov-
ing electrons. In fact, the moving electrons have the
energy with the lowest value limited by the upper edge
of the gap (of Coulomb or Hubbard type), and with
unlimited value from the upper side; i. e., the electrons
are distributed over the energies within the interval of
kT. Let us compare these energies. As seen in Fig. 3, the
distance between the normal and anomalous lines at
T = 3.2 K is ∆E = 1215 G = 10–5 eV . 0.05kT. The
experimental half-width, which we attribute to free
electrons, is ∆EH = 150 Oe . 0.005kT. Thus, all
observed splittings are much smaller than kT, and the
line amplitude determined by the free electrons has to
decrease very slowly in the scale of the ESR spectrum.

h ν ν1 T( )+[ ] gµB H ∆H T( )+[ ] ,=
Consequently, the derivative of this part must be very
small in magnitude and should not reveal itself in
experimental signals similar to the case of Dyson-like
line shape where the low-field part of the absorption
line does not reveal itself in the derivative [21, 22].

4. CONCLUSION

1. The ESR signal at the frequency of 10 GHz is
observed in Ge:As in the temperature range up to 100 K
on both sides of the metal—insulator transition induced
by compensation

2. In the samples with the metal conductivity, the
ESR spectrum in the entire temperature range (3–100 K)
consists of a single Dyson-type line with parameters
varying with temperature. In the samples on the insula-
tor part of the transition, the Dyson-type shape of the
single line with a decrease in temperature transforms
into a Lorentz shape, then the line splits into two lines:
a normal and anomalous one.

3. Two mechanisms of spin-lattice relaxation in
Ge:As can be distinguished depending on the compen-
sation degree and the temperature: the relaxation at the
donor–acceptor pairs (the case of compensated samples
and low temperatures) and at phonons (high tempera-
tures).

4. The change of parameters for the Dyson-type line
shape with temperature in the compensated samples on
the metal side of the transition can be accounted for by
considering that free electrons at motion at low temper-
atures interact with fluctuations in the potential profile
of the conduction-band bottom governed by the
charged impurities (donors and acceptors).

5. The Pauli paramagnetism manifests itself in the
samples of Ge on the metal side of the transition at tem-
peratures below 50 K.

6. The Curie paramagnetism manifests itself in the
samples of Ge on the insulator side of the transition in
the range of temperatures from 4.1 to 50 K.

7. On the insulator part of the metal-insulator transi-
tion at the temperatures 3.2 & T & 4.1 corresponding to
the hopping conductivity with variable hop length over
the Coulomb gap states, a new effect has been
observed: the splitting of the ESR line into a normal
line (of conventional shape in a fixed magnetic field)
and anomalous line (with a step-like shape in the field
increasing proportional to inverse temperature). No sat-
isfactory explanation for this effect has been found at
present.
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Abstract—A method for rapid monitoring of the parameters of thin-layer semiconductor structures by ellip-
sometry is proposed. The results of ellipsometric analysis of the material thickness and composition distri-
bution in AlxGa1 – xAs films grown by low- temperature liquid-phase epitaxy (LPE) are presented. The ellip-
sometric data are compared to those obtained by the Raman scattering spectroscopy. © 2000 MAIK
“Nauka/Interperiodica”.
Using heterostructures composed of ultrathin
(50−500 Å) layers, it is possible to improve the main
characteristics of various semiconductor devices
including lasers, photodetectors, transistors, etc. An
important task encountered in the process of creation
and perfection of technologies for the growth of such
heterostructures consists in the corresponding develop-
ment of methods for monitoring properties of the grow-
ing crystalline layers. An effective technique for the
analysis of various thin-layer structures can be based on
ellipsometry [1], a highly sensitive optical method
ensuring nondestructive testing of samples.

Below we describe a rapid ellipsometric procedure
for studying the features of growth in quantum-sized
AlGaAs films, which provides illustrative diagrams of
distribution of the film parameters (thickness and com-
position of the AlGaAs solid solution) over the sample
area.

EXPERIMENTAL

Ellipsometric measurements were performed using
light with a wavelength of λ = 632.8 nm incident at an
angle of ϕ = 70°. The measurements were carried out
with a Rudolf Research Auto EL-III automated ellip-
someter and an automated Stokes ellipsometer
designed and constructed at the Institute of Precise
Mechanics and Optics on the basis of a serial manual
ellipsometer of the LEF-3M-1 type. The incidence
angle (ϕ = 70°) was selected slightly below the Brew-
ster’s angle (ϕ < ϕB) for AlxGa1 – xAs in order to provide
for a high sensitivity of measurements [2].

The film samples were grown by low-temperature
LPE technique (at Tg = 580–620°C) on (100)-oriented
GaAs substrates (n ~ 1018 cm–3) with dimensions
20 × 32 mm2. The sample structures comprised n-GaAs
1063-7826/00/3401- $20.00 © 20056
underlayers and AlxGa1 – xAs films of various composi-
tions (x > 0.7) and thicknesses (dx = 250–750 Å). The
n-GaAs film with a thickness of d . 5–7 µm was grown
on the GaAs(Sn) substrate and served as a buffer layer
for the subsequent deposition of an AlxGa1 – xAs solid
solution. The growth time τ of the AlGaAs layers was
varied within 0.5–60 s. The sample structures were
grown using a cassette sample holder of the piston type.
Since the n-GaAs layer thickness was markedly greater
than the penetration depth of UV and visible light, this
layer can be considered as a semiinfinite substrate for
the probing radiation with λ = 632.8 nm.

With the LPE technology employed, there appears a
transition layer featuring composition gradient

8006004002000
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Fig. 1. Profiles of AlAs concentration distribution in depth
of an AlxGa1 – xAs heterostructure plotted by the Raman
spectroscopy data: (1) sample 5 (solid solution crystalliza-
tion time τ = 60 s); (2) sample 2 (τ = 2 s); (3) sample 6 (τ =
4 s). Here, τ is the crystallization time for solid solution.
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between the GaAs and AlxGa1 – xAs layers. This is con-
firmed by profiles of the AlAs concentration distribu-
tion in depth of the heterostructures presented in Fig. 1.
The method of depth–concentration profile determina-
tion consisted in conducting the Raman spectroscopic
measurements in the course of layer-by-layer etching
of a sample [3]. The high-precision thinning of the sam-
ple structures was performed by the method of anodic
oxidation, whereby the uppermost surface layer of the
heterostructure is converted into oxide. The oxide layer
has a thickness proportional to the applied anodic volt-
age and can be removed by chemical etching. After
every sequential removal of an AlGaAs layer
(50−100 Å at each step), the Raman spectrum was reg-
istered and analyzed to determine the solid solution
composition. The Raman spectra were measured with a
DFS-52 automated spectrometer using an Ar laser exci-
tation source (2.41 eV).

ELLIPSOMETRIC MODEL

The AlGaAs structures with sufficiently high Al
content, occurring in contact with real atmosphere, are
subject to rapid uncontrolled oxidation of the surface
layer. Therefore, in modeling these systems it is neces-
sary to take into account the natural oxide formation.
The natural oxide film on a AlGaAs surface comprises
a mixture of Al2O3, As2O3, and Ga2O3. The optical
properties of this system are insufficiently studied. For
this reason, it is a usual practice to restrict the consider-
ation to Al2O3 and describe the transition from AlGaAs
to environment by a four-phase model of the type
“AlGaAs–mixed layer (AlGaAs + Al2O3)–Al2O3–
ambient medium” [4]. Our investigation was performed
within the framework of a model with sharp transitions,
because the thickness and composition of AlGaAs films
are analyzed primarily with the purpose of studying
variations (gradients) of these parameters in the lateral
direction. Indeed, a necessary condition for the fabrica-
tion of related devices with perfect characteristics is the
constancy and homogeneity of their parameters in the
plain of heterostructures. The values of thicknesses and
chemical compositions determined within the frame-
work of a model with sharp transitions between layers
agree with the values expected for the film growth tech-
nology employed.

Thus, within the framework of our problem, the
GaAs–AlxGa1 – xAs structures can be quite adequately
described using a two-layer model of the epitaxial solid
solution in a system of the type “substrate–solid solu-
tion layer–natural oxide layer-ambient medium” with
sharp interfaces, the possible transition layers on the
outermost and inner (substrate) surfaces being ignored
(Fig. 2). For the model justified above, a functional
dependence of the ellipsometric angles Ψ and ∆ on the
SEMICONDUCTORS      Vol. 34      No. 1      2000
experimental conditions (λ, ϕ) and the system parame-
ters can be described by an equation of the type

(1)

In the general case, assuming the refractive index of
the medium n0 to be known, this expression contains
seven unknown quantities: index of refraction nox,
oxide thickness dox, complex index of refraction of the
solid solution Nx = nx – ikx, solid solution layer thick-
ness dx, and complex index of refraction of the substrate
N = n – ik.

In solving the task of monitoring the solid solution
layer parameters, it was necessary to select an initial
approximation for the unknown parameters based on
the analysis of data reported in the literature. The pres-
ently available experimental data on the complex indi-
ces of refraction for GaAs and AlxGa1 – xAs with various
compositions exhibit a considerable scatter [4–8]. This
variance is apparently related to errors in modeling the
surface of objects, rather than to some features of the
compositions studied. The main difficulty consists in
making a correct allowance for the natural oxide. In this
context, the results reported in [4], where the n and k
values for GaAs and the nx and kx values for various
AlxGa1 – xAs systems were studied in a broad spectral
range using samples prepared on thoroughly cleaned
surfaces, seem to be most reliable. The values n = 3.856
and k = 0.198 reported for GaAs λ = 632.8 nm were
used in our calculations.

Our special attention in this work was paid to char-
acterization of the natural oxide, because uncertainty in
the parameters of this layer leads to considerable errors
in parameters of the underlying layer. Preliminary mea-
surements and calculations, performed in order to eval-
uate the natural oxide parameters for the technology
employed, showed that the natural oxide thickness falls
within dox = 5–60 Å. The results of calculations indi-
cated that, in this range of oxide thicknesses, variation
of the oxide index of refraction within 1.6–2.2 does not
significantly affect the dependence of ellipsometric
angles on the layer parameters. Therefore, no greater

Ψtan i∆( )exp ρ N0 Nox Nx N dox dx λ ϕ, , , , , , ,( ).≡

ϕ
n0

nox

Nx

N

dox

dx

GaAs

AlxGa1 – xAS

oxide

Fig. 2. Schematic diagram of a model structure “GaAs sub-
strate– AlxGa1 – xAs solid solution layer–oxide layer–ambi-
ent medium.”
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precision in determining nox was required and we took
nox = 1.8.

Using the two-layer model and the initial approxi-
mation selected, we have calculated nomograms in the
Ψ–∆ plane (direct ellipsometric problem) and plotted
the experimentally determined values of Ψ and ∆. An
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Fig. 3. Ψ–∆ nomogram relating the ellipsometric angles Ψ
and ∆ to the oxide thickness dox and AlGaAs layer thickness
dx (ϕ = 70°). Solid curves were calculated within the frame-
work of a two-layer model for the AlGaAs index of refrac-
tion Nx = 3.321 – i0.0 (x = 0.73); nox = 1.8; dox = 5 (1), 30
(2), 60 Å (3); marks correspond to dx = 250–450 Å. Symbols
represent the experimental data for sample 5 (τ = 60 s), the
numbers corresponding to the sites of measurement on the
sample surface (according to the scheme on inset).

Fig. 4. A map showing variation of the thickness (in Å) of a
layer of solid solution AlGaAs over the surface of sample 5
(τ = 60 s). Frame indicates the region analyzed by Raman
spectroscopy.
analysis of coincidence between the experimental
points and calculated Ψ–∆ nomograms allows one to
make conclusions concerning correctness of the model
and the initial approximation selected.

Thus, the task of monitoring the two-layer model
parameters can be reduced to a rapid procedure based
on the analysis of Ψ–∆ nomograms relating two system
parameters [(dox, dx) for monitoring of the solid solu-
tion layer thickness dx, or (x, dx) for monitoring of the
composition homogeneity (i.e., x for the other parame-
ters fixed)] to the ellipsometric angles Ψ and ∆:

(2)

(3)

Since we are interested in the planar properties, that
is, in relative variations of the layer thickness and com-
position in the lateral direction, this sequential fixation
of one of the system parameters is quite permissible.
Taking into account the results of preliminary investi-
gations using this method for a series of samples differ-
ing by the growth time τ, we have studied the thick-
nesses and compositions of the surface layers of
AlxGa1 – xAs. The experimentally measured ellipsomet-
ric angles Ψ and ∆ determined at various points on the
sample surface were plotted on the nomogram relating
the Ψ and ∆ values to the thickness dx and composition
x of the solid solution AlxGa1 – xAs calculated within the
framework of the above two- layer model system con-
fined between a semiinfinite substrate and ambient
medium.

Ψtan i∆( )exp f dx dox,( )∼
x const,=

Ψtan i∆( )exp f x dx,( )∼
 dox const.=

8642
ψ, deg

90

120

150

180
∆, deg

dx

x

1

2

3

4

5

Fig. 5. Ψ–∆ nomogram relating the ellipsometric angles Ψ
and ∆ to the thickness dx and composition x of the
AlxGa1 − xAs layer (ϕ = 70°); x = 0.65 (1), 0.70 (2), 0.72 (3),
0.75 (4), 0.78 (5). Solid curves were calculated within the
framework of a two-layer model; symbols represent the
experimental data for sample 5 (τ = 60 s).
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RESULTS AND DISCUSSION

Figure 3 shows a nomogram calculated for determi-
nation of the thickness of a layer of AlxGa1 – xAs solid
solution, where the variable parameters are the oxide
thickness dox and the AlxGa1 – xAs layer thickness dx.
The points in this figure represent the pairs Ψ and ∆
experimentally measured for sample 5 (τ = 60 s), and
the point numbers correspond to a diagram indicating
of their mutual arrangement over the sample surface.
The scatter of experimental points along the directions
selected for monitoring of the sample thickness varia-
tion allows one to judge on the degree of planarity
(nonplanarity) of the AlxGa1 – xAs layer. In particular,
an analysis of the data presented in Fig. 3 reveals the
pattern of variation of the solid solution layer thickness
in two mutually perpendicular directions, which is
depicted in Fig. 4. For the given sample, the scatter of
the solid solution layer thickness dx over the surface
was ±80 Å at an average thickness of 420 Å.

Figure 5 shows a calculated Ψ–∆ nomogram for
determination of the composition distribution over the
same sample, where the variable parameters are the
AlxGa1 – xAs layer thickness dx and the AlAs content x.
An analysis of this nomogram indicates that inhomoge-
neity of the composition amounts to ±6.8% at an aver-
age value of x = 0.73 (Fig. 6).

The results of investigation of a series of
AlxGa1 − xAs samples using the proposed rapid proce-
dure are summarized in Table 1. In order to verify cor-
rectness of the results provided by this method, the dx
and x parameters of some samples were checked by the
Raman spectroscopy technique in the course of a step-
wise anodic oxidation process described above. The
Raman spectra were measured only on a separate
region of the sample surface (indicated by a frame in
Figs. 4 and 6). As seen, the results of investigation of
the same heterostructure by two methods, based on
ellipsometry and Raman spectroscopy, are in good

Table 1.  Parameters of AlxGa1 – xAs layers

Sample No. Growth time 
τ, s

AlAs 
content, x

Layer thick-
ness dx, Å

1 0.5 0.87 ± 4.6% 360 ± 80

2 2.0 0.8 520 ± 120

3 1.0 0.75 590 ± 160

4 60.0 0.80 ± 12.5% 350 ± 50

5 60.0 0.73 ± 6.8% 360 ± 90

6 4.0 0.7 540 ± 160

7 1.0 0.7 520 ± 100

8 60.0 0.7 550 ± 150

9 1.0 0.77 590 ± 130
SEMICONDUCTORS      Vol. 34      No. 1      2000
agreement. For sample 5, the values of parameters
determined from experimental ellipsometric data are
dx = 370–410 Å, x = 0.78 (Figs. 4 and 6) while the
Raman spectroscopy gives dx = 360–405 Å, x =
0.75−0.9 (Fig. 1, curve 1).

Table 2 presents a comparison of data obtained for a
series of AlxGa1 – xAs samples by the methods of ellip-
sometry and Raman spectroscopy.

Thus, a rapid method proposed for monitoring of the
parameters of epitaxially grown layers is convenient for
the LPE growth and some other technologies used for
the fabrication of analogous structures. The advantages
of ellipsometry are manifested both in high sensitivity

0.77
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0.73

0.72

0.71

0.70

0.69
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Fig. 6. A map showing variation of the AlAs content x in a
solid solution AlxGa1 – xAs over the surface of sample 5 (τ =
60 s). Frame indicates the region analyzed by Raman spec-
troscopy.

Table 2.  Parameters of AlxGa1 – xAs layers (comparison of
data obtained by ellipsometry and Raman spectroscopy)

Sample 
No.

Growth 
time τ, s

AlAs content, x Layer thickness dx, 
Å

Ellipso-
metry

Raman 
spectro-
scopy

Ellipso-
metry

Raman 
spectro-
scopy

2 2.0 0.8 0.8–0.9 380–470 360–450

3 1.0 0.75 0.75–0.9 450–650 540–630

4 60.0 0.78 0.75–0.9 360–390 360–405

6 4.0 0.7 0.55–0.9 630–700 630–720

9 1.0 0.77 0.5–0.9 460 360–540
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with respect to small sample thickness variations and in
a small time required for the monitoring.
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Abstract—The growth of self-assembled Ge islands on Si(001) surface and changes in the island structure
parameters in the course of subsequent annealing were studied. Island structures possessing a small (~6%) scat-
ter with respect to lateral dimensions and heights of the islands were obtained. The Raman spectra and X-ray
diffraction data show evidence that silicon dissolves in the islands. The atomic fraction of Si in the resulting
SixGe1 – x solid solution was determined and the elastic strain in the islands was measured. It was found that
annealing of the heterostructures with islands is accompanied by increasing Si fraction in the islands, which
leads to changes in the island shape and size. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

GeSi-based heterostructures with self-organized
(self-assembled) nanoislands and quantum dots are
promising systems for the optoelectronic applications
of Si-based technologies. At present, despite a large
number of works devoted to the investigation of GeSi
island structures, there are still many questions con-
cerning the growth mechanism and composition of
islands, as well as the elastic strains developed in these
islands. A considerable interest in the study of self-
organization (self-assembly) processes on the growth
surface in elastically strained heterosystems is related
to the possibility of obtaining nanoobjects using meth-
ods obviating considerable difficulties encountered in
the lithography of very small objects.

Below we present the results of investigation of the
growth of self-assembled Ge nanoislands on Si(001) at
700°C and a change in their parameters during subse-
quent annealing, studied by the atomic-force micros-
copy (AFM) and electron microscopy techniques. The
growth conditions providing for the formation of island
structures possessing a small scatter with respect to lat-
eral dimensions and heights of the islands were estab-
lished. The elastic strains and compositions of the
islands were determined from the results of X-ray dif-
fraction and Raman scattering measurements. We have
also studied effects of the subsequent annealing on the
composition, shape, and dimensions of the islands.

EXPERIMENTAL

The sample structures were grown on Si(001) sub-
strates by the method of molecular-beam epitaxy
(MBE) at 700°C using a Balzers MBE system. Silicon
1063-7826/00/3401- $20.00 © 20006
and germanium beams were generated using electron-
beam evaporators. The deposition rates were 0.16 and
0.015 nm/s for Si and Ge, respectively. The substrates
were cleaned from oxide by heating to 800°C in a weak
flow of silicon atoms. After cleaning, the substrates
were coated with a buffer Si film with a thickness of
approximately 2000 Å. A layer of germanium with an
equivalent thickness (dGe) from 1 to 11 monoatomic
layers (ML = 1.4 Å) was deposited above the buffer
film. Some structures upon the Ge layer deposition
were annealed at a temperature equal to the growth
temperature. The structures were studied by micro-
probe techniques using the Solver P4 and Topometrix
TMX-2100 atomic-force microscopes. The AFM mea-
surements were performed in air using both contact and
contactless modes. The electron-microscopic measure-
ments were performed in the secondary-electron imag-
ing mode on a Jeol JEM-2000EX microscope. The
Raman scattering spectra and X-ray diffraction patterns
were obtained at room temperature using the DFS-52
spectrometer and DRON-4 diffractometer, respectively.

RESULTS AND DISCUSSION

1. Growth of Self-Assembled Islands

According to the AFM data, the formation of Ge
islands under the growth conditions studied in this
work begins when the Ge layer thickness exceeds
4 ML. The island growth begins with the formation of
pyramidal hut clusters with {105} type facets [1]. The
base edges of the pyramidal clusters are oriented along
[100] and [010] directions. When the equivalent germa-
nium layer thickness increases to dGe ≥ 5.5 ML, dome-
shaped islands possessing no clearly pronounced face-
ting but having definite lateral dimensions appear in
000 MAIK “Nauka/Interperiodica”
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Fig. 1. The plots of lateral island size D versus island height H and histograms of the island height distribution constructed using the
results of processing of the AFM images of an island heterostructure with dGe = 5.5 ML (a) and 11 ML (b).
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addition to the pyramidal clusters. The results of in situ
scanning tunneling microscopy investigation [2]
showed that the dome-shaped islands have faces of the
{113}, {102}, and {105} types.

A relationship between the lateral size D and the
height H of the islands and a histogram of the island
height distribution for a sample with dGe = 5.5 ML
(Fig. 1a) clearly demonstrate a bimodal character of the
island size distribution previously reported in some
works [2–4]. A linear portion of the D(H) plot reflects
the growth of pyramidal clusters, whereby both the lat-
eral size and height of the islands exhibit a proportional
increase while the island shape remains unchanged.
The subsequent horizontal portion is related to the
growth of dome-shaped islands, in which the base
remains unchanged while the height gradually
increases. Using the D(H) plot for the sample with
dGe = 5.5 ML, we may estimate the maximum (critical)
lateral size (Dc) and height (Hc) of the pyramidal clus-
ter. According to Ross et al. [4], the maximum size of
the pyramidal clusters corresponds to the critical vol-
ume Vc at which the pyramidal clusters begin to trans-
form into dome-shaped islands. This transformation is
energetically favorable, since the energy of a dome-
shaped island with V > Vc is smaller than that of a pyra-
midal cluster with the same volume [4].

As the effective amount of deposited Ge increases
from 5.5 to 11 ML, the surface density of islands
increases 1.5–2 times and all pyramidal clusters gradu-
ally convert into the dome-shaped islands. Since the
size of the dome-shaped islands in the growth plane is
fixed, their scatter with respect to lateral dimensions
becomes small (standard deviation below 10%) on
reaching dGe = 8 ML, while the scatter with respect to
height is initially still significant (standard deviation
15–20%). Further increase in the amount of deposited
Ge markedly reduces the scatter of islands with respect
SEMICONDUCTORS      Vol. 34      No. 1      2000
to height as well. For dGe = 11 ML, the islands exhibit
equal standard deviations (~6%) with respect to both
height and lateral size (Fig. 1b). Such a narrow distribu-
tion can be related either to the presence of a local min-
imum in the surface energy of the dome-shaped islands
or to the existence of an energy barrier for the nucle-
ation of dislocations in the island. It must be noted that
finite dimensions and a special shape of the atomic-
force microscope point hinder exact determination of
the lateral size of islands. Electron-microscopic obser-
vations showed the lateral size of the islands for dGe =
11 ML to be 20–30 nm smaller as compared to the esti-
mates provided by AFM.

2. Elastic Strain and Composition of Nanoislands

Due to the highly homogeneous distribution of
island dimensions in the sample with dGe = 11 ML, it
was possible to determine the content of Ge(x) in these
islands and to measure elastic strains (ε) developed in
their structures, using the data of Raman scattering and
X-ray diffraction measurements. Figure 2a shows
X-ray diffractograms measured in the θ/2θ scan mode
for the initial Si(001) substrate (curve 3) and a sample
with dGe = 11 ML (curve 1). A signal observed in the
region of 66°–67° in the diffractogram of the Ge-coated
sample was attributed to the diffraction from nanois-
lands. It should be noted that this signal, irrespective of
the ε value, does not fall within the region of scattering
from a layer containing 100% Ge (Fig. 2a). This fact
suggests that Si dissolves in the islands. The x and ε
variables cannot be separated using one-dimensional
single-reflection X-ray diffraction patterns measured in
the θ/2θ scan mode. In order to estimate the particular
x and ε values, we have constructed two-dimensional
reciprocal lattice cross-sections in the region of two
X-ray diffraction peaks: (004) and (224). The content
of Ge and the elastic strains in the islands determined
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Fig. 2. Experimental data on the strain and composition of island heterostructures: (a) X-ray diffraction patterns (θ/2θ scan mode)
from Ge islands in the region of (004) reflection for (1) a sample with dGe = 11 ML without silicon overlayer, (2) the same sample
with Si overlayer, and (3) a clean substrate (arrows indicate peak positions for the strained (ε = 4.2%) and strain-relaxed (ε = 0) layer
of pure Ge; (b) Raman spectrum of a sample with dGe = 11 ML.
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from the two-dimensional reciprocal lattice cross-sec-
tions using the elastically strained layer approximation
were x = 0.5 ± 0.05 and ε = (–0.7 ± 0.05)%.

The elastic strains and compositions of the islands
can be also determined using the Raman scattering
spectrum of the sample with dGe = 11 ML (Fig. 2b).
This spectrum contains, besides an intense signal from
Si substrate (at ω = 520.5 cm–1) three lines related to the
vibrational modes Ge–Ge (ωGeGe = 294 cm–1), Ge–Si
(ωGeSi = 412 cm–1), and Si–Si (ωSiSi = 495 cm–1) for
atoms in the islands [5]. Using these three peaks, we
constructed the corresponding linear relationships of
the ε(x) type [6]:

(1)

The point of intersection for any pair of these
straight lines gives the particular ε and x values. The
contents of germanium and elastic strains determined
by this method coincide to within the experimental
error with the values obtained from the X-ray diffracto-
grams.

Analysis of the X-ray diffraction and Raman scat-
tering data showed that the self-assembled islands
formed in the samples with dGe = 11 ML under the
growth conditions studied represent weakly strained
Si0.5Ge0.5 alloy. A large content of silicon in the islands
can hardly be explained by the bulk diffusion of Si
atoms, the more so that the samples exhibited no upper-
most silicon layer. A possible mechanism of the alloy
formation is the surface diffusion of Si from a region
near the island base. As is known, the region of maxi-
mum strain occurs in the island base [7]. The elastic

ωSiSi 520.5 62x– 815ε,–=

ωGeSi 400.5 14.2x 575ε,–+=

ωGeGe 282.5 16x 385ε.–+=
strain field existing in the base induces a flow of atoms
outgoing from this region [8].

We suggest that the island growth leads to accumu-
lation of the elastic strain in the island base, which is
accompanied by gradual decrease in the thickness of a
contact layer of Ge atoms in this region. At a certain
size of the island, the contact Ge layer in the base dis-
appears to expose the surface of the silicon substrate.
Beginning with this moment, a silicon solution in the
island begins to form by the surface diffusion of Si
atoms from the island base region. The proposed mech-
anism of alloy formation in the islands is confirmed by
the presence of small dips having the shape of grooves
at the base of dome-shaped islands observed in the
AFM images. The depth of these grooves reaches
0.8−1.5 nm, which is greater than the contact layer
thickness. Note that the groove formation is not caused
by interaction of the atomic force microscope point
with the island, as confirmed by AFM observations of
the structures upon annealing (see below).

It must be noted that overgrowth of the GeSi islands
leads to further decrease in the atomic fraction of Ge in
the islands as a result of mutual diffusion and segrega-
tion processes [9]. This is confirmed by X-ray diffrac-
tograms of the samples with dGe = 11 ML, showing the
presence of an uppermost silicon layer (Fig. 2a,
curve 2). As seen, the presence of the Si overlayer
results in smearing of the diffraction peak from the
island and shifts this signal toward smaller x values
(provided ε is unchanged).

3. Evolution of the Parameters of Islands
in the Course of Annealing

Annealing of the heterostructures with nanoislands
at 700°C was accompanied by significant changes in
SEMICONDUCTORS      Vol. 34      No. 1      2000
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Fig. 3. AFM data: (a) image of a 2.5 × 2.5 µm2 area of a heterostructure with dGe = 7.5 ML upon a 10-min annealing; (b) D(H) plot
for (1) annealed and (2) unannealed samples with dGe = 7.5 ML.
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the shape, size, and surface density of islands. Figure 3a
shows a typical AFM image of a sample with dGe =
7.5 ML upon annealing. Figure 3b presents the plots of
lateral size versus height of islands on the sample with
dGe = 7.5 ML before and after annealing. Both the AFM
image and the D(H) plot show that annealing leads to
the appearance of pyramidal clusters with dimensions
greater than the critical Dc and Hc values. In addition,
there appear large islands (D = 220–250 nm, H =
30−35 nm) having no clearly pronounced faceting,
while the total surface density of islands decreases by a
factor of 1.5–2.

The D(H) plot for the annealed sample can be con-
ventionally divided into three regions (Fig. 3b). Region
I, where D is a linear function of H, is related to the
growth of pyramidal clusters. We believe that the
appearance of pyramidal clusters with the height H >
Hc is due to continuation of the silicon diffusion into
islands in the course of annealing [10]. According to
the X-ray diffraction data, the atomic fraction of Si in
the islands upon a 10-min annealing increased from 50
to 70%. An increase in the atomic fraction of Si in the
islands results in the drop of elastic strain which, in
turn, induces the reverse transformation of dome-
shaped islands into pyramidal clusters with dimensions
greater than Dc and Hc. This change in the island shape
leads to a decrease in the additional surface energy of
the islands, which is related to the island height to base
size ratio being lower for the pyramidal cluster than for
the dome-shaped island. The reverse transformation
from pyramidal to dome-shaped island takes place at
the expense of increasing lateral size of the dome-
shaped islands and forming facets of the {105} type.

Region II corresponds to the appearance of forma-
tions intermediate between pyramidal clusters and
dome-shaped islands. Apparently, the annealing dura-
tion (5 min) in this sample was insufficient for all
SEMICONDUCTORS      Vol. 34      No. 1      2000
dome-shaped islands to transform completely into
pyramidal clusters. The islands exhibit 2–3 developed
facets of the {105} type. Region III reflects the so-
called super-dome islands [10], the growth of which
proceeds both by Si diffusion and by the Ostwald rip-
ening mechanism, whereby atoms are detached from
one island and built-up into another island. The latter
mechanism ensures the growth of some islands at the
expense of the disappearance of the other ones. Partial
dissipation of the islands leads to a decrease in the total
surface density of islands upon a 20-min annealing to
1/3 of the initial value. The surface of annealed samples
retained traces of the dissociated islands in the form of
circular grooves. The diameter of these circles was
approximately equal to the lateral size of the dome-
shaped islands existing before annealing, with the
groove depth not exceeding 1 nm. The presence of
these grooves upon dissociation of the islands confirms
the existence of grooves around the islands before
annealing.

CONCLUSION

This work established parameters providing the for-
mation of self- assembled nanoislands characterized by
a small scatter of both lateral size and height (with a
standard deviation of ~6%). The X-ray diffraction and
Raman scattering measurements were used to deter-
mine the composition of islands and the elastic strain
developed in their structure. For a Ge layer with an
equivalent thickness of 11 ML, the self-assembled
islands represent a weakly strained alloy Ge0.5Si0.5.
A mechanism of the alloy formation in the course of the
island growth is proposed. Evolution of the island
parameters in the course of annealing was studied. The
reverse transformation of islands from dome-shaped to
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pyramidal is related to the diffusion of silicon into
islands during the annealing.

ACKNOWLEDGMENTS

This work was supported by the Russian Foundation
for Basic Research (project no. 99-02-16980), the Rus-
sian Academy of Sciences’ Program of Support for
Young Researchers, the BRHE Program (Grant
CRDGF RESC-02), and the Programs of the Ministry
of Policy in Science and Technology of the Russian
Federation “Physics of Solid-State Nanostructures”
(project 02.04.1.1.16.E1) and “Promising Technologies
and Instruments for Micro- and Nanoelectronics”
(project no. 99-0247).

REFERENCES

1. Y. M. Mo, D. E. Savage, B. S. Swartzentruber, and
M. G. Lagally, Phys. Rev. Lett. 65, 1020 (1990).
2. G. Medeiros-Ribeiro, A. M. Bratkovski, T. I. Kamins,
et al., Science 279, 353 (1998).

3. T. I. Kamins, E. C. Carr, R. S. Wiliams, and S. J. Rosner,
J. Appl. Phys. 81, 211 (1997).

4. F. M. Ross, J. Tersoff, and R. M. Tromp, Phys. Rev. Lett.
80, 984 (1998).

5. M. I. Alonso and K. Winner, Phys. Rev. B: Condens.
Matter 39, 10056 (1989).

6. J. Groenen, R. Carles, et al., Appl. Phys. Lett. 71, 3856
(1997).

7. Y. Chen and J. Washburn, Phys. Rev. Lett. 77, 4046
(1996).

8. A.-L. Barabasi, Appl. Phys. Lett. 70, 2565 (1997).
9. G. Abstreiter, P. Schittenhelm, C. Engel, et al., Semi-

cond. Sci. Technol. 11, 1521 (1996).
10. T. I. Kamins, G. Medeiros-Ribeiro, D. A. A. Ohlberg,

and R. S. Wiliams, J. Appl. Phys. 85, 1159 (1999).
11. S. A. Kukushkin and A. V. Osipov, Usp. Fiz. Nauk 168,

1103 (1998).

Translated by P. Pozdeev
SEMICONDUCTORS      Vol. 34      No. 1      2000



  

Semiconductors, Vol. 34, No. 1, 2000, pp. 61–66. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 34, No. 1, 2000, pp. 62–66.
Original Russian Text Copyright © 2000 by Volodin, Efremov, Preobrazhenski

 

œ

 

, Semyagin, Bolotov, Sachkov.

                                          

SEMICONDUCTORS STRUCTURES, INTERFACES,
AND SURFACES
Transverse Optical Phonon Splitting in GaAs/AlAs Superlattices 
Grown on the GaAs(311) Surface Studied
by the Method of Raman Light Scattering

V. A. Volodin*, M. D. Efremov*, V. V. Preobrazhenskiœ*, B. R. Semyagin*,
V. V. Bolotov**, and V. A. Sachkov**

* Institute of Semiconductor Physics, Siberian Division, Russian Academy of Sciences, Novosibirsk, 630090 Russia
** Institute of Sensor Microelectronics, Siberian Division, Russian Academy of Sciences, Omsk, 644077 Russia

E-mail: volodin@isp.nsc.ru
Submitted December 21, 1998; accepted for publication May 19, 1999

Abstract—GaAsn/AlAsm superlattices grown on the GaAs (311)A and (311)B surfaces by molecular-beam
epitaxy were studied by Raman light scattering. The form of the Raman scattering tensor allowed the TOy and
TOx modes to be separately observed using various scattering geometries (the y and x axes correspond to atomic
displacements along and across facets formed on the (311)A surface, respectively). The TO1y and TO1x modes
exhibited splitting in superlattices grown on a faceted GaAs(311)A surface. The degree of splitting increased
for superlattices with an average GaAs layer thickness of 6 monoatomic layers and less. No splitting was
observed for superlattices grown under the same conditions on the (311)B surface, which indicates that
the splitting effect is probably due to the formation of GaAs quantum wires on the faceted (311)A surface.
© 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

An important current task in modern solid state
physics is to develop methods for the obtainment of
quantum wires and dots (objects with dimensions of the
order of a few interatomic distances) and to study their
properties. Since modern lithography offers only a
restricted possibility of creating nanometer-sized
objects with reproducible shapes and dimensions in the
lateral directions, the considerable interest of research-
ers is drawn to methods based on the properties of self-
organizing systems [1]. One promising approach of this
type is related to application of the phenomenon of
faceting (ridge formation) observed on the high-index
GaAs surfaces. The faceting effect on the GaAs(311)A
surface, that is, the appearance of a periodic system of

microfacets (ridges) oriented in the ( 33) direction

(with a 32 Å period in the (01 ) direction), was discov-
ered in the early 1990s by Nötzel et al. [2–4] and then
confirmed by many other researchers [5–8]. According
to the data reported, the ridge height is either 10.2 Å
(which corresponds to 6 monoatomic layers in the
(311) direction) [2–4] or 3.4 Å (2 monolayers) [6–8].
This point is still rather ambiguous and some research-
ers even reject the possibility of formation of a highly
periodic ridged GaAs(311)A surface [9].

The notion about development of a periodic system
of quantum wires upon the merging of microfacets in
the course of a heteroepitaxial growth of ultrathin lay-
ers by the method of molecular-beam epitaxy (MBE)
[2, 3] assumes that the system would exhibit anisotropy

2

1

1063-7826/00/3401- $20.00 © 20061
in properties of the electron and phonon subsystems.
Special features of the transport of charge carriers in
these structures were studied both experimentally and
theoretically. In particular, Prints et al. [10] reported on
the phenomenon of anisotropy in the conductivity
along and across the direction of faceting, which was
observed at temperatures up to 500 K. The properties of
phonons in superlattices on the (311)A surface were
studied in [11–19]. However, detailed investigations
were mostly performed for relatively thick GaAs and
AlAs layers, containing 12 monolayers and more
[10−15], while the effect of ridged heteroboundaries is
expected to be maximum in the case when the layer
thickness is comparable with the ridge height. One of
the few works on the Raman scattering in
GaAs/AlAs(311)A superlattices with small thicknesses
of the GaAs layer (8 and 5 monolayers) was performed
by Armelles et al. [16]. It was reported that, in contrast
to the theoretical calculations suggesting that the heter-
oboundary ridging must lead to considerable changes
in the pattern of Raman scattering, the experimental
Raman spectra exhibited no features that could be
attributed to the faceting. The effects of faceting of the
GaAs(311)A surface possessing a lateral symmetry on
the phonon properties (such as the lateral phonon con-
volution, etc.) were also studied for superlattices
formed in thick GaAs layers [14].

The purpose of this work was to study the properties
of transverse optical (TO) phonons localized within a
thin corrugated GaAs layer or in a GaAs quantum wire
grown on the (311)A surface. An analysis of the fre-
000 MAIK “Nauka/Interperiodica”
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quencies of localized TO phonons may provide addi-
tional data concerning the structure of microfacets
formed on the GaAs(311)A surface. Using the quantum
selection rules with respect to symmetry for the Raman
scattering, we have studied the localized TO modes
polarized along and across the facets formed on the
GaAs(311)A surface in order to detect the phenomenon
of splitting for these modes in the case of their planar
localization related to the formation of a system of
phonon-isolated GaAs quantum wires. We have also
studied the phonon properties of GaAs/AlAs superlat-
tices on the (311)B surface, because a comparison of
the TO mode splitting on the (311)A and (311)B super-
lattices may reveal the effect of the GaAs–AlAs (311)A
heteroboundary faceting on the phonon properties of
the objects studied.

EXPERIMENTAL

The sample structures were grown by MBE on
semiinsulating GaAs(311)A and GaAs(311)B sub-
strates. The angular misorientation of substrates with
respect to the (311) direction was less than 15′. The
(311)A and (311)B surfaces are not equivalent because

Parameters and specification of GaAsn/AlAsm superlattices

Substrate orientation Average 
GaAs 

thickness n, 
monolayers

Average 
AlAs 

thickness m, 
monolayers

Number 
of periods(311)A (311)B

A1 B1 12 12 100

A2 B2 10 8 100

A3 6 8 100

A4 B4 5 12 200

A5 B5 4 8 200

Z(311)A

Y(233)

X(011) 32Å

GaAs

AIAs

GaAs

Fig. 1. Schematic diagram of a cross section of the
GaAs/AlAs superlattice on a faceted (311)A surface for the
model of growth with quantum wire formation.
the III–V type semiconductor crystals possess no center
of inversion. The (311)A and (311)B surfaces were
determined by the anisotropic etching technique. Lat-
eral superlattices grown on the ridged (311)A surface
represent, according to an experimentally confirmed
model [2, 3], a system of periodically repeated thick-
ness-modulated (corrugated) GaAs and AlAs layers.
The modulation period coincides with the period of
microfacets (32 Å) and the amplitude of modulation
corresponds to the microfacet depth. The structure of a
system of quantum wires formed if the growth proceeds
according to the mechanism proposed in [2, 3] is sche-
matically depicted in Fig. 1.

We have grown a series of GaAsn/AlAsm superlat-
tices where n and m are the thicknesses of the corre-
sponding layers expressed by the number of monolay-
ers (one monolayer thickness in the (311) direction is
1.7 Å). The parameters of superlattices grown on the
(311)A and (311)B surfaces are listed in the table. The
layer thicknesses were controlled by the MBE growth
duration. The MBE process was conducted under the
conditions necessary for reconstruction of the GaAs
and AlAs surfaces into a highly periodic system of
microfacets. These growth conditions are described in
more detail elsewhere [10, 17]. To avoid artifacts, the
superlattices were grown simultaneously on different
surfaces, which provided for the otherwise identical
growth conditions. The number of periods L (see table)
was varied from 100 to 200. Every 10 periods of the
superlattice contained a 50-Å-thick AlAs layer. All the
superlattices were grown on the GaAs and AlAs buffer
layers (0.1 µm thick) and then coated with a thin (40 Å)
protective layer of GaAs.

The Raman spectra were recorded in a quasi-back-
scattering geometry. The measurements were per-
formed at room temperature using a spectrometer based
on a DFS-52 double-beam monochromator and an Ar
laser with λ = 488 nm. The experiments with various
polarization geometries were performed using a special
device comprising a λ/2 polarization-rotating plate, a
polarizing Glan’s prism, and a depolarizing optical
wedge.

RESULTS AND DISCUSSION

Figure 2 shows typical Raman spectra for the TO
modes localized in GaAs layers of various average
thicknesses. The measurements were performed using
different scattering geometries for superlattices grown
on the (311)A and (311)B surfaces. First, we will
describe the crystallographic directions corresponding
to the axes X, Y, Z and explain selection of the particular
polarization geometries used for the scattering mea-
surements.

The Raman scattering tensor for the longitudinal
(LO) and transverse (TO) optical phonons with various
SEMICONDUCTORS      Vol. 34      No. 1      2000
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Fig. 2. Raman spectra measured in the Z(YY)  (solid lines) and Z(YX)  (dashed lines; for convenience, intensity is multiplied by
a factor of 2.5–5) geometries for the samples grown on (a) the (311)A surface (samples A1–A5 with GaAs layer thicknesses 12, 10,
6, 5, and 4 monolayers, respectively) and (b) the (311)B surface (samples B1, B2, B4, and B5 with GaAs layer thicknesses 12, 10,
5, and 4 monolayers, respectively) surfaces.
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polarizations for the backscattering from a (311) sur-
face has the following form [13]:

The TOx and TOy modes correspond to the phonon
polarizations with the atomic displacements in the

X (01 ) and Y ( 33) directions, that is, across and
along the facets formed on the (311)A surface, respec-
tively (see Fig. 1). The Z-axis is oriented in the (311)
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direction. According to the symmetry selection rules,
the scattered light intensity is proportional to the square
of the product of the incident light polarization vector
by the Raman scattering tensor and by the scattered
light polarization vector. The vectors of polarization of

the incident or scattered light are (01 ) (X) and

( 33) (Y). Thus, the scattered light intensity for

the TOy mode in the Z(YY)  geometry (vectors outside
the brackets indicate the momentum direction, and vec-
tors inside the brackets indicate polarizations of the
incident and scattered photons) is proportional to

d2 (≈1.09d2). Scattering for the TOx mode in

this geometry is forbidden. For the Z(YX)  scattering
geometry, the scattered light intensity for the TOx mode

is proportional to d2 (≈0.18d2), and the TOy mode of

scattering is forbidden [13]. Thus, the two modes are
observed in different scattering geometries and, hence,
can be resolved at high precision with respect to posi-
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tions of the corresponding peaks in the Raman spectra.
Spectra measured in the Z(YY)  geometry may also
contain the LO modes.

Figure 2a clearly reveals splitting of the main local-
ized modes TO1y and TO1x. As the average thickness of
the GaAs layer decreases, the splitting effect becomes
more pronounced. In addition, the spectra of samples
A1 and A2 (with a GaAs layer thickness of 12 and
10 monolayers, respectively) reveal localized TO
modes of a higher (third) order. An increase in the peak
width observed in the series of samples A3–A5 can be
related to smearing of the AlAs/GaAs heteroboundaries
on reaching a scale of the order of one monolayer. The
scattering features observed in the region of 280 cm–1

in the spectrum of sample A2 measured in the Z(YY)
geometry coincide in position with the GaAs interface
(IF) phonons. The IF phonon position was estimated
for planar GaAs/AlAs superlattices with the
GaAs/AlAs layer thickness ratio 10/8. More accurate
determination of the IF phonon position would require
taking into account a rigid character of the heter-
oboundary. Therefore, assignment of the peak at
280 cm–1 to the IF phonon is rather an assumption. It
should be emphasized that observation of the IF
phonon modes under nonresonance conditions may be
indicative of a ridged heteroboundary. Indeed, this fea-
ture may result from uncertainty of the wave vector qpar
(parallel to the lateral superlattice layers), which is
inversely proportional to the lateral period of this

superlattice ∆qpar ≈ . For smooth superlattices, the

IF phonons are not observed in the Raman spectra
because of small qpar values. These phonons were
detected in the backscattering geometry only under res-
onance conditions. It is also necessary to note a non-
monotonic variation of the ratio of intensities of the
Raman scattering peaks corresponding to the TOy and

Z

Z

2π
d

------

(311)B
(311)A
dopped barriers[18]

3.5
3.0
2.5
2.0
1.5
1.0
0.5

0
–0.5

4 6 8 10 12 14
GaAs thickness, monolayers

Splitting of TO1y and TO1x , cm –1

(311)A

Fig. 3. Plot of the difference between the TO1y and TO1x
mode frequencies versus the average GaAs layer thickness
in superlattices grown on the (311)A and (311)B surfaces;
open square symbols show data taken from [18].
TOx modes (see Fig. 2a). For example, the intensities of
peaks for a lateral superlattice with relatively thick
GaAs layers (A1 sample, 12 monolayers) and those
with a minimum GaAs layer thickness (A4 and A5
samples, five and four monolayers, respectively) differ
only by a factor of 2.5–3. As noted above for the sym-
metry selection rules, the relative intensities of these
peaks in the spectra of bulk GaAs must differ by a fac-
tor of about six, which was actually observed in the
Raman spectrum of the GaAs(311)A substrate and was
also approximately valid for lateral superlattices with
the GaAs layer thicknesses of ten and six monolayers
(Fig. 2a, samples A2 and A3) and for the superlattices
grown on the GaAs(311)B surface (Fig. 2b). Appar-
ently, this variation of relative intensities of the TOy and
TOx modes for lateral superlattice is related both to the
mixing of various phonon modes and to a change in
ratio between the sums of projections of the polarizable
Ga–As bonds on the directions along and across facets
as a result of the layer thickness modulation along one

of the directions, in particular, (01 ).

In order to check whether the splitting of TO1y and
TO1x modes is due to the ridge formation on the
GaAs(311)A surface, we have prepared and studied
superlattices on the GaAs(311)B surface with the same
average layer thicknesses. Figure 2b shows the Raman
spectra of samples B1, B2, B4, and B5 measured in the
same geometries as those used for the samples grown
on the (311)A surface. As seen from this figure, there is
virtually no evidence of the TO mode splitting. The
Raman scattering intensities for the TO1y and TO1x

modes differ by a factor of approximately 4.5–6 for all
the samples grown on the (311)B surface, in contrast to
the pattern observed for superlattices grown on the
(311)A surface (Fig. 2a) and close to the ratio charac-
teristic of the bulk GaAs.

The positions of peaks corresponding to the Raman
scattering in TO1y and TO1x modes were determined
for all superlattices by approximating the experimental
spectra with the Lorentz curves, with minimization of
the rms deviation. The accuracy of determination of the
corresponding vibration frequency was ±0.2 cm–1. Data
on the splitting of TO1 modes with different polariza-
tions for all the samples studied are summarized in
Fig. 3. As seen from this figure, the magnitude of split-
ting between the two different TO1 modes increases
with decreasing average thickness of the GaAs layers in
superlattices grown on the (311)A surface. The fre-
quency of the TO1y mode, in which the atoms perform
oscillations along the quantum wires, is higher than that
of the TO1x mode with the atoms shifting across the
quantum wires. We may suggest that this effect is actu-
ally related to the heteroboundary ridging, rather than
to the mixing of TO modes with the longitudinal modes
as a result of reduced symmetry of the (311) direction.
Indeed, the results of calculations performed with
neglect of the faceting effect indicate that the splitting

1
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effect would be observed only for modes with the wave
vectors corresponding to the middle of the Brillouin
zone and greater [11]. Note that the average GaAs layer
thickness for samples A5, A4, and A3 was almost equal
or even smaller than the height of ridges used in one of
the models used to describe reconstruction of the
GaAs/AlAs(311)A heteroboundary (6 monolayers
[2−4]). As seen from Fig. 3, the effect of TOx and TOy

mode splitting for these samples sharply increases. This
can be considered as indirect evidence of the (311)A
surface faceting (with the ridge height of about 6 mono-
layers) and the GaAs quantum wire formation. Accord-
ing to the results of calculations performed by Castrillo
et al. [19], no TO mode splitting takes place in a sample
with an average GaAs layer thickness of 8 monolayers
and a 2-monolayer-thick ridge height on the heter-
oboundary, while our experiment showed a significant
splitting even for sample A1 with a GaAs layer ten
monolayers thick.

It should be emphasized that the frequency splitting
of TOy and TOx modes was observed only for the lateral
superlattices grown on the (311)A surface. No TO
mode splitting for a bulk GaAs with the (311)A was
observed in experiment because these modes are
degenerate for the long-wavelength vibrations symme-
try allowed in the Raman spectra of bulk GaAs [13].
For superlattices grown on the (311)B surface, the split-
ting was either insignificant or the TO1y mode fre-
quency was even somewhat smaller than that of the
TO1x mode (Fig. 2b). This fact may be considered as
evidence that the mode splitting is due to the (311)A
surface reconstruction and the formation of a GaAs
layer structure of the quantum wire type, rather than
due to mixing of the TO and LO modes related to
reduced symmetry of the (311) direction. Calculation
of the frequencies of localized phonons were per-
formed with an allowance for the coulomb interaction
between cations and anions. In the case of smooth het-
eroboundaries (faceting neglected), the calculated mag-
nitude of splitting between the TO1y and TO1x modes
was maximum for superlattices corresponding to the
minimum GaAs layer thickness (GaAs4AlAs8) and did
not exceed 1.5 cm–1.

Also presented in Fig. 3 (open square symbols) are
the data taken from our work [18] for the samples with
an AlAs barrier thickness of 27 Å (the barriers were
partly doped). The superlattices were rather thin
(75 periods), which led to difficulties in determination
of the peak positions as a result of a considerable back-
ground signal due to scattering from the substrate and a
relatively thick protective GaAs layer (250 Å). Appar-
ently, the background signal contribution might also
somewhat decrease the real mode splitting observed
in [18].

CONCLUSION

We have observed the splitting of TO1y and TO1x
modes in superlattices grown on a faceted GaAs(311)A
SEMICONDUCTORS      Vol. 34      No. 1      2000
surface, while superlattices grown under identical con-
ditions on the (331)B surface exhibited virtually no
splitting of these modes. This result suggests that a dif-
ference in the frequencies of TO phonons with different
polarizations of the atomic displacements is related to
anisotropy of the GaAs/AlAs(311)A superlattices,
namely, to the formation of a periodic system of quan-
tum wires on this surface. Dependence of the TO mode
splitting on the GaAs layer thickness is indirect evi-
dence that the height of microfacets (ridges) formed on
the GaAs(311)A surface is about 6 monolayers.
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Abstract—Dynamic strain-gage characteristics of Schottky-barrier diodes of the Au–Si:Ni–Sb type subjected
to pulsed uniform pressure in the range of P = (0–5) × 108 Pa at a temperature of T = 300 K were studied. Studies
of I–V characteristics of the diodes showed that, due to an additional temperature effect induced by the pulsed
pressure, the dynamic parameters of the stress-sensitivity effect in these diodes were 20–30% larger than the
corresponding static parameters. © 2000 MAIK “Nauka/Interperiodica”.
The rapid progress in the modern technology of
machine building and, especially, of the automobile
industry, requires the development of internal-combus-
tion engines of higher efficiency with minimal expendi-
ture of fuel. As is known, in combustion of fuel in inter-
nal-combustion engines, rapidly varying thermody-
namic processes occur that are close to adiabatic
processes and are accompanied by abrupt changes in
pressure and temperature of gases. In connection with
this, the challenge of studying the physics of the above
thermodynamic processes in their dynamics and in
extreme conditions is an urgent problem and, as such,
requires the development of strain gages that have high
sensitivity and reliability and are easy to fabricate.

There are many publications devoted to the study
and fabrication of semiconducting strain gages [1];
however, these publications are concerned with pres-
sures that are either constant or vary slowly and are
close to static pressures.

The objective of this work was to study the strain-
gage characteristics of Schottky-barrier diodes (SBDs)
of the Au–Si:Ni–Sb type under the effect of a pulsed
uniform pressure (PUP) in the range of P = (0–5) ×
108 Pa at a temperature of T . 300 K.

In our studies, we used the SBDs fabricated on the
basis of the samples of compensated silicon n-Si:Ni
obtained by high-temperature (T = 1100–1200°C) dif-
fusion of Ni from a metallic Ni layer sputtered on the
n-Si surface [2]. The samples were of the shape of a
rectangular parallelepipeds 3 × 3 × 1 mm3 in size with
crystallographic orientation of (111) along the short
edge. Following the diffusion of Ni, the n-Si samples
1063-7826/00/3401- $20.00 © 20067
with initial resistivity of ρ . 80 Ω cm retained their
conduction type, with ρ increased to about 102–105 Ω cm.
The diodes were fabricated fabricated by sputtering of
gold and antimony on the opposite faces of the sample;
the area of electrodes was 3 × 3 mm2.

After the current contacts were formed, the SBD
samples were encapsulated with an epoxy resin in order
to ensure the thermal insulation [3]. The measurements
of strain-gage characteristics of SBD under a PUP were
performed in a special experimental setup [4] with the
use of an H-307/1 x–y plotter.

Figure 1c shows the kinetic dependence of the
dynamics of the effect of PUP with the rate of increase
of pressure ∂P/∂t = 2.5 × 108 Pa/s with the amplitude of
P = 5 × 108 Pa at an initial temperature of T . 300 K.
Kinetic dependences of the current I(t) in a SBD under
the PUP and for the forward-bias voltage of U = 2.5 V
are shown in Fig. 1a; in this case, the SBD resistivity
was ρ . 103 Ω cm. Figure 1b illustrates the temperature
variations in a SBD in the course of exposure to the
PUP.

As is evident from Fig. 1a, the PUP causes the SBD
current to increase to a certain dynamic value Imax cor-
responding to the magnitude of the pressure applied;
the rate of this increase corresponds to the rate of the
pressure increase. When the pressure attains its ampli-
tude value, the relaxation of SBD current sets in and the
current decreases to its static value Ist (∂P/∂t = 0 and
P = const). In the course of a decrease in pressure with
the same rate as the pressure increase, the current in
SBD decreases to a certain value Imin and, after a com-
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Time dependences of (a) current, (b) temperature,
and (c) pressure in Schottky-barrier diodes with the struc-
ture of Au–Si〈Ni〉–Sb for the forward bias of Uf = 2.5 V. The

base resistivity was ρ . 5 × 103 Ω cm. The numbers at the
curves correspond to the amplitude values of the pressure P
equal to (1) 2.5 × 108 and (2) 5 × 108 Pa.

Fig. 2. Dependences of the strain-sensitivity coefficient S =
f(ρ) and S = f(Uf) in the Schottky-barrier diodes that had the
structure of Au–Si〈Ni〉–Sb and were subjected to a pressure
of P = 5 × 108 Pa, with ∂P/∂t = 2.5 × 108 Pa/s. Curve 1 cor-
responds to the dependence S = f(ρ) for the forward-bias
voltage of Uf = 2.5 V, and curve 2 represents the dependence

S = f(Uf) for ρ . 5 × 103 Ω cm.
plete relief of pressure, starts to relax and increase to its
original value I0. In this case, the greater is the PUP

amplitude, the larger is an increase in current:  >

,  > , and  >  for P2 > P1.

Variations of temperature in SBD in the entire
course of the PUP effect (Fig. 1b) occur similarly and
synchronously to the variations of current, both quali-
tatively and quantitatively; i.e., with an increase
(decrease) of pressure, the SBD temperature increases
(decreases) to a certain value Tmax(Tmin) corresponding
to the pressure amplitude. Further on, after the PUP
effect reached its amplitude value (or P = 0), the tem-
perature decreases (increases) to its initial value T0.

Thus, our studies of I–V characteristics of SBDs
subjected to PUP show that, owing to manifestation of
an additional temperature effect stimulated by pulsed
pressure, the dynamic parameters of the strain-sensitiv-
ity effect in SBDs increase by 20–30% as compared to
the corresponding static parameters; for example, for
P = 5 × 108 Pa, the relative variation Imax/I0 = 3.2,
whereas Ist /I0 = 2.2.

As is known [1], the basic characteristic of strain
gages and sensors is the strain-sensitivity coefficient S.
In connection with this, we studied the dependences of
the strain-sensitivity coefficient of SBD on the resistiv-
ity ρ of its base made of n-Si:Ni, S = f(ρ), and on the
applied forward-bias voltage U, S = f(Uf). The coeffi-
cient S was calculated from the following conventional
formula:

Here, ∆I = Imax – I0 or ∆I = Imin – I0 is the variation of
current in SBD, E = 1.8 × 1011 Pa is Young’s modulus,
and P is the amplitude value of PUP.

It is evident from Fig. 2 that the dependences S =
f(ρ) (curve 1) and S = f(Uf) (curve 2) are nonmonotone;
the strain-sensitivity coefficient attains a maximum
(S . 600) for the resistivity ρ . 5 × 103 Ω cm and for
the forward-bias voltage Uf . 2.5 V.

We can interpret the observed peaks of strain sensi-
tivity in SBD subjected to PUP by making the follow-
ing assumption: Since the base layer of SBD is com-
pensated, the effect of pressure and a variation of tem-
perature bring about a change in the concentration of
majority-charge carriers; this change is due to the baric
shift of the conduction band, the valence band, and the
deep levels of Ni, which causes a variation of both
resistivity and potential-barrier height in SBD. Appar-
ently, the large value of the strain-sensitivity coefficient
in SBD for low values of forward-bias voltage Uf <
2.5 V and the resistivity ρ < 5 × 103 Ω cm is related to
a simultaneous decrease in both the potential-barrier
height and the base resistance, whereas, for Uf > 2.5 V

Imax
2( )

Imax
1( )

Ist
2( )

Ist
1( )

Imin
2( )

Imin
1( )

S ∆I/ I0E( )[ ]P.=
SEMICONDUCTORS      Vol. 34      No. 1      2000



DYNAMIC STRAIN-SENSITIVE CHARACTERISTICS 69
and the resistivity ρ > 5 × 103 Ω cm, the role of the
potential barrier becomes less important, and the strain-
sensitive properties of SBD are largely defined by vari-
ations of the corresponding base resistance [5].

The results of studying the strain-sensitive proper-
ties of SBDs that have a structure of the Au–Si:Ni–Sb
type and are subjected to PUP indicate that the develop-
ment of strain gages based on such diodes will make it
possible to “visually” observe the dynamics of the
occurring thermodynamic processes and determine
their physical parameters; as a result, new possibilities
arise of improving such gages and enhancing their
operational reliability.
SEMICONDUCTORS      Vol. 34      No. 1      2000
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Abstract—The depth–concentration profiles n(x) of 28Si implanted into semiinsulating GaAs (E1 = 50 keV,
F1 = 8.75 × 1012 cm–2; E2 = 75 keV, F2 = 1.88 × 1012 cm–2) were studied by C–V measurements after the elec-
tron-beam annealing (P = 7.6 W/cm2, t = 10 s). Prior to annealing, the samples were coated with protective insu-
lating films (SiO2:Sm; SiO2 deposited by monosilane oxidation, or Si3N4) or were not coated. It was found that
the implant profiles observed upon the electron-beam annealing extend to deeper layers as compared to the cal-
culated curves or the profiles upon thermal annealing (800°C, 30 min). The profile depth depends on the type
of insulating coating. The maximum “broadening” was observed in the electron-beam-annealed GaAs without
insulating coating, and the minimum, in the sample with a protective SiO2:Sm layer. The n(x) curves can be
divided into two parts, adjacent to and distant from the interphase boundary. The diffusion parameters and the
degree of electric activation of the implanted Si atoms are greater in the second region than in the first one. The
experimental results are interpreted assuming the presence of thermoelastic stresses at the insulator–semicon-
ductor boundary in GaAs. © 2000 MAIK “Nauka/Interperiodica”.
Previously [1], we demonstrated that the radiation
annealing of GaAs implanted with a 28Si isotope fea-
tures diffusional redistribution of the implant atoms
toward deeper layers of the semiconductor. The extent
of the profile “broadening” and the degree of electric
activation of the implanted silicon atoms were differ-
ent, depending on the presence or absence of an addi-
tional insulating layer on the GaAs surface during the
sample annealing. As is known, the electrophysical
characteristics of the ion-doped layers upon thermal
annealing also significantly depend on the type of a
protective insulating coating and the method of its for-
mation [2, 3]. In this context, the purpose of our work
was to study effects of the insulator material on the
depth– concentration profiles (variation of the concen-
tration of implanted atoms with the distance from the
sample surface) of the electrically active Si atoms in
GaAs upon the isothermal electron-beam annealing.

EXPERIMENTAL

The experiments were performed on (100)-oriented
400-µm-thick semiinsulating GaAs wafers with a resis-
tivity of ρ ≥ 107 Ω cm, electron mobility µ =
4200 cm2 V–1 s–1 (300 K), and a dislocation density
ND ≤ 104 cm–2. The chromium impurity concentration
in the material studied did not exceed NCr ≤ 1016 cm–3.
Prior to the silicon implantation, the wafers were etched
in an H2SO4 : H2O2 : H2O mixture (1 : 1 : 10). The
1063-7826/00/3401- $20.00 © 20070
GaAs substrates were implanted with 28Si ions in two
stages: first, at an energy of E1 = 50 keV to a fluence of
F1 = 8.75 × 1012 cm–2 and second, at an energy of E2 =
75 keV to a fluence of F2 = 1.88 × 1012 cm–2. The
implantation processing was performed at 300 K in a
vacuum of not worse than 6 × 10–6 Pa. In order to
exclude the axial and lateral channeling, the wafers
were oriented with respect to the incident ion beam as
described in [1].

After implantation, the wafers were cut into four
parts. One part was coated with a film-forming silicon
dioxide solution doped with samarium at a concentra-
tion of 2–8.0 wt % (SiO2:Sm). Upon the solution appli-
cation, these samples were dried under IR radiation at
80 and 130°C, followed by thermal degradation of the
coating for 25 min at 450°C. The second part of the
Si-implanted GaAs wafer was coated with SiO2 by
plasmachemical deposition (PCD) through monosilane
oxidation at 400°C (PCD-SiO2). The third part of the
wafer was coated with Si3N4 by cathode sputtering in
activated nitrogen atmosphere using a three-electrode
sputter-deposition system [5]. Thicknesses of the
resulting insulating layers were 110–130 nm (for both
SiO2:Sm and PCD-SiO2 films) and 98–110 nm (Si3N4).
The fourth part of the wafers remained uncoated.
Finally, all samples were subjected to the electron-
beam (EB) annealing at an electron energy of 10 keV
and a radiant power density of P = 7.6 W/cm2 for t =
000 MAIK “Nauka/Interperiodica”
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10 s in a vacuum system of the “Modul” type [6]; the
vacuum in the system during the annealing was not
worse than 10–5 Pa. Control wafers with a protective
300-nm- thick PCD-SiO2 layer were subjected to ther-
mal (T) annealing at 800°C for 30 min in a flow of
hydrogen.

After the annealing, the insulating layers were
removed and the samples with 100 × 100 µm2 Schottky
barriers were studied by C–V measurements to deter-
mine the electron concentration profiles n(x).

RESULTS

Figures 1 and 2 present the depth–concentration
profiles n(x) of EB-annealed (Fig. 1, curves 2–4; Fig. 2,
curve 1) and T-annealed (Fig. 2, curve 3') Si-implanted
GaAs samples. Dashed lines in Figs. 1 and 2 show the
profiles of implanted silicon calculated using the first
two distribution moments: the mean projected range Rp
and its standard deviation ∆Rp determined by the method
of secondary-ion mass spectrometry (SIMS) [7].

As seen, the n(x) profiles in EB-annealed samples
extend to deeper layers as compared to the calculated
curves and the depth-concentration profiles in
T-annealed samples. The maximum redistribution of
the electrically active Si implant is observed upon the
EB annealing without protective insulator (Fig. 2,
curve 1). The extent of “broadening” of the implant
depth-concentration profiles in the samples EB-annealed
with insulating films depends on the film type, method
of formation, and composition (Fig. 1, curves 2–4). The
EB-annealing of SiO2:Sm-coated samples (Fig. 1,
curve 2) leads to the minimum redistribution of Si in

1018

1017

n, cm–3

0 100 200 x, nm

42 3

Fig. 1. The plots of electron concentration n versus depth x:
(dashed line) NSi(x) profile calculated for 28Si (see the text
for details); (2–4) experimental profiles of n(x) upon
EB-annealing (see the text for conditions) for GaAs plates
with various protective coatings (the number at the curve
corresponds to that indicated in the table).
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GaAs as compared to the plates with other coatings. An
analysis of the data showed that the experimental n(x)
curves can be described by a sum of two profiles:

(1)

where  = ηiF/2.5σi is the maximum electron con-
centration, F is the total implantation dose, ηi is the
degree of electric activation of the implanted Si atoms,

σi = (∆  + 2Dit)1/2 is the variance of the depth–con-
centration profile, Di is the silicon diffusion coefficient,
and t is the duration of annealing. In our experiments,
Rp = 44.1 nm and ∆Rp = 38.9 nm.

The values of the depth–concentration profile
parameters determined from the experimental curves
(Figs. 1 and 2) are summarized in the table. As seen
from these data, the Si-implanted GaAs layers with var-
ious insulating coatings are characterized by different
diffusion properties and degrees of implant activation.

Moreover, the , , and η1 values in the layers
near the insulator–GaAs boundary (within a 100-nm-
thick layer) are smaller than the analogous values at a

depth exceeding 100 nm; note also that  is smaller

than ∆ . The , , and η1 values for the sample
EB-annealed with Si3N4 coating are small as compared
to the analogous values for the other samples. The max-
imum of the diffusion parameters and the degree of
activation of the implanted Si atoms were observed for
the sample annealed without any protective film.
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Fig. 2. Depth–concentration profiles (for notations, see leg-
end to Fig. 1 and the table); curve 1 refers to the sample
without insulating coating and curve 3,' to the control GaAs
plate with a protective film of type 3 (see table) upon ther-
mal annealing (see the text for conditions).
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Parameters of diffusion and electric activation of silicon in GaAs with various protective coatings

Coating
Depth x < 100 nm Depth x >100 nm

, nm2 , 1017 cm–3 η1 , nm2 , 1017 cm–3 η2 D2, 10–12 cm2 s–1

Uncoated 1.16 × 103 2.58 0.21 1.33 × 104 3.28 0.88 5.6
SiO2 : Sm 5.80 × 102 3.18 0.18 4.73 × 103 3.53 0.57 1.6
PCD-SiO2 5.07 × 102 2.48 0.13 8.86 × 103 3.69 0.78 3.7
Si3N4 4.24 × 102 2.10 0.10 7.18 × 103 3.70 0.73 2.8

Note: σ1, σ2 are the variances of n(x) profiles; η1, η2 are the degrees of implanted Si activation; ,  are the electron concentration

at the n(x) profile maximum.

σ1
2 n1

max σ2
2 n2

max

n1
max

n2
max
DISCUSSION

The above results can be interpreted as follows.
First, the EB-annealing of an insulator–GaAs hetero-
structure gives rise to thermoelastic stress fields caused
by a difference in the thermal expansion coefficients of
the insulator and semiconductor. Let us assume that the
electric activation of the implanted Si atoms at a depth
of x < 100 nm is limited by the diffusion of silicon
atoms or gallium vacancies. We will also assume valid-
ity of the relationships σ1 ~ exp(–Em/2kT) and η1 ~
exp(–Eb/2kT), where Em is the activation energy for the
migration of Si atoms (or VGa vacancies) and Eb is the
barrier height for the Si–VGa interaction. Then the low
σ1 and η1 values are explained by an increase in Em and
Eb under the action of thermoelastic stresses. Accord-
ing to our estimates, an increase in the Em and Eb values
relative to the sample EB-annealed without insulating
film amounts to approximately kT and 0.74kT for the
Si3N4–GaAs structure, 0.83kT and 0.48kT for the
PCD-SiO2–GaAs structure, and 0.69kT and 0.15kT for
the SiO2:Sm–GaAs system, respectively. On the whole,
the maximum changes in Em and Eb observed for the
Si3N4–GaAs structure correlates with a greater differ-
ence between the thermal expansion coefficients of sil-
icon nitride and gallium arsenide (e.g., as compared to
the analogous difference for SiO2 and GaAs).

It should be noted that the maximum effect of the
thermoelastic stress fields is observed for the near-sur-
face GaAs layers with a thickness of approximately
100 nm, which is comparable to the insulator film
thickness. At the same time, the EB annealing of the
sample without insulating film gives rise to a greater
vacancy concentration and a greater diffusion coeffi-
cient D2 as compared to the values observed upon
annealing of the protected substrates (see table). Taking
into account that vacancies in both GaAs sublattices are
the centers of nonradiative recombination [8] and a
high density of electron excitations in the system stud-
ied, the diffusion most probably proceeds according to
the radiation-enhanced mechanism [9]. Since the
increase in the migration rate is proportional to the
recombination rate [10], a smaller concentration of the
nonradiative recombination centers leads to the smaller
diffusion coefficient D2 observed upon the EB-anneal-
ing of samples with protective insulating layers. It
should be noted that the D2 value depends on the prop-
erties of the insulator–GaAs boundary. We may suggest
that the SiO2:Sm–GaAs boundary is a sink for the non-
radiative recombination centers of both electron- and
ion-irradiation origin, while the Si3N4–GaAs and espe-
cially the PCD-SiO2–GaAs boundaries act as the
sources of such centers for the deeper GaAs layers.

Thus the degree of electric activation of Si atoms
implanted into GaAs and the implant redistribution by
diffusion into deeper GaAs layers depend on the type,
composition, and method of formation of a protective
insulating film on the substrate surface prior to the elec-
tron-beam annealing.

REFERENCES

1. V. M. Ardyshev and M. V. Ardyshev, Fiz. Tekh. Polupro-
vodn. (St. Petersburg) 32 (10), 1153 (1998).

2. D. V. Morgan, IEEE Proc. A 128, 109 (1981).

3. V. M. Ardyshev, Author’s Abstr. of Candidate’s Disserta-
tion in Technical Sciences (Tomsk State University,
Tomsk, 1988).

4. V. M. Ardyshev, L. A. Kozlova, O. N. Korotchenko, and
A. P. Mamontov, USSR Inventor’s Certificate No. 235,
899 (1 April 1986).

5. V. A. Burdovitsyn, Author’s Abstr. of Candidate’s Dis-
sertation in Technical Sciences (Tomsk State University,
Tomsk, 1981).

6. Yu. E. Kreindel’, N. I. Lebedeva, and V. Ya. Martens,
Pis’ma Zh. Tekh. Fiz. 8 (23), 1465 (1982).

7. D. H. Lee, R. M. Matbon, Appl. Phys. Lett. 30, 327
(1977).

8. S. Y. Chiang and G. L. Pearson, J. Appl. Phys. 46, 2986
(1975).

9. V. M. Lenchenko, Fiz. Tverd. Tela (St. Petersburg) 11,
799 (1969).

10. L. C. Kimerling, IEEE Trans. Nucl. Sci. 5 (23), 1497
(1976).

Translated by P. Pozdeev
SEMICONDUCTORS      Vol. 34      No. 1      2000



  

Semiconductors, Vol. 34, No. 1, 2000, pp. 73–80. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 34, No. 1, 2000, pp. 73–80.
Original Russian Text Copyright © 2000 by Kuz’menko, Ganzha, Bochurova, Domashevskaya, Schreiber, Hildebrandt, Mo, Peiner, Schlachetzki.

                                                                                     

SEMICONDUCTORS STRUCTURES, INTERFACES,
AND SURFACES
Temperature Dependence of Residual Stress
in Epitaxial GaAs/Si(100) Films Determined

from Photoreflectance Spectroscopy Data
R. V. Kuz’menko*, A. V. Ganzha*, O. V. Bochurova*, É. P. Domashevskaya*, J. Schreiber**,

S. Hildebrandt**, S. Mo***, E. Peiner***, and A. Schlachetzki***
* Faculty of Physics, Voronezh State University, Universitetskaya pl. 1, Voronezh, 394893 Russia

E-mail: phssd2@main.vsu.ru
** Fachbereich Physik der Martin-Luther-Universität Halle-Witteberg, D-06108 Halle/Saale, Deutschland

*** Institut für Halbleitertechnik der Technischen Universität Braunschweig, D-38106 Braunschweig, Deutschland

Submitted May 25, 1999; accepted for publication June 11, 1999

Abstract—In the temperature range T = 10–300 K, photoreflectance spectroscopy was used to study the tem-
perature dependence of residual stress in epitaxial n-GaAs films (1–5 µm thick, electron concentration of
1016−1017 cm–3) grown on Si(100) substrates. A qualitative analysis showed that the photoreflectance spectra
measured in the energy region of the E0 transition in GaAs had two components. They consisted of the electro-
modulation component caused by the valence subband |3/2; ±1/2〉–conduction band transition and the low-
energy excitonic component. The magnitude of stress was determined from the value of the strain-induced
energy shift of the fundamental transition from the subband |3/2; ±1/2〉  with respect to the band gap of the

unstressed material E0(T) – (T). The increase in the energy shift E0 –  from 22 ± 3 meV at
296 K to 29 ± 3 meV at 10 K, which was found in the experiments, gives evidence of an increase in biaxial
stress with decreasing temperature. © 2000 MAIK “Nauka/Interperiodica”.
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E0
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INTRODUCTION

Nowadays, the major working elements of optical
information systems are constructed on the basis of
direct-band AIIIBV semiconductor compounds. On the
other hand, silicon is the main material of the semicon-
ductor industry, and in the nearest future it cannot be
replaced with gallium arsenide or other III–V com-
pounds. A possible way to further develop the technol-
ogy of production of optical information systems might
consist in combining the advantages of III–V semicon-
ductors with the achievements of silicon technology,
i.e., combining different electronic and optoelectronic
components on a common silicon chip. This might
make possible the achievement of a high integration
density, a high rate of signal processing, and a high reli-
ability on the basis of a good thermal conductivity and
hardness of materials. Moreover, the low cost of silicon
substrates is bound to cause a sharp decrease in the
price of optical information systems [1].

One of the main problems of heteroepitaxial growth
technology is the minimization of residual stress in an
epitaxial layer that causes the motion of nonradiative-
recombination centers (point defects and dislocations)
to the active region and considerably decreases the ser-
vice life of a semiconductor laser [2]. It is known that
stress in an epitaxial GaAs layer grown on a silicon
1063-7826/00/3401- $20.00 © 20073
substrate may be caused by (i) the difference of a film
and a substrate in lattice constant (aSi = 0.5431 nm and
aGaAs = 0.5653 nm [3]) and (ii) the difference of mate-
rials in the thermal expansion coefficient (αSi = 2.60 ×
10–6 K–1 and αGaAs = 5.90 × 10–6 K–1 at 300 K [3]). For
the GaAs/Si system, the stress caused in an epitaxial
layer by the lattice mismatch is bound to represent
biaxial compressive stress. However, in the region of
temperatures commonly used for the epitaxial film
growth (700–1100 K), this stress is completely relieved
by the generation of dislocations in the interface region
[4, 5]. When samples are cooled from the growth tem-
perature to room temperature, the difference in expan-
sion coefficient leads to the formation of biaxial tensile
stress in an epitaxial layer [4]. However, as noted in
[4, 6], the values of stress experimentally determined at
room temperature are considerably lower than the val-
ues calculated theoretically (based on the values of
thermal expansion coefficients of materials). Because
of this, it is assumed that in the case where a sample is
cooled from the growth temperature to a certain critical
temperature Tc, the tensile stress in a film is also
relieved through the generation of dislocations, and this
process terminates only on the achievement of Tc.

The problem of high-accuracy determination of
stress in thin epitaxial films in a wide temperature range
000 MAIK “Nauka/Interperiodica”
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within the framework of one investigation method is
not yet completely solved [7]. One of the most promis-
ing methods of study is the use of optical modulation
photoreflectance (PR) spectroscopy. Within the frame-
work of this method, stress is calculated by using the
strain-induced change of energy of electronic optical
transitions, which is determined from the energy shift
of spectral features. Advantages of this method are a
high spectral resolution (~1 meV) in a wide tempera-
ture range, the feasibility of studying thin layers (with
thickness d ≥ 100 nm), a high spatial resolution (down
to 20 × 20 µm2), and the feasibility of scanning a film
in depth. In spite of these advantages, the employment
of the PR spectroscopy for the determination of resid-
ual stress in (III–V)/Si heterostructures has been
reported only in a few papers [8–11].

In our previous papers [12, 13], we analyzed the
results of the photoreflectance measurements made at
room temperature for GaAs/Si and InP/Si samples with
epitaxial layers from 1 to 5 µm in thickness. When ana-
lyzing the spectra, we began with the fact that electro-
modulation was the dominant mechanism responsible
for the formation of spectral components. To carry out
a quantitative analysis of spectra, we used a model tak-
ing into account the splitting of the valence band under
the effect of stress and the presence of low-energy com-
ponents (excitonic components) in the PR spectrum.
Our results showed that the dominant spectral contribu-
tion in the region of subband transitions corresponded
to the electronic optical transition from the subband

|3/2; ±1/2〉  ( ). Note that the corresponding
component was measured in the medium-field mode.
Because of this, the residual stress in GaAs and InP
films was determined by using the energy shift with
respect to the transition energy E0 in the bulk unstressed

material E0 – .

In this work, we study the PR spectra measured for
heteroepitaxial GaAs/Si samples and homoepitaxial
GaAs/GaAs samples in the temperature range T =
10−300 K. To make a quantitative analysis of the spec-
tra, we extended the mathematical model by taking into
account a change of the medium-field electromodula-
tion subband component to the low-field component
due to the temperature decrease. The dependences

E0(T) and (T) obtained from the quantitative
analysis of the spectra are used for the calculation of
temperature dependence of residual stress σ(T).

SAMPLE PREPARATION

The GaAs films used in the study were grown at the
Institute of Semiconductor Technology of Braunsch-
weig Technical University. They were grown on
Si(100) substrates by the metal-organic chemical vapor
deposition in a horizontal low-pressure reactor with
arsine (AsH3) and trimethylgallium (TMGa) used as

E0
3/2; 1/2±| 〉

E0
3/2; 1/2±| 〉

E0
3/2; 1/2±| 〉
source materials. Upon 20-min cleaning in H2SO4 :
H2O2 : H2O, silicon substrates were rinsed in deionized
water. Next, we used 30-s etching in the 5% HF solu-
tion to remove possible remaining oxides and a second
rinse in deionized water. Prior to the epitaxial growth, a
silicon substrate was annealed in a hydrogen atmo-
sphere (for 15 min at 950°C) to remove possible oxides.
To prevent the formation of antiphase domains in the
epitaxial layer in the course of cooling, a surface was
exposed to 3-min treatment in an AsH3 atmosphere at a
temperature of 750°C. The growth of an epitaxial film
started from the growth of a buffer layer 14 nm thick at
400°C, with BV and AIII components in the gas phase
being in the ratio 4 : 1. On the buffer layer produced in
this way, we grew at 700°C the basic GaAs layer (the
growth of a layer 2 µm thick at a pressure of 50 mbar
required 60 min). In this case, the elements of the
Groups V and III in the gas phase were in the ratio
80 : 1. The thickness of the basic layer in the samples
under study was varied in a range of 1–5 µm. The mate-
rial used for the film growth was undoped. However,
the diffusion of Si atoms from the substrate caused dop-
ing of a film at the level n = 1015–1017 cm–3 [14].

To obtain the dependence E0(T), we measured the
PR of homoepitaxial n-GaAs/n+-GaAs(100) samples
with charge carrier concentrations n = 1016–1017 cm–3

and n+ = 1018 cm–3 and epitaxial-layer thicknesses d =
2–5 µm.

EXPERIMENTAL SETUP

The experiments on PR were carried out at the Insti-
tute of Semiconductor Technology of Braunschweig
Technical University and the Laboratory of Optical
Studies of Martin Luther University in Halle. The spec-
tra were measured in the energy range E = 1.20–
1.65 eV with the aid of a He–Ne laser operating in the
red region (λ = 632.8 nm). The laser intensity ranged
from 0.01 to 10 W/cm2. In the measurements, the mod-
ulation frequency was varied from 100 to 300 Hz. The
change of reflectance ∆R was measured with the aid of
an SR850 two-channel phase-sensitive amplifier. The
setup provided the measurement of PR signals with
amplitudes as low as 5 × 10–6. To cool the samples, we
used a helium cryostat. The sample temperature was
varied in a range of 10–320 K. A spot of a probing light
beam on a sample, which determined the area of a surface
being analyzed, was varied in size from 100 × 100 to
1000 × 1000 µm2. An increase in spot size caused no
changes in the form of the spectrum, which provides
evidence of a high uniformity of the samples. Addi-
tional potentialities of the analysis of spectra were
associated with the use of the phase analysis technique
[15, 16].
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THEORETICAL FOUNDATIONS
OF THE SIMULATION OF E0 

PHOTOREFLECTANCE SPECTRA
IN THE PRESENCE OF STRESS

The features of the strain-induced PR spectra in the
region of the E0 transition should be simulated taking
into account changes of the band structure. The degen-
eracy of the E0 transition for GaAs in the unstressed
state leads to the formation of two overlapped optical
transitions from the subbands |3/2; ±3/2〉  and
|3/2, ±1/2〉  in accordance with the formula

(1)

where ∆R is the photoinduced change of the reflectance

signal, E0 =  =  are the energies of
the transitions from valence subbands, and a|3/2; ±3/2〉 and
a|3/2; ±1/2〉 are the amplitude factors of the corresponding
spectral components. The amplitude factors depend on
the transition matrix element and the effective mass of
charge carriers in subbands [17, 18].

The electromodulation interband PR components
may have the mean-field or the low-field shapes of a
spectral line. The spectral line shape is determined by
the ratio of the energy parameter of transition broaden-
ing Γ to the electrooptical energy "Ω

(2)

where e is the elementary charge, F is the surface elec-
tric field, " is Planck’s constant, and µ|| is the reduced
electron–hole mass in the direction of the electric field.
The medium- and low-field cases are characterized by
Γ < 3"Ω and Γ ≥ 3"Ω , respectively.

In the medium-field mode, the interband spectral E0
components have the fundamental peak in the region of
the E0 transition and high-energy Franz–Keldysh oscil-
lations whose period is determined via equality (2) by
the value of the surface electric field. The difference of
two valence subbands in reduced effective electron–
hole masses (µ|3/2; ±3/2〉 ≠ µ|3/2; ±1/2〉) leads to a small dif-
ference of electrooptical energies, which manifests
itself in different transitions of Franz–Keldysh oscilla-
tions.

A mathematical model used for the description of
the shape of a medium-field line should include such
physical parameters as the optical-transition energy E,
the electric field strength F, the penetration depth of the
surface electric field dF, the broadening energy Γ, and
the depth of modulation of the surface electric field
under illumination ξ (0 ≤ ξ ≤ 1). The model used by us
is referred to as the generalized multilayer model, and
it is described in detail in [12, 16].

In the case where the broadening energy has the
dominant effect, the low-field structure has the form of
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the so-called third-derivative curve and is mathemati-
cally described by the third derivative of the unmodu-
lated reflectance spectrum [19]. To simulate the low-
field electromodulation components, one should know
the transition energy E, the broadening energy Γ, and
the phase angle ϕ.

In the case of biaxial strain in the [100] and [010]
directions, the symmetry of the lattice of zinc blende
lowers down to the tetragonal one [17]. The lattice
strain lifts the degeneracy of the valence band at the
point Γ(0, 0, 0). In this case, one can calculate the ener-
gies of electronic optical transitions by the formulas
[1, 20]

(3)

(4)

where σ|| > 0 for the tensile stress and σ|| < 0 for the
compressive stress, a is the uniform-strain potential, b
is the shear strain potential, and C11 and C12 are coeffi-
cients of elasticity. We used for our calculations the val-
ues of parameters from [3].

The tensile stress shifts the energies of both transi-
tions in the direction of low energies with respect to the
E0 transition in an unstressed material. In this case, the
energy shift for the transition from the subband
|3/2; ±1/2〉  is stronger than the shift for the transition
from the subband |3/2; ±3/2〉 .

A further effect of stress on the electromodulation
E0 component in GaAs must manifest itself in a change
of the ratio of amplitude factors for the components of
subbands because of a change of effective masses of
charge carriers in the subbands [17].

The effects listed above cause an energy shift of the
spectral structure being simulated, which depends on
stress, and a change of the shape of spectral lines due to
a new superposition of components.

An example of simulation of the medium-field PR
E0 spectrum of GaAs within the context of the general-
ized multilayer model for different values of biaxial
stress is illustrated in Fig. 1. The ratio of amplitudes
a|3/2; ±1/2〉/a|3/2; ±3/2〉 = 2, which was used in the simulation
to enhance the effect of a change of spectral shape, is
considerably greater than the value for the unstressed
material a|3/2; ±1/2〉/a|3/2; ±3/2〉 = 0.5 [21, 22]. One can see
from Fig. 1 that, in the case of weak stress, the resulting
spectral structure has, at first glance, the form of a one-
component medium-field line (spectrum 1) because of
a small difference in transition energy E0. In this case,
the stress can be determined only from its strain-
induced energy shift. For larger values of stress, the
spectral structure shows not only the energy shift, but
also a shoulder structure in the region of the high-
energy slope of the fundamental peak, and this struc-
ture gives evidence of the presence of near-lying elec-
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tronic transitions (the “splitting structure,” spectrum 2).
In this case, the position of peaks in the first approxima-
tion may be interpreted as the energy position of transi-
tions from subbands.

1.61.51.41.3

∆R/R, arb. units

1

2

1.481.441.401.361.32

∆R/R, arb. units

E, eV

E, eV

1

2

Fig. 1. Model medium-field electromodulation PR spectra
calculated for biaxially stressed GaAs for the parameters
F = 4 × 106 V/m, dF = 400 nm, Γ = 7 meV, ξ = 1,

a|3/2; ±1/2〉/a|3/2; ±3/2〉 = 2; (1) σ|| = 0.5 kbar,  =

1.421 eV,  = 1.418 eV; (2) σ|| = 3.9 kbar,

 = 1.409 eV,  = 1.385 eV.
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Fig. 2. Model low-field electromodulation PR spectra calcu-
lated for biaxially stressed GaAs for the parameters Γ =
20 meV, ϕ = 50°, a|3/2; ±1/2〉/a|3/2; ±3/2〉 = 2; (1) σ|| = 1.1 kbar,

 = 1.418 eV,  = 1.411 eV; (2) σ|| =

4.9 kbar,  = 1.396 eV,  = 1.365 eV.
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In the case of low-field spectra, one should also start
from the fact that the strain-induced splitting of the
valence band causes the formation of two low-field
components with different transition energies and
amplitudes. Figure 2 shows two low-energy spectra
simulated for biaxially stressed GaAs. One can see
from Fig. 2 that the strain-induced splitting of the
valence band manifests itself only in the case where it
exceeds the splitting energy.

Our calculations show the effect of valence band
“splitting” and the energy shift. However, in view of the
fact that the samples under study are expected to have
relatively “low” values of residual stress (σ|| > 3.9 kbar)
and, consequently, relatively small values of splitting,
substantial “splitting structures” are not expected to
appear in the E0 spectra of GaAs/Si samples.

Because the experimental PR E0 spectra measured
for substrates or an epitaxial GaAs layer in a wide tem-
perature range contain, as a rule, not only the electro-
modulation E0 component, but also the low-energy
spectral component superimposed on it, which is
assigned to excitonic transitions and is well described
by the Aspnes formula with parameter n = 2 [16, 22, 23],
an adequate model for the quantitative analysis of the
experimental PR spectra must also involve a mathemat-
ical formalism for its simulation. In the PR spectra sim-
ulated with allowance for excitonic effects, spectral fea-
tures appear that resemble the splitting structures [13].

Thus, the problem arising because of a possible
ambiguity of interpretation of the experimental spectral
structures is clear. Because of this, a high-accuracy
quantitative analysis of spectral structures measured on
GaAs/Si samples can be performed only within the
context of multicomponent fitting of the whole spectral
line, which uses two electromodulation E0 components
and two excitonic components (Eexc) with different

transition energies  ≠  and  ≠

 and different amplitude factors. Moreover, to
prove the presence of low-energy components in the
spectrum, one should invoke an additional experimen-
tal method, e.g., the phase analysis method [15, 16, 23].

QUANTITATIVE ANALYSIS
OF THE PHOTOREFLECTANCE SPECTRA 

MEASURED AT ROOM TEMPERATURE [13]

Figure 3 shows the PR E0 spectra obtained for
homoepitaxial GaAs/GaAs(100) samples and hete-
roepitaxial GaAs/Si(100) samples [13, 14].

The PR spectra of homoepitaxial samples involve,
in the region of the fundamental peak, different line
shapes, which are caused by the superposition of the
excitonic and medium-field components. All the spec-
tra have approximately the same positions of the funda-
mental peak near the transition energy for the
unstressed material E0 = 1.425 eV.
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For heteroepitaxial samples, the PR spectra with
medium-field electromodulation components are mea-
sured as well (their presence is evidenced by the high-
energy Franz–Keldysh oscillations). These spectra are
shifted to lower energies with respect to the spectra of
homoepitaxial samples, which suggests that the transi-
tion energies of all their spectral components are
decreased. The shift of the spectra to lower energies
corresponds to the presence of residual tensile strain in
the films. In the region of the high-energy slope of the
fundamental peak, spectral features in the form of
peaks or inflections are observed.

To elucidate the strain-induced origin of experimen-
tal PR spectra, we analyzed them within the context of
the multicomponent model described above. For the
simulation, we used two medium-field and two exci-
tonic components with variable values of transition
energies and amplitude factors. The results show (see
Fig. 4) that the experimental spectra can be simulated
by one excitonic and one medium-field component.
Their superposition describes the experimental line
shape in all the spectral regions. All our attempts to per-
form fitting with the aid of two medium-field compo-
nents with the ratio of amplitude factors exceeding the
value a|3/2; ±1/2〉/a|3/2; ±3/2〉 = 0.1 failed. Thus, within the
framework of the analysis performed by us, the forma-
tion of the high-energy shoulder or the splitting struc-
tures in the experimental spectra is attributed to the
overlap of one medium-field component and one exci-
tonic component. In this case, the spectral components,
in accordance with their energy position and a compar-
ison with the results of previous papers [8, 10, 12],
should be assigned to the transitions from the subband
|3/2; ±1/2〉 . The absence of noticeable contributions of
the transitions from the subband |3/2; ±3/2〉  is surpris-
ing to a certain extent in spite of a decrease of the
amplitude factor expected for the component of the
subband |3/2; ±3/2〉  from model concepts, because the
latter, nevertheless, is bound to remain comparable to
the amplitude factor for the component of the subband
|3/2; ±1/2〉 .

The phase analysis performed for the spectra also
supports the presence of the low-energy components in
the spectrum. For the case where only the electromod-
ulation components of subbands are present in the
spectrum, an experimental phase line is expected to
have the form of a straight line because its formation and
damping are described by the same time laws. However,
the experimental phase diagram has a loop structure,
which suggests that a second low-energy component
with a different phase of a signal is present [15].

Starting from the results of the quantitative analysis
of the experimental spectra, values of residual stress in
epitaxial layers can be determined only from a change
of the transition energy E0 for the subband |3/2; ±1/2〉 ,
i.e., E0 – . As an average value of the transition
energy E0 for bulk GaAs, we used the value E0 =
1.425 eV [3]. The quantitative analysis performed by

E0
3/2; 1/2±| 〉
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∆R/R, arb. units

E0 GaAs/GaAs

GaAs/SiE0
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1
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E, eV

Fig. 3. Comparison of typical experimental PR E0 spectra of
homoepitaxial GaAs/GaAs samples (at the top) and hete-
roepitaxial GaAs/Si samples (at the bottom).

Fig. 4. Simulation of a typical PR spectrum of GaAs/Si.
(1) Experimental PR spectrum (solid line) and its fit (dashed
line) and (2, 3) spectral components resolved in the analysis.
(2) Excitonic component; Eexc = 1.403 eV, Γ = 18 meV,

(3) medium-field component;  = 1.406 eV,

F = 9.25 × 106 V/m, Γ = 14 meV.

E0
3/2; 1/2±| 〉
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us for the spectra of heteroepitaxial GaAs/Si samples

shows that the transition energies  are concen-

trated near the value  = 1.403 ± 0.003 eV irre-
spective of the GaAs layer thickness. The use of the dif-
ference of the values presented above for the calcula-
tion of stress with the aid of formula (4) yields the
biaxial tensile stress σ|| = 1.88 ± 0.16 kbar.

PHOTOREFLECTANCE SPECTRA
IN A TEMPERATURE RANGE OF 12–300 K

The measurements of PR spectra in a temperature
range of 12–300 K were aimed at the determination of
the temperature dependence of residual stress in GaAs
samples. To evaluate residual stress from the value of

strain-induced shift E0 – , we also needed a

E0
3/2; 1/2±| 〉

E0
3/2; 1/2±| 〉

E0
3/2; 1/2±| 〉

1.71.61.51.41.31.21.1
E, eV

∆R/R, arb. units
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2

3

4

5

6

7

8

Fig. 5. Experimental temperature dependence of the PR
spectrum for the GaAs/Si sample (dGaAs = 2.5 µm) (solid
curves) and its simulation (dashed curves). T = (1) 13,
(2) 20, (3) 60, (4) 80, (5) 100, (6) 160, (7) 200, and
(8) 296 K.
quantitative analysis of the PR spectra measured in the
same temperature range for homoepitaxial samples.

Figure 5 shows an experimental temperature depen-
dence of PR spectra, which is typical of the heteroepi-
taxial samples under study. A decrease observed for the
period of Franz–Keldysh oscillations and their simulta-
neous damping give evidence of a decrease of surface
electric field due to temperature reduction. In [24], a
decrease of electric field strength with decreasing tem-
perature for n-GaAs is attributed to the shift of the
energy position of the Fermi level at the surface from
the middle of the forbidden band in the direction of the
conduction band.

The quantitative analysis made for the spectra
within the context of the multicomponent-fitting algo-
rithm shows that the E0 spectrum of a heteroepitaxial
sample retains its two-component form throughout the
temperature range. However, because of a decrease of
the dark surface electric field, which is caused by tem-
perature lowering, the interband electromodulation

 component is measured at low temperatures
in the low-field mode rather than in the medium-field
mode. Thus, the simulation of spectra in the tempera-
ture region T ≥ 80 K was carried out by using one
medium-field component and one excitonic compo-
nent, and the simulation in the low-temperature region
was carried out by using one low-field component and
one excitonic component. It is typical that although a
temperature decrease causes a change of transition
energies of both components, the energy spacing
between the transition energies remains almost
unchanged.

It should be also noted that the spectra of the
GaAs/Si samples under study showed a large energy
broadening of spectral features as compared to
homoepitaxial samples even at low temperatures. It is
likely that this is caused by an increased concentration
of defects of the crystal structure.

The temperature dependences E0(T) and

(T) obtained for homoepitaxial and heteroepi-
taxial samples from the multicomponent quantitative
analysis of the PR spectra are shown in Fig. 6. The tem-
perature dependence E0(T) is well described by the
Varshney dependence. The shift ∆E(T) = E0(T) –

(T) found by us is shown in the lower part of
the figure. One can see from Fig. 6 that a decrease in
temperature causes an increase of ∆E. However, a vir-
tually linear increase of ∆E in a temperature range of
300–100 K slows down on passing to the low-tempera-
ture region, and ∆E tends to saturation. It is likely that
this effect is caused by a decrease in the difference in
the thermal expansion coefficient for GaAs and Si in
the low-temperature region [3].

By using expression (4), one can use the shift ∆E =

E0(T) – (T) to evaluate the temperature depen-

E0
3/2; 1/2±| 〉

E0
3/2; 1/2±| 〉

E0
3/2; 1/2±| 〉

E0
3/2; 1/2±| 〉
SEMICONDUCTORS      Vol. 34      No. 1      2000



TEMPERATURE DEPENDENCE OF RESIDUAL STRESS 79
dence of residual stress in epitaxial GaAs layers. The
dependence σ||(T) obtained for the samples under study
is shown in Fig. 7. The results of measurements on ten
samples were averaged. For the samples used in the
experiments, we have not observed the dependence of
biaxial stress on the epitaxial-layer thickness. Although
the form obtained for the temperature dependence qual-
itatively agrees with the behavior of residual stress in
the GaAs/Si system expected from the theory and cal-
culated from the dependences of the temperature
expansion coefficients of the materials [14] (see Fig. 7),
one can see that our results deviate in the direction of
lower values. This disagreement is caused by the fact
that the temperature of film growth from which the for-
mation of stress set in was used in theoretical calcula-
tions as the initial temperature. Thus, the result
obtained by us supports the assumption made in the lit-
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Fig. 6. Dependences E0(T) for homoepitaxial and heteroepi-
taxial GaAs (at the top) and the shift ∆E(T) = E0(T) –

(T) (at the bottom).E0
3/2; 1/2±| 〉

Fig. 7. The theoretical temperature dependence of residual
stress σ|| in epitaxial GaAs/Si(100) films (dashed curve) and
the dependence obtained from the quantitative analysis of
the PR spectra (solid curve).
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erature, which states that the tensile stress in films is
relieved by the generation of dislocations in the course
of cooling in a temperature region above a certain crit-
ical point Tc and that the process terminates on attaining
the temperature Tc. The dependence obtained by us
agrees well with the experimental data presented in
[14, 25].

In this work, we studied the structure of the strain-
induced PR E0 spectra obtained for the GaAs/Si semi-
conductor system in a temperature range of 10–300 K.
The analysis of experimental spectra was performed
within the context of the model accounting for a possi-
ble multicomponent structure of the spectra. The results
of our analysis show that the PR spectra have the two-
component form throughout the temperature range
under study and represent a spectral superposition of
the electromodulation interband component and the
low-energy excitonic component. We showed by way
of analyzing the experimental data that both compo-
nents were formed with involvement of electronic opti-
cal transitions from the subband |3/2; ±1/2〉 . A change
from the medium-field mode to the low-field mode,
which was observed for the electromodulation inter-
band component in the course of decreasing tempera-
ture, is caused by a decrease of surface electric field.

The temperature dependence of biaxial stress σ||(T)
for epitaxial GaAs films was determined from the value

of strain-induced shift E0 –  found from the
quantitative analysis of the PR spectra of heteroepitax-
ial and homoepitaxial samples. The disagreement
observed for the experimental and theoretical depen-
dences σ||(T) supports the assumption made in the liter-
ature, which states that the generation of dislocations in
the high-energy region relieves tensile stress.
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Abstract—A new method for determining the spectral dependence of the optical-absorption coefficient in
amorphous hydrogenated silicon is suggested. The method is based on the analysis of spectral and temperature
dependences of transient photoconductivity in this material. Energy distribution of localized states involved in
recombination of nonequilibrium holes was calculated. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The constant-photoconductivity method that was
suggested in [1, 2] and is still under development at the
present time [3] remains one of the most convenient
and rapid methods for determining the optical-absorp-
tion coefficient within a wide spectral range in photo-
conducting amorphous materials. A basic assumption
inherent in this method is the supposition that there is a
unique relation between the level of constant photocon-
ductivity and the kinetics of its relaxation; to put it dif-
ferently, it is assumed that the maintenance of a con-
stant level of steady photoconductivity implies that the
lifetime of photogenerated charge carriers is indepen-
dent of the energy of the excitation-light quantum (i.e.,
σph(hν) = const ⇒  τ(hν) = const). Under these condi-
tions, for small coefficients of optical absorption (αd ! 1,
where d is the sample thickness), the photoconductivity
is given by

(1)

where e is the elementary charge, n and µ are the con-
centration and mobility of the majority charge carriers
(electrons in undoped material), G is the generation rate
of electron–hole pairs, N0 is the photon flux, η is the
quantum yield, and R is the reflection coefficient. Since
it is assumed that, in the case of steady photoconductiv-
ity, τ(hν) = const and η and R may be regarded as
weakly dependent on the energy of photon, we finally
arrive at

, (2)

which makes it possible to determine the spectral
dependence of the reflection coefficient within a wide
range.

However, as experimental data on the kinetics of
photoconductivity measured under the conditions of

σph hν( ) enµ eµGτ eµτ N0 1 R–( )αη ,= = =

α hν( ) N0
1–∼
1063-7826/00/3401- $20.00 © 20081
σph(hν) = const show, the lifetime τ is not only photon-
energy (hν) dependent (Fig. 1) but depends almost
exponentially on hν for T ≤ 100 K and hν ≤ 1.9 eV. Fur-
thermore, at room temperature, the dependence τ(hν)
has well pronounced features; the higher the structural
perfection of the samples [4, 5], the more distinct these
features are.

In this paper, we discuss the origin of spectral
dependence of the kinetics of photoconductivity and
develop the “kinetic-equation” method suitable both
for a refined determination of α(hν) and for determina-
tion of the energy distribution of the localized-state
density.

THE SAMPLES

The samples of amorphous hydrogenated Si
(a-Si:H) studied in this work were prepared by RF
decomposition of silane-containing gas mixtures in a
system with capacitive coupling; the samples intended
for measurements of photoconductivity were provided
with sputtered contacts in coplanar configuration.

RESULTS AND DISCUSSION

We begin the discussion of experimental results
with the temperature region in the vicinity of 100 K; in
this region, the temperature-induced perturbations are
the smallest. As shown previously, the features of pho-
toconductivity at these temperatures can be interpreted
in the context of a simple model; according to this
model, the photoconductivity results from the hopping
of electrons in the conduction-band tail, the holes are
strongly localized and are almost at rest, and the recom-
bination of nonequilibrium charge carriers occurs by
tunneling [6, 7]. In such a model, the kinetics can be
000 MAIK “Nauka/Interperiodica”
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quantitatively evaluated with use of the equations

(3)

σ t( ) eµn t( ) eµp t( )= =
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Fig. 1. Typical spectral dependences of characteristic decay
times of photocurrent as measured under the conditions of
constant photoconductivity: (a) T = 80 K, a-Si:H of
unknown quality; (b) T = 293 K, with curve 1 corresponding
to a-Si:H of “low” quality and curve 2 corresponding to
device grade a-Si:H.

Fig. 2. Schematic diagram illustrating the origination of
spectral dependence of concentration of hole localization
centers (hν1 > hν2).
and the steady-state photoconductivity can be calcu-
lated from

(4)

where nss and n(t) are the concentrations of nonequilib-
rium electrons that are involved in photoconductivity
and have the mobility µ, with nss corresponding to the
steady state and n(t) corresponding to relaxation after
the illumination was switched off; pss and p(t) stand for
the corresponding concentrations of holes (we note
that, at all points in time, we have p = n according to the
condition for electrical neutrality). The other notation is
as follows: Nh is the concentration of centers of local-
ization and recombination for the holes; f ss(r, G) is the
occupancy function for these centers in the steady state;
τ(r) stands for the lifetime of a hole at the specified cen-
ter and is defined by the distance r to the nearest center
of localization of electrons; and g(r) is the distribution
function for the distances r.

In the case where the distributions of localization
centers for electrons and holes are uncorrelated, the fol-
lowing Reiss distribution [8] is valid for the function
g(r):

(5)

Here, R3 = 3/(4πNe), where Ne is the concentration of
localization centers for electrons.

In the case of tunneling recombination, the lifetime
τ(r) depends exponentially on the distance r; i.e., we
have

(6)

where ν0 = 1012 Hz is the phonon frequency [9], and
a ≈ 12 Å is the localization radius for an electron [10].

Finally, for small G, the function for steady-state
occupation f ss(r, G) is determined from the condition
for the equality of the generation and recombination
rates per a single localization center; i.e.,

(7)

As a result, we have

(8)

The existence of spectral dependence of the rate of
photoconductivity decay from the initial constant level
is equivalent to the absence of unique correlation
between the level of steady-state photoconductivity and
the kinetics of its relaxation. This means that there is no
quasi-equilibrium in the system of nonequilibrium
charge carriers; i.e., the distribution of these carriers

σss eµnss eµ pss Nh g r( ) f
ss

r G,( ) r,d
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∫= = =
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2r/a( )exp ,=

G 1 f
ss

r G,( )–( )/Nh f
ss

r G,( )/τ r( ).=

f
ss

r G,( ) 1

1
Nh

Gτ r( )
--------------+

------------------------.=
SEMICONDUCTORS      Vol. 34      No. 1      2000



ENERGY DISTRIBUTION OF LOCALIZED STATES 83
cannot be unambiguously described by specifying only
the positions of the quasi-Fermi levels. If we take into
account that the thermalization of nonequilibrium
charge carriers (especially of holes, in view of the pro-
nounced tail of the valence band) occurs very slowly at
the temperatures under consideration, we may assume
to the first approximation that each hole recombines
from almost the same energy level at which it was gen-
erated. Consequently, there exists a dependence of con-
centration of the localized states involved in the process
of recombination on the energy of excitation quanta,
Nh(hν); the latter function tends to increase with an
increase in hν. All the aforementioned is illustrated in
Fig. 2 where the schematic diagram clarifying the ori-
gin of the dependence Nh(hν) is shown.

Under the conditions of steady-state photoconduc-
tivity, i.e., when σss(hν) = eµpss(hν) = const, it follows
from (4) and (8) that

(9)

In turn, it follows from (9) that, as hν [and, conse-
quently, Nh(hν)] increases, the integrand is bound to
decrease, which can occur only owing to a decrease in
the ratio G(hν)/Nh(hν); the latter fact, as follows from a
simple analysis, will cause the transient processes in
photoconductivity to occur more slowly. On these
grounds, it is possible to explain the fact that the rate of
transient processes slows as the energy of excitation
quantum increases under the conditions of constant
photoconductivity. We discuss later the origin of the
threshold appearing at hνtr ≈ 1.9 eV; above this thresh-
old, the kinetics becomes independent of the energy of
the photon.

Let us now abandon the sustenance of the constant
level of steady-state photoconductivity and let us vary
G(hν) to ensure that the kinetic parameters of different
processes corresponding to dissimilar energies of
quanta coincide. As a result, we arrive at the “kinetics-
equation” method that makes it possible to extend the
ranges in which the spectral dependences of absorption
coefficient can be determined, as compared to the con-
stant-photoconductivity method. The equation of kinet-
ics implies that it is the ratio σ(t, hν)/σss(hν) ≡ f(t)
which is sustained independent of the energy of quanta;
in this case, it is obvious that both the photoresponse

time τ0(hν) ≡  ≡  and the

steady-state lifetime τ(hν) = const(hν) are independent

g r( )

1
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------------------.∼
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dt

----------------------- 1
σss hν( )
------------------

t 0→
lim f t( )

t 0→
lim
SEMICONDUCTORS      Vol. 34      No. 1      2000
of the energy of photon. Therefore, it follows from
equation (1) that

(10)

We emphasize that σss(hν) is the level of steady-state
photoconductivity; this level should be kept such (by
varying the photon flux N0) that the independence of the
rate of decay of photocurrent is ensured after the illu-
mination is switched off.

Figure 3 shows spectral dependences α(hν) mea-
sured by the constant-photoconductivity method at 293
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Fig. 3. Spectral dependences of the optical absorption coef-
ficient as measured by the constant-photoconductivity
method at (1) 293 and (2) 80 K and the method of equating
the kinetics at (3) 80 K.

Fig. 4. Comparison of energy distributions for hole localiza-
tion centers as obtained by processing the (1) spectral and
(2) temperature dependences of the kinetics of photocon-
ductivity.
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and 80 K and by equating the kinetics at 80 K, i.e., in
the temperature range where the spectral dependence of
photoconductivity is well pronounced. As is evident
from Fig. 3, the constant-photoconductivity method
yields an increase in α(hν) at 80 K, which may be erro-
neously regarded as indicating an increase in the den-
sity of localized states in the forbidden band. At the
same temperature, the method of equating the kinetics
yields results coinciding with the high-temperature
data and eliminating the erroneous treatment of the
data.

The second outcome of the method of equating the
kinetics is found to be the possibility of determining the
energy distribution of localized states available for non-
equilibrium holes. In fact, the constancy of kinetics is
equivalent to independence of the integrand in equation
(3) [and, consequently, of the similar expression in
equation (4)] on hν; thus, we may infer that, under the
conditions of unvarying kinetics, we have

(11)

It is evident from Fig. 2 that, to the first approximation,
we may assume that

(12)

σss hν( ) Nh hν( ).∼

Nh hν( ) NR E( ) E,d

Eµ hν–

EF

∫=

2

0

–2

log(τ0), s (a)

(b)
2.0

1.5

–1.0

log(hνtr), eV

0 5 10 15
1000/T, K–1

1

2

Fig. 5. Temperature dependences of (a) photoresponse time
and (b) the photon threshold energy as (1) obtained experi-
mentally and (2) calculated.
where NR(E) is the energy distribution of localization
centers for holes, and Eµ is the mobility gap. Combin-
ing equations (11) and (12), we can determine the form
of this distribution as

(13)

The results of calculations with formula (13) are
shown in Fig. 4, wherefrom it is evident that the curve
of distribution of hole-related recombination centers is
bell-shaped; in this case, the reference with respect to
energy can be accomplished by using the value of hνtr ,
as will be shown later.

We now direct our attention to the analysis of the
threshold hνtr , above which the photoconductivity
kinetics ceases to depend on the energy of quanta of
excitation radiation (Fig. 1). In general, the fact that the
kinetics is independent of hν for large energies of pho-
tons implies that thermalization of nonequilibrium
holes occurs in two stages: following a rapid thermal-
ization over the delocalized states and the pronounced
tail of the valence band, a slow thermalization over the
deeper states follows. Thus, it is expedient to assume
that the value of hνtr = 1.9 eV may be used to determine
the mobility gap (Eµ).

It is obvious that, in the context of this approach, a
decrease in the value of hνtr should occur as the temper-
ature is elevated because the thermalization processes
are promoted. As was mentioned above, such a
decrease in hνtr would correlate with an increase in the
rate of the corresponding processes [6]. Such a correla-
tion is indeed observed, and an example is shown in
Fig. 5.

This correlation between the quantities hνtr and τ0
(the photoresponse time characterizing the rate of ini-
tial decay of photoconductivity) can be assessed quan-
titatively on the basis of a simple reasoning. To do this,
it should be recalled that the photoresponse time τ0 is
controlled by depletion of the most rapid channels of
recombination, whereas the value of threshold energy
of photons specifies the “thermalization extent.” To put
it differently, the thermal emission of charge carriers
from the states located at a distance from the mobility
threshold of the valence band smaller than Eµ – hνtr

occurs in times shorter than the smallest recombination
time. This simple reasoning shows that hνtr plays the
role of a “threshold,” at which the shortest recombina-
tion time (i.e., τ0) and the time of thermal emission to
delocalized states become comparable; the latter time is

approximately equal to exp(–(Eµ – hνtr)/kT). As a
result, we arrive at the following expression relating
hνtr to τ0:

(14)

The results of calculation with formula (14) are
shown in Fig. 5. The best agreement with the experi-
ment is attained for the value of the mobility gap equal

NR E Eµ hν–=( )
dNh hν( )

d hν( )
---------------------

dσss hν( )
d hν( )

----------------------.∼=

ν0
1–

Eµ hν tr– kT ν0τ0( ).ln≈
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to Eµ = 2.0 eV, which is consistent with the data
reported in other publications [11].

Another method for “scanning” the energy distribu-
tion of localized states consists in variation of the tem-
perature perturbation. In fact, an increase in tempera-
ture brings about a transformation of trapping centers
into the recombination centers and, consequently, a
decrease in the concentration of nonequilibrium charge
carriers trapped at the localization centers. Thus, the
temperature dependence of steady-state concentration
of nonequilibrium holes can provide information about
the energy distribution of localized states.

For moderately high temperatures corresponding to
the generation rate of nonequilibrium charge carriers
exceeding the rate of their thermal “mixing,” it may be
safely assumed that only the hole-localization centers,
for which the specific generation rate exceeds the sum
of the recombination and thermal-emission rates, are
occupied; therefore, the steady-state concentration of
nonequilibrium holes may be evaluated as

(15)

where NR(E) is the energy distribution of localization
centers for holes, and the integration is performed over
the region where the condition ν0exp(–E/kT) +
ν0exp(−2r/a) < G/Nh is satisfied.

As a crude simplification, it was assumed in (15)
that the probability of thermal emission from a localized
state to the valence band amounts to ν0exp(–E/kT). To
be more precise, this probability can be evaluated as
W(E)exp(–E/kT), where W(E) is the probability of tran-
sition of a hole from a delocalized state to the hole-
localization center, with the use of the detailed balanc-
ing principle. For crystalline semiconductors, W(E) is
proportional to the cross section of trapping by the level
and depends only slightly on the transition energy. In
amorphous semiconductors, the wave function of a
charge carrier is strongly modulated even in delocal-
ized states; therefore, it would be more adequate to use
W(E) in the form suggested in [12].

Expression (15) may be further assessed as

(16)

where A = kT ln( ν0/G) and B =

a/2 .

For the sake of simplification, we replace (1 +
( ν0/G)exp(–E/kT))–1 with a step function, substi-
tute expression (5) for the function g(r), and finally
obtain the following equation describing the tempera-

p
ss

T( ) g r( )NR E( ) rd E,d∫∫≈

p
ss

T( ) NR E( ) Ed

A

∞

∫ g r( ) r,d

B

∞

∫≈

NR*

NR*ν0/G

1 NR*ν0/G( ) E/kT–( )exp+
-----------------------------------------------------------------ln

N R*
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ture dependence of steady-state concentration of non-
equilibrium holes:

(17)

Here, C = kT ln( ν0/G).

Equation (17) makes it possible to calculate the
energy distribution NR(E) of the hole recombination
centers. In fact, introducing the notation

(18)

we finally arrive at

(19)

Using the dependence pss(T) obtained previously
[7], we can calculate the energy distribution NR(E) for
the hole recombination centers. The results of calcula-
tion are shown in Fig. 4. The obtained distribution is
bell-shaped and can be matched to the distribution
obtained by processing the spectral dependence for
Eµ = 2.1 eV. Close resemblance between the shapes of
the curves obtained by different methods and good
agreement between the estimates of the mobility gap
support the conclusion that the model developed here is
based on consistent and self-consistent theory.

In conclusion, we dwell briefly on the spectral
dependence of the kinetics of photoconductivity in the
vicinity of room temperature. As is evident from Fig. 1,
a well-pronounced peak is characteristic of correspond-
ing curves in this temperature region; this fact may cor-
rupt the data on the dependence α(hν) obtained by the
constant-photoconductivity method. Unfortunately, in
this case, we cannot use a correlation obtained by the
kinetics-equation method because the processes occur-
ring on different sides of the peak have dissimilar kinet-
ics, and the corresponding kinetic parameters cannot be
matched at any levels of generation. We plan to devote
our next publication to comprehensive investigation of
the origin of this peak.

ACKNOWLEDGMENTS

This work was supported by the International Sci-
ence Foundation, grant no. 97–1910.

REFERENCES

1. M. Vanecek, J. Kocka, J. Stuchlik, et al., Solid State
Commun. 39, 1199 (1982).

p
ss

T( ) a
2R
-------

NR*ν0

G
-------------ln

 
 
 

3

–exp NR E( ) E.d

C

∞

∫≈

NR*

ε kT NR*ν0/G( ),ln≡

NR ε( )

a
2R
-------

Nhν0

G
------------ln 

 
3

exp

kT
Nhν0

G
------------ln

------------------------------------------------d p
ss

T( )/dT .=



86 KOUGIYA et al.
2. A. G. Kazanskiœ and E. P. Milichevich, Fiz. Tekh. Polu-
provodn. (Leningrad) 18, 1819 (1984).

3. M. Vanecek, J. Kocka, A. Poruba, et al., J. Appl. Phys.
78, 6203 (1995).

4. K. Pierz, H. Mell, and E. I. Terukov, J. Non-Cryst. Solids
77–78, 547 (1985).

5. K. V. Koughia and E. I. Terukov, J. Non-Cryst. Solids
137–138, 603 (1991).

6. A. A. Andreev, A. V. Zherzdev, A. I. Kosarev, et al., Solid
State Commun. 52, 589 (1984).

7. K. V. Kougiya, E. I. Terukov, and W. Fuhs, Fiz. Tekh.
Poluprovodn. (St. Petersburg) 32, 27 (1998).
8. H. Reiss, C. S. Fuller, and F. J. Morin, Bell Syst. Tech. J.
35, 535 (1956).

9. V. Chech, F. Schauer, and J. Stuchlik, J. Non-Cryst. Sol-
ids (in press).

10. C. Tsang and R. A. Street, Phys. Rev. B: Condens. Mat-
ter 19, 3027 (1979).

11. R. H. Bube, L. E. Benator, and K. P. Bube, J. Appl. Phys.
79, 1926 (1996).

12. V. I. Abakumov, V. I. Perel’, and I. N. Yassievich, Fiz.
Tekh. Poluprovodn. (Leningrad) 12, 3 (1978).

Translated by A. Spitsyn
SEMICONDUCTORS      Vol. 34      No. 1      2000



  

Semiconductors, Vol. 34, No. 1, 2000, pp. 87–91. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 34, No. 1, 2000, pp. 86–89.
Original Russian Text Copyright © 2000 by Golikova, Kuznetsov, Kudoyarova, Petrov, Domashevskaya, Terekhov.

                                                                                                

AMORPHOUS, VITREOUS,
AND POROUS SEMICONDUCTORS
Modifications of the Structure and Electrical Parameters
of the Films of Amorphous Hydrogenated Silicon Implanted

with Si+ Ions

O. A. Golikova*, A. N. Kuznetsov*, V. Kh. Kudoyarova*, I. N. Petrov**,
É. P. Domashevskaya***, and V. A. Terekhov***

* Ioffe Physicotechnical Institute, Russian Academy of Sciences, Politekhnicheskaya ul. 26, St. Petersburg, 194021 Russia
** Elektron Central Research Institute, St. Petersburg, Russia

*** Voronezh State Technical University, Moskovskii pr. 14, Voronezh, 394026 Russia

Submitted June 3, 1999; accepted for publication June 8, 1999

Abstract—The influence of implantation of Si+ ions with energies of 30, 60, and 120 keV was studied on the
dark conductivity, photoconductivity, hydrogen concentration, microstructure parameter, and special features
of the ultrasoft X-ray emission spectra of a-Si:H films that were deposited at Ts = 300°C by the dc-MASD and
rf-PECVD methods and that differed in initial structural characteristics. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In [1, 2], the influence of implantation of Si+ ions
(T = 300 K and the dose D = 1012–1014 cm–2) on electri-
cal characteristics of the films of amorphous hydroge-
nated silicon (a-Si:H) deposited by radio-frequency
decomposition of silane in a glow discharge
(rf-PECVD, an rf plasma-enhanced chemical vapor
deposition) at a temperature of Ts = 300°C was studied.
The results reported in [1, 2] indicated that there were
certain similarities between the effects of ion implanta-
tion and those of long-term intense illumination of
a-Si:H; the latter is known as the Staebler–Wronski
effect. In particular, these similarities concern varia-
tions in dark conductivity σd, photoconductivity σph,
and also the activation energy for dark conductivity ∆E.
The latter tends to the value of 0.85 eV; i.e., the Fermi
level εF tends to the midposition within the mobility
gap. It was concluded that, in both cases, the structural
defects (the dangling Si–Si bonds) were formed owing
to disruption of weak Si–Si bonds, rather than to dis-
ruption of Si–H bonds, the more so as the hydrogen
concentration in a-Si:H films remained the same both
after implantation and after illumination. In the films
studied, hydrogen was present in the monohydride
form (SiH).

The main objective of this study, as distinct from
those in [1, 2], was to determine the influence of
implantation of Si+ ions with the energies of 30, 60, and
120 keV on the characteristics of a-Si:H films depos-
ited by decomposition of SiH4 in a magnetron chamber
under dc conditions (the dc-MASD method, a dc mag-
netron-assisted silane decomposition) [3]. As demon-
1063-7826/00/3401- $20.00 © 20087
strated in [3], this method made it possible to widely
vary the microstructure of the films (even at high tem-
peratures Ts of deposition): silicon can be bonded to
hydrogen in monohydride and dihydride forms (SiH
and SiH2), and also in the form of clusters (SiH2)n. In
this case, the values of microstructure parameter R
characterizing the contribution of SiH2 bonds vary from
zero to unity even for Ts = 300–400°C, which cannot be
attained with the use of other known methods for
deposition of a-Si:H.

In this work, we specially chose films prepared by
the dc-MASD method (the MASD films), which were
characterized by large values of the microstructure fac-
tor R = 0.65–0.75 before implantation. Previously, such
films exhibited the highest stability of photoconductiv-
ity under long-term intense illumination (in fact, the
Staebler–Wronski effect was not observed) [4]. Fur-
thermore, in this paper, for the sake of comparison, we
report the results of the studies of the influence of
implantation on the characteristics of the films that
were prepared by the rf-PECVD method (the PECVD
films) and exhibited, conversely, the lowest stability of
photoconductivity σph under illumination [4].

2. EXPERIMENTAL

Implantation of Si+ ions was performed at room
temperature with the use of a heavy-ion accelerator; an
SO-70 ion source was employed, and SiF4 gaseous
compound was used. In order to obtain a uniform dis-
tribution of the Si implant over the film thickness d
equal to 3 µm, we used a three-stage implantation of
each of the films with ion energies E = 30, 60, and
000 MAIK “Nauka/Interperiodica”
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120 keV and doses (D) varied in such a way as to
ensure the required total dose D. Following the implan-
tation, the samples were annealed in a vacuum at a pres-
sure of (3–4) × 10–5 torr for 1h at 200°C [1, 2]. In this
work, the total implantation doses were 1012 and
1013 cm–2.
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Fig. 1. Dependences of (1) dark conductivity σd, (2) photo-
conductivity σph, (3) activation energy for dark conductivity
∆E, (4) hydrogen concentration CH in the film, and
(5) microstructure parameter R on the dose D of implanta-
tion of Si+ ions for a MASD a-Si:H film. The values of ∆E
determined at elevated temperatures (Fig. 5) are shown.

Fig. 2. The same parameters and the same symbols as in
Fig. 1, but the data refer to a PECVD a-Si:H film.
The MASD and PECVD films were deposited at
Ts = 300°C. Both before and after implantation, we
measured the dark conductivity in the temperature
range of 250–470 K and photoconductivity at room
temperature, with the photon energy of incident light
2 eV and the generation rate of photo-induced charge
carriers 1019 cm–3 s–1. The hydrogen content CH in the
films was determined by IR spectroscopy (the absorp-
tion band peaked at 630 cm–1 was analyzed). The
microstructure parameter was conventionally deter-
mined from the following formula:

Here, I2000 and I2090 are the magnitudes of absorption-
band peaks at 2000 and 2090 cm–1, which provide
information about the concentration of SiH and SiH2
bonds. We particularly considered the shift of the band
characteristic of SiH bonds. It was done primarily to
identify the (SiH)n clusters (typically, these clusters
have the shape of islands or are located at the surface of
voids that form a porous, so-called “grained,” amor-
phous structure). In this case, the peak of the band char-
acteristic of SiH bonds shifts to 2010 cm–1 [4]. Further-
more, if the peak under consideration shifts further to
2019–2020 cm–1, the clusters are predominantly
located at the boundaries of nanocrystalline inclusions
[5]. To put it differently, the latter shift would
strengthen the case for the existence of nanocrystalline
inclusions in a-Si:H films.

In this work, the films were also studied by ultrasoft
X-ray emission spectroscopy, both before and after ion
implantation. The spectra of L2, 3 radiation of Si were
measured; these spectra gave information about the
partial density of all filled s states of Si (i.e., the states
located below the Fermi level) [6]. The spectra were
measured at room temperature, and the energy of elec-
trons used for excitation was 3 keV.

3. RESULTS AND DISCUSSION

We now consider the typical dependences of dark
conductivity, photoconductivity, activation energy for
dark conductivity, hydrogen content in the films, and
the microstructure parameter on the dose of implanta-
tion for the MASD and PECVD films (Figs. 1, 2). The
parameters of the films prior to implantation (D = 0) are
also shown. As is evident from Figs. 1 and 2, the initial
parameters σd, σph, ∆E, and CH are almost the same for
both types of films. At the same time, the MASD and
PECVD films differ in the values of microstructure
parameter (0.3, as compared to 0.75; see Figs. 1, 2) and
in the forms of hydrogen incorporation in the films. In
MASD film, the largest fraction of hydrogen (6 at. %) is
in the form of SiH2 and only 2 at. % of H is in the form
of SiH, whereas, in a PECVD film, most of H is in the
form of SiH (mainly, being incorporated in (SiH)n clus-
ters) and only 3 at. % of H is in the form of SiH2. 

R I2090/ I2000 I2090+( ).=
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It follows from Figs. 1 and 2 that the effect of
implantation on the parameters of a MASD film is
markedly different from that of a PECVD film.

First of all, we draw attention to the fact that a
PECVD film becomes completely devoid of hydrogen
as a result of implantation, and, correspondingly, the
film’s electrical parameters change and approach the
parameters of nonhydrogenated amorphous silicon; in
contrast, this is not observed for a MASD film. Follow-
ing the implantation with D = 1013 cm–2, about 5 at. %
of hydrogen is still trapped in a MASD film. In fact, for
D = 1013 cm–2, we have R = 1; i.e., hydrogen is incorpo-
rated in the form of SiH2. Obviously, the SiH2 com-
plexes happen to be more stable than the SiH com-
plexes; i.e., hydrogen incorporated in the form of SiH2

features a much lower diffusivity. This conclusion is
consistent with the results reported in [4, 7].

We draw attention to the fact that the Staebler–
Wronski effect necessarily relies on the hydrogen dif-
fusion that exists in a-Si:H at any finite temperature [8]
and, for T = const and CH = const, directly depends on
hydrogen mobility. Therefore, a high stability of σph in
the MASD films with large R is caused by low mobility
of hydrogen [4].

It should be also recalled that the shifts of the Fermi
level to the middle of the mobility gap of a-Si:H are
characteristic of the Staebler–Wronski effect; in this
case, the activation energy for σd amounts to 0.85 eV.
Such a phenomenon was also observed in PECVED
films of a-Si:H after implantation of Si+ ions [1, 2] if
hydrogen in these films was predominantly in the form
of SiH.

At the same time, as is evident from Fig. 1, the value
of ∆E for a MASD film with initial R = 0.75 is constant;
i.e., shifts of the Fermi level are not observed. This is
also consistent with actual absence of the Staebler–
Wronski effect in such films [4]. A decrease in σd and,
especially, in σph (Fig. 2), is then apparently caused by
an increase in R, with R = 1 attaining the value of unity
for D = 1013 cm–2; previously [3], this was also
observed for unimplanted films having R = 1.

We now consider the results of studying the films by
ultrasoft X-ray spectroscopy. We restrict ourselves to
consideration of the L2, 3 Si spectra related to the
valence-band states (Figs. 3, 4). As previously demon-
strated [6], the shape of these spectra is extremely sen-
sitive to the extent of ordering of the structural network
of Si.

Figure 3 shows the spectra for two unimplanted
PECVD and MASD films deposited at Ts = 300°C; the
spectra are in close agreement with each other and are
represented by common curve 1. In this curve, the gen-
tly sloping principal peak of the density of the Si
s states in the valence band for Ev – E = 7–9 eV (Ev cor-
responds to the valence-band edge); this peak is charac-
SEMICONDUCTORS      Vol. 34      No. 1      2000
teristic of amorphous silicon [6]. Curve 2 refers also to
the implanted PECVD film of a-Si:H; however, this
film contains nanocrystalline inclusions of Si. This was
established by analyzing the Raman spectrum: in the
vicinity of the TO band typical of amorphous silicon, a
band peaked at 515 cm–1 was observed (this film was
also deposited at Ts = 300°C and was previously studied
in [5]). The data obtained by IR spectroscopy were also
indicative of the presence of nanocrystalline inclusions:
the peak of the band characteristic of SiH bonds was
positioned at 2019 cm–1 rather than at 2000 cm–1 [5].

On the basis of estimates obtained with the use of
universally accepted methods [9], we determined the
sizes of nanocrystals (dRaman . 5 nm) and their volume
fraction (Xc . 10%); with a comparatively small contri-
bution of crystalline phase, the X-ray emission spec-
trum of this film undergoes significant changes: the
main peak ceases to be featureless (Fig. 3, curve 2).

The spectrum of crystalline silicon [6] (Fig. 4,
curve 1) has well-pronounced features: the main peak
splits into two peaks. It follows from Fig. 4 (curve 2)

1

2

1.0

0.5

0
80 85 90 95 100

E , eV

I ,arb. units

1

2

1.0

0.5

0
80 85 90 95 100

I ,arb. units

E , eV

Fig. 3. X-ray emission spectra for a-Si:H films deposited at
Ts = 300°C by (1) the dc-MASD and rf-PECVD methods
(the coinciding spectra) and (2) the rf-PECVD method (the
film contains the crystalline-Si nanoinclusions formed in the
course of deposition). The films were not subjected to ion
implantation.

Fig. 4. X-ray emission spectra of (1) crystalline Si and
(2) the a-Si:H film after implantation of Si+ with D =
1013 cm–2.
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that both the PECVD and MASD a-Si:H films studied
in this work partially crystallize as a result of Si+

implantation. Furthermore, by comparing the spectra
shown in Figs. 3 and 4 (curves 2), we may conclude that
the role of crystalline phase in implanted films is more
important than that in unimplanted films studied in [5].

We now consider the temperature dependences of
dark conductivity σd in the films studied in this work
(Fig. 5). All the curves shown in Fig. 5 feature inflec-
tion points; i.e., the activation energies of σd differ for
lower and higher temperatures: in the former case, ∆E
is appreciably smaller than in the latter case. Thus, a
transition is observed from the conduction related to the
existence of crystalline phase in the films to the con-
duction in amorphous phase. This inference is qualita-
tively consistent with the results reported in [9]. How-
ever, at this stage of study, it would be incorrect to per-
form any quantitative comparisons of the results, in
particular, of the values of σd for comparatively low
temperatures, of the activation energies of σd, or of the
temperatures corresponding to the inflection points in
σd = f(103/T) dependences for various films. In fact, in
order to perform this comparison, we would require
quantitative information about (i) the role of crystalline
phase and the sizes of crystalline inclusions and (ii) to
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Fig. 5. Temperature dependences of dark conductivity in
a-Si:H films after implantation of Si+ ions (D = 1013 cm –2)
(curves 1 and 2). Curve 3 corresponds to the film containing
the nanoinclusions of crystalline silicon formed in the
course of deposition. Activation energies ∆E (expressed in
eV) of dark conductivity in the films are indicated by the
numbers at the curves.
what extent the distribution of these inclusions is uni-
form in the films.

4. CONCLUSION

In this work, we studied for the first time the effect
of Si+ ion implantation on a-Si:H films that were depos-
ited by the MASD method and featured large values of
the microstructure parameter R = 0.65–0.75. As previ-
ously shown [4, 7], films of this type do not actually
exhibit the Staebler–Wronski effect and have an
enhanced thermal stability, which was related to the
special features of their structure: hydrogen in the form
of SiH2 is largely mainly located at the surface of
microvoids that are at a considerable distance from one
another; as a result, the mobility of hydrogen in the
course of diffusion is drastically decreased [7].

The structure of these films may be conceived as
consisting of an amorphous Si matrix involving a low
amount of hydrogen in the form of SiH and incorporat-
ing the inclusions of (SiH2)n clusters. This structural
model is also supported by the results of this work; in
fact, following the implantation of Si+ into the a-Si:H
MASD films, all hydrogen in the form of SiH2 virtually
remains in the films.

In contrast, the presence of clusters (SiH)n in the
structure of PECVD films results in a complete loss of
hydrogen under the effect of Si+ implantation with a
dose of D = 1013 cm–2. It should be remembered that the
Staebler–Wronski effect is most pronounced for such
films [4].

As compared to our previous results [1, 2], we
observed here a new effect of implantation of Si+ ions
with energies of 30–120 keV on a-Si:H films: the for-
mation of crystalline inclusions in the films containing
the (SiH2)n or (SiH)n clusters. This was established on
analyzing the films by ultrasoft X-ray emission spec-
troscopy and was supported by the results of corre-
sponding electrical measurements.

We believe that it is the (SiH2)n or (SiH)n clusters
that are responsible for the formation of crystalline
inclusions; apparently, these clusters act as peculiar
centers of crystallization that sets in at low energies of
implanted ions. Typically, for the crystallization of
amorphous silicon film to set in, implantation with ion
energies of several megaelectronvolts is required [10],
so that local heating sufficient for formation of small
crystalline clusters (crystallization centers) is ensured.
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Abstract—Kinetics of the decay of photoluminescence of Er impurity in the films of amorphous hydrogenated
Si a-Si:H〈Er〉  was studied for the first time. The films were obtained either by cosputtering of Si and Er targets
with the use of the technology of dc silane decomposition in a magnetic field (MASD) or by radio-frequency
decomposition of silane. In the second case, an Er(TMHD)3 polymer powder was used as the source of Er. It is
shown that, at room temperature, the a-Si:H〈Er〉  films obtained by the MASD method feature the characteristic
times of Er photoluminescence decay equal to 10–15 µs, which is 20 times smaller than in the case of Er-doped
crystalline Si (c-Si〈Er, O〉) as measured at liquid-nitrogen temperature. For the a-Si:H〈Er〉  films obtained by
radio-frequency decomposition of silane, the decay times of Er photoluminescence amount to 2 µs. The differ-
ence in the photoluminescence decay times is related to dissimilarities in the local surroundings of Er atoms in
the a-Si:H〈Er〉  films obtained by different methods. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Interest in studies of photoluminescence (PL) of
rare-earth (RE) ions in solids is motivated by the possi-
bility of developing light-emitting diodes (LEDs) that
operate at room temperature and can easily be incorpo-
rated in integrated systems based on inexpensive sili-
con technology. The RE ion of the most interest is the
Er ion whose emission at a wavelength of 1.54 µm cor-
responds to a minimum of losses in an optical quartz
fiber.

One of the important parameters characterizing the
possibility of using a specific semiconducting material
for fabrication of LEDs is the lifetime of the Er excited
state.

In crystalline silicon doped with Er and O by ion
implantation, the excited state of Er has a long lifetime
(1–2 ms), which causes the luminescence to be satu-
rated at relatively low levels of excitation. This fact
makes it difficult to design efficient luminescent struc-
tures based on this material [1]. Recently, much atten-
tion has been given to studies of the photoluminescent
and electroluminescent properties of a-Si:H doped with
erbium [a-Si:H〈Er〉]. This material can be easily incor-
porated in existing silicon technology and is promising
for the development of LEDs emitting at a wavelength
of 1.54 µm.

Previously, we have studied the Er PL in amorphous
hydrogenated silicon a-Si:H〈Er, O〉  in relation to tem-
perature and to frequency and power of excitation. It
was shown that, in this material, the intensity of Er PL
1063-7826/00/3401- $20.00 © 0092
decreases by a mere 20–30% when the temperature T
increases from 4.2 to 300 K [2, 3]; at the same time, in
crystalline Si (c-Si〈Er, O〉), PL becomes difficult to
detect even at liquid-nitrogen temperature (T = 77 K) [4].

It is well known that Er PL in c-Si〈Er, O〉  depends
on the power of excitation and is typical of systems
with a finite number of emitting centers that have long
lifetimes of an excited state [5]. Our previous experi-
ments with a-Si:H〈Er〉  have shown that saturation of PL
sets in at excitation intensity of about 50 W/cm2. Such
intensities exceed those characteristic of c-Si〈Er, O〉,
which suggests that the lifetime of the Er excited state
in a-Si:H〈Er, O〉  is much shorter than that in
c-Si〈Er, O〉 . Direct information about the lifetime of the
excited state is typically obtained from studies of PL
decay kinetics.

In this paper, we report for the first time the results
of studies of the excited-state lifetime of Er in the
matrix of a-Si:H; the data were obtained from the mea-
surements of kinetics of the Er PL decay.

2. EXPERIMENTAL

The a-Si:H〈Er〉  films were obtained by two meth-
ods. The first method involved the cosputtering of Si
and Er targets with the use of technology of silane
decomposition in the dc mode (the dc decomposition)
in a magnetic field. A conventional reactor designed for
magnetron sputtering was employed. However, an
argon–oxygen–silane, rather than an argon–hydrogen
mixture, was used to prepare the films; thus, this
2000 MAIK “Nauka/Interperiodica”
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method is referred to as the magnetron-assisted silane
decomposition (MASD) [6]. The second method
involved the radio-frequency (RF) decomposition of
silane; an Er(TMHD)3 powder heated to temperatures
higher than 160°C served as a source of Er; this method
for preparation of a-Si:H〈Er〉  films was described in
detail elsewhere [7, 8].

The films were grown on the substrates of quartz
and crystalline silicon.

The composition of the a-Si:H films (i.e., the con-
tent of Er, O, C, and H) was determined by secondary-
ion mass spectroscopy (SIMS) and Rutherford back-
scattering (RBS). In order to find whether or not there
are bonds between the atoms of the basic Si matrix and
the light impurities of O, C, and H atoms and to identify
the type of these bonds, we used infrared (IR) spectros-
copy.

The kinetics of Er PL decay was studied with the use
of excitation by the pulses of nitrogen-laser radiation
with the wavelength λ = 337 nm, duration of a pulse
being 10 ns, and the specific power P = 0.01 mJ/cm2.
The PL signal was selected by a monochromator at the
maximum of the emission band. A cooled germanium
detector with the time resolution of 0.3 µs was used to
detect the signal.

3. RESULTS

Typical curves of decay of the PL intensity I with
time t for the a-Si:H〈Er〉  samples obtained by MASD
and by the RF decomposition of silane are shown in the
figure. A thorough analysis showed that the decay
curves could not be approximated by a single exponen-
tial function of time t. The PL decay is best approxi-
mated by the extended exponential function given by

(1)

where τ is the lifetime of the excited state and b is the
factor of nonexponentiality. Thus, if b ≈ 1, the
PL-decay kinetics is close to single-exponential.

Approximation of the experimental kinetics by
expression (1) shows that the samples obtained by
MASD feature the characteristic PL-decay times of
tens of microseconds (10–15 µs) and the nonexponen-
tiality factor b = 0.53. Such a value of the nonexponen-
tiality factor can indicate that it is possible to approxi-
mate the PL-decay kinetics by two exponential func-
tions and can indicate the presence (as in the case of
crystalline Si doped with Er and O) of two different
types of PL centers. The possibility that Er ion can exist
with different local surroundings is supported by the
data obtained by studying the Mössbauer effect and by
IR spectroscopy [9, 10]. The Mössbauer spectroscopy
studies have shown that, in the samples under consider-
ation, a fraction of Er atoms exist in the configuration
with the local surroundings close to Er2O3; other Er
atoms are involved in the ErSi2 configuration. The frac-

I I0 t/τ–( )b
,exp=
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tion of Er atoms found with local surroundings close to
Er2O3 depends on oxygen concentration. The figure
shows the results of studying the kinetics of Er PL
decay in a MASD sample optimized with respect to the
ratio between the oxygen and erbium concentrations; in
this case, this ratio was 10 : 1.

For the (a-Si:H)〈Er〉  samples obtained by RF
decomposition of silane and by doping with Er by ther-
mal decomposition of Er(TMHD)3 polymer powder,
the studies of the PL-decay kinetics showed that the
characteristic PL-decay times could be even shorter
(~2 µs), with the nonexponentiality factor b being
approximately equal to unity. The SIMS, RBS, and
IR-spectroscopy studies have shown that the local sur-
roundings of Er atoms in these samples differ from the
local surroundings in the samples obtain by MASD
[7, 10]. On the basis of the fact that the distribution of
C, O, and H correlates with the distribution of Er and
that there is no indications of formation of bonds
between the atoms of the basic Si matrix and C atoms,
we may assume that Er atoms have local surroundings
which constitute the remainder of the polymer that was
used for doping and that decomposed only partially.
Apparently, Er atoms have local surroundings whose
symmetry is lower than that of Er2O3.
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The decay kinetics of Er PL at room temperature for the
a-Si:H〈Er〉  films obtained by (1) MASD and by (2) the
method of RF silane decomposition. Triangles and circles
correspond to experimental data. The lines represent the
results of approximation by expression (1). The parameters
of approximation are (1) τ = 11.8 µs and b = 0.53 and (2) τ =
2.1 µs and b . 1.
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4. CONCLUSION

In this work, the kinetics of Er PL decay in a-Si:H
was studied for the first time. It is shown that the life-
times of the Er excited state at room temperature in the
a-Si:H〈Er〉  films obtained by MASD amount to
10−15 µs. These values are 20 times smaller than those
obtained in crystalline silicon at liquid-nitrogen tem-
perature.

The characteristic times for Er PL decay can be even
shorter (2 µs) in the a-Si:H〈Er〉  obtained by RF decom-
position of silane; this is indicative of the influence of
local surroundings of Er atoms on the kinetics of PL
decay.
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Abstract—It is shown that the minimum power of an electric field which induces the crystal–glass phase tran-
sition in micrometer-thick films of chalcogenide semiconductors does not depend on pulse duration τ for τ >
10 µs and increases, as τ decreases to τ < 1–3 µs. The dependence obtained is similar to that observed for crys-
tal–glass phase transition induced by pulses of laser radiation. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

It is known that application of a high electric field on
the order of 105 V/cm to vitreous chalcogenide semi-
conductors (VCS) induces semiconductor–metal phase
transition [1]. Depending on VCS composition, electric
field strength and duration, two types of the conductiv-
ity phase transitions are possible. In VCS stable with
respect to crystallization (Si12Te48As30Ge10 is a classi-
cal example), the reverse transition to the initial state
characterized by low conductivity occurs after termina-
tion of a short voltage pulse that induced transition to
the state with high conductivity. Since the state with
low conductivity is semiconducting and the state with
high conductivity is metallic, the aforementioned tran-
sition is named a reversible semiconductor–metal
phase transition. In VCS of a composition with good
crystallization properties (for instance, Te81As4Ge15),
after a sufficiently long impact of electric field, the
metal-type state characterized by high conductivity is
“memorized” and exists after the voltage is switched
off. In this case, the semiconductor–metal phase transi-
tion which is related to structural modifications, occurs
because it is known that the zone of high conductivity
is a crystallized channel.

In both the aforementioned cases, a current filament
of a radius of about 1 µm and filament current density
of about 104 A/cm2 is formed in the state of high con-
ductivity. It is believed that, prior to the formation of
the crystal channel, the metal-type state in the second
case has the same nature, as in the first case. The struc-
tural glass–crystal phase transition occurs in films of a
micrometer thickness usually after a voltage pulse of
duration τ . 10–3 s is applied. In this case the reversibil-
ity can be attained by application of a new sufficiently
powerful pulse (τ . 10–6 s) which, having melted the
crystallized channel (memory erasure), transforms it
1063-7826/00/3401- $20.00 © 0095
again into the vitreous state, i.e. completes the reverse
crystal–glass transition.

Evaluations show [1, 2] that during both the direct
and reverse transitions, strong heating takes place in the
current filament region. Thereby, the crystal–glass
phase transition in memory cells is performed under
conditions of high temperature existing for a short
period of time (τ . 10–6 s). In [3, 4], we described a
mechanism of crystal–glass transition that takes place
under the action of laser radiation pulses. The main
result obtained in [3, 4] is the detection of appreciable
variations of characteristics of transitions that take
place under exposure to short (τ > 10–6 s) and long (τ >
10–5 s) pulses of radiation. This study is aimed at eluci-
dating the role of the similar mechanism in crystal–
glass phase transitions under the action of an electric
field.

EXPERIMENTAL

The samples for investigation were thin layers of
Te81As4Ge15 in composition, with a thickness of L =
0.5–1 µm and an area of ld = 10–3 × 10–2 cm–2; the lay-
ers were obtained by evaporation in a vacuum onto
Pyroceram substrates and were of planar configuration
with linear dimension (width) l of electrodes and length
d of the film in the interelectrode gap. Gold was used as
the electrode material. A thin layer of SiO2 was applied
on the VCS layers for encapsulation. In the same man-
ner, as in [3, 4], the initial films were subject to treat-
ment at a temperature of 540 K for 0.5–1 h; as a result
of the treatment, these films transformed into the poly-
crystalline state and their resistance decreased from
R . 105 Ω to R . 102 Ω .

To study the process of the crystal–glass transition,
we applied the voltage pulses of various durations to
the samples.
2000 MAIK “Nauka/Interperiodica”
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EXPERIMENTAL RESULTS AND DISCUSSION

Results of detailed investigations showed that the
mechanism of the crystal–glass transition significantly
depends on the voltage-pulse duration.

Pulses of duration longer than 10 µs and of a certain
amplitude induce transition from initial low resistance
to a high resistance of R . 104–105 Ω . When applying
voltage pulses, a rectangular current pulse whose
amplitude is independent of time is recorded. The fact
that the current is time-independent indicates that con-
ductivity does not increase with temperature for the
time corresponding to the current pulse duration and,
hence, testifies to metal-type behavior of the tempera-
ture dependence of conductivity. With an increase in
the pulse voltage U, current-pulse amplitude increased
proportionally. The current-pulse shape I(t) was con-
stant up to the attainment of a certain amplitude. After
application of a voltage pulse of amplitude about 5 V,
the sample resistance increased by 2–3 orders of mag-

t

I(t)

1

2

10310210110010–1
10–2

10–1

100

P, W

τ, µs

Fig. 1. The shape of the first (1) and the second (2) current
pulses when applied to the sample the rectangular voltage
pulses of duration 0.3 µs. U: (1) 20 and (2) 30 V. For the time
axis t, we have 0.1 µs scale division; and for the current axis
I, we have 50 mA scale division. 

Fig. 2 Voltage-pulse duration (t) dependence of minimal
power (P) of electric field pulses which results in an
increase in the sample resistance
nitude. The increase in this voltage by 0.5–1 V resulted
in the sample destruction. A sharp increase in the sam-
ple resistance is related to the attainment of the current
magnitude that causes a temperature increase up to the
melting point of the sample; therefore, a small temper-
ature increase results in its destruction.

For short pulses of duration t . 0.1 µs, the voltage
range in which resistance variation can be observed
was much wider than that for pulses of τ > 10 µs and
amounted to 10-20 V. As a result of the short-pulse
effect, various sample resistances which increased with
an increase in the pulse amplitude and duration were
obtained. Thus, with the use of pulses of duration t .
0.3 µs and a minimum power of 1 W the resistance
increased only by a factor of 2–3. In this case, a change
of the shape of the subsequent current pulses could be
observed. The first and the second pulses are shown in
Fig. 1. As seen from Fig. 1, the first pulse was rectan-
gular and the amplitude of the second pulse increased
in time.

The change of the pulse shape was related to the fact
that, along with an increase in the resistance, it became
dependent on temperature. Subsequent pulses induced
a further increase of the resistance and enhanced its
temperature dependence. Since in this case the resis-
tance increased only several times and an increase in
the resistance completely up to the initial value (as in
the case of pulses of τ > 10 µs) was not observed, this
result indicates that, for the crystal–glass phase transi-
tion to be realized, it is important to attain the melting
point as well as to provide the sufficient time of the
temperature effect for transitions into the initial vitre-
ous state of high resistance.

Figure 2 shows the dependence P(τ) of the minimal
power P that induces an increase in the sample resis-
tance related to the crystal–glass phase transition on the
duration P(τ) of applied-voltage pulse. For τ > 10 µs,
this dependence looks like a plateau, and, for smaller τ,
an increase in the power is observed as τ decreases.

We treat these data by assuming that a temperature,
up to which the film is required to be heated to com-
plete the crystal–glass transition, is constant and is
approximately equal to the crystal melting point of
Tm . 650 K. Then, to the approximation that tempera-
ture does not depend on coordinates, the heat-conduc-
tion equation is written as

(1)

where ρ is density, c is the specific heat, V is the heated
volume, λ is the factor defining the external heat
removal, and T0 is the ambient temperature.

For large values of τ > 10 µs, the transition takes
place at a steady-state temperature and, equating the
temperature derivative with respect to time to zero, we
use (1) to obtain

ρcdT /dt P/V( ) λ T T0–( ),–=

P Vλ Tm T0–( );=
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i.e., actually in agreement with the experiment, P is
independent of τ for τ > 10 µs. In case of the heat
removal to the substrate across the film, the intrinsic
time (τr) of the heat relaxation of films of thickness of
about 1 µm is τr = ρcL2/κ . 1 µs, where κ is thermal
conductivity of the VCS film. Considering for evalua-
tion that, for τ ≤ τr , the adiabatic heating of the film
takes place, we use (1) to obtain

It is precisely this dependence that is observed in exper-
iments for τ < 1 µs (Fig. 2). Thus, we may conclude that
dependence P(τ) is adequately described by equation
(1) under the assumption that, for any τ, heating takes
place up to the same temperature equal to Tm.

It should be noted that the dependence P(τ) is simi-
lar to the dependence of τ on the minimal power
required to heat using light pulses to a constant temper-
ature; the latter dependence was obtained for the same
composition Te81As4Ge15 in [3, 4]. Similarity with
action of laser pulses manifests itself in the fact that the
range of power of electric-field pulses that induce the
crystal–glass transition, without sample destruction, is
narrow for τ > 10 µs and extends for τ < 1 µs.

P ρcV Tm T0–( )/τ 1/τ .∼=
SEMICONDUCTORS      Vol. 34      No. 1      2000
CONCLUSION
Thus, the study conducted has shown that crystal–

glass phase transitions that occur under the action of
laser radiation and electric field pulses are consistent
with general relationships.
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Abstract—Growth behavior of a-C:H and a-C:H〈Cu〉  films produced by the magnetron sputtering of a com-
posite target consisting of graphite and copper plates in an argon–hydrogen atmosphere was studied by infrared
spectroscopy, scanning electron microscopy, and ellipsometry. The introduction of copper into amorphous
hydrogenated carbon films was shown to cause no marked changes in the carbon–hydrogen bonds in the matrix.
In the a-C:H〈Cu〉  films ~2 µm thick, a thin uniform layer (~1000 Å) was found to adjoin the substrate; closer
to the free surface, the layer acquires a columnar texture with columns oriented from the substrate to the surface.
The results of ellipsometry measurements were analyzed in terms of a two-layer film model. © 2000 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Films of hydrogenated amorphous carbon (a-C:H)
represent a very well-studied object which was exten-
sively reviewed in literature (see, e.g., [1]). The modifi-
cation of a-C:H by various elements (metals) remains a
significantly less advanced field of investigations,
although at present, progressively greater attention is
paid to this problem, in particular, to the introduction of
metallic nanoclusters into the carbon matrix with the
purpose of creating new types of electronic and mag-
netic media [2, 3]. When modifying a-C:H with copper,
apart from the formation of copper nanoclusters [4] in
the carbon matrix, a kind of doping of the graphite
component occurs [5], which is of undoubted interest
from the standpoint of creating efficient emitters for
planar displays, along with the modification using
nitrogen [6, 7].

The concentration of the elements that are intro-
duced into the matrix to modify amorphous carbon may
reach tens of percents; therefore, it is natural to expect
the appearance of specific features in the growth behav-
ior of such films and the effects of the modifier on the
structure of the films. This follows, in particular, from
the preliminary results of the investigation of the sur-
face of a film modified by copper (a-C:H〈Cu〉) using a
scanning tunneling microscope [8].

This work aims at clarifying the specific features of
the growth behavior and structure of amorphous hydro-
genated carbon films modified by copper and produced
by magnetron sputtering of a composite copper +
graphite target.
1063-7826/00/3401- $20.00 © 20098
EXPERIMENTAL

The a-C:H films were grown by dc magnetron sput-
tering in an argon–hydrogen plasma (80% Ar +
20% H2) [9].

For the introduction of copper into the amorphous
hydrogenated carbon, i.e., for obtaining a-C:H〈Cu〉 ,
copper plates (copper target) were placed onto the
graphite cathode (graphite target). The total area of the
graphite target was 144 cm2. The concentration of cop-
per introduced into the carbon films was varied by vary-
ing the area of the copper plates. In this way, samples
were obtained with the area ratios between the copper
target (copper plates) and graphite target (graphite sur-
face remained uncovered with copper plates) in a range
of Σ = 0.02–0.14 (2–14%).1 

As the substrates for depositing films, we used
wafers of single-crystal (100) silicon of grade KDB-20
and plates of fused quartz. Before being placed into the
sputtering chamber, the substrates were annealed at
200°C. With the discharge current of 1 A and working
gas pressure of ~10–2 mmHg, a voltage of 360 V was
established across the electrodes.

Both a-C:H and a-C:H〈Cu〉  films were investigated
using infrared spectroscopy (IR), scanning electron
microscopy (SEM), and ellipsometry. The IR absorp-
tion (emission) spectra in the field of the vibrational

1 The ratio of the atomic concentrations of copper and carbon in the
films was greater than the ratio of the areas of the copper and
graphite targets. The reason is both the greater rate of sputtering
of copper as compared to carbon and the circumstance that some
areas of the graphite target are sputtered with a smaller efficiency
than others. The detailed results of the investigation of the com-
position of a-C:H〈Cu〉  films by Rutherford backscattering and
nuclear reactions will be published elsewhere.
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modes of C–H bonds was measured using a Specord
75IR two-beam spectrometer. The SEM images of the
surface and fractures of the films were obtained in a
Cam Scan Series 4-88 DV100 scanning electron micro-
scope at an accelerating voltage of 15 kV with a resolu-
tion of 100 Å. The ellipsometry measurements were
performed on an LÉF-3M ellipsometer using a helium–
neon laser (λ = 632.8 nm) at light-beam incident angles
ϕ = 50–70°.

The IR and SEM studies were performed using
films deposited on silicon substrates. Polarimetric mea-
surements were carried out using films deposited on
both silicon and quartz substrates. The general pictures
obtained on both series of samples were virtually the
same; since we had a larger group of samples deposited
on quartz substrates, in this paper we mainly give the
results for films produced on quartz substrates.

The film thickness d was estimated from measure-
ments performed with an MII-4 interference micro-
scope, from micrographs obtained in the scanning
microscope, and, more precisely, from the results of
ellipsometry measurements. With other technological
parameters being equal, the thickness was determined
by the duration of the deposition process and did not
exceed 2.2 µm in all experiments.

RESULTS AND DISCUSSION

It follows already from the technological data that
the a-C:H〈Cu〉  films grow differently than the a-C:H
films. As can be seen from Fig. 1, the average growth
rate v  depends strongly on the amount of copper to be
introduced (Σ). (The average rate was estimated as the
ratio of the film thickness obtained from interference
measurements to the deposition time: v  = d/t)

With such a strong v (Σ) dependence, we may expect
a significant modification of the structure of a-C:H〈Cu〉
films in comparison with a-C:H films. In order to inves-
tigate the character of changes of chemical bonds and
the effect of changes caused by copper on the carbon
framework (“skeleton”) of the carbon film (to see
whether or not these changes are catastrophic, destroy-
ing this skeleton), we measured IR absorption in a
wave-number range of 3100–2700 cm–1. In this spec-
trum range, stretching modes of the C–H bonds charac-
teristic of a-C:H are observed (in the form of a wide
absorption band). From the structure of this band,
information on the presence or absence of bound
hydrogen, the formation of various carbon–hydrogen
groups (CH1, CH2, CH3), the type of hybridization of
atomic orbitals (sp2, sp3), and other features in the films
can be obtained [10, 11].

Figure 2 displays optical transmission spectra of
two a-C:H films and an a-C:H〈Cu〉  film. The films were
grown under identical technological conditions. Since
it cannot be ruled out that, simultaneously with the pro-
cess of deposition, annealing of the film occurs, which
may affect its structure, the spectra of two a-C:H films
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of different thicknesses (with different times of deposi-
tion) are given for comparison. As follows from Fig. 2,
neither the growth duration nor the presence or absence
of copper affect the type of the spectrum. The observed
difference in the amplitudes of the absorption bands is
primarily caused by the difference in the film thickness.
In all the cases, the predominant band is that corre-
sponding to the sp3CH1 (2910 cm–1) configuration.
Bands corresponding to symmetric vibrations of C–H
bonds in the configuration sp3CH2 (2840 cm–1) and
antisymmetric modes in the configuration sp3CH3

(2950 cm–1) are also clearly pronounced. The absence
of changes in the positions of characteristic absorption
bands and in the ratios of their intensities suggests that
the structure of chemical bonds and the relationship
between the various carbon–hydrogen configuration

1
2

70

60

50

40

30

20
0 2 4 6 8 10 12 14 16

Σ, %

v , Å /min

Fig. 1. Growth rate as a function of copper concentration for
a-C:H〈Cu〉  films deposited for (1) t = 30 min and (2) 5 h.
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Fig. 2. Transmission spectra in the range of stretching vibra-
tional modes of C–H bonds: (1) samples of a-C:H, d =
0.25 µm; (2) a-C:H, d = 1.24 µm; and (3) a-C:H〈Cu〉 , Σ =
13.4%, d = 1.85 µm.
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groups in the carbon framework (skeleton) remain
unaltered in the a-C:H films irrespective of the thick-
ness (deposition time) as well as of the introduction of
copper in concentrations of a few and even tens of per-
cents.

Scanning electron microscopy was used to obtain
information on the surface morphology and the internal

1 µm

300 nm
(a)

1 µm(b)

Fig. 3. SEM image of a transverse fracture of an a-C:H film
of thickness d = 0.8 µm.

Fig. 4. SEM image of (a) the surface and (b) cross section
(transverse fracture) of an a-C:H〈Cu〉  film of thickness d =
0.8 µm, Σ = 13.4%.
microstructure of the films. Figures 3, 4a, and 4b show
micrographs of cross sections (transverse fractures) of
a-C:H and a-C:H〈Cu〉  films of the same thickness
(0.8 µm) taken using the normal incidence of the elec-
tron beam on the scanned surface. In these micro-
graphs, the disposition of the layers from bottom
upward is as follows: silicon substrate, carbon film,
vacuum. It is seen that the a-C:H film (without copper)
has a smooth flat surface and its transverse fracture is
uniform. The transverse fracture of the a-C:H〈Cu〉  film
exhibits dark and light areas indicating the existence of
inhomogeneities of submicrometer size in the bulk of
the film. The surface of the a-C:H〈Cu〉  film (Fig. 4a)
has a granulated structure, which manifests itself in the
micrograph of the transverse fracture (Fig. 4b) as a
characteristic relief of the film–vacuum interface. The
average size of the granules is 150 nm, which corre-
sponds on the order of magnitude to the size of surface
nonuniformities revealed by scanning tunneling
microscopy [8].

With increasing the a-C:H〈Cu〉  film thickness to
1.85 µm, the internal inhomogeneities observed on the
transverse fracture transform into a pronounced colum-
nar-like texture with columns oriented perpendicular to
the substrate (Fig. 5b). The width of the vertical struc-
tural elements does not exceed 0.5 µm and frequently
coincides with the dimensions of the surface granules.

In the cross section of the a-C:H〈Cu〉  film of thick-
ness d = 1.85 µm, nonuniformities of the film thickness
can be seen (Fig. 5b). The thin uniform layer adjoining
the substrate loses its denseness with moving further
from the substrate; inhomogeneities appear in it, which
gradually grow wider. As can be seen from Fig. 5a, the
size of granules at the surface increases to 300 nm with
increasing film thickness, although the depth of the sur-
face relief remains unaltered (cf. Figs. 4b and 5b).

The presence of a uniform layer near the substrate,
the formation of nonuniformities, their widening with
moving from the substrate to the free surface, the emer-
gence of the internal inhomogeneities onto the surface
with the formation of a “granulated” relief—all these
features can clearly be seen in a micrograph obtained
using an oblique electron beam (Fig. 6).

The in-depth nonuniformity of the film can be
explained taking into account large internal stresses
characteristic of the amorphous carbon films. For a thin
stressed film with a sufficiently low elastic energy of
the film–substrate interface, the initial growth occurs
by the layer-by-layer mechanism, which causes the uni-
formity of the layer adjoining the substrate. However,
thicker films possess larger elastic energy, which can be
reduced by the formation of various internal boundaries
or domains similar to the isolated growth islands in the
Stranski–Krastanov growth model [12]. Self-annealing
during film growth can produce a similar effect, which
has already been mentioned above. Indeed, with large
growth times (5 h for a film of 1.85 µm thick), it may
prove to be significant that the region adjoining the sub-
SEMICONDUCTORS      Vol. 34      No. 1      2000
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strate may stay at an enhanced temperature of about
200°C (substrate temperature) for a long time. When
going along the coordinate z from the substrate to the
surface, this time decreases with increasing z. Such
annealing appears to favor the elimination of elastic
stresses. This occurs differently in different layers of
the film; as a result, conditions for the formation of a
uniform layer near the substrate are produced. Since the
thickness of this layer is small, it does not manifest
itself in the IR spectra of the films.

The micrographs of the transverse fractures of the
films that were shown above do not permit us to make
an unambiguous conclusion on the nature of the inho-
mogeneities observed. That is, we cannot determine
whether this is a chemically uniform material in which
a complex structural network is formed or the dark–
light contrast of the image reflects the modulation of
the composition, i.e., the coexistence of different
phases. Note also that it would be not entirely correct to
regard the contrast image of the surface as the reflection
of only the geometrical relief of the surface, since the
light and dark regions may also be related to the non-
uniform distribution of the secondary-electron-emis-
sion coefficient over the film plane.

Previously [9], we studied the optical parameters
(complex refractive index) and the growth rate of
a-C:H〈Cu〉  layers on various substrates (silicon, quartz,
pyroceram) using ellipsometry (at a wavelength of
632.8 nm). We found that, within the first 5 h of depo-
sition, uniform (with a constant refractive index) layers
grow at a constant rate both on silicon and quartz sub-
strates; the difference was only in that the growth rate
was greater for the quartz.

Since a-C:H〈Cu〉  films grow differently than the
a-C:H ones, it is impossible to a priori consider the
a-C:H〈Cu〉  films uniform merely by the analogy with
the a-C:H films.

The measurements of the polarization parameters Ψ
and ∆ (see, e.g., [13]) were carried out on a series of
samples with different copper concentrations deposited
on substrates of fused quartz. In each technological
experiment, two samples of different thickness were
prepared using the same ratio between the graphite and
copper targets and different deposition times (t =
30 min in the first case and t = 6–20 min in the second
case). For each sample, the distributions of the experi-
mental points in the Ψ–∆ plane depending on the angle
of incidence were compared with the calculated curves
obtained by solving the direct problem at the known
parameters of the substrate (the refractive index of
quartz nq = 1.456). In calculations, both a single-layer
model (a uniform layer with a complex refractive index
N1 = n1 – ik1 constant through the film thickness) and a
two-layer model (two uniform layers, each with its own
complex refractive index N1 = n1 – ik1 and N2 = n2 – ik2)
were used. All of the sought parameters were varied,
i.e., n1, k1, and the layer thickness d1 in the single-layer
model, and n1, k1, n2, k2, and the thicknesses of the sub-
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layers d1 and d2 in the two-layer model. Finally, the
characteristics of the real a-C:H〈Cu〉  layers were esti-
mated after the best agreement between the calculation
and experiment was achieved.

An analysis of the experimental data for the samples
deposited for shorter times (t = 6–10 min, Σ = 2.1, 6.7,
and 13.4%) shows that they well satisfy the single-layer
model. The layer thicknesses are 570–680 Å and, not-

(a)

(b)

300 nm

1 µm

1 µm

Fig. 5. SEM image of (a) the surface and (b) cross section of
an a-C:H〈Cu〉  film of thickness d = 1.85 µm, Σ = 13.4%.

Fig. 6. SEM image of the same a-C:H〈Cu〉  film that is
shown in Fig. 5 obtained using an oblique electron beam.
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withstanding the different amounts of copper used in
the experiments, the layers have close refractive indices
n1 = 1.88–1.92 and extinction coefficients k1 ≈ 0.3 (see
Fig. 7).

For thicker a-C:H〈Cu〉  films (deposited for t = 20
and 30 min), we could not even approximately describe
the experimental Ψ–∆ dependences on the incidence
angle in terms of the single-layer model and had to
resort to a two-layer model. The starting model was
constructed proceeding from the following assump-
tions: the first sublayer (adjoining the substrate) has
optical parameters characteristic of the samples with
t = 6–10 min, i.e., n1 ≈ 1.9, k1 ≈ 0.03 and the same or
greater thickness, i.e., d1 ≥ 700 Å (such is the thickness
of the films deposited for t = 6–10 min); the second sub-
layer has the refractive index n2 ≈ 1.66 (the value
obtained for copper-free a-C:H films), and the extinc-
tion coefficient k2 increases with increasing copper
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Fig. 7. (a) Refractive index and (b) extinction coefficient of
a-C:H〈Cu〉  films as functions of the copper concentration Σ:
(1) a-C:H (single-layer model) [9]; (2) “thin” a-C:H〈Cu〉
films (deposited for 6–10 min, single-layer model); (3, 4)
first (adjoining the substrate) and second sublayers, respec-
tively, in “thick” a-C:H〈Cu〉  layers (deposited for 20 and
30 min, two-layer model).
concentration (the transparency of the samples
decreases with increasing copper content).

With such a two-layer model taken as a basis, we
were able, by varying adjustment parameters, to obtain
good agreement between the calculated Ψ–∆ depen-
dences on the incidence angle and the experimental
points for each sample, to determine in this way the
optical characteristics of the first and second sublayers
in the calculation model, and to construct a unified pic-
ture of the variation of optical parameters of a-C:H〈Cu〉
films depending on the copper concentration. The thus-
obtained values of n1, k1, n2, and k2 are given in Fig. 7.

The results given in Fig. 7 may be summarized as
follows. At the beginning of the process of co-sputter-
ing of the graphite and copper targets, first, a layer is
formed on the substrate whose optical parameters are
close for all samples, i.e., are independent of the
amount of copper introduced into the system (n1 =
1.8−1.9, k1 = 0.03–0.05), but, at the same time, differ
from the parameters of copper-free a-C:H (in which n1
is 1.64–1.66 and k1 tends to zero). If we take into
account that the complex refractive index of copper at
λ = 6328 Å is NCu = 0.27 – i3.417 [14], we may assume
that copper is incorporated into the framework of
a-C:H in the form of isolated (single) atoms and
changes the optical parameters of the framework itself
rather than forms any second phase (foreign) species
such as copper clusters. The thickness of this layer
exhibits no correlation with the copper content; the
adjusted value for all samples lies in the range 700–
1000 Å. The thickness of the thin layer near the sub-
strate that is observed in SEM images of the transverse
fracture is of the same order of magnitude. The second
sublayer is characterized by a refractive index close to
that of the copper-free a-C:H film; the thickness of this
sublayer grows with increasing copper amount. The
extinction coefficient at Σ < 6.7% is of the same order
of magnitude as in the first sublayer, but begins to grow
significantly at Σ ≈ 6.7%. We may thus assume that, at
Σ i 6.7%, the process of the atom-by-atom incorpora-
tion of copper into the a-C:H network saturates and
inclusions of a new (metallic) phase appear (suppos-
edly, copper or copper–graphite clusters), which leads
to an increase in the extinction coefficient.

Note that the scatter of points in Fig. 7 with respect
to the approximating curves for n1, n2, and k1 is compa-
rable with the error of determining these quantities as
adjustment parameters. The error originates first of all
from the circumstance that we cannot obtain an ideal
agreement between the calculation and experiment.
The most likely reason for the discrepancies is the use
of a simplified model for calculations, which implies
the existence of two sublayers with sharp boundaries,
whereas a more realistic model should be based on the
assumption of gradually changing optical characteris-
tics. When determining k2, the sensitivity of the calcu-
lated values of Ψ and ∆ to the variation of this parame-
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ter is rather large and, therefore, the error of determin-
ing k2 in all cases does not exceed ±0.02.

CONCLUSION

In conclusion, we emphasize that the two-layer
model of the film, which permits us to interpret the
results of polarimetric measurements, corresponds to a
film of nonuniform thickness observed by scanning
electron microscopy. A specific feature of the films
modified with copper is the retention of the unaltered
carbon matrix in spite of the existence of a strongly
developed texture in the bulk of the film.
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