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Abstract—Analysis is given of the progress in the modification of semiconductors by proton beams in fields
such as proton-enhanced diffusion, ion-beam mixing, and formation of porous layers. This method of modifi-
cation (doping) is shown to have high potential in monitoring the properties of semiconductor materials and
designing devices of micro and nano electronics as compared to the conventional doping techniques such as
thermal diffusion, epitaxy, and ion implantation. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The continuous increase in the complexity of prob-
lems of semiconductor electronics, the development of
new directions such as microwave electronics and opto-
electronics showed the insufficient potential of the cur-
rently used technological processes of doping and pre-
determined the inevitable search for, and development
of, new methods. One of the most promising techniques
is radiation doping, i.e., the intentional, directional
modification of the properties of semiconductors under
the action of various types of radiation. The modifica-
tion of semiconductor properties upon radiation doping
occurs due to changes in the content of impurities and
defects. Unlike the impurity atoms, which are usually
the “defects of composition,” the radiation defects
(RDs), i.e., vacancies, interstitials, divacancies, etc., are
the “defects of structure” of the semiconductor mate-
rial. However, the effects of both the compositional and
structural defects on the properties of semiconductors
are similar. Usually, the formation of defects is accom-
panied by the appearance of local energy levels in the
forbidden band of the semiconductor. The defects are
either donors or acceptors, or serve as centers of recom-
bination for the nonequilibrium charge carriers. The
controllable introduction of RDs in combination with a
proper heat treatment permits one to change the electro-
physical properties of semiconductors in a wide range.
At present, four main directions were developed in the
field of radiation doping [1]:

—doping semiconductor materials by radiation
defects;

—ion doping (ion implantation);

—transmutation (nuclear) doping; and

—ion-stimulated processes, including radiation-
enhanced diffusion.
1063-7826/00/3402- $20.00 © 20123
It is known that neutral particles, such as neutrons
and γ photons, find wide application to provide the uni-
form doping of semiconductor wafers and ingots [2].
The most widely used methods are the uniform doping
of silicon with phosphorus by irradiation with slow
neutrons (neutron-transmutation doping) and the mod-
ification of the doping properties of silicon by radiation
defects via the irradiation of wafers or finished devices
with gamma photons or electrons with the purpose of
changing the material parameters, mainly such as the
lifetime of the nonequilibrium charge carriers [2].
However, the modern semiconductor technology is
mainly based on the creation of structures that are
doped quite nonuniformly in depth. When using radia-
tion doping, the nonuniform doping profiles can only
be obtained by the application of radiations that can
ensure the effective modification of the properties of a
semiconductor at predetermined depths. From this
standpoint, the optimum method is the use of charged
particles with a short range, such as accelerated ions,
owing to the specific profile of their energy losses dur-
ing stopping. In recent years, a special attention has
been paid to the use of the lightest ions, i.e., protons, for
this purpose. The interest in protons is due to the wide
range of the material depths that can be treated in this
case (from 0.1 µm to 1 mm) and the absence, after pro-
ton irradiation, of radiation defect complexes with high
annealing temperatures. The main factors that affect the
changes in the properties of semiconductors after pro-
ton irradiation are the formation of new impurities pro-
duced by nuclear reactions, the radiation defect forma-
tion, and the accumulation of hydrogen atoms in local
regions of the crystal. Therefore, to the above general
directions in the development of radiation doping, a
new direction should be added, which is effectively
realized only when proton beams are used as the radia-
tion instrument. We think that it is expedient to sepa-
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rate, as an independent, fifth direction of radiation dop-
ing, the formation of porous layers, since it is this direc-
tion that is developed most intensely in the last five years.

At present, the problem that has been studied in
most detail in literature is the accumulation of defects
and the transmutation formation of impurities in semi-
conductors under the effect of proton radiation [1, 3, 4].
No analytical reviews concerning the use of proton-
induced doping and the direct introduction of hydrogen
atoms for the modification of semiconductor properties
exists at present. Our review is aimed to fill the gap.

2. INTERACTION OF PROTONS
WITH SEMICONDUCTOR CRYSTALS

It is known that the slowing down of a bombarding
particle in a solid occurs at the expense of its scattering
by the electron subsystem of the matrix atoms (electron
stopping) and by the atomic nuclei of the matrix
(nuclear stopping) [5]. Here, we will not consider the
use of high-energy protons (of about 1 MeV), in which
case one should take into account losses due to nuclear
reactions, since this problem has already been treated in
sufficient detail previously [4] upon the analysis of the
nuclear doping of semiconductors. Electron stopping
leads to the excitation and ionization of electron shells
of matrix atoms, while the interaction with the nuclei of
the matrix atoms (nuclear stopping), which is associ-
ated with the transfer of large energies, leads to the for-
mation of lattice defects (Frenkel pairs, in the simplest
case). The curves of energy losses, in accordance with
the Lindhard–Scharff–Schiøtt (LSS) theory, are given
in dimensionless units in Fig. 1, borrowed from
Ref. [6]. As is seen from the figure, the energy losses of
the particles due to nuclear stopping and, consequently,
the processes of radiation damage prevail at small val-
ues of the reduced energy ε. The calculations show that
the threshold value of the absolute proton energy at
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Fig. 1. Calculated curves of the energy losses of a bombard-
ing particle for (1) nuclear and (2) electronic stopping;
curve 3 stands for the approximate total energy loss
(dε/dρ = 0.327) for a screened potential of the form r–2 [6].
which nuclear losses are prevalent is, for most atoms
entering into semiconductors, a few keV (1030 eV for
Si) [7]. Thus, only a few percent of the total energy of
ions is spent on the formation of RDs. The other part
goes on the excitation and ionization of the semicon-
ductor atoms. Since the generation of RDs occurs
mainly after the proton is decelerated to an energy of
~1 keV, the generation is strongly nonuniform along
the proton track. Since the cross section for the radia-
tion defect formation increases by almost an order of
magnitude with decreasing proton energy from 10 to
1 keV [8], the rate of RD generation in the region of the
end of the proton path (at a depth close to the projected
range Rp) may exceed the rate of generation at x ! Rp
by an order of magnitude as well. The change in the
energy of bombarding ions mainly leads to a change in
the position of the region of the maximum generation
of RDs.

3. ION-BEAM-INDUCED PROCESSES

3.1. Proton-Enhanced Diffusion

3.1.1. Dopant redistribution in semiconductors
upon high-temperature proton irradiation. It was
revealed in early 1960s that proton bombardment at
temperatures 700–1000°C of silicon p–n junctions pro-
duced by thermal diffusion of Groups III and V impuri-
ties leads to a displacement of the p–n junction [9]. To
explain this effect, the vacancy model of the proton-
enhanced diffusion (PED) [10] was used, which sug-
gested that the generation of radiation-induced vacan-
cies by a proton beam is capable of enhancing the dif-
fusion of substitutional impurities, since in silicon at
600–1000°C the factor that restricts the rate of diffu-
sion is just the rate of defect generation rather than the
relatively fast motion of radiation vacancies. In order to
describe this enhanced diffusion, Fick’s equation in
which the diffusion coefficient (DPED) depended on the
coordinate was used.

In the 1970s, in connection with the development of
new analytic methods for the analysis of impurity in-
depth profiles in semiconductors and, in particular, of
the method of secondary-ion mass spectrometry
(SIMS), the PED profiles were shown to have one or
several extrema near Rp (see, e.g., Fig. 2 borrowed from
Ref. [11]). Since the simple vacancy model could only
explain bends in the profiles, but could not account for
the extrema, new models had to be developed. In the
mid-1970s, two models appeared almost simulta-
neously, namely, a model that took into account the
uphill diffusion of the impurity and the double-flux
model of PED. It was shown in [12] that Fick’s equa-
tion does not apply for the case of inhomogeneous
defect generation and, in particular, for the case of
PED. The continuity equation for the concentration of
impurity atoms should contain a term that accounts for
the uphill diffusion or the diffusion of substitutional
impurities under the effect of the vacancy gradient. The
SEMICONDUCTORS      Vol. 34      No. 2      2000
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calculations performed in [12] show that, if the genera-
tion of radiation-induced vacancies occurs nonuni-
formly with the depth of the crystal, the resulting pro-
file of the impurity distribution after PED should have
a maximum in the region of the maximum concentra-
tion of irradiation-produced vacancies, i.e., at a depth
close to Rp (in the “Rp region”). In order that distinct
maxima were formed in the impurity concentration
profiles in terms of this model, the equilibrium concen-
tration of radiation vacancies should be greater than
1017 cm–3 [13]. This value is unrealistic, since even at
the temperatures used for thermal diffusion (1000–
1200°C) the vacancy concentration in silicon does not
exceed 1015 cm–3 [14]. This is confirmed by the data on
the radiation damage in silicon [15]. The calculations
performed in [11] show that the maximum possible
value of the peak height in impurity profiles after PED
is ~20%. Note that in PED experiments the impurity
concentration near Rp was usually minimum; this sug-
gests that the contribution of the uphill diffusion to the
PED processes is quite insignificant.

To explain the complex character of the redistribu-
tion of impurities near Rp, the double-flux model of dif-
fusion was used [11]. This model suggests that the
intense generation of Frenkel pairs in the Rp region
upon PED produces a large number of interstitial impu-
rity atoms by the Watkins reaction [16]

CS + I  CI CI + V  CS. (1)

Here, CS and CI are the impurity concentrations in
the sites and interstices, respectively; and V and I are
the concentrations of vacancies and self-interstitials,
respectively. Assuming that the interstitial component
of the impurity has a large diffusion coefficient, we
obtain a depletion of the Rp region of the impurity.
Indeed, in this approximation, the substitutional
(“site”) component of the impurity can be regarded
immobile; the escape of the fast interstitial impurity
atoms from the Rp region leads to the formation of a
minimum in the impurity profile at this depth.

The estimation of the effect was made on the basis
of a characteristic such as the ratio of the impurity con-
centrations at the maximum and minimum of the impu-
rity distribution using the data of [11] that were
obtained by SIMS upon the investigation of PED in sil-
icon. This estimation suggests that the experimentally
observed minimum in the in-depth impurity profile,
whose value does not, as a rule, exceed 50%, can be
explained in terms of the double-flux model of PED.
The experimental results [17–19] indicate that the for-
mation of such extrema occurs at concentrations of the
doping impurity of ~1019 cm–3.

In 1980s, for the first time, a clearly pronounced
maximum was revealed in the impurity profile at a
depth equal to Rp (see Fig. 3 borrowed from [20]); pre-
viously, only weak minima were found in such profiles.
The condition required for the formation of a maximum
at a depth equal to Rp is the use of sufficiently large
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Fig. 2. Boron distribution in silicon measured by various
methods: (1–3) by SIMS; (2') by nuclear reaction method;
(1) unirradiated; (2, 3) irradiated with protons with an
energy of (2) 250 and (3) 400 keV. Irradiation temperature
Tirr = 850°C, dose 2 × 1017 cm–2. Borrowed from [11].

Fig. 3. Boron distribution in silicon measured by SIMS after

irradiation with 100-keV  ions for the initial concentra-

tions of impurity C0 equal to (a) 1.5 × 1017 and (b) 2.5 ×
1019 cm–3. Irradiation temperature Tirr = 700°C. Dashed
lines represent calculated profiles that are solutions to the
set of equations (2) [21].
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beam current densities and relatively small doping lev-
els (C ≈ 1017 cm–3). Of special importance is the change
in the sign of the extremum revealed in the impurity
profiles obtained under the same irradiation conditions
at higher doping levels (C ≈ 1019 cm–3). These results
could not be explained satisfactorily in terms of the
existing models of PED. Indeed, the appearance of an
impurity concentration minimum in the Rp region could
not be explained on the basis of the simple vacancy
model of diffusion, which considers only one flux of
diffusing impurity. The double-flux model of PED also
could not explain the results obtained, since the change
in the impurity concentration by only two orders of
magnitude under fixed irradiated conditions could not
significantly change the relationship between the fast
and slow diffusion flows.

The main disadvantage of the above models of PED
is that in all of them the PED is regarded as the diffu-
sion of neutral species, although it is known that even
upon the conventional thermal diffusion the doping
impurities, especially those producing shallow levels in
the forbidden band of the semiconductor, diffuse in the
ionized form. This circumstance caused the necessity
of developing a new model.

This new model takes into account at least three fac-
tors: (1) the formation, in the process of proton bom-
bardment, of excess vacancies, which increases the
impurity diffusion coefficient; (2) the appearance of
impurity complexes with radiation defects in the Rp
region, where the concentration of defects is maximum;
and (3) the electrostatic interaction of these complexes
with the diffusing impurity. The advantage of this
model is that, in this case, a relatively small portion of
the impurity that forms low-mobile complexes effec-
tively controls the process of the redistribution of the
main body of impurities; the flux of the impurities and
defects that causes complex formation is negligibly
small in this case in comparison with the recombination
(for defects) and diffusional fluxes.

The complete set of equations describing the redis-
tribution of the impurities in the process of PED in
terms of this model includes the continuity equations
for the vacancies and interstitials, for the flux of impu-
rities diffusing by the vacancy mechanism (“slow” dif-
fusion component), for the “fast” impurity diffusion
component, and for the Poisson equation. The continu-
ity equation for the PED of impurity atoms diffusing
through vacancies has the form [21]

(2)

where A is a constant; ϕ is the electrostatic potential (in
kT/e units); γ1 and γ2 are the recombination coefficients;
and q is the charge of the diffusing ion. The first term
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on the right-hand side of equation (2) describes the
thermal diffusion of the impurity; the second term
accounts for the uphill diffusion of the impurity under
the action of the vacancy gradient; and the next three
terms correspond to the impurity motion in the inhomo-
geneous electrostatic field. The last two terms in equa-
tion (2) take into account the passage of the impurity
from a site into an interstice by reactions (1). The
allowance for the electrostatic interaction makes it pos-
sible to explain the experimental data that were
obtained when studying the effect of the doping level
on the redistribution of the impurity under the action of
intense proton beams. At small concentrations of the
impurity (boron) and ϕ0(x = Rp) > 2.5kT/e, the main
contribution to the PED comes from the electrostatic
interaction (attraction in this case) between the defects
and impurities. At large impurity concentrations (C .
1019 cm–3), strong screening of the charge of radiation
defects by free charge carriers occurs, and the effect of
the electrostatic interaction on the redistribution of
impurities can be neglected. As was shown by calcula-
tions, the impurity profiles at such doping levels can be
explained on the basis of the two-flux diffusion model.

For a long time, the problem of the origin of the low-
mobile defects that cause the electrostatic effect on the
diffusing impurity remained debatable. It was estab-
lished in [22] that such complexes must contain oxy-
gen. In order to explain the electrostatic attraction
between a radiation defect and a boron ion (with the
result that an experimentally observed maximum
appears in the impurity concentration profile (Fig. 3),
the radiation defect must have a positive charge. The
simplest of the oxygen-containing complexes—the A
center (a vacancy–oxygen complex)—usually has a
negative charge or is neutral in silicon [15] and, there-
fore, cannot provide the experimentally observed “pull-
ing” of negative boron ions into the region near Rp. The
positively charged K center (a vacancy–oxygen–carbon
complex) may pretend to the role of such a defect. The
donor energy level of the positively charged K center
lies 0.30 eV above the top of the valence band. The
probability of the formation of a positively charged
defect (the probability of the absence of an electron at
a donor level) depends on the position of the Fermi
level in the material and is approximately 10% for sili-
con doped with an acceptor impurity to a concentration
of 1017 cm–3 (EF ≈ Ev + 0.40 eV at the irradiation tem-
perature Tirr = 1000 K). It follows from the calculations
by equation (2) that for the experimental results on the
PED in silicon to be explained, it is necessary that the
concentration of uncompensated positive radiation
complexes be on the order of 1016 cm–3, i.e., the total
concentration of K centers should be ~1017 cm–3. Note
that the probability of the formation of a positively
charged defect increases with increasing concentration
of charge carriers and, for the concentration of
~1019 cm–3, it is 90% (EF ≈ Ev + 0.1 eV at Tirr =
1000 K).  However, since the shielding distance for
SEMICONDUCTORS      Vol. 34      No. 2      2000
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such a defect is inversely proportional to the root of the
charge carrier concentration, the effect of the Coulomb
interaction will decrease with increasing concentration
of the doping impurity. At C ≈ 1019 cm–3, the shielding
distance becomes less than the average distance
between the ionized impurity atoms, so that the internal
electric field can be neglected.

A theoretical analysis made it possible to estimate
the contribution of each of the four mechanisms of pro-
ton-enhanced diffusion and adequately interpret litera-
ture [11, 17, 19, 20] experimental data that could not be
explained in terms of any one model of PED.

The establishment of the nature of PED made it pos-
sible to efficiently use this method in practice. The
main advantage of PED is the possibility of creating
complex impurity profiles, which cannot be produced
by other methods. Thus, in the process of PED an impu-
rity can be redistributed in a manner that enhances its
gradient. Kozlovskiœ et al. [17] successfully obtained
profiles with a concentration gradient of ~2 × 1024 cm–4.
The location of the steep-gradient region in the sample
is controlled by the proton energy. The steep impurity
profiles are of great interest, especially for the produc-
tion of microwave devices. The strength of the method
of producing such devices using PED is in that it per-
mits one to form steep impurity profiles at a given depth
using temperatures much lower than those employed
for thermal diffusion. In addition, using this method,
one can govern the impurity profile in each of the layers
of a multilayer structure. Another interesting example
of the application of PED is the creation of the so-called
“stepped” impurity profiles necessary for the produc-
tion of the structures of avalanche diodes [1].

PED is of great interest as a method of irradiation-
aided localization of the active region in stripe AlGaAs
heterolasers [23]. Experiments on the local control of
aluminum depth distribution in quantum-well hetero-
structures by proton irradiation show that the irradia-
tion at temperatures of 200–250°C makes it possible to
efficiently redistribute aluminum in local regions of
GaAs/GaAlAs heterostructures and thereby ensure the
lateral electron and optical restriction of the active
region of the stripe heterolaser. The separate effects of
annealing at the above temperatures or irradiation at
lower temperatures does not lead to aluminum migra-
tion because of either the small concentration of point
defects or their small mobility.

3.1.2. Impurity diffusion into a preliminarily
irradiated semiconductor crystal. A characteristic
feature of this mode of PED is that the processes of
generation of radiation defects responsible for PED and
the processes of migration of the impurity are separated
in time. When using this type of PED, the single crys-
tals are irradiated at temperatures close to room tem-
perature, after which thermal diffusion in the irradiated
material is carried out. It was shown in [24] that the
available experimental data can be described in terms
of the vacancy mechanism of diffusion, according to
which the impurity applied onto the surface of the crys-
SEMICONDUCTORS      Vol. 34      No. 2      2000
tal after irradiation migrates via vacancies that are gen-
erated in the course of annealing of complex radiation
defects. The surface in this calculation was considered
to be a sink for vacancies. The concentration C of the
impurity diffusing via vacancies was determined from
the continuity equation [24]

(3)

where DV is the diffusion coefficient of vacancies, and
N is the concentration of matrix atoms. The vacancy
distribution in the process of diffusion annealing was
calculated from the equation

(4)

Here, τc and τV are the lifetimes of the complexes and
vacancies, respectively; K(x) is the concentration of
complexes, and B is the number of vacancies released
upon the decomposition of a single complex. The first
term on the right-hand side of equation (4) yields the
rate of generation of vacancies upon the decomposition
of vacancy complexes; the second term describes the
loss of vacancies to the approximation of monomolec-
ular recombination, and the third term describes the dif-
fusion of vacancies. Numerical calculations show that
at DV < 10–6 cm2 s–1 the vacancy distribution profile to
a good accuracy, reproduces the profile of radiation
complexes produced by proton irradiation [24]. In the
case of small DV , the last term in equation (4) can be
omitted, and equation (4) is then solved analytically by
direct integration to give

(5)

The simultaneous solution of the continuity equations
for the vacancies and the impurity made it possible to
estimate the effect of the concentration, diffusion coef-
ficient, and lifetime of defects on the dopant profile.
A comparison of the calculated results with the experi-
mental data obtained upon the investigation of the dif-
fusion of sulfur and copper in the proton-irradiated
GaAs [24] yields the following values of the above-
mentioned parameters (for Tirr = 1000 K): DV = 3 ×
10−4 cm2 s–1, τc = 100 s, τV = 10–4 s, and K(Rp) ≈
1017−1018 cm–3.

The concepts of impurity diffusion into a prelimi-
narily irradiated crystal also proved to be very effective
for the explanation of the experimental data on the ear-
lier stages of low-temperature annealing of ion-
implanted layers in semiconductors [25]. The deviation
of the impurity profiles from the Gaussian shape can be
explained on the assumption that at the starting instant
of annealing, the diffusion of substitutional impurities
is strongly affected by the generation of vacancies that
are formed upon the decomposition of vacancy com-
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plexes. At this stage of low-temperature annealing, we
should consider diffusion in a crystal with a spatially
nonuniform (in depth) and nonstationary distribution of
vacancies.

3.2. Processes of Ion-Beam Mixing

The development of microelectronics calls forth
progressing interest in processes that occur near the
free surface of the semiconductor and near the metal–
semiconductor interface. The investigations of the
influence of irradiation on the semiconductor surface
show the existence of at least two effects, which have a
great practical importance; these are the accumulation
of defects in the near-surface zone and the radiation-
induced introduction of impurities into the single-crys-
tal semiconductor from a source applied onto the sur-
face. In particular, it was established that as a result of
ion irradiation of a metal–semiconductor structure, a
higher level of doping of the semiconductor surface
with a metal can be obtained at relatively small doses in
comparison with the high-dose implantation. Upon the
irradiation of a heterogeneous system, e.g., a metallic
film (which serves as a diffusion source)–semiconduc-
tor, apart from the incorporation of the atoms of the film
material into the semiconductor substrate, also the
introduction of the atoms of the semiconductor into the
metallic film may be observed. These processes
obtained the common denomination of ion-beam mix-
ing (IBM). The high expected technological efficiency
of the IBM attracted a great attention to this method;
however, in spite of numerous publications, the nature
of the effect remains unknown. To date, several hypoth-
eses were suggested to explain this complex phenome-
non. Their brief description and analysis are given in
section 3.2.1.

Note that in the majority of published works, irradi-
ation of the samples was performed not only with pro-
tons but also with heavier ions, but the mechanism of
the phenomenon remains the same, irrespective of the
type of ions. A comparison of the results of the irradia-
tion of control samples with ions of various masses and
energies makes it possible to arrive at reliable conclu-
sions on the applicability of various models of the phe-
nomenon.

3.2.1. Theoretical concepts of the physics of radi-
ation-enhanced processes at the metal–semiconduc-
tor interface. A historically first attempt to theoreti-
cally explain the nature of ion-beam mixing was the
reduction of the phenomenon to the implantation of
recoil atoms, which was connected with the appearance
in the lattices of the metal and semiconductor of a cas-
cade of displacements (collision cascade) produced by
a primary ion. In the final result, the displaced atoms
are incorporated into the semiconductor. In this case,
the distribution of implanted atoms proves to be non-
Gaussian, in contrast to the direct ion implantation.

For the first time, this problem was rigorously
solved in [26]. In order to obtain a theoretical profile of
impurity distribution based on the theory of collision
cascades, a radiation damage (cascade) function was
written with allowance for the inelastic losses of ion
energy and anisotropy of scattering. Proceeding from
the resulting energy spectra of the displaced (cascade)
atoms, the total number of recoil atoms that reach the
substrate, the dependence of the number of recoil atoms
on the metal film thickness, and the distribution profile
of the recoil atoms in the substrate were calculated. The
number of atoms ν displaced by a single incident ion
was determined by the expression [26]

(6)

where Ed is the binding energy of an atom in the lattice
(displacement threshold);

(7)

E is the ion energy; M1 is the ion mass; and M2 is the
metal atom mass. It is evident from the above formulas
that the number of recoil atoms may exceed the number
of bombarding ions.

The total number of metal atoms implanted into the
semiconductor was calculated by the authors of the the-
ory [26] by integrating the spectrum of knocked-out
atoms with allowance for their passage through the cor-
responding portion of the metallic film. The calculation
performed for the case of the bombardment of a tin film
(10 nm thick on a graphite substrate) with 100-keV P+

ions shows that the change in the concentration by two
orders of magnitude (in comparison with the surface
concentration) occurs at a depth of about 10 nm. This
small depth of penetration is due to the fact that the
majority of recoil atoms have energy of about 10 eV
and their motion is limited by distances of 1–2 atomic
layers.

The number of metal atoms implanted into the semi-
conductor is determined at a fixed energy of bombard-
ing particles by only the irradiation dose, only slightly
changes with temperature, and is independent of the
flux of bombarding particles. The efficiency of implan-
tation of metal atoms into a semiconductor increases
with increasing mass of the bombarding atoms,
although in general the implantation of recoil atoms is
possible under the action of any particles possessing a
sufficiently high energy.

It is obvious that other approaches to the calculation
of the number of atoms displaced by an incident ion are
possible, e.g., one based on the calculation of the total
energy spent in elastic collisions using the Lindhard–
Scharff–Schiøtt theory with the subsequent application
of the Khinchin–Pease formula. Note, however, that
this approach does not change the fundamental conse-
quences of the theory, which cannot explain many of
the experimentally observed phenomena such as the
temperature dependence of the doping level of the
semiconductor, the nonlinear dependence of the mixing
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effect on the number of atoms in bombarding ions, dop-
ing the semiconductor with the metal upon the irradia-
tion of a metal–semiconductor structure with electrons
with an energy of about 1 MeV [27]. Some of these dif-
ficulties is lifted in the model of thermal spikes.

The hypothesis of thermal spikes represents a mac-
roscopic description of the processes of energy transfer
from a moving ion to atoms residing at lattice sites. The
displacements of atoms from the sites and the resultant
collision cascade is considered as a form of heat trans-
fer. This approach is very demonstrative, but has obvi-
ous disadvantages: the excited region is never in equi-
librium and therefore cannot be characterized by a cer-
tain temperature—the macroscopic laws of heat
conduction are not applicable to the field of small time
intervals and small distances.

The model of thermal spikes is used in those cases
where not all atoms are displaced from their lattice
positions. Thus, according to the model, the “linear”
energy losses of the bombarding ion are liberated upon
its slowing down instantaneously in the form of thermal
energy in a small volume of the crystal and then dissi-
pate according to the classical laws of heat conduction.
Calculations show that a typical lifetime of a thermal
spike is on the order of a picosecond, its diameter is
about 10 nm, and the temperature in the center of the
spike can exceed the melting temperature of the mate-
rial.

According to the hypothesis of thermal spikes, the
process of intermixing in the interface region is con-
nected with the occurrence of thermal diffusion in the
region of the thermal spike. The natural difficulties are
related to the choice of diffusion constants. Numerical
calculations performed within this model (see, e.g.,
[28]) show the impossibility of quantitatively describ-
ing the available experimental results, which is con-
nected, first of all, with the small lifetime of a thermal
spike.

The theory can be qualitatively improved by allow-
ing for the effects related to radiation-enhanced diffu-
sion (RED). Above, we have already discussed the pos-
sible factors that may enhance impurity diffusion upon
irradiation. The main of them are the generation of
excess vacancies and interstitials and a decrease in the
energy barriers for diffusion due to ionization processes
in the crystal upon irradiation. The total diffusional flux
of impurity atoms can arbitrarily be described by the
sum of two fluxes, one of which is caused by thermal
diffusion and the other by irradiation-related diffusion.
This approach satisfactorily describes the temperature
course of intermixing in a wide temperature range and
the dependence of this effect on irradiation. It is obvi-
ous, however, that even this approach does not make it
possible to theoretically obtain the exact values of dif-
fusion constants.

Experiments show that, in the course of ion-beam
mixing, the number of implanted atoms depends on the
substrate temperature upon irradiation [29, 30]. This
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dependence is of the activation nature and the corre-
sponding activation energy turns out to be much
smaller than for the analogous thermal process. Thus, it
is 0.11 and 0.33 eV for Ni–Si and Co–Si, respectively,
instead of the usual value 1.5 eV. In the case of Nb–Si,
these energies are 0.25 and 2.7 eV, respectively, while
for Cr–Si, they are 0.2 and 1.4 eV, respectively. The
mechanism of this lowering of the activation energy is
not clear at present, but the occurrence of such experi-
mental dependences speaks in favor of the important
role of RED.

The above model also makes it possible to naturally
explain the observed doping of the semiconductor with
the metal during relatively low-energy electron irradia-
tion if the electron energy is greater than the defect for-
mation threshold.

3.2.2. Ion-implantation-stimulated processes of
the formation of chemical compounds. Some metals,
when being applied on the surface of silicon, react with
it to form chemical compounds upon annealing or ion
bombardment. To the present day, systems such as
Ni−Si, Pd-Si, Cr–Si, and Pt–Si have been studied in
great detail. The main trend that was established in the
studies of silicide formation is the reduction of the tem-
perature of their formation upon ion irradiation as com-
pared to the conventional heat treatment. The main role
in the decreasing of the temperature of silicide forma-
tion are the processes of displacement of metal and sil-
icon atoms out of the sites of the corresponding lattices
due to the ion bombardment.

This is vividly confirmed by the data on the forma-
tion of a Pt2Si compound upon the implantation of ions
such as Ar, Kr, and Xe with an energy of 300 keV [30].
The thickness of the intermixed layer grows as a square
root of the implantation dose. Since upon thermal dif-
fusion the thickness of the doped layer is proportional
to the square root of time, we may conclude that the
mechanisms of these processes are close. The kinetics
of the formation of Pt2Si depends on the mass of
implanted ions. Thus, at a fixed implantation dose, the
proportion of the silicide layer thicknesses for Xe, Kr,
and Ar is 3 : 2.2 : 1, which is close to the ratio of their
masses (3.2 : 2.1 : 1) and nuclear energy losses per unit
range (7.1 : 4 : 1) in Pt films, i.e., to the ratio of the dam-
age rates. In [31], when studying the processes of ion-
beam mixing of thin Fe films applied on a silicon sur-
face and irradiated with 380-keV Xe+ ions, it was also
found that the thickness of the mixed layer grew as a
square root of the implantation dose and increased with
increasing irradiation temperature.

Based on the above, we can make some conclusions
on the mechanisms of ion-beam mixing. At the first
stage of the process, the bombarding particle displaces
atoms of the semiconductor and the metal out of their
lattice sites. The displaced atoms move (because of the
presence of concentration gradients) via vacancies or
interstices as in the usual thermal diffusion, but with a
lower activation energy. The decrease in the activation
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energy may be related to the processes of ionization of
the bulk of the irradiated materials. An additional argu-
ment in favor of this hypothesis is a comparative inves-
tigation of thermal and ion-stimulated growth of sili-
cides [32] with the use of “markers”—thin films of
metals that do not form silicides—applied between sil-
icon and the metal to be studied. These experiments
showed the existence of counter diffusional fluxes of
metal and silicon atoms in the course of both processes
studied.

In most works that have been published to date, the
investigations of the ion-stimulated processes of dop-
ing were conducted at near-room temperatures. Under
such conditions, radiation damage arises in semicon-
ductors, which in many cases exerts harmful effect on
the electrical properties of the metal–semiconductor
interface. At the same time, it is precisely the electrical
properties of the interfaces that are most important
from the application viewpoint.

In [33, 34], we studied the processes of proton-stim-
ulated doping of the surface of Si and GaAs single crys-
tals in a temperature range of 20–500°C. As the
dopants, we selected Ni and Au metals. A metal film
was applied onto a chemically purified surface of the
semiconductor single crystals by thermal evaporation
in a vacuum or by electrochemical deposition. The film
thickness was selected to be greater, smaller, or equal to
the mean projected range of the protons used for irradi-
ation. To study the composition of the surface layers of
the semiconductor materials prior to and after irradia-
tion, we used the method of electron spectroscopy for
chemical analysis (ESCA); the electrical properties of
the junctions were studied by measuring current–volt-
age characteristics; the impurity distribution was con-
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Fig. 4. Current–voltage characteristics of an AuGe–GaAs
junction: (1) prior to and (2) after irradiation.
trolled by the secondary-ion mass spectrometry (SIMS)
and the tracer method. The efficiency of doping of the
surface region of the semiconductor with the impurity
selected is evidenced by the current–voltage curve of
the AuGe–GaAs junction shown in Fig. 4. The samples
were irradiated with 25-keV protons at a temperature
Tirr = 250°C. The thickness of the evaporated AuGe film
was close to the projected range of protons. It can be
seen from the figure that the current–voltage character-
istic became linear after irradiation and the sheet resis-
tance of the contact decreased to 1.3 × 10–4 Ω cm2,
which is no more than that obtained upon the thermal
firing of the AuGe alloy at a temperature of 450°C.

The investigation of the surface composition of
semiconductor single crystals by ESCA after the irradi-
ation and removal of the metal layer shows that the
highest level of surface doping at a fixed irradiation
temperature is reached when the thickness of the metal
film coincides with the projected range of protons, and
it increases with increasing irradiation temperature to
saturate at a level of several volume percent at temper-
atures of 200–250°C. Electrochemical sectioning and
layer-by-layer measurements of the impurity concen-
tration show that the enrichment of the semiconductor
with the impurity occurs to depths of about a few tenths
of a micron. If the projected range of protons is smaller
(by several stragglings) than the metal film thickness,
then no dependence of the level and the depth of doping
on the irradiation temperature is observed. This sug-
gests that the process of doping occurs in two stages; at
the first stage, the metal atom is incorporated into the
semiconductor, and at the second stage, radiation
enhanced diffusion of these atoms occurs with the par-
ticipation of defects generated by irradiation. The
incorporation of the metal atoms may occur either due
to the implantation of recoil atoms or the irradiation-
induced lowering of the energy barrier for thermal dif-
fusion at the metal–semiconductor interface.

When studying the processes of ion-stimulated for-
mation of chemical compounds in the Ni–Si system,
the proton energy was selected such that their range
was smaller, greater, or equal to the thickness of the
metal film applied on silicon. Such experiments permit
one to estimate the relative contributions of the radia-
tion damage and the excitation of the electron sub-
system (lowering of the energy barriers for diffusion
and chemical reactions) in the process of silicide for-
mation.

For the irradiation with protons, we used KDB-10
silicon samples 300 µm thick. On both sides of the
wafers, a Ni layer of thickness d = 0.5 µm were applied
chemically. After one side of the sample was irradiated
with protons, Ni was chemically etched off. Figure 5
displays the ESCA spectra taken from the face side of
the sample irradiated with 50-keV protons (d > Rp) at a
temperature of 280°C and from the opposite, control
side. The peaks with energies of 99.5 and 103.4 eV cor-
respond to 2p electrons of Si in the single-crystal Si and
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SiO2; the peak at 853.5 eV corresponds to 2p electrons
of Ni in the silicide. As can be seen from Fig. 5, the
presence of Ni is only detected on the irradiated side of
the sample. According to ESCA data, the Ni concentra-
tion at the surface is 25–30 at. %. The closeness of this
composition and of the ESCA spectra obtained to the
composition and the spectra of NiSi2 suggests that it is
most likely this compound that is formed upon irradia-
tion. At irradiation temperatures below 150°C, no
chemical compound formation was found by the ESCA
method. The NiSi2 compound was also found to form at
200–250°C in that case where the projected range of
protons was smaller than the metal film thickness. In
this case, the ionization losses at the interphase inter-
face exceed the elastic losses, and the contribution of
the recoil implantation into the doping effect decreases. 

The role of electron excitations and ionization in the
region of the metal–semiconductor interface was stud-
ied experimentally in [35], where silicon single-crystal
samples with Ti and Ni films 15 nm thick applied on
their surface were irradiated with 0.89 GeV Ta ions at a
temperature of 80 K (to prevent thermal migration of
radiation defects). With such an energy of bombarding
ions, the main energy losses near the metal–semicon-
ductor interface are related to electron excitations and
ionization of silicon atoms. The irradiation was found
to provide mixing of the Ti/Si boundary to depths of
about 5 nm. The possible mechanisms of mixing have
not been discussed in the work.

Thus, the data on the irradiation-induced doping of
the surface of semiconductor materials can be
explained by the effective lowering of energy barriers
for chemical reactions at the interface. The possible
factors that may cause the lowering of these energy bar-
riers have been considered in detail in [36].

At present, only scarce data are available in litera-
ture that concerned the investigation of ion-stimulated
processes at the surface of single crystals of complex
narrow-gap compounds and the comparison of data
obtained for these materials with analogous data for
traditional single-crystal semiconductors. In [37], pro-
cesses of the irradiation-induced doping of single crys-
tals of n-type PbSe with an Ag impurity from a source
applied onto the surface of the samples were investi-
gated. The impurity distribution was studied by the
radioactive tracer technique (using 110Ag). The Ag dis-
tribution after the irradiation of the sample with protons
with an energy of 150 keV at a temperature of 10°C dif-
fers from that obtained upon thermal diffusion. If we
assume that Ag migrates in PbSe via vacancies, then the
vacancy diffusion length is, according to the results of
these experiments, about 5 µm. The Ag atoms intro-
duced under irradiation are electrically active; this fol-
lows from the comparison of the current–voltage char-
acteristics of the samples that were irradiated under the
same conditions but differed in the diffusion source,
which represented a thin film of nonradioactive silver
SEMICONDUCTORS      Vol. 34      No. 2      2000
applied onto the surface by thermal deposition in a vac-
uum.

Thus, the results of electrical measurements and the
impurity distribution indicate the preferential doping of
the near-surface region of the semiconductor by the
atoms of the surface metal film as the latter is irradiated
with protons. This effect cannot be explained as being
purely thermal. The results of these experiments can be
explained proceeding from the fact that irradiation effi-
ciently generates atoms with an energy that is sufficient
to the overcome the metal–semiconductor barrier. Sub-
sequently, the impurity atoms diffuse deeper into the
semiconductor. The diffusional nature of these pro-
cesses is evidenced by the fact that the contact resis-
tance decreases when the irradiation is performed at
enhanced temperatures.

Note that the main trends observed upon ion-beam
mixing at the metal–semiconductor interface are also
characteristic of other materials, e.g., of the metal–
ceramic structures [38].

3.3. Effect of Surface on the Radiation Damage
and Impurity Redistribution in Silicon

upon High-Temperature Proton Irradiation

Investigation of high-temperature radiation damage
in surface regions of semiconductor crystals is of
importance from the viewpoint of studying both the
effects of surface on the radiation damage and the
effects of radiation damage on the surface properties of
semiconductors.
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Since the migration of both primary (vacancies and
interstitials) and secondary (vacancy–impurity com-
plexes) radiation defects is accompanied by the corre-
sponding migration of impurities, the processes of radi-
ation damaging can be studied by measuring impurity
distribution profiles. In [39, 40], we investigated the
near-surface distribution of phosphorus, antimony, and
boron caused by proton irradiation. The impurity pro-
files were measured by SIMS; the surface composition
was controlled by ESCA.

The degree of surface segregation (enrichment)
depends on the type of the impurity, irradiation dose,
and irradiation temperature. As was shown by ESCA,
the concentration of impurities in the surface layer may
increase by two to three orders of magnitude as com-
pared to the bulk concentration. Figure 6 displays the
effect of the irradiation temperature on the boron distri-
bution in silicon. It can be seen that in the near-surface
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layers the redistribution of boron occurs at already as
low temperatures as 340°C. With increasing tempera-
ture, the efficiency of the redistribution process
increases.

In order to explain these impurity distributions, we
should consider the development of radiation damage
in near-surface layers of crystals. As is known, a char-
acteristic feature of the process of defect formation
upon proton bombardment is the existence of a maxi-
mum of defect concentration near the end of proton
paths (in the Rp region) in the bulk of the crystal. There
are known, however, works (see, e.g., [41]), in which a
surface maximum of radiation damage (SMRD) was
observed along with the bulk maximum. The character-
istic dimensions of the region of SMRD do not exceed
20 nm, which correlates well with the dimensions of
the regions of the near-surface redistribution of impu-
rity concentrations.

Several possible causes for the formation of an
SMRD were noted in literature. Among them are the
migration of defects to the surface and the enhanced
rate of generation of radiation damage in the near-sur-
face region of silicon either due to the ionization mech-
anism of defect formation (especially, for silicon doped
with donor impurities) or due to the lowering of the
threshold energy for damage in the near-surface portion
of the semiconductor crystal.

A comparison of the available data on the existence
of SMRD with the data obtained from the results of
impurity redistribution measurements makes it possi-
ble, in our opinion, to obtain additional data on the sur-
face properties. Thus, if we assume that the surface is a
sink for vacancies, then the flux of impurity atoms that
migrate via the vacancy mechanism will be directed
oppositely (uphill diffusion), which will lead to the
depletion of the surface region of the impurity if the
uphill diffusion is dominating in the impurity migra-
tion. The really observed effect can be explained if we
assume that the surface is a region of intense generation
of vacancies. In this case, the flux of vacancies from the
surface should cause a counter flux of impurity, which
leads to the enrichment of the surface with the impurity.
The depth of the region in which impurity migration is
observed should then correspond to the diffusion length
of vacancies. The enhanced radiation damage forma-
tion near the surface may be caused by a decrease in the
binding energy of atoms in the silicon lattice in this
region.

This assumption contradicts, however, the results
obtained upon the investigation of the impurity redistri-
bution in the bulk of the crystal in the course of the
high-temperature irradiation with protons. It is known
that at doping levels of about 1019 cm–3 in silicon there
arises a minimum in the impurity distribution profile at
depths of about Rp. This fact is explained in terms of the
two-flux model of diffusion by the existence of a fast
component of the diffusion flux. It is assumed that such
a component may be either impurity atoms or vacancy–
SEMICONDUCTORS      Vol. 34      No. 2      2000



MODIFICATION OF SEMICONDUCTORS WITH PROTON BEAMS 133
impurity complexes. The accumulation of the impurity
at the surface means that the surface is a sink for the fast
diffusion component. If the fast diffusion flux consists
of vacancy–impurity complexes, then the concentration
of the impurity near the surface should be smaller than
in the bulk because of the intense generation of vacan-
cies and, as a consequence, of vacancy complexes.
Since, on the one hand, the fast diffusion fluxes of both
phosphorus and antimony are related to the migration
of complexes and, on the other hand, as is seen from
Fig. 7, the surface become enriched with the impurity
upon irradiation, a conclusion should be made that the
surface is not a source of vacancies.

It follows from the data on the redistribution of Sb
and P that the surface is a sink for vacancy–impurity
complexes and the data on the proton-enhanced diffu-
sion of boron suggest the intense migration of self-
interstitials to the surface. Thus, the surface plays the
role of sink for radiation defects.

4. FORMATION OF BURIED NANOSIZE POROUS 
LAYERS IN SEMICONDUCTORS

The effects of the formation of nanosized pores,
voids, and porous layers in solids after a high-dose
implantation of light inert gases have been known for a
sufficiently long time [42–44]. In the greatest detail,
these effects were studied for metals that are used as the
materials for the first wall of fusion reactors. The main
cause for such interest of researchers in the pore forma-
tion is the problem of radiation damage stability of
metallic walls of the reactor under the intense bombard-
ment with light ions, which leads to “swelling” and
destruction of the surface layers of the metal. In semi-
conductor crystals, the effects of the formation of
pores, voids, and cavities upon the implantation with
light ions were investigated in much less detail as com-
pared to metals. This situation is determined by the lack
of the real practical importance of these effects for the
technology of semiconductor materials and for the
operation of semiconductor devices. The discovery of
the photoluminescence of porous silicon in the visible
range has stimulated a new interest in porous semicon-
ductors and, in particular, in the investigation of the
properties and regimes of the production of porous lay-
ers in crystals by the use of high-dose implantation with
protons and α particles. Let us consider the main fea-
tures of the formation and properties of such layers.

It is known that the solubility of inert gases in solids
is small and usually does not exceed 1016 cm–3. There-
fore, beginning from certain threshold implantation
doses, nanosized pores and voids filled with implanted-
gas molecules can form in the irradiated material. The
distribution of implanted ions in the irradiated material
is usually nonuniform in depth below the irradiated sur-
face. Therefore, the pore formation also occurs nonuni-
formly. The depth at which the pores are mainly formed
depends on the ion energy and coincides with Rp. The
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thickness of the porous layer is determined by the strag-
gling (spread of the projected ranges) of ions and
increases with increasing implantation energy. The size
of nanopores and the density of their distribution in the
material are determined by the ion energy and implan-
tation dose; in addition, they may essentially depend on
the conditions of postimplantation annealing [44–46].
Thus, the radiation technology provides the possibility
of governing, with a high accuracy and reproducibility,
the process of the formation of buried porous layers in
the crystals, with the parameters of the nanopores spec-
ified by a proper choice of implantation conditions and
postimplantation annealing.

In most detail, the dynamics of changes in the struc-
ture of pores depending on the various technological
factors has been analyzed in [45] for the case of helium
implantation in silicon. The investigation of the pore
parameters was carried out by their direct detection
using transmission electron microscopy. The authors of
[45] established that the minimum dose required for the
formation of pores in Si upon helium implantation
increases from 5 × 1015 to 1016 cm–2 with increasing ion
energy from 20 to 300 keV and is in good agreement
with the data on the increasing straggling of ions with
increasing energy. The threshold value of the local con-
centration of helium required for pore formation was
found to be 3.5 × 1020 cm–3 for any implantation ener-
gies. The authors of [45] have also found the main
trends in the changes of pore size with increasing
postimplantation annealing temperature and time:

(1) an increase in the pore diameter (from ~10 to
~100 nm);

(2) a decrease in the pore density in the porous layer
(from ~1016–1017 to ~1014 cm–3);

(3) a decrease in the thickness of the porous layer.

The postimplantation annealing of crystals with
pores leads to a faceting of the internal surface of the
pores with the appearance of planes of minimum sur-
face energy. In silicon, these are (111), (110), and (100)
planes. Pore faceting was observed by may authors and
was used in some of them to determine the equilibrium
forms of silicon crystals and relative values of the sur-
face energy of various planes [47–49].

The pore formation in semiconductor crystals upon
high-dose proton implantation has some specific fea-
tures as compared to helium implantation. In contrast to
helium, hydrogen is a chemically active impurity and
reacts intensely with broken (“dangling”) bonds,
defects, and impurity background of the crystal. This
interaction decreases the mobility of hydrogen atoms in
the crystal lattice of the semiconductor crystal, which
prevents the formation of pores directly in the process
of implantation. According to the data of [50–52], after
high-dose implantation, hydrogen in silicon is in
atomic or molecular states, or it is captured by extended
defects that are formed in (100) and (111) planes and
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have an average size of ~7 nm [50]. To obtain a porous
layer in the semiconductor crystal after high-dose
implantation, the crystal is subjected to a special
annealing. In the course of such an annealing, the
vacancy–hydrogen complexes decompose to form clus-
ters of molecular hydrogen consisting of four hydrogen
molecules [50]. Upon subsequent annealing, these
clusters are merged into coarser pores, producing a
clearly pronounced porous layer. At annealing temper-
atures below ~400°C, hydrogen is retained in the pores
at a high pressure (up to 109 Pa), but as the temperature
of postimplantation annealing increases further, it dif-
fuses into the crystal and goes out of the pores almost
completely at Tann ≥ 700°C [53, 54]. Note that the avail-
able literature on the investigation of porous layers pro-
duced by proton implantation in semiconductors is
almost fully restricted to the behavior of pores in silicon.
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5. POROUS LAYERS IN THE TECHNOLOGY
OF SEMICONDUCTOR MATERIALS

AND DEVICES

The formation of porous layers in semiconductors
using implantation with protons and α particles is one
of the “youngest” directions in the field of modification
of material properties by the bombardment with light
ions. Nevertheless, at present this technique has already
found practical application and the works in this direc-
tion continue to be developed intensively. Let us briefly
consider the main directions.

5.1. “Smart Cut” Technology

In 1995, Bruel reported [55] the main principles of
a new technology of fabrication of “silicon-on-insula-
tor” (SOI) structures, which was based on the use of
buried porous layers produced by proton implantation.
This technology was called “Smart Cut” and is used at
present in the industrial production of SOI materials.
Such SOI materials are an alternative to the conven-
tional semiconductor materials and are very promising
for the production of low-voltage and low-power ULSI
circuits [56].

The “Smart Cut” technology includes two techno-
logical processes:

(i) high-dose implantation of hydrogen; and
(ii) solid-phase bonding of semiconductor wafers [57].
A simplified scheme of the process is shown in

Fig. 8. At the first stage, a preliminarily oxidized sili-
con wafer A is subjected to proton implantation to a
dose which is sufficient for the formation of a porous
layer upon subsequent thermal treatment of the wafer.
The second stage of the process consists of the chemi-
cal cleaning of the wafer A, and of a second wafer B
with their subsequent joining together into a close pair
at room temperature. The chemical cleaning of the
wafers makes their surfaces hydrophilic, so that they
become strongly adhered to one another when being in
intimate contact, owing to the formation of hydrogen
bonds [57].

The third stage of the process consists of a heat
treatment of the bonded wafers. This stage is divided
into a low-temperature and high-temperature phases.
During the first phase, a buried porous layer is pro-
duced in the wafer A, which leads to the splitting of the
wafer along the plane of the porous layer. During the
second phase of stage 3, a high-temperature annealing
of the wafer B with a thin layer of silicon on the silicon
oxide is carried out to ensure the final joining (the for-
mation of covalent chemical bonds) of the thin layer
formerly belonging to the wafer A with the wafer B and
the annealing of radiation defects present in the silicon
film on the insulating “substrate” is performed. The last
stage consists of a chemical-mechanical polishing of
the wafers A and B on the porous-layer side. At this
stage, the outer damaged layer is removed to a depth of
several angstroms. Thus, as a result of the process, there
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is formed an SOI wafer and a residual, wafer A, which
may be used repeatedly, now as wafer B.

The use of hydrogen implantation and the formation
of a buried porous layer along which splitting of the
wafers occurs is the key link of the Smart Cut technol-
ogy. The effect of splitting of the wafers along the
porous layer is based on the phenomenon of pore coars-
ening in the porous layer, which occurs anisotropically
and mainly in directions parallel to the surface of the
wafers. The situation is illustrated in Fig. 9. The buried
damaged layer formed under the surface due to hydro-
gen implantation consists of pores that are filled with
molecular hydrogen (H2) and are coated with atomic
hydrogen (H) captured at broken Si bonds at the pore
surface. The Si-H bonds are substantially stronger as
compared to the H–H bonds that arise between the
atomic Si planes in the damaged layer [58]. Upon heat-
ing, progressively greater part of implanted hydrogen
passes from the atomic into the molecular state, addi-
tional clusters of molecular hydrogen are formed in the
nanopores, which increases the internal pressure in, and
size of, such nanopores. The high internal pressure in
the pores is the driving force for the anisotropic expan-
sion of the bubbles along the planes saturated with
atomic hydrogen, owing to the breaking of relatively
weak H–H bonds. Thus, hydrogen favors the growth
and coalescence of pores along the planes parallel to the
wafer surface. When all such voids become connected,
the detachment of a thin film from the wafer A occurs
along its entire area. Naturally, the delamination occurs
along many parallel planar segments rather than along a
single plane. Therefore, the surface in the plane of
delamination exhibits strong microroughness (~100 Å).

The splitting of the wafers used in the Smart Cut
technology has the same physical nature as the well-
known phenomenon of “blistering” characteristic of the
surface layers of metals and semiconductors subjected
to high-dose implantation with protons [54, 59, 60]. By
blistering, the effect of spalling of small scales (a few
microns long, with a thickness on the order of the pro-
jected range of hydrogen in the material) is meant [54].
Upon blistering, a thin layer of the material located
under the buried damaged layer containing pores does
not sustain the high internal pressure of hydrogen in the
pore cavities. This leads to a premature breakage of
small scales before all the internal cavities in the porous
layer coalesce through the entire area of the porous
layer. In the Smart Cut technology, this thin working
layer of the material of the wafer A is bonded to the
wafer B, which prevents pore opening up to the
moment when the film is delaminated over the entire
area of the wafer A. The activation energy Ea for blister-
ing and wafer splitting do not differ in the Smart Cut
technology [61], which confirms the like physical
nature of these processes. According to [61], the time t
required for the complete splitting of the wafers in the
Smart Cut process exceeds by approximately an order
of magnitude, the time necessary for the development
of blistering upon postimplantation annealing, the con-
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ditions of proton implantation and crystal annealing
being the same in both cases. These times decrease with
increasing annealing temperature Tann by the law

t = Aexp(Ea/kTann),

where A is the proportionality coefficient depending on
the implantation dose.

Note that to effectively realize the Smart Cut pro-
cess, the dose of protons implanted into the semicon-
ductor crystal must exceed a certain critical level. At a
typical value of the energy of implanted protons of
about 50 keV, the implantation dose is usually
(4−8) × 1016 cm–2, depending on the regime of the
postimplantation annealing. An important practical
task is the decreasing of the proton irradiation dose,
since this increases the economic efficiency of the pro-
cess and decreases the degree of radiation damage of
the semiconductor crystal. In this connection, the work
of Agarwal et al. [62] should be noted, who suggested
using in the Smart Cut technology of simultaneous
implantation of hydrogen and helium to decrease the
total ion implantation dose. The authors of [62] showed
that when the implantation of only protons (with an
energy of 30 keV) and postimplantation annealing at
750°C for 20 s are used to provide the entire splitting of
silicon wafers, the minimum dose of implanted protons
is 6 × 1016 cm–2. This dose can be decreased to 7.5 ×

H H H
H

H H H H H H H
H H

H
H

HHH
HHHHHH

HHHH
H2

Si

SiO2

cavity layer

H2 H2 H2 H2 H2 H2

cavitycracks and
(Si – H) – (H – Si) layers

Si

Si

Si

Fig. 9. Silicon crystal after high-dose implantation of hydro-
gen (schematic). The scheme illustrates the formation of
microcracks and cavities in a buried layer saturated with
hydrogen.
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1015 cm–2 if helium is implanted to a dose of 1016 cm–2

after hydrogen implantation. Thus, the total minimum
implantation dose of hydrogen and helium is 1.75 ×
1016 cm–2, which is less by a factor of 3.4 than the dose
necessary for the conventional Smart Cut process with
the use of only proton implantation.

The successful use of the Smart Cut technology for
the production of SOI structures stimulated the devel-
opment of works on the application of this process in
the technology of structures of other semiconductors on
insulators. Thus, the authors of [63, 64] have demon-
strated that the Smart Cut technology can be used for
the production of “silicon carbide-on-insulator”
(SiC-OI) structures. Wafers (30 mm in diameter) of 6H
and 4H SiC polytypes were used in these experiments.
Before the implantation of hydrogen, a layer of thermal
oxide was first grown on the wafer, then a layer of SiO2
(of ~1 µm thick) was deposited. Hydrogen ions with an
energy of 90 keV were implanted to doses of 5 × 1016

to 1017 cm–2; the optimum dose was found to be )8 ×
1016 cm–2. During the Smart Cut process, the SiC
wafers were bonded to substrates of silicon or polycrys-
talline silicon carbide using a two-stage heat treatment
[64] at temperatures of ~900°C and above 1000°C. The
first, “low-temperature” stage of annealing was used to
provide the splitting of the SiC wafer along the defect
porous layer; the second stage was used to ensure the
final bonding of the SiC film to the substrate. After the
final bonding and polishing of the working layer of SiC,
SiC-on-insulator structures with a diameter of 30 mm
and thickness of ~0.3 µm were formed on the wafers.
The investigation of crystal defects in these structures
showed that the quality of SiC films was at least the
same as of conventional crystalline silicon carbide
wafers.

The investigation of electrical characteristics of the
SiC-OI structures have not virtually been performed to
date. In [64], the voltage–capacitance technique was
used to show that the SiC films obtained after the com-
pletion of the Smart Cut process were insulating (the
doping level of the initial SiC wafers was of an order of
1017 cm–3). This indicates either the passivation of the
dopant by the implanted hydrogen or the high residual
concentration of radiation defects. On the other hand,
the electrical characteristics of the films prepared by
the Smart Cut process with the use of SiC wafers with
a doping level of 1019 cm–3 retained their electrical con-
ductivity.

Among the works on the SOI and SiC-OI structures
prepared by the Smart Cut technology, that of Tong
et al. [65] may be noted, in which high-temperature
implantation of protons was suggested. The authors of
[65] showed that the Smart Cut process can be per-
formed at implantation temperatures of hydrogen in Si
and SiC equal to 400 and 800°C, respectively. The use
of higher implantation temperatures provides a lesser
level of radiation damage, which subsequently permits
one to decrease the temperature of the postimplantation
annealing of the wafers during the bonding operation.
This opens new opportunities for the use of the Smart
Cut process for transfer semiconductor films onto sub-
strates that substantially differ in their thermal expan-
sion coefficients from the semiconductor. In [65], this
technique was used to obtain Si and SiC films on glass
substrates.

Another important work is the realization of blister-
ing and Smart Cut processes for crystals of silicon, ger-
manium, silicon carbide, and diamond [61]. In that
work, the authors found that the activation energies of
this processes for Si, Ge, SiC, and diamond were 1.2, 1,
4, and 4.2 eV, respectively. Using the Smart Cut tech-
nology, SOI, SiC-OI, and Ge-OI structures were pre-
pared. The Si, Ge, and SiC films were transferred onto
substrates of a high-melting glass that had a thermal
expansion coefficient close to that of Si and retained
stability up to 800°C. Note that a comparison of the
activation energies of blistering for crystals of Si and
SiC according to [61] and [65] shows a strong differ-
ence between these energies for Si. This difference may
be due to the different methods of implantation used in
these works: high-temperature proton implantation in
[65] and room-temperature implantation in [61].

Apart from semiconductor materials of Group IV
and silicon carbide, of great practical importance for
electronics, are films of III–V compounds on substrates
of Si or glass. These materials can find wide application
in optoelectronics, microwave electronics, and opto-
electronic integrated circuits that combine the opto-
electronic properties of the III–V compounds with the
electronic circuits based on Si. The first successful real-
ization of GaAs-OI structures based on the Smart Cut
technology was described by Jalaguir et al. [66], who
used wafers of semi-insulating GaAs with a (100) ori-
entation and Si coated with a SiO2 layer. After implan-
tation of 100-keV protons and bonding of the wafers
through a layer of SiO2 using heat treatment in a tem-
perature range of 400–700°C, the GaAs wafer was suc-
cessfully split along the plane of the damaged porous
layer through its entire area. The final result of the work
was the production of continuous single-crystal films of
GaAs on silicon substrates with an insulating layer of
SiO2. The working diameter of the GaAs-OI structures
was 76 mm.

Thus, the results of the investigations in the field of
the Smart Cut technology performed in the last four
years, considered above, show the possibility of its
wide application in the production of multilayer semi-
conductor structures for modern electronics. The main
advantages of this technology are its high preciseness
and reproducibility, fabricability, relative simplicity,
and small cost in combination with the high quality of
the semiconductor materials produced. Today, the
Smart Cut technology is a real alternative to the well-
known SIMOX technology (Separation by Implanted
Oxygen), which is used in a number of firms in the
United States, France, and Japan for the production of
SEMICONDUCTORS      Vol. 34      No. 2      2000
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high-quality SOI structures [56]. In the SIMOX tech-
nology, the insulating barrier layer of SiO2 is formed by
thermal treatment of silicon wafers that were subjected
to a high-dose implantation of oxygen ions. In the
course of the high-temperature annealing, the
implanted oxygen reacts with silicon atoms to form a
buried layer of SiO2 in an oxygen-enriched region
located at a depth of about Rp. In this case, a very high
annealing temperatures (Tann . 1300°C) and large
implantation doses (~1018 cm–2) are necessary to syn-
thesize SiO2. These factors are the main disadvantages
of the SIMOX technology, since the practical realiza-
tion of this process requires high-cost superpower
implanters and specialized equipment for heat treat-
ment. The Smart Cut technology has no such disadvan-
tages. Moreover, in the Smart Cut technology the work-
ing layer of silicon is insulated from the substrate by
thermally grown SiO2 layers, whose quality is higher
than that of SiO2 layers obtained by oxygen implanta-
tion. Owing to these advantages, the Smart Cut method
has already in 1997 been used in the industrial produc-
tion of SOI structures.

5.2. Gettering of Impurities by Porous Layers

Gettering is a technological process used to remove
uncontrolled impurities and defects out of the active
zone of semiconductor devices into passive zones. To
this end, either special sinks or centers of precipitation
of the impurities to be gettered are formed (relaxation
gettering) or conditions that enhance the solubility of
these impurities are created (segregation gettering) in
the passive zones of the wafers or devices. The impuri-
ties to be gettered are removed either from the near-sur-
face working layer of the wafer into its volume (inter-
nal, or intrinsic, gettering) or from the working surface
and the volume to the back side of the wafer (external,
or extrinsic, gettering onto the back side).

In the last years, a considerable attention was paid to
the development of gettering processes based on a
high-dose ion implantation of various elements such as
B, C, N, Ne, Si, Ar, H, He [45, 53, 67–71]. The main
advantage of this method of gettering is its preciseness
and reproducibility in the creation of gettering regions
in the immediate proximity to the active zones of semi-
conductor devices. This makes it possible to decrease
the paths of the diffusion migration of the gettered
impurities to sinks, lower temperature, decrease the
duration of the gettering process, and thereby increase
the efficiency of the removal of uncontrolled impuri-
ties. Note that a comparison of the technology of getter-
ing with the use of implantation with various ions
shows that the implantation with hydrogen ions or
helium in the regime of the formation of buried porous
layers has a number of advantages. Among them are the
simplicity of creating deep buried gettering layers with
the help of standard low-energy accelerators, the small
degree of radiation damage in the working layers of the
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crystal over the gettering layer, and the high efficiency
of gettering. The higher efficiency of gettering in the
case of porous layers is explained by the presence of a
large internal surface of pores with unsaturated chemi-
cal bonds that serve as effective traps for impurity
atoms. Let us briefly consider the main works concern-
ing the gettering of impurities by porous layers.

The majority of works on gettering refers to the
investigation of gettering of metallic impurities, since it
is these impurities that are most frequently contaminate
the active layers of semiconductor devices and lead to
the degradation of their electrical characteristics.
Wong-Leung et al. [53] investigated the efficiency of
gettering copper in silicon. The porous layer was pro-
duced at a depth of ~1 µm below the surface of (100)Si
wafers by implantating protons (H+) with an energy of
100 keV to a dose of 3.2 × 1016 cm–2. Copper ions
(70 keV) were implanted into the same surface of the
wafer to a dose of 3 × 1015 cm–3, which ensured their
localization in a surface layer of ~0.1 µm thick. In the
process of postimplantation annealing, the copper ions
redistributed from the surface of the crystal onto the
internal surface of pores present in the damaged layer.
With increasing annealing temperature, the amount of
copper localized near the surface decreased, while its
amount in the porous layer increased to exceed 95% of
the implanted amount at 780°C. Note that under equi-
librium conditions at Tann = 780°C approximately one-
third of the implanted copper could be dissolved in the
silicon wafer to ensure an average concentration at a
level of the copper solubility in silicon (~3 × 1016 cm–3).
Nevertheless, almost all copper was absorbed by the
porous layer, filling the internal surface of the pores and
even forming a volume phase of composition Cu3Si.
The results of investigations that evidence the high effi-
ciency of gettering copper on porous layers created by
helium implantation may be found in [45, 72] in the
case of external gettering on the back surface of the
wafers.

In [73], Wong-Leung et al. carried out a compara-
tive analysis of the efficiency of gettering gold using
high-dose implantation of hydrogen and silicon ions.
The hydrogen implantation was conducted using H+

ions with an energy of 97 keV to a dose of 3 × 1016 cm–2;
silicon ions Si+ had an energy of 250 keV and were
implanted to a dose of 1015 cm–2; gold ions (95 keV,
dose 1015 cm–2) were implanted on the gettering layer
side. The process of gettering gold by the buried porous
layer was analogous to gettering copper; with using a
postimplantation annealing at Tann = 850°C, almost all
gold (~96%) was accumulated in a narrow porous layer.
The investigation of the dynamics of gold accumulation
in the porous layer showed that first a gold atom is cap-
tured by unsaturated chemical bonds on the surface of
the pores; when the whole surface of the pores turns out
to be coated with a monolayer of gold atoms, the pro-
cess of the formation of a bulk phase in the form of a
eutectic Si–Au melt becomes possible. Upon the subse-
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quent cooling, gold-enriched crystallites are formed in
the pores of the damaged layer. The efficiency of gold
gettering by porous layers was maximum as compared
to the capture of gold by defect layers produced by
implanting silicon ions or in the case of gold precipita-
tion near the surface. The most comprehensive theoret-
ical and experimental investigation of the processes of
gettering gold y buried porous layers in silicon was per-
formed by Myers and Petersen [74], who studied the
redistribution of gold atoms from a near-surface layer
of precipitates of the equilibrium Au–Si phase into the
buried porous layer and from one porous layer into
another. The data obtained made it possible to deter-
mine the free energy of interaction of gold with the pore
walls and theoretically describe the process of gettering
gold by internal porous layers. One practically impor-
tant consequence of that work is the possibility of
determining optimal regimes of gettering impurities by
buried porous layers with the help of a theoretical sim-
ulation of the process.

A detailed investigation of gettering iron by porous
layers was performed in [75]. A distinctive feature of
that work was a comparison of the efficiency of getter-
ing iron using internal gettering and gettering by buried
porous layers produced by implanting 1.5-MeV helium
ions. The results given in that work showed that the get-
tering by porous layers had a number of advantages:

(a) the porous layer can be formed in the immediate
proximity to the working surface;

(b) the pores in the porous layer form a dense quasi-
continuous system of gettering sinks, in contrast to the
centers of internal gettering that are distributed
(divided) over the whole volume of the wafer;

(c) the gettering of impurities in pores occurs at the
expense of both the impurity capture on the unsaturated
bonds on the internal surface of pores and the formation
and growth of metal silicides.

The first two advantages ensure the accelerated
kinetics of gettering metallic impurities because of the
short paths of impurity diffusion to the gettering layer.
The third advantage makes it possible to decrease the
concentration of the gettered impurity to substantially
smaller values in comparison with the case of internal
gettering. The limitations connected with the physical
mechanism of internal gettering prevent the decrease in
the concentration of metallic impurities to below the
level of their equilibrium solubility in the crystal, since
the decrease in the impurity concentration in the work-
ing layer of the wafers occurs at the expense of the for-
mation and growth of metal silicides at the internal get-
tering sinks (SiO2 inclusions). This is possible only if
the initial concentration of impurities in the crystal
exceeds the equilibrium solubility limit at the tempera-
ture of the gettering annealing. Upon gettering by a
porous layer, apart from the formation of silicides, the
gettered impurity is captured by the unsaturated bonds
existing on the inner surface of pores, i.e., an additional
mechanism of gettering works, namely, chemisorption.
The action of this mechanism is independent of the ini-
tial concentration of the impurity to be gettered, which
makes it possible to decrease the concentration of
metallic impurities in the working layer of wafers to far
below their solubility limit. All this makes the gettering
technology with the use of porous layers more efficient
as compared to the methods of internal gettering. Anal-
ogous results were obtained in [76] for the case of get-
tering copper. Apart from the above considered exam-
ples, the effect of gettering metallic impurities by
porous layers was also demonstrated for Pt, Ni, and Co
[45, 77–79].

Summarizing the results of gettering impurities by
buried porous layers, we may conclude that this method
is most effective for gettering metallic impurities in sil-
icon wafers. It can be successfully used both for exter-
nal gettering onto the back side of wafers and the local
gettering of impurities from the device zone of inte-
grated circuits onto closely located sinks.

6. CONCLUSION

The analysis of the existing directions of the modi-
fication of semiconductors by proton beams given in
previous reviews[1, 3, 80, 81] and in the present paper,
shows that this method of modification (doping) opens
new opportunities for controlling properties of semi-
conductor materials and designing devices based on
these materials in comparison with the conventional
methods of doping such as diffusion, epitaxy, ion
implantation.

A common feature of all the doping methods, ana-
lyzed above, is their locality. The depth of the modified
layer is determined by the proton energy and their stop-
ping power in a given semiconductor and may be varied
from tens of nanometers to hundreds of microns.

Previously [3, 80], we have already noted that pro-
ton transmutation doping is most promising for the fab-
rication of power and galvanomagnetic devices.

Doping with radiation defects using proton irradia-
tion is successfully used in the fabrication of electronic
devices (MOSFET transistors, avalanche-transit-time
diodes, high-power diodes and thyristors, integrated
circuits) and optoelectronic devices (semiconductor
heterolasers, light-emitting diodes, photodiodes)
devices [1, 2, 81].

The main advantage of proton-enhanced diffusion is
the possibility of creating complex impurity distribu-
tion profiles, which cannot be produced by other meth-
ods. Thus, steep impurity profiles obtained by proton-
stimulated diffusion have great potential for the pro-
duction of microwave devices.

A very perspective direction is the use of ion-beam
mixing in the production of semiconductor devices
presently. This direction is intensively developed, and a
number of experimental results have already been
obtained with the application of modern analytical
methods, such as secondary-ion mass spectrometry,
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Rutherford backward scattering of ions, electron
microscopy, which indicate the real possibility of prac-
tical application of ion-beam mixing, e.g., for the pro-
duction of ohmic contacts to III–V compound materi-
als.

The works that have been analyzed give sufficiently
full information on the formation of porous layers upon
proton irradiation of semiconductors. The use of porous
layers is very promising for gettering impurities and
precision splitting of semiconductor wafers (Smart Cut
technology). However, no experimental data on the
direct comparison of the possibilities of ion beams of
three types—hydrogen, oxygen, and nitrogen—in the
formation of silicon-on-insulator structures have yet
been obtained.

The application of proton beams is not restricted to
the sphere of semiconductor electronics; they can also
be applied in related fields such as ferroelectric materi-
als, high-temperature superconductors, fullerenes, etc.
[82, 83].
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Abstract—The electronic properties of defects with various spatial configurations are examined in relation to
corresponding sets of valence bonds. The examination is based on the analysis of the energy functional, in
which the elastic energy in the anharmonic approximation, the variation in the electronic term of the defect
quasi-molecule defined by the electron localization, and Hubbard’s interaction energy are taken into account.
Two types of such defects are recognized, namely, the defects with strong and weak electron–atom interaction.
For defects of the first type, which are characterized by positive effective correlation energy, no variations of
the adiabatic potential topology are observed after the electron localization. The pair of carbon atoms (CiCs)
and donor–acceptor pairs in the crystalline silicon belong to this type of defect. The effective occupancy is cal-
culated for this type of defects as a function of adiabatic potential parameters. Transformation of the initial dou-
ble-well potential into the single-well potential after the localization of the carriers is substantial for the prop-
erties of the second type defects. In this case, the effective correlation energy can be either positive or negative.
The analysis of the known experimental results permits us to assume that the interstitial boron atom in silicon
belongs to this type of defect. The adiabatic potential (in which the interstitial boron atom moves), the activation
energies for transitions between different charge states of this defect, and the effective occupancy are calculated
from the experimental data reported by Watkins. © 2000 MAIK “Nauka/Interperiodica”.
Stable defects forming in semiconductors on irradi-
ation constitute complex agglomerates including both
impurity atoms and host-material atoms. The character
of bonding between the atoms of the defect quasi-mol-
ecule, as a rule, differs from that typical of the given
material. For this reason, deep levels in a forbidden gap
of a semiconductor are typical of the radiation defects,
in contrast to Coulombic defects [1]. Capture (emis-
sion) of electrons by the states of radiation defects, e.g.,
vacancy-like defects [2], usually causes the formation
(breaking) of the bonds between the atoms of the defect
quasi-molecules. For this reason, these defects are
characterized by a rather strong electron–vibrational
interaction, since the atomic coordinates Ri in the defect
quasi-molecules vary because of the variation in bond-
ing between them as the charge state changes.

The energy Ej(x) of the defect quasi-molecules
involving j localized electrons can be presented in a sin-
gle-mode approximation in the form

Ej(x) = V(x) + jδE(x) + Uc(x)δij , (1)

where x is the generalized configuration coordinate,
V(x) is the elastic energy of the quasi-molecule in the
reference state (j = 0), δE(x) = Eq(x) – Eq is the change
of the quasi-molecule term q due to the electron occu-
pancy of a term, and Uc(x) is the energy of Hubbard’s
electron–electron interaction in the case of localization
of two charge carriers of equal sign. For vacancy-like
defects in the crystalline Si (e.g., the vacancy, the
1063-7826/00/3402- $20.00 © 20141
A-center, and the defects caused by the presence of Au,
Pt, or Ni impurities), the role of the generalized coordi-
nate is played by the “breathing” mode. In this case, the
Ej(x) energy is usually determined using the harmonic
approximation only, assuming the atomic displace-
ments (x) are small compared to the interatomic dis-
tance a (x ! a).

The defects of another type can occur in various
spatial configurations n with their own characteristic
set of covalent bonds. Each configuration can be real-
ized with the probability  for a given number of
localized electrons j. Examples of these defects in Si
are the pair of carbon atoms, one of which is located at
the interstitial site, while the other is located at the sub-
stitutional site (CiCs); the (B, V) defect, where B is the
boron atom and V is the vacancy; and the series of the
donor–acceptor pairs. It seems likely that the interstitial
boron atom, which appears in silicon as a result of treat-
ment by the electron beam and γ-radiation, belongs to
this type of defect. Actually, the experimental results
[3, 4] confirm the rearrangement of chemical bonds as
the charge state of the boron atom changes.

Electronic properties of multistable defects were
investigated both experimentally and theoretically
[5, 6]. Here, we consider a simple model, which per-
mits us to describe the electronic properties of multi-
stable defects and the probabilities of electronic transi-
tions between various charge states of bistable defects.
For defects with a variable configuration, the adiabatic

P j
n
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potentials are substantially anharmonic. In order to
describe the electronic properties of these defects, it is
necessary to use the approach differing from the com-
mon “polaron” one [7], which is used to describe the
vacancy-like defects.

When describing the electrical and optical proper-
ties of defects in the deformable lattice, the problem is
reduced to determining the adiabatic potentials E(j, x).
These potentials can be described on the basis of the
known microscopic models of defects, which are con-
structed on the basis of experimental data. The simplest
analytical expression, which describes the bistable
defect in a single-mode approximation, takes the form

Ej(x) = A(ηx2 + tx3 + x4) + jE0 + jQx + Ucδj2, (2)

which follows from (1) if Eq(x) is expanded in a power
of x (the j-dependence of coefficients of xn can be
neglected for n ≥ 2 [8, 9]). The potential of the form
(1)–(2) was used for the analysis of the electronic states
in the forbidden gap from the data on mobility in chal-
cogenide vitreous semiconductors [10, 11]. Crystalline
semiconductors differ from chalcogenide vitreous
semiconductors by the concentration of rearrangeable
defects. It is significantly lower for crystalline semicon-
ductors. The distribution F(η, t) of parameters η and t,
which characterizes the defect quasi-molecule, is

δ-shaped in this case. In (2), A = (1/2)k0  ≈ 10–30 eV.
Here, a0 is the quantity on the order of the atomic
radius, whereas A and k0 are the usual scales of the elas-
tic energies and constants for covalent semiconductors.
The quantities η (|η| ! 1) and t (t2 ! 1) are defined by
the specific structure of the defect quasi-molecule and
have the significance of the parameters characterizing
the defect “softness” and potential asymmetry. For a
j-fold (j = 0, 1, 2) occupancy of the Eq term, the elec-
tron–atom interaction is proportional to the constant Q.
This interaction can cause deformation of the medium
and strong lowering of the term δEq(x) = Eq(x) – Eq ≤ Q.
In general, a new additional bond appears in this case.
This causes a variation in the spatial configuration of
the defect quasi-molecule, which implies the transition
from one potential minimum to another. The complete
analysis of potential (2) is rather tedious. However, we
can point out the following properties. Potential (2) has
one minimum irrespective of electron occupancy j, as
long as p = 1 – 8η/3t2 < 0. For p > 0, i.e., for the case of
interest, the potential topology is defined by the quan-
tity

(3)

As this takes place, two classes of defects with type (2)
potential can be recognized. These are the defects with
the strong (D < 0) and weak (D > 0) electron–atom
interaction. The function D divides the phase space of
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into three regions. The region of values Q1 > Q > Q2

corresponds to double-well potentials, and the defect
quasi-molecules with single-well potentials exist in
regions Q > Q1 and Q < Q2. The region η ! 1 (η > 0)
corresponds to critical potentials, which define the
properties of electronic states in the mobility gap region
for chalcogenide vitreous semiconductors investigated
in [10, 11].

The possible transformation of the initial double-
well potential (for occupancy j = 0) into the single-well
potential (j = 1, 2) is typical of the defects with a strong
electron–atom interaction. To illustrate these general
properties of potential (2), let us consider the role of the
localized charge carriers in the adiabatic potential for-
mation for low values of its “trial” asymmetry (t2 ! 1,
η = –σ < 0). In this case, the double-well potential
exists on the condition that (1/8)(jQ/A)2 < |η|3/27, and
the single-well potential exists for the opposite sign of
this inequality. Once this inequality is valid, the
arrangement of minima and the corresponding values
of potential in these minima are defined by the expres-
sions

(5)

(6)

Hence, for the difference of potentials in minima
(δE12 ≡ Ej(x2min) – Ej(x1min)), we have

(7)

This difference can be either positive or negative
depending on the relationship between the values and
signs of the parameters Q and t. In the case of strong
electron–atom interaction (D < 0 and j ≠ 0), the adia-
batic potential has a single minimum at the point
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in which the value of the potential is defined by the
expression

(9)

Hence, the defects with a variable configuration are
divided into two types: those with strong and those with
weak electron–atom interaction. The localization of
carriers causes the asymmetry of a double-well poten-
tial. This asymmetry is enhanced for the equal sign of t
and Q and diminishes or changes the sign otherwise. In
the case of large values of |Q |, the character of the
potential topology changes (see figure).

It seems likely that the donor–acceptor pairs, as well
as the CiCs and BV defects in the irradiated crystalline
silicon, belong to the type characterized by weak elec-
tron–atom interaction. Actually, the EPR studies dem-
onstrate that, in the case of CiCs, no appreciable elec-
tron–vibrational interaction is observed, and the adia-
batic potentials remain double-well with a variation in
the charge number. In the case of defects with a weak
interaction, the effective correlation energy Ueff =
E2(xmin) + E0(xmin) – 2E1(xmin) is positive, whereas, in
the presence of a strong electron-atomic interaction

(10)

it can be either positive or negative.
To describe the defects with a variable configura-

tion, we start from the canonical distribution, according
to which the probability of finding for the defect in the
state that is characterized by the total energy Etot(x, j) =
Ej(x) – jF, where F is the Fermi energy, has the form

(11)

In this case, the probability of finding the defect in the
jth (j = 0, 1, 2) charge state equals

(12)

As is seen from this expression, the vicinities of min-
ima xk of the potential Ej(x) give the major contribution

E j xmin( ) 1
4
--- Aσ jQ

A
------- 

 
1/3

jQ+ t–
3
8
--- jQ j

2Q
A

------- 
 

1/3

–≈

–
1
4
---Aσ j

2Q
A

------- 
 

2/3 1
6
---Aσ2

– jE0 Ucδj2.+ +

Ueff Uc 0.19Q
2Q
A

------- 
 

1/3

–≈

+
1
2
---Aσ 0.26

2Q
A

------- 
 

2/3

0.37
Q
A
---- 

 
1/3

t+ ,

P x j,( ) A j( ) E x j,( )
kT

-----------------– 
  ,exp=

A j( ) E x j,( )
kT

-----------------– 
 exp xd pd∫∫

j 0=

2

∑
1–

.=

P J( ) E
x j,( )
kT

-------------– 
 exp x pdd∫∫

j 0=

2

∑
1–

=

× E x j,( )
kT

-----------------– 
 exp x.d∫∫
SEMICONDUCTORS      Vol. 34      No. 2      2000
into integrals. Close to the minima, Ej(x) ≈ Ej(xk) +

Bjk(x – xk)2 and

(13)

where Bjk are the quantities characterizing the strain
susceptibility in a given configuration, and, conversely,
the summation is performed over all k-minima, whose
number should not necessarily equal the number of
charge states of the defect (j). It is evident that the deep-
est minimum gives the largest contribution. For identi-
cal minima, the result of summation reduces to multi-
plication by the number of minima. This circumstance
can be accounted for by introducing the degeneracy
factor gn(j), where n is the number of identical minima.
This number can be different for various j. Let us
denote the electron degeneracy factor by ge(j); in doing

so, the total degeneracy factor gk(j) = ge(j)gn(j)/ .
Hence, the expression for probability of finding the
defect in the jth charge state in the vicinity of kth mini-
mum takes the form

(14)

Let us analyze the transition of defects from the
charge state j, which is characterized by the generalized
coordinate x, into the state with the parameters y and
k = j + 1. This implies that a certain other state ψR(r)
with the energy εR, which is provided by the excess
electron, occurs in the system. The occupancy proba-
bility for this state is defined by the Fermi distribution
f0(εR). The single-electron transitions proceed accord-
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ing to the energy conservation law: Etot(x, j) = Etot(y, k),
where Etot(x, j) = Ej(x) + εR, and Etot(y, k) = Ek(y). The
total transition rate RR(j, k) for j  k transitions via
the R states can be obtained as follows. The initial prob-
ability f0(εR)Pj(x) is multiplied by the rate RR(j, k) and
the delta function of energy with subsequent integra-
tion in phase spaces x and y (k = j + 1). Using the Born–
Oppenheimer approximation, it is possible to demon-
strate that the expression defining the activation energy

 for transitions from the charge state i to state j takes
the form [7]

(15)

where dεR is the density of electron states at the
bottom of the conduction band. Let us consider the
above expressions for the potential of the strong elec-
tron–atomic interaction as well as for the coordinates of
the minimums and intersection for the adiabatic poten-
tial curves for different population numbers. The

expressions describing the activation energy  for
transitions of defects from the charge state i to the
charge state j can be written as:

(16)

(17)

(18)

(19)

where l1 = Q/A, l2 = (E0 + Uc)/A, and qA = Q/A. Transi-
tions 2  1 and 1  0 are related to the electron
transfer into the conduction band, and, for low values of

 and , their rates are defined by the position of
the Fermi level. In principle, the expressions obtained
for the activation energies of transitions between differ-
ent charge states permit us to determine the parameters
of defects with a strong electron–atom interaction from
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the experimental data. The activation energies found
from the nonequilibrated EPR and DLTS experiments
are usually used as these experimental data. As for
experiments using the equilibrated electronic proper-
ties of defects, the energies of thermal transitions
Eth(j  j + 1) = E[j, xmin(j)] – E[j + 1, xmin(j + 1)] are
of importance. These energies are attributed to the vari-
ation of the occupation numbers j + 1  j, where
xmin(j) is the value of the coordinate, which minimizes
Ej(x) for a given occupation number j. For defects with
a strong electron–atom interaction, we have

(20)

(21)

Let us consider the special features of equilibrium
electronic properties of bistable defects for the case of
weak electron–atom interaction, namely, when the
potential’s topology is the variation in the electron
occupancy. The obtained expressions (14) for the occu-
pation probability permit us to obtain the relationships
linking the occupation probabilities for each potential
well. As a result, the expression can be found, e.g., for
the bistable singly charged centers:

where NB is the total concentration of bistable defects,
n is the concentration of free electrons in the conduc-
tion band, QB(2) = Ncexp(–ε2/kT), Nc is the density of
states at the conduction-band bottom, and ε2 is the pop-
ulation of the bistable defect in the second well. The
function f describes the contribution of the another
metastable state and has the form

Here,  =  –  and  =  –  are the differ-
ences between positions of minimums for the double-
well potential in the neutral and negative singly charged
states. Hence, it is possible to introduce the effective
occupancy for the bistable defect

(22)

which includes the parameters of the double-well
potential and, generally speaking, depends on tempera-
ture.

In conclusion, let us dwell on the radiation defect in
silicon, namely, the interstitial boron atom Bi in the sil-
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icon lattice. It is known [3] that the interstitial boron
atom can have three charge states: B+, B0, and B–. The
transition from the B0 charge state to the B– state is
characterized by high lattice relaxation energy. This
causes inversion of donor and acceptor levels; i.e., this
defect is a center with a negative correlation energy.

The behavior of the EPR signal for the  state and the
variations in the bonding configuration are indicative of
a high lattice relaxation energy. The microscopic mod-
els [3] confirm that this system should be considered in
close relation to the phenomenological model of
defects, which was considered in previous sections.

According to the experimental data [3], we have  =

(0.13 ± 0.01) eV and  = (0.45 ± 0.08) eV. These data
are inadequate to unambiguously determine all of the
parameters involved in (16)–(21). For this purpose, it is
necessary to carry out a special experiment to deter-
mine the population of a vacancy in p-Si similar to [12],
for example. Nevertheless, we can estimate the param-
eters and clarify the adiabatic potential character. The
parameters involved are of the following order of mag-
nitude: Q ≈ 1–3 eV and A ≈ 10–30 eV. The quantity E0
has the significance of the “trial” energy level, which is
occupied by electrons in the course of varying the elec-
tron occupation number. This energy is reckoned from
the top of the valence band. Consequently, its magni-
tude is approximately equal to the forbidden gap energy
Eg for a semiconductor: E0 ≤ Eg < Q. According to the
available estimates [7, 13], Uc ≈ 0.2–0.3 eV. Estima-
tions for various numerical values of parameters under
consideration demonstrate that the best agreement with
the known experimental values of activation energies is
obtained for t = –0.01, σ = 0.12, Q = 3.5, E0 = 1.0, A =

15, and Uc = 0.2. In this case, we have  = 0.42 eV,

 ≈ 0.14 eV,  ≈ 0.08 eV, and  ≈ 0.03 eV. We
obtain the effective correlation energy value Ueff ≈
−0.31 eV. The activation energy values , , and

, which are found in such a manner, are close to the
experimental ones [5, 6]. The effective energy of the
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occupied level Eocc ≈ 0.22 eV. The adiabatic potentials
for the interstitial boron atom in various charge states,
which were calculated from the parameters found, are
presented in the figure. The potential flatness in the B+

state, which is typical of the soft configurations in chal-
cogenide vitreous semiconductors [8], and low activa-
tion energy (≈0.03 eV) for the B0  B– transition are
typical of the adiabatic potentials found. These special
features of potentials can define the specific features of
interstitial boron migration, which is stimulated by the
recombination of minority charge carriers.
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Abstract—Electrical properties of single-crystal InP samples with various initial concentrations of charge car-
riers were studied in relation to the dose of irradiation with fast reactor neutrons and subsequent heat treatments
in the temperature range of 20–900°C. It is shown that the behavior electrical properties depends on the doping
level of the starting material and that the heat treatment in the aforementioned range of temperatures results in a
complete elimination of radiation defects, which makes it possible to apply the method of nuclear-transmutation
doping to InP samples. The contribution of nuclear reaction initiated by intermediate-energy neutrons to the total
level of nuclear-transmutation doping amounts to about 10%. © 2000 MAIK “Nauka/Interperiodica”.
Only a few publications have been devoted to stud-
ies of radiation defects formed in InP samples as a
result of neutron irradiation [1–5]. A practical imple-
mentation of the method of nuclear-transmutation dop-
ing for III–V semiconductor compounds necessitated
closer examination of radiation-induced physical pro-
cesses occurring in such materials under the effect of
irradiation with nuclear-reactor neutrons. However,
study of radiation defects in the course of nuclear-trans-
mutation doping due to thermal reactor neutrons is
complicated by the fact that impurities are introduced
in the material. This work is devoted to the study of the
effects of irradiation with fast nuclear-reactor neutrons
and subsequent heat treatments on electrical properties
of InP single crystals.

As starting samples, we used the Czochralski-grown
InP single crystals, both undoped and doped with tellu-
rium to various concentrations in the course of growth.
All the samples were n-type in the as-grown state. The
electrical parameters of the samples prior to irradiation
(concentration of charge carriers n, their mobility µ,
and resistivity ρ) are listed in the table.

InP samples were irradiated in Cd cans at tempera-
tures no higher than 70°C in vertical channels of the
active zone of a VVR-ts water-cooled and water-mod-
erated nuclear reactor, with the flux density of fast neu-
trons (with energy E > 0.1 MeV) being ϕf = 5 ×
1013 cm–2 s–1. The duration of irradiation was chosen
such that the integrated fluxes of neutrons varied in the
range of Ff = 8 × 1015–2.27 × 1019 cm–2. The use of Cd
cans precluded the effect of nuclear-transmutation dop-
ing initiated by thermal neutrons. The influence of res-
onance neutrons (the energy E = 1.46 eV and the cross
section σ = 2.2 × 104 b) was eliminated by grinding off
a layer ~50 µm thick from both faces of an irradiated
1063-7826/00/3402- $20.00 © 20146
sample. The irradiated InP samples had high induced
radioactivity after irradiation; therefore, they were kept
in special boxes for 4–18 months, depending on the
dose of neutrons. After the induced radioactivity
decayed to a permissible level, the samples were sub-
jected to decontaminative rinsing, grinding, and etch-
ing in a HNO3 : HCl = 3 : 1 solution. Electrical param-
eters of InP samples were determined by the Van der
Pauw method at room temperature.

Figures 1a and 2a show the dependences of electri-
cal parameters of InP samples with various initial con-
centrations of charge carriers (n) on the integrated flux
of fast neutrons (Ff). It is evident that the concentration
and mobility (µ) of charge carriers decrease with irra-
diation as a consequence of formation of radiation
defects. Furthermore, the higher is the doping level of
the starting material, the larger are the integrated fluxes
of neutrons corresponding to the onset of a decrease in
n. In the case of large integrated fluxes, i.e., Ff ≥ 1 ×
1018 cm–2 for the samples with initial concentration n =
(2–4) × 1016 cm–3 and Ff ≥ 1 × 1019 cm–2 for the samples
with n = 3.9 × 1018 cm–3, electron concentration and
electrical conductivity increase with Ff and tend to con-
stant values in accordance with the limiting position of
the Fermi level in highly irradiated InP samples [6].
Apparently, this can be attributed to an overlap of the
shells of disordered regions and to a manifestation of
the hopping conduction [7]

The rate of variation of mobility of charge carriers
also depends on initial values of n. If the integrated flux
is equal to about 5 × 1017 cm–2, a decrease in µ amounts
to 80% of the initial value for undoped InP samples and
to 92% of the initial value for heavily doped samples.
This indicates that the presence of impurities in the
000 MAIK “Nauka/Interperiodica”
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Electrical parameters of starting and irradiated InP samples

Sample 
no.

As-grown samples
Impurity Ff, 1017 cm–2

After irradiation in reactor and 
subsequent annealing at 900°C

n, 1017 cm–3 µ, 103 cm2/(V s) ρ, 10–3 Ω cm n, 1017 cm–3 µ, 103 cm2/(V s) ρ, 10–2 Ω cm

1 0.18 4.20 80.00 – 0.51 0.25 6.60 3.90

2 0.18 4.20 80.00 – 5.10 1.17 2.90 1.83

3 0.18 4.20 80.00 – 50.40 11.00 1.83 0.31

4 4.00 2.80 5.60 Te 0.51 5.30 2.35 0.50

5 4.00 2.80 5.60 Te 5.10 5.80 2.75 0.39

6 4.00 2.80 5.60 Te 50.40 14.60 1.70 0.25

7 39.00 1.90 0.85 Te 0.51 35.00 1.63 0.11

8 39.00 1.90 0.85 Te 5.10 20.50 2.00 0.15

9 39.00 1.90 0.85 Te 50.40 33.00 1.54 0.12

10 0.35 3.76 – – 0.08 0.44 3.20 4.40

11 0.35 3.76 – – 2.74 0.51 3.50 3.50

12 0.35 3.76 – – 5.27 0.92 3.50 2.00

13 1.80 3.03 – Te 0.08 2.80 2.70 0.83

14 1.80 3.03 – Te 2.74 2.30 2.75 0.99

15 1.80 3.03 – Te 5.27 2.60 2.88 0.82

16 7.50 2.49 – Te 0.08 7.30 2.25 0.38

17 7.50 2.49 – Te 2.74 8.60 2.50 0.38

18 7.50 2.49 – Te 5.27 8.90 2.10 0.33

19 7.50 2.49 – Te 227.00 16.00 1.90 0.21
starting material is conducive to a decrease in mobility
of charge carriers in the case of Ff as high as 5 ×
1017 cm–2; however, for larger integrated fluxes, the rate
of degradation of µ in undoped InP samples becomes
higher than that in heavily doped samples. For Ff ~ 5 ×
1018 cm–2, a decrease in the mobility of charge carriers
is almost the same for undoped and heavily doped sam-
ples and is approximately equal to 98–99%.

In order to study the thermal stability of radiation
defects, we annealed the samples (placed in evacuated
sealed quartz ampules) for 20 min in the temperatures
range T = 20–900°C at a step of 100°C. Figures 1b and
2b show the dependences of electrical parameters of
irradiated samples on the annealing temperature. As is
evident, the concentration and mobility of charge carri-
ers in all the samples increase as the annealing temper-
ature increases and then tend to constant values after
annealings in the temperature range of T = 700–900°C.
The rate of change in the parameters is highest in the
temperature range of 300–600°C irrespective of the
doping level in the initial state.

The final value of n depends on both the initial con-
centration of charge carriers and the integrated flux of
neutrons that irradiated the sample. The latter is related
to the fact that the intermediate-energy neutrons are not
cut off by the walls of Cd cans and are strongly
absorbed in InP; as a result, in InP, as in other In-con-
SEMICONDUCTORS      Vol. 34      No. 2      2000
taining III–V semiconductor compounds, the samples
become doped with Sn according to the reaction
115In(n, γ)116In  116Sn. Since Sn atoms are found in
the In sublattice, they act as donors for the starting
material and, thus, increase the concentration of free
electrons, as indicated by the final values of n (Fig. 1b,
curves 1, 3, 4) obtained after the annealing of InP sam-
ples that had identical initial values of n but were
exposed to neutrons with different integrated fluxes.

For large integrated fluxes (Fig. 1b, curves 4, 5, 7)
and, correspondingly, high concentrations of radiation
defects, a stage of “negative recovery” of charge-carrier
concentration is observed in the temperature range of
200–400°C; apparently, this is due (as in the case of
GaAs [8]) to rearrangement of shallow-level radiation
defects and formation of more complex defects that
anneal out at higher temperatures.

It is evident from Fig. 2b that the larger the inte-
grated flux of irradiating neutrons (and, consequently,
the higher the concentration of Sn impurity introduced
as a result of nuclear reactions involving the intermedi-
ate-energy neutrons), the lower the temperature corre-
sponding to the onset of recovery of µ. It follows then
that the presence of impurities in InP samples is condu-
cive to an increase in the rate of both the formation and
annealing of radiation defects.

β−
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Fig. 1. Dependences of concentration of charge carriers n and resistivity ρ (a) on the integrated flux of fast neutrons Ff for various
InP samples (initial values of n and ρ are indicated on the vertical axis) and (b) on the annealing temperature T for different InP
samples (see table) after irradiation with integrated fluxes of fast neutrons Ff (expressed in 1017 cm–2) equal to (curve 1) 0.51 (sam-
ple 1), (2) 0.08 (sample 10), (3) 5.10 (2), (4) 50.40 (3), (5) 227.0 (19), (6) 5.10 (8), (7) 50.40 (9), (8) 0.51 (7), (1') 2.74 (17), (2') 50.40
(3), and (3') 227.0 (19); the curves denoted by primed numbers correspond to variations of resistivity.

Fig. 2. Dependence of mobility µ of charge carriers (a) on the integrated flux Ff of fast neutrons for different InP samples (initial
values of µ are indicated on the vertical axis) and (b) on the annealing temperature T for different InP samples (see table) after irra-
diation with fast-neutron integrated fluxes equal to (1) 5.1 × 1016 cm–2 (sample 1), (2) 8 × 1015 cm–2 (sample 10), (3) 5.27 ×
1017 cm–2 (sample 15), and (4) 50.40 × 1017 cm–2 (sample 3).
Thus, the experimental results we obtained make it
possible to recognize three main stages in the annealing
of radiation defects in InP samples irradiated with fast
neutrons. Stage I (T = 100–300°C) is characterized by
an annealing of point and small-sized defects and by
formation of more complex radiation defects.

Stage II (T = 300–600°C) is characterized by a sharp
increase in both concentration and mobility of charge
carriers, which indicates that radiation defects are effi-
ciently annealed out. Apparently, as in the case of
GaAs, the disordered regions and more complex
defects formed at stage I are annealed out at stage II.

The behavior of n and µ indicates that there is also a
stage III (T = 700–900°C) where n and µ tend to final
constant values; this stage is apparently related to cer-
tain secondary processes occurring in the material.

Figure 3 shows the dependences of the charge-car-
rier concentration on the integrated flux of neutrons for
SEMICONDUCTORS      Vol. 34      No. 2      2000
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irradiated InP samples after an annealing for 20 min at
900°C. Curve 1 corresponds to the samples irradiated
in Cd cans, whereas curve 2 is for the samples irradi-
ated in the same channel without Cd cans; in the latter
case, the samples were exposed to the entire spectrum
of reactor neutrons, with the ratio of the flux densities
for the thermal and fast neutrons being equal to ϕs/ϕf ≈
1. These data, with allowance made for the effect of
polytropy in the case of high concentrations of impuri-
ties, support the previously made conclusion [9] that
doping of In-containing III–V semiconductor com-
pounds due to reactions involving intermediate-energy
neutrons amounts to about 10% of the total level of
nuclear-transmutation doping for the samples irradi-
ated in the channels of the active zone of a VVR-ts
water-cooled and water-moderated nuclear reactor.

The results we obtained may be summarized as fol-
lows:

(i) annealing for 20 min at 900°C of InP samples
irradiated with fast neutrons almost completely elimi-
nates the radiation defects affecting the electrical
parameters of the material, which can serve as the basis

10191018 F, cm–2
1016

1017

1018

1019

n, cm–3

2

1

Fig. 3. Dependence of concentration of charge carriers n on
the integrated flux of neutrons F for InP samples irradiated
in the same channel of a VVR-ts water-cooled and water-
moderated reactor in (1) Cd cans and (2) without Cd cans
and annealed at T = 900°C (the initial values of n are indi-
cated on the vertical axis).
SEMICONDUCTORS      Vol. 34      No. 2      2000
for practical implementation of the technology of
nuclear-transmutation doping as applied to InP;

(ii) the level of initial doping of InP affects substan-
tially the rates of formation of radiation defects during
irradiation and the rate of their elimination during
annealings;

(iii) the magnitude of the effect of doping of InP due
to nuclear reactions initiated by intermediate-energy
neutrons can be described by the empirical dependence
n = 0.2Ff .
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Abstract—Experimental results of studying the process of transmutation doping of InP single crystals by irra-
diating with nuclear-reactor neutrons are reported; the possibility of doping with tin in a wide range of concen-
trations and obtaining the concentration of free electrons as high as 2 × 1019 cm–3 is demonstrated. Electrical
properties of InP and their behavior under irradiation and in the course of subsequent heat treatments were stud-
ied. The prospects for utilization of the nuclear-transmutation method for doping are assessed. © 2000 MAIK
“Nauka/Interperiodica”.
The method of nuclear-transmutation doping by
irradiation with thermal reactor neutrons has found a
wide application in modern semiconductor technology,
especially concerning silicon [1–3] and gallium ars-
enide [3–8]. By now, there are a large number of publi-
cations devoted to nuclear-transmutation doping of
III−V semiconductor compounds, such as InAS [9, 10],
InSb [11–13], and InP [14, 15], including a series of
publications concerned with transmutation doping by
irradiation with charged particles [16–18]; however,
information related to the above compounds is clearly
inadequate, and data on the technology of transmuta-
tion doping by irradiation with reactor neutrons are
almost completely lacking.

The objective of this work was to gain deeper
insight into the process of transmutation doping of InP
single crystals by irradiating them with reactor neu-
trons and to determine the behavior of electrical prop-
erties of InP under the effect of irradiation and subse-
quent heat treatments for further practical implementa-
tion of this method of doping for this semiconductor
compound.

As the starting samples, we used the [111]-oriented
Czochralski-grown InP single crystals with a diameter
of up to 40 mm; the crystals were either undoped or
doped with tellurium to the concentration of 4 × 1017–
3.9 × 1018 cm–3.

The samples were irradiated at a temperature no
higher than 70°C in vertical channels of the active zone
of a VVR-ts water-cooled and water-moderated reactor,
with the flux density of thermal neutrons being ϕs = 5 ×
1013 cm–2 s–1 and the ratio of the flux densities of ther-
mal and fast (with an energy E > 0.1 MeV) neutrons
being equal to ϕs/ϕf ≈ 1.

The main nuclear reactions occurring in InP under
the irradiation with thermal neutrons are listed in
1063-7826/00/3402- $20.00 © 20150
Table 1. As can be seen, the cross section of absorption
of thermal neutrons for the main isotope 115In (σ =
145 b) is appreciably larger than that for 31P nuclei,
which practically determines the end product of trans-
mutation doping as 116Sn.

The large cross section of absorption of thermal
neutrons by 115In nucleus brings about a pronounced
effect of self-screening in the InP sample during irradi-
ation. The flux density of thermal neutrons is attenuated
by e times at a depth of 1.4 mm. In connection with this,
the samples for transmutation doping were prepared in
the shape of platelets with a thickness no larger than
2 mm. The effect of absorption of resonance neutrons
(E = 1.46 eV and σ = 2.2 × 104 b), whose flux density
is attenuated by e times at a depth of about several
micrometers, was eliminated by grinding off a layer
~50 µm thick from both surfaces of irradiated samples.

Concentration of tin impurity (NSn) introduced in
InP as a result of nuclear reaction with thermal neutrons
was calculated with the formula

NSn = N0kσFs ,

where N0 is the number of InP isotope atoms per unit
volume, k is the atomic percentage of the isotope, σ is
the cross section of thermal-neutron absorption, and Fs

is the integrated flux of thermal neutrons.
Duration of irradiation was chosen such that the

concentration of introduced tin impurity varied in the
range of 2 × 1018–7 × 1019 cm–3. Calculated values of tin
concentration and the values obtained by spectrochem-
ical analysis are listed in Table 2. As can be seen, good
agreement between calculated and experimental values
of the concentration is observed in the entire range of
concentrations.

Properties of the crystals exposed to the full spec-
trum of reactor neutrons are defined both by the atoms
000 MAIK “Nauka/Interperiodica”
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Table 1.  Products of (n, γ) nuclear reactions in indium phosphide

Element Isotope k, % σ, b T1/2 ntr/Fs
Reaction products 

(fraction)
Ultimate product of 

reactions

In Natural 190 ± 10 Tin (99.82%)
113In 4.23 58 ± 12 50.1 days 5.14 × 10–2 114Sn (0.980) Sulfur (0.1%)

114Cd (0.010) Cadmium (0.02%)
115In 95.77 145 ± 20 54 min 2.91 116Sn (1.000) Other elements

P 31P 100 0.2 ± 0.02 14.3 days 4.47 × 10–3 32S (1.000) (0.06%)

Note: k is the isotope content, σ is the cross section of absorption of thermal neutrons; T1/2 is the half-life; and ntr/Fs is the efficiency of
transmutation doping per cm–1.

Table 2.  Properties of the as-grown and transmutation-doped samples of indium phosphide

Sample 
no.

As-grown crystals Fs ,
1018 cm–2

Nth,
1018  cm–3

, 

1018 cm–3

After irradiation and subse-
quent annealing for 20 min

at 900°C

n, 1017 cm–3 µ, 103 cm2/(V s) ρ, 10–3 Ω cm Impurity n, 1018 cm–3 µ, 102 cm2/(V s)

1 0.18 4.20 80.00 – 0.97 2.87 2.90 2.90 15.80

2 0.18 4.20 80.00 – 6.57 19.45 17.40 9.10 11.00

3 0.18 4.20 80.00 – 21.00 62.16 72.50 14.90 8.40

4 0.35 3.76 – – 0.30 0.89 – – –

5 4.00 2.80 5.60 Te 6.57 19.45 17.40 12.00 9.96

6 4.00 2.80 5.60 Te 21.00 62.16 72.50 17.90 7.10

7 39.00 1.90 0.85 Te 21.00 62.16 72.50 16.90 7.90

Note: n and µ are the concentration and mobility of charge carriers, respectively, and ρ is the resistivity. The as-grown crystals were of
n-type. Fs is the unperturbed integrated flux of thermal neutrons, Nth is the calculated concentration of the impurity introduced, and

 is the concentration of introduced impurity according to the data of spectrochemical analysis.
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of doping impurities introduced as a result of nuclear
transmutations and by radiation defects formed in the
course of neutron irradiation. Electrical properties are
also affected by the concentration of charge carriers
and growth defects in the starting InP crystals.

As a consequence of high induced radioactivity, the
irradiated InP samples were kept in special boxes for
4−24 months, depending on the integrated flux of neu-
trons. After the induced radioactivity decayed to the
permissible level, the samples were decontaminated,
rinsed, ground, and etched in a HNO3 : HCl = 3 : 1 solu-
tion. Electrical parameters of the samples were deter-
mined from the Hall measurements by the Van der
Pauw method at room temperature. The samples were
annealed in evacuated sealed quartz ampules for 20 min
in the temperature range of 20–900°C.

Figures 1 and 2 show the dependences of concentra-
tion n and mobility µ of charge carriers and also the
resistivity ρ of InP samples on the integrated flux of
thermal neutrons Fs and the temperature T of subse-
quent heat treatments. It can be seen that, as the inte-
grated flux of neutrons increases to Fs . 1019 cm–2, con-
centration and mobility of charge carriers decrease,
SEMICONDUCTORS      Vol. 34      No. 2      2000
and, correspondingly, the resistivity ρ increases; this is
due to an increase in the concentration of radiation
defects, whose influence on electrical properties of InP
is more profound than that of the doping impurity intro-
duced. For integrated fluxes Fs > 1019 cm–2, an increase
in the concentration of charge carriers and a decrease in
ρ with an increase in Fs are observed; apparently, this is
caused, as in the case of GaAs [4], by an overlap of the
shells of disordered regions as their concentration
increases and by the emergence of hopping conduction.
In this case, the Fermi level tends to a limiting position
in the heavily irradiated InP (Ec – 0.25 eV) [19]. As dis-
tinct from GaAs, the n  p conversion is not
observed in InP, and the maximal values of ρ can be as
large as ~103 Ω cm [4].

It is evident from Figs. 1 and 2 that the trend in vari-
ation of electrical properties of InP crystals subjected to
annealing after having been irradiated with different
integrated fluxes of neutrons is qualitatively the same.
Concentration and mobility of charge carriers increase
as the annealing temperature increases and attain dif-
ferent final values, depending on the integrated fluxes
of neutrons. The most drastic changes of the parameters
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Fig. 1. Dependences of concentration of charge carriers n and resistivity ρ (a) on the integrated flux of thermal neutrons Fs for several
InP samples (preirradiation values of n and ρ are indicated on the vertical axis) and (b) on the annealing temperature T for InP sam-
ples that had initial concentration n = 1.8 × 1016 cm–3 and were irradiated with thermal neutrons, with integrated fluxes being equal
to (1) 0.97 × 1018, (2) 6.57 × 1018, and (3) 2.1 × 1019 cm–2.

Fig. 2. Dependences of mobility of charge carriers µ (a) on the integrated flux of thermal neutrons Fs for several InP samples (pre-
irradiation values of µ are indicated on the vertical axis) and (b) on the annealing temperature for InP samples that had initial con-
centration n = 1.8 × 1016 cm–3 and mobility µ = 4200 cm2/(V s) and were irradiated with thermal neutrons, with integrated fluxes
being equal to (1) 0.97 × 1018, (2) 6.57 × 1018, and (3) 2.1 × 1019 cm–2.
is observed in the course of annealing within the tem-
perature range of 300–600°C. The largest value of ρ
(~500 Ω cm) attained as a result of irradiation
decreases as the annealing temperature T increases. For
T = 900°C, the resistivity is 10–3–10–4 Ω cm, which is
appreciably lower than that before irradiation and is
governed by the concentration of doping impurities
introduced as a result of nuclear transmutations.

As can be seen from Fig. 3, the trend in variations
and the absolute values of n and ρ for InP samples that
had different concentrations of charge carriers prior to
irradiation and were irradiated with integrated thermal-
neutron flux of 2.1 × 1019 cm–2 are virtually the same in
the entire range of annealing temperatures. This indi-
cates that electrical properties of InP irradiated with
large integrated fluxes of neutrons are largely deter-
mined by the concentrations of transmutation-intro-
duced impurity and radiation defects. The phenomenon
of “negative” annealing (reported previously in the case
of gallium arsenide [4]) observed in the range of heat-
treatment temperatures of 100–300°C can be appar-
ently attributed to rearrangement of point radiation
SEMICONDUCTORS      Vol. 34      No. 2      2000
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defects (if their concentration becomes high) with for-
mation of more complex defects that are annealed out
at higher temperatures.

The experimental results obtained are indicative of
the existence of three stages in the annealing of radia-
tion defects in InP samples irradiated with neutrons.

In stage I corresponding to the annealing-tempera-
ture range of 100–300°C, relatively small variations in
electrical parameters of InP are observed, which is
apparently related both to partial annihilation of point
defects (by their migration to sinks and recombination
of interstitial atoms and vacancies) and to formation of
more complex defects.

Stage II corresponds to the annealing-temperature
range of 300–600°C. A drastic change in electrical
parameters of InP is characteristic of this stage; this is
apparently due to elimination of disordered regions and
complex radiation defects formed predominantly at
lower temperatures with subsequent rapid annihilation
of point defects.

The trend in variations of electrical properties sug-
gests that there exists a stage III in annealing in the tem-
perature range of 600–900°C. This stage is character-
ized by occurrence of secondary processes involving
the impurity atoms and native point lattice defects.

Figure 4 shows the saturation free-electron concen-
tration obtained after annealing of irradiated InP sam-
ples at a temperature of 900°C as a function of the con-
centration of impurity (Sn) introduced in InP as a result
of nuclear transmutations and measured by the spectro-

chemical method ( ). It can be seen that good
agreement between the concentration of introduced

donor impurity  and the free-electron concentra-
tion n measured after the samples were annealed at

900°C is observed only for  < 2.9 × 1018 cm–3. For
higher concentrations of the introduced doping impu-

rity, the values of n are significantly smaller than .
There can be two main causes of this phenomenon:
(i) for large integrated fluxes of neutrons, the defects
that have higher thermal stability and are annealed off
at higher temperatures are formed and (ii) for suffi-
ciently high concentrations of doping impurities, the
well-known phenomenon of polytropy is observed
[20]. It is noteworthy that the phenomenon of polytropy
in InP crystals doped in the course of growth is
observed for lower concentrations of impurities (~5 ×
1017 cm–3) than in the case of transmutation-doped sam-
ples; this constitutes one of the advantages of transmu-
tation-induced doping.

On the basis of the results obtained in this study, we
can draw the following conclusions:

(i) the method of transmutation doping can be used
with good results to obtain InP single crystals doped
with Sn to a wide range of concentrations, with the
whole of the introduced impurity being in the electri-
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cally active state up to a concentration of about 3 ×
1018 cm–3;

(ii) in view of high radioactivity induced by irradia-
tion with thermal neutrons, the method of transmuta-
tion doping is most promising when used to obtain InP
crystals with low or moderate levels of doping, i.e.,
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Fig. 3. Dependences of concentration of charge carriers n
and resistivity ρ on the annealing temperature T for InP
samples that differed in the initial concentration of charge
carriers (initial values of n are indicated on the vertical axis)
and were irradiated with thermal neutrons, with their inte-
grated flux being equal to Fs = 2.1 × 1019 cm–2.

Fig. 4. Dependence of saturation concentration of free elec-
trons n in irradiated InP samples annealed at T = 900°C on
the concentration of introduced impurity determined by

spectrochemical analysis . The as-grown InP crystals

had the concentration of charge carriers n = (1) 1.8 × 1016,
(2) 4.00 × 1017, and (3) 39.00 × 1017 cm–3. The dashed line
represents the result of theoretical calculation.
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NSn &(1–5) × 1017 cm–3, or to dope the built-in epitaxial
layers in multilayer semiconductor structures at various
stages of their fabrication.
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Abstract—Comparative analysis of the conditions for the formation of shallow acceptor centers upon high-
temperature annealing in silicon irradiated with electrons, neutrons, and energetic ions is performed. The intro-
duction of a sufficiently large (in comparison with the initial concentration of impurities and defects) concen-
tration of radiation-induced distortions of the silicon lattice is shown to lead to the formation of thermal accep-
tors stable up to annealing temperature of ~650°C. The acceptor formation is supposed to be due to the inter-
action of background acceptor impurities (supposedly boron) with vacancies “stored” in multivacancy clusters
and released upon their breakup. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The problem of the transformation of the defect–
impurity subsystem of semiconducting silicon in the
range of the working temperatures of microelectronic
devices and technological treatments used in their man-
ufacture is very complex. The main cause is the partic-
ipation, in the structural transformations, of nonequi-
librium and uncontrolled (background) impurities and
“native” (grown-in) defects. It is known that, depend-
ing on the technique and regime of growing single crys-
tals, either vacancy or interstitial defects can be pre-
dominant in silicon [1]. It is also known, that the main
impurities, which are always present in silicon crystals,
are oxygen and carbon. Another impurity that can be
removed from single-crystal silicon only with difficulty
is boron [2]. Irradiation of silicon with various particles
is in many cases a good test for the presence of uncon-
trolled components. The spectrum of defects that are
introduced upon irradiation with various particles
includes a good many species, from the simplest point
defects such as vacancies (V) and self-interstitials (I)
(upon electron irradiation with energies E < 10 MeV
[3]) to pileups of cluster-type defects (irradiation with
neutrons and ions [3–6]). Since the direct recombina-
tion of V and I is not a dominant process [7], an accu-
mulation of point defects in the form of complexes and
clusters of various complexity occurs upon irradiation.
It is known that the V and I defects interact with virtu-
ally all impurities and other crystal imperfections [8].
When the concentrations of defects introduced by irra-
diation, on the one hand, and of the background defects
and impurities, on the other hand, are comparable, then
individual properties of the material manifest them-
selves to the greatest extent. These individual proper-
ties will also determine the transformation of the initial
impurity–defect system upon subsequent annealing of
the irradiated material. By using high-purity crystals
(with a minimum concentration of impurities and other
1063-7826/00/3402- $20.00 © 0155
imperfections) and irradiation with particles that intro-
duce a sufficiently large number of distortions into the
crystal, we can create conditions for the most efficient
manifestation of the defect-subsystem properties in the
irradiated crystal. Upon irradiation, the electrical con-
ductivity of silicon tends to become intrinsic, but some-
times, when high-resistivity n-Si crystals are used,
p-type conductivity was noted [3]; i.e., conductivity
conversion took place.

In this work, we investigated the conditions for the
formation of acceptor centers upon the annealing of sil-
icon crystals, initially differing in both the type and
concentration of dopants and oxygen content, after irra-
diation with electrons, reactor neutrons, and energetic
ions. The use of various types of radiation (differing in
both the amount of produced displacements and their
density and spatial distribution) revealed the existence
of a correlation between the effect of radiation on the
crystal and the concentration of initial impurities and
defects necessary for the formation of thermal accep-
tors.

EXPERIMENTAL

For the investigation, we used silicon single crystals
grown by both the Czochralski technique (Cz-Si) and
float-zone melting (FZ-Si). Both kinds of crystals had
the n-type conductivity. The initial values of the charge-
carrier concentrations, their mobilities, and the concen-
trations of oxygen in the samples are given in the table
and in figure captions. The irradiation was performed with
electrons with an energy of E = 3.5 MeV and a dose of D =
1015 – 3 × 1016 cm–2, neutrons (D = 2.5 × 1017 cm–2, or
1014 cm–2 upon combined irradiation), and N+ ions
(E = 16 MeV, D = 2 × 1014 – 2 × 1015 cm–2); silicon was
of grade KDB-30). The thickness of the samples did not
exceed 1 mm. The projected range Rp of N+ ions
(16 MeV) was 11.6 µm. The investigations were per-
2000 MAIK “Nauka/Interperiodica”
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formed by measuring capacitance–voltage characteris-
tics, concentration and mobility of charge carriers
(using the Van der Pauw method), and deep-level tran-
sient spectroscopy (DLTS). Heat treatments were con-
ducted at temperatures of up to 900°C. In order to

Concentrations and mobilities of charge carriers in silicon (at
room temperature) irradiated with electrons and neutrons and
annealed at various temperatures Tann

Irradiatiation Tann,°C

C
on

du
c-

tiv
ity

 ty
pe

p, n, cm–3 Mobility, 
cm2/(V s)

Neutrons init. n 2.6 × 1013 1356

D = 2.5 × 1017 cm–2 100 p 2.6 × 1011 130

N0 = 5.5 × 1016 cm–3 300 p 1.0 × 1012 227

460 p 1.2 × 1013 210

600 p 2.1 × 1014 362

650 p 3.8 × 1014 331

Neutrons init. n 2.4 × 1013 1392

D = 2.5 × 1017 cm–2 100 p 3.8 × 1011 132

N0 = 4.0 × 1017 cm–3 300 p 5.4 × 1011 257

460 p 8.0 × 1012 174

600 p 4.2 × 1014 166

650 p 3.0 × 1014 332

Electrons init. n 3.5 × 1013 1212

D = 3 × 1016 cm–2 375 p 1.6 × 1013 98

425 p 2.7 × 1013 161

475 p 2.2 × 1013 133

Electrons init. n 8.8 × 1012 1194

D = 3 × 1016 cm–2 375 p 4.4 × 1013 250

425 p 6.6 × 1013 253

475 p 9.5 × 1013 201

Neutrons init. n 2.3 × 1013 1389

(D = 1014 cm–2) + 400 p 4.5 × 1013 71

electrons 500 p 9.2 × 1011 100

(D = 1015 cm–2)

Neutrons init. n 1.8 × 1013 1462

(D = 1014 cm–2) + 400 p 4.2 × 1013 185

electrons 500 p 3.6 × 1013 106

(D = 3 × 1015 cm–2)

Neutrons init. n 1.8 × 1013 1578

(D = 1014 cm–2) + 400 p 6.2 × 1013 121

electrons 500 p 4.0 × 1013 155

(D = 1016 cm–2)

KDB-40 init. p 4.2 × 1014 334

Note: N0, oxygen concentration; init., initial crystal; p, n, hole and
electron concentrations, respectively; and KDB-40, silicon
grade (p-Si:B, ρ = 40 Ω cm).
obtain the in-depth profiles of defects, we used layer-
by-layer etching in an HF : HNO3 (1 : 100) solution.

RESULTS

Irradiation of FZ-Si with electrons with a dose of
3 × 1016 cm–2 leads to an increase in the resistivity to
over 3 × 105 Ω cm. Annealing of a “low-resistivity”
starting silicon (ρst . 200 Ω cm) shows that the n-type
conductivity is retained up to Tann = 200°C. Then, the
transition to the p-type conductivity occurs, and the
hole concentration first grows, but then drops sharply at
T . 500°C (Fig. 1, curve 1). The “high-resistivity”
starting material (ρst . 800 Ω cm) is converted the into
p type beginning from low annealing temperatures, and
the increase in the hole concentration occurs in two
stages (see the range of Tann . 300–400°C in Fig. 1,
curve 2). It can be seen from the figure that the concen-
tration of acceptors that are formed upon annealing of
the purer material of higher resistivity is higher and the
acceptors are observed in a wider temperature range.

Upon irradiation with reactor neutrons (Fig. 2), the
p-type conductivity is clearly fixed directly after irradi-
ation. The annealing behavior and the concentration of
charge carriers are virtually independent of the oxygen
concentration in the samples. The hole concentration
reveals no substantial changes up to Tann . 250°C.
Beginning from Tann . 300°C, the hole concentration
increases, showing a tendency towards saturation at
Tann . 450–500°C, but then it again increases sharply.
After it reaches a maximum at Tann . 600°C, the hole
concentration decreases sharply (at Tann > 650°C) and
the conversion of the conductivity type occurs.

Irradiation of FZ-Si samples (ρst . 200 Ω cm) with
electrons with doses less than D = 1016 cm–2 or with
neutrons to doses less than D = 1014 cm–2 yields no con-
version of the conductivity type in either irradiation or
in the process of isochronal anneals. However, upon
combined irradiation (first with neutrons with a dose
D = 1014 cm–2 and then with electrons with doses D =
1015–3 × 1016 cm–2), the p-type conductivity can arise
in the process of isochronal annealing at temperatures
Tann > 250°C (Fig. 3). The hole concentration increases
with increasing electron flux. However, the temperature
range of stability of the acceptors, as in the case of irra-
diation with electrons alone, is restricted to the anneal-
ing temperature Tann = 500°C.

A similar formation of additional acceptor centers
also takes also place upon implantation with high-
energy ions after analogous anneals. Figures 4 and 5
display the in-depth profiles of the hole concentration
in crystals irradiated with nitrogen ions with an energy
of 16 MeV and annealed at temperatures of 500 and
570°C, respectively. It can be seen that the spatial dis-
tribution of the hole concentration is strongly affected
by the annealing temperature. 
SEMICONDUCTORS      Vol. 34      No. 2      2000
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In all the samples, the hole mobility is low, until the
annealing temperature reaches Tann . 600°C (see table).
For comparison, we also give in the table the hole
mobility in unirradiated silicon samples of grade
KDB-40. Anneals at 600–650°C restore the mobility of
charge carriers, retaining the high concentration of
high-temperature acceptors.

Measurements using the DLTS technique show that
anneals at Tann = 400–600°C do not introduce deep lev-
els in the lower half of the forbidden band. The only
level that was observed after annealing at 450–550°C in
the upper half of the energy gap of implanted Cz Si is
associated with the introduction of thermal donors.

DISCUSSION

The occurrence of the n-Si  p-Si conversion is
observed upon both neutron and electron irradiation
(Figs. 1, 2). Most vividly, the effect manifests itself
upon subsequent heat treatments. A distinct correlation
is observed between the appearance of mobile vacan-
cies and the formation of acceptor centers in the crystal.
Thus, it is seen from Fig. 1 that, after the annealing of
a low-resistivity material at Tann = 200–220°C, the
p-type conductivity is observed (at Tann = 200°C, the
sample retains the n-type conductivity). Annealing at
temperatures of 250–300°C increases the hole concen-
tration (Figs. 1–3). Note that, as is known, the anneal-
ing of trivacancies occurs at 200–220°C, while at
250−350°C divacancies and A centers (oxygen +
vacancy complexes in oxygen-containing material) van-
ish [4, 5, 9]. These processes lead to the appearance of
mobile vacancies in the volume of the sample.

Which of the defects can be related to the arising
acceptor centers? We should at once reject a whole
class of defects connected with interstitial atoms. These
defects usually behave as donor or neutral centers.
Based on Fig. 2, we should also discard the defects that
contain oxygen. As to the pure vacancy defects, such
defects as di-, tri-, and tetravacancies should be rejected
because of their low thermal stability. At first glance,
pentavacancies (EPR P1 centers) seem to be accept-
able, at least by their thermal stability, because they
exist up to Tann . 500°C. However, pentavacancies usu-
ally arise at higher doses of neutrons or ions [10]. It is
also known that the pentavacancy introduces a deep
level with an energy Ev + 0.44 eV into the forbidden
band [11]. However, the nature of the P1 center has not
been established unambiguously. Thus, Chadi and
Chang [12] believe that it is the V10 defects that better
suit the properties of the P1 center. Our DLTS measure-
ments show that, under the conditions of the existence
of the acceptor centers at hand (at least, above Tann =
400°C), no deep centers arise in the lower half of the
energy gap. It may be supposed that the acceptor cen-
ters are defects that contain phosphorus impurity atoms
(Figs. 1, 3); i.e., these are E-type defects (phosphorus
atom + vacancy) but more complex in their structure
and including more than one vacancy. This supposition
SEMICONDUCTORS      Vol. 34      No. 2      2000
also is not applicable, because the maximum concen-
tration of acceptor centers substantially exceeds the ini-
tial concentration of phosphorus (Fig. 1; see also table),
even if we take into account the possible compensation
of the major doping impurity.

Since none of the known radiation-induced defects
can be associated with the arising acceptor centers, it is
logical to suppose that we deal with an impurity atom
of Group III, and the most probable candidate for this
role is boron. Boron is an impurity that is always
present in silicon, even in the high-purity crystals [2].
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Fig. 1. Dependences of the charge-carrier concentration on
annealing temperature Tann for FZ-Si crystals irradiated
with electrons with an energy of 3.5 MeV and dose D = 3 ×
1016 cm–2. Initial concentration of electrons in the crystals
was nst = (1) 3.5 × 1013 and (2) 1 × 1013 cm–3. The area
above the horizontal line corresponds to p type and that
below this line, to n-type.

Fig. 2. Concentration of holes p as a function of annealing
temperature Tann for (1) Cz-Si and (2) FZ-Si crystals irradi-
ated with fast reactor neutrons with a close of D = 2.5 ×
1017 cm–2. For Tann ≥ 650°C, both crystals become of n-type.
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When present in a lattice site, boron introduces a shal-
low level into the forbidden band. But part of boron is
in an electrically inactive state, and it is unknown up to
date what precisely this inactive state is. Upon irradia-
tion, boron atoms located at lattice sites (BS) efficiently
interact with self-interstitial silicon atoms (I), forming
an interstitial boron atom (BI) by the reaction

BS + I  BI. (1)

In the presence of mobile vacancies (V), the following
reaction is possible:

BI + V  BS (2)

by which the boron atoms occupy positions at the lat-
tice sites.
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Fig. 4. Distribution of hole concentration over the depth in
a Cz-Si crystal implanted with N+ ions with an energy of
16 MeV and dose D = 5 × 1014 cm–2 and then annealed at
Tann = 500°C for 2 h. Rp stands for the projected range of

N+ ions.
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Fig. 3. Dependences of the charge-carrier concentration on
annealing temperature Tann for FZ-Si crystals irradiated

(1) with fast reactor neutrons with a dose D = 1014 cm–2 and
then with electrons with doses D = (2) 1 × 1015, (3) 3 × 1015,
and (4) 1 × 1016 cm–2. Concentration of oxygen in the start-
ing samples was NO & 5 × 1016 cm–3. The same vertical
scale is used here for concentration of electrons n and con-
centration of holes p, as in Fig. 1.
Since the direct annihilation of V and I defects is dif-
ficult [3, 7], either the annihilation at some centers can
occur, when reactions (1) and (2) occur sequentially, or
the accumulation (coalescence) of defects may pro-
ceed. The existence of defects containing a relatively
large number of vacancies (more than five) follows
from the EPR studies of silicon irradiated with neutrons
[13]. Chadi and Chang [12] calculated some properties
of multivacancy complexes (V6, V10). Since the vacan-
cies V and self-interstitials I are introduced in equal
concentrations, when vacancies coalesce, there arises
an excess of interstitial silicon atoms I, and they neces-
sarily form defects. Some defects are paramagnetic
centers [14], and the others manifest themselves in elec-
tron-microscopic investigations (see, e.g., [15]). Thus,
after irradiation, electrically inactive boron is formed in
the bulk of the crystal as a result of reaction (1), which,
interacting with vacancy defects upon subsequent
annealing, may transform into an electrically active
state. For this to occur, it is necessary that a large por-
tion of the vacancies that are generated could still coa-
lescence during irradiation. This is possible upon irra-
diation, with large doses of electrons, of “pure” silicon
(i.e., containing small concentrations of recombination
centers, in order that the recombination could not be the
predominant process), or when using the irradiation
with species (e.g., neutrons or ions) that provide a large
rate of generation of simplest defects such as V and I.
In these cases, the appearance of acceptor centers is
observed both in pure silicon (Figs. 1, 3) and in silicon
grown by the Czochralski technique (Figs. 2, 4, 5).

In our opinion, the observation of changes in the
concentration of electrically active acceptors makes it
possible to judge the processes that occur in crystals
upon heat treatments. If the concentration of acceptors
decreases, there are grounds to believe that mobile I
defects appeared in the volume and reaction (1) is dom-
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Fig. 5. Distribution of hole concentration over the depth in
a Cz-Si crystal implanted with N+ ions (E = 16 MeV and
D = 2 × 1015 cm–2) and then annealed for 3.7 h at Tann =

570°C. Rp stands for the projected range of N+ ions.
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inant; on the contrary, the increase in the concentration
of acceptors implies the occurrence of reaction (2) and,
respectively, the existence of mobile vacancies.

The above concepts permit us to understand the pro-
cesses that occur upon heat treatments irrespective of
the type of irradiation (electrons, ions, or neutrons). At
annealing temperatures above 250°C, a decomposition
of divacancies (and of A centers in oxygen-containing
silicon) occurs, reaction (2) proceeds, and the observed
concentration of holes reaches a maximum (Figs. 1, 3)
or tends towards saturation (Fig. 2). Curve 2 in Fig. 1 is
especially demonstrative; here, a bend in the p(Tann)
first takes place, then a maximum is reached, a sharp
decrease in the hole concentration is observed, and a
transition into the n region occurs. The decrease in the
hole concentration indicates that reaction (1) is domi-
nant. However, the run of curve 2 in Fig. 1 suggests that
the I defects also interact with coarse (stable) vacancy
complexes; i.e., the following reaction proceeds:

Vn + I  Vn – 1. (3)

However, the stability of Vn – 1 complexes is less than
that of Vn complexes, so that their decomposition can
occur by the reaction

Vn – 1  (n – 1)V, (4)

and a situation takes place where both mobile vacancies
V and mobile interstitials I exist simultaneously in the
bulk of the crystal. In this case, the reverse reaction is
possible, which leads to the restoration of a stable con-
figuration, i.e., 

Vn – 1 + V  Vn. (5)

As long as reaction (2) is dominant, we see an increase
in the hole concentration (Fig. 1, curve 2). When the
supply of vacancies due to reaction (4) decreases but
generation of interstitials is continued, reaction (1)
becomes dominant and a sharp decrease in the concen-
tration of holes is observed. When the concentration of
centers that generate interstitials becomes exhausted,
we see the saturation of the acceptor concentration with
increasing annealing temperature.

Judging from Fig. 4, the spatial distribution of
acceptors in the bulk of the crystals appears to be rela-
tively uniform at the macrolevel. However, with
decreasing concentration of “stored” vacancies (e.g.,
produced by reactions (3) and (4)), the acceptors are
retained only at those regions that serve as preferable
sinks for vacancies (Fig. 5).

Figure 3 indicates that the coalescence of defects is
more efficient upon heterogeneous nucleation. A pre-
liminary irradiation with neutrons (D = 1014 cm–2),
which does not lead by itself to the conversion of the
conductivity type, introduces centers (e.g., disordered
regions) that can serve as sinks for vacancies. The sub-
sequent irradiation with even small doses of electrons
favors the effective separation of V and I defects and the
creation of conditions suitable for the formation of
acceptors.
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Upon electron irradiation, the majority of interstitial
defects are annealed out as the temperature reaches
Tann . 500°C [16]. As a result, it is at this temperature
that free interstitials appear in the crystal; they interact
with vacancy clusters to yield the restoration of the ini-
tial conductivity of the samples. At stronger actions
(irradiation with neutrons or ions), the annealing out of
interstitial defects mainly occurs at higher temperatures
Tann . 650°C (see Figs. 2, 4, 5 and data given in [16]).
Which particular defects are supplied by the mobile
interstitials at this stage is unknown at present, but the
fact that mobile interstitials exist at this stage is con-
firmed by the large rate of formation of stable intersti-
tial defects that were well studied by electron micros-
copy [15]. Most likely, it is the flux of mobile defects
such as self-interstitials I that causes a redistribution of
the hole concentration in ion-irradiated samples (Figs. 4,
5), which distinctly confirms that reactions (1)–(5) pro-
ceed in the crystals.

Finally, we discuss one more question, namely, why
the holes in these crystals have a low mobility (see
table). Such low mobilities cannot be explained by the
conventional mechanisms of scattering. Such low
mobilities of holes are characteristic of samples with a
strongly nonuniform potential relief, which can be due
to either the presence of coarse charged defects or a
nonuniform distribution of hole concentration. The last
cause seems to be more probable. Thus, upon neutron
irradiation, disordered regions (vacancy clusters) sur-
rounded by a shell of interstitial atoms are introduced
uniformly over the whole volume of the samples [3];
i.e., the nonuniform distribution of vacancy and inter-
stitial defects takes place and, consequently, the possi-
bility of fluctuations in the distribution of the hole con-
centration exists. Low mobility is characteristic not
only of holes. If FZ Si (ρst . 200 Ω cm) is irradiated with
electrons to a small dose, such as D = 3 × 1015 cm–2, then
the sample retains the conductivity of the n type. How-
ever, upon heat treatments at Tann = 450–500°C, the
concentration of electrons decreases sharply and the
measured values of the mobility of electrons become
~400 cm2/(V s) or even smaller.

As follows from the experimental data, boron that
supposedly takes part in the formation of acceptors
does not manifests itself (does not become electrically
active) upon further high-temperature heat treatments
(at Tann ≥ 900°C). This is most likely to occur, because
the initially electrically inactive (background) compo-
nent of the impurity boron is present in the form of sta-
ble complexes of boron with other impurities (e.g., car-
bon) rather than as isolated atoms in interstitial posi-
tions. The formation of coarse vacancy clusters in the
crystal favors the activation of the boron contained in
such complexes (clusters). The arising fluxes of self-
interstitials and their annihilation again lead to the tran-
sition of such complexes (clusters) into the initial posi-
tion in the lattice. Therefore, in all the above concepts
concerning the formation and annealing of thermal
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acceptors, we assumed that boron took part just in that
form in which it was present as an electrically inactive
component in silicon crystals.

CONCLUSION

In this work, we performed an analysis of the condi-
tions required for the formation of shallow acceptor
centers in the process of high-temperature annealing of
irradiated silicon. As a result, we revealed the following
trends in the transformation of the defect subsystem
upon annealing:

1. The formation of thermal acceptors is observed
up to the annealing temperatures of Tann . 650°C and is
supposedly related to the activation of boron atoms
(which are always present in silicon in the electrically
inactive state) by vacancies stored in multivacancy
clusters and released as the clusters break up.

2. The occurrence of a flux of silicon self-intersti-
tials favors the irreversible annealing of defects. Sepa-
rate stages of annealing can be distinguished, at least in
the temperature range of 450–650°C.
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Abstract—The influence of diffusion of gold and platinum from the layer deposited on the silicon surface on
the concentration profile of 54Mn in the bulk is investigated using the radiochemical technique. The data
obtained indicate that the manganese concentration in the bulk of silicon is reduced due to annealing of the sam-
ples Si〈54Mn〉  with the gold or platinum layer on the surface. © 2000 MAIK “Nauka/Interperiodica”.
In this work, the interaction between fast diffusing
gold and platinum dopants, which introduce deep levels
in the band gap of silicon, and the influence of gold and
platinum diffusion on the concentration profile and
content of manganese in silicon were investigated.

The Czochralski-grown n-Si with the resistivity ρ ≈
5 Ω cm was used for investigations. The sample dimen-
sions were 13 × 6 × 1 mm. The manganese radioisotope
54Mn and nonradioactive Au and Pt were used as diffu-
sants.

Radioisotope 54Mn was deposited on one of the
large surfaces of the sample in the form of manganese
salt solution. Subsequent to drying in air, the Si samples
were doped via diffusion of manganese at 1200°C for
2 h in sealed quartz ampules with subsequent quench-
ing by dropping the ampules in water. The excess man-
ganese was removed from the surface by grinding.
Then the samples were washed in a boiling acid-perox-
ide solution HCl : H2O2 = 1 : 1. Autoradiographs taken
after the diffusion annealing indicated that manganese
saturated the bulk of the samples uniformly. The expo-
sure duration was chosen depending on the sample
radioactivity. Subsequently, the layer of nonradioactive
impurity (Au or Pt) about 1 µm thick was sputtered on
one of the surfaces of the sample saturated by radioac-
tive manganese. The diffusion annealing was repeated
under conditions corresponding to the regime of intro-
ducing the radioactive 54Mn. The reference samples
without the radioactive diffusant deposited were
annealed simultaneously.

Radiography of the samples after Au or Pt diffusion
demonstrated that the film optical density for the Si sur-
face with the deposited metal was sufficiently higher
than that for other surfaces including the reference sam-
ples. The reason is that the annealing of Si〈54Mn〉  with
the Au or Pr layer causes extraction of manganese
atoms into the surface layers of the samples with the
metal deposited.
1063-7826/00/3402- $20.00 © 20161
The results obtained by the layer-by-layer radiome-
try of the samples indicate that the total manganese
concentration NMn in the bulk of the annealed samples
with the metal layers is more than half an order of mag-
nitude less compared to the reference samples (see fig-
ure).

Hence, gold and platinum deposited on the Si〈54Mn〉
surface are getters for Mn in Si. Diffusive introduction
of Au or Pt from the surface layer into the bulk of man-
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Concentration distributions of 54Mn in silicon for (1) the
starting sample after manganese diffusion, (2) the reference
sample without the layer of nonradioactive Au or Pt, (3) the
sample with the Au surface layer, and (4) the sample with
the Pt surface layer. The temperature of both diffusion-
induced doping by manganese and repeat annealing is
1200°C; duration is 2 h.
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ganese-doped silicon causes silicon to be freed of
impurities due to manganese gettering by the surface
and near-surface layers. We believe that the gettering
mechanism is characterized by the formation of com-
plex silicides containing both metals and oxygen,
which is always contained in silicon.

Previously, we obtained similar results on Ni and Fe
gettering by the layers of certain metals (Mn, Au, Pt,
and Co) [1, 2].
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Abstract—An improvement in the insulating properties of a synthesized silicon nitride layer under the influ-
ence of ion-beam treatment of the back surface of silicon wafer was detected. This result is consistent with
the infrared-spectroscopy data obtained previously and is related to the long-range effect of ion implantation.
© 2000 MAIK “Nauka/Interperiodica”.
Studies of the long-range effect of ion implantation
have shown that the action of an ion beam on one of the
surfaces of a semiconductor wafer can cause an appre-
ciable change in the properties of the other surface or in
the bulk at distances of hundreds of micrometers from
the surface, i.e., at distances exceeding the ion ranges
by several orders of magnitude. These changes are
found to be more considerable if the entire crystal or its
part are far from the equilibrium state (for example, if a
supersaturated solid solution of a certain impurity is
formed in a crystal, as shown in [1]). In [2], a shift of
the nitrogen concentration profile under the influence
of implantation of ions into the back surface of the
wafer was reported. The results reported in [3] gave
grounds to state that the long-range effect could also
stimulate the formation of chemical bonds. We used
infrared (IR) spectroscopy to show that, if the back sur-
face of Si samples whose front surface had been pre-
liminarily implanted with nitrogen was irradiated with
argon, the IR absorption by Si–N bonds increased,
which was characteristic of the Si3N4 phase in the
vicinity of ν = 850 cm–1 [4, 5]. However, if a fraction of
the Si3N4 phase becomes larger in the Si:N layer, this is
bound to affect the insulating properties of the layer. In
this paper, the results of the verification of this infer-
ence are reported.

We studied the electrophysical properties of the
structures formed by implanting nitrogen ions into the
front surface of silicon wafers whose back surface was
irradiated with argon ions. Schematic representation of
irradiation of the sample is shown in Fig. 1a.

The energy of N+ ions was E = 40 keV, and the dose
for various samples was varied in the range of ΦN =
(1−5) × 1017 cm–2. In the course of ion implantation, the
1063-7826/00/3402- $20.00 © 20163
temperature of the sample was Timpl = 673 K. The
parameters of irradiation with Ar ions were the same as
in [4, 5]: E = 40 keV, ΦAr = 3 × 1017 cm–2, and Timpl =
773 K. In order to recognize the changes in electrical
properties of the nitrogen-enriched layer more clearly
and to reduce the contribution of the series resistance
metal–semiconductor contacts, we used the samples of
a nearly degenerate KEF-0.005 n-Si (Si:P, ρ =
0.005 Ω cm) with (111) orientation. Arrangement of
the contacts on the samples under study in measuring
the current–voltage (I–V) characteristics is shown in
Fig. 1b. The circular contacts 5 mm in diameter were
formed by vacuum deposition of aluminum through a
mask onto the substrate heated to 673 K. The I–V char-
acteristic of each sample was measured after each irra-
diation. Prior to irradiation, the aluminum contacts
were etched off with the use of hydrochloric acid. The

N+ Ar+Si
Si

2 1

3

(a) (b)

Fig. 1. (a) Schematic representation of irradiation of Si sam-
ples with N+ and Ar+ ions (the doses and energies of the ions
are given in the text); (b) position of contacts to the samples
under study: (1) the Si:N layer at the “operating” (front) sur-
face of the wafer, (2) the metal contact (Al film) to the front
surface of the wafer, and (3) the metal contact (Al film) to
the back surface of the wafer.
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I–V characteristics of all irradiated samples had linear
and parabolic portions, which corresponds to the mech-
anism of currents in a dielectric as described by
Lampert [6]. The resistivity was measured within the
linear portion of the I–V characteristic. Typical forward
and reverse I–V characteristics of a Si sample irradiated
with nitrogen (ΦN = 1017 cm–2) before and after irradi-
ation with argon are shown in Fig. 2.

After irradiation with nitrogen (curves 2, 3), the
resistivity of a Si:N layer of about 0.13 µm in thickness
amounted to ρ = 1.5 × 107 Ω cm and increased to ρ =
108 Ω cm after irradiation with argon; i.e., the insulat-
ing characteristics of the synthesized SixNy layer were
improved by almost an order of magnitude. If the dose
of implanted nitrogen was close to the one (ΦN = 5 ×
1017 cm–2) yielding the stoichiometric composition, the
effect was qualitatively the same; however, the resistiv-
ity after the implantation of nitrogen attained the value
of ρ = 1.5 × 1011 Ω cm and was equal to ρ = 4.5 ×
1011 Ω cm after irradiation of the back surface by argon
ions.

We carried out the check experiments in which the
samples with implanted nitrogen were kept for 1 h at a
temperature of 773 K but were not irradiated with
argon. In this case, the I–V characteristic remained
almost unchanged; i.e., the temperature rise during irra-
diation with Ar ions did not affect the electrical proper-
ties of the samples. In order to assess the contribution
of the layer damaged by Ar irradiation into resistance,
we dynamically etched the Ar irradiated surface; the
thickness of the etched-off layer was about 0.15 µm,
which was nearly twice as large as the quantity Rp +
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Fig. 2. Current–voltage characteristics of the Si sample as
measured (1) immediately after the contacts were formed,
(2, 3) after irradiation with nitrogen (ΦN = 1017 cm–2),
(4, 5) after additional irradiation with argon, and (6, 7) after
the argon-implanted layer was etched off; curves 2, 4, and 6
correspond to the forward-bias characteristics, whereas
curves 3, 5, and 7 represent the reverse-bias characteristics.
∆Rp . 0.076 µm for the given parameters of Ar implan-
tation [7]. The surface of the sample implanted with
nitrogen was coated with a chemically resistant varnish
prior to etching. After the above procedure, the I–V
characteristic of the sample has the form shown in
Fig. 2 (curves 6, 7) and, within the experimental error,
coincides with I–V characteristic measured prior to
etching; i.e., the layer formed as a result of Ar implan-
tation does not introduce significant errors into the
measurements, which is indicative of the fairly high
electrical conductance of this layer. This inference is
also consistent with the data reported in [7, Chapter 2;
8], according to which the dose of ΦAr = 3 × 1017 cm–2

implanted at Timpl = 773 K is insufficient for amorphiza-
tion of silicon and the electrically active defects are
annealed at T > 600 K. Figure 2 (curve 1) also shows
the I–V characteristic of Al–Si contacts measured
immediately after the contacts were formed; it is evi-
dent that the contribution of the contacts to total resis-
tance is about 3%. All the above suggests that, in the
structures studied, almost the entire voltage drops
across the Si:N layer; it is this layer that determines the
shape of the I–V characteristic. A slight asymmetry of
the I–V characteristic in forward and reverse directions
(see Fig. 2) is apparently related to the nonlinearity of
the transition region between the SixNy layer and the
bulk of Si; this asymmetry is significantly reduced as a
result of irradiation with Ar.

Thus, we showed that implantation of Ar ions with
a dose of ΦAr > 1017 cm–2 into the back surface of the
wafer brings about an increase in the resistance of the
silicon layer ion-implanted with N at the front surface
of the wafer. By comparing these results with the IR
spectroscopy data [4, 5], we may state that the ion-
beam treatment of the back surface of the silicon wafer
stimulates the synthesis of the Si3N4 dielectric phase in
the Si:N layer at the front surface of Si crystal; it may
also be concluded that the long-range effect of ion
implantation can be used to improve the insulating
properties of SixNy layers without resorting to postim-
plantation annealing, which is used in fabrication of the
silicon-on-insulator structures following the conven-
tional technology [9].
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Abstract—The reactions of defect-complex formation in semiconductors is considered. The contribution of the
electron subsystem of a crystal into the reaction rate is considered in terms of an additional change in the energy
barrier of reaction. The comparison of the results of calculation with the experimental data is carried out for the
case of the accumulation of the radiation-induced A- and E-centers in silicon. Satisfactory agreement between
theoretical and experimental results gives evidence in favor of the suggested mechanism of participation of elec-
tron subsystem of a crystal in the processes in an atomic subsystem. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The reaction rates of the formation and dissociation
of defect complexes in semiconductors are known to
depend both on temperature of the crystal and on the
charge state of electrically active components of the
reaction. The effect of these parameters is observed in
the experiments with irradiation and annealing of sili-
con single crystals (see, for example, [1–5]).

In calculations of the reaction rates for radiation-
induced formation of the complexes [6], the effect of
the charge state of the initial components of reaction
was regarded as an additional contribution of Coulomb
and deformation barriers to the reaction barrier. In the
literature (see, for example, [7]) a great deal of atten-
tion is given to the fact that the system of electron levels
of defects in the forbidden band of a semiconductor
crystal is modified as a result of the reaction between
the multicharge centers: the levels of the initial compo-
nents disappear, instead, the levels of the final compo-
nents come into existence. The change in the energy-
level system in the forbidden band is accompanied by
the rearrangement of the electron subsystem of the
crystal due to the exchange of electrons between the
conduction and valence bands and the levels of the
components of the reaction. In [8], the expressions for
the rate constants for unimolecular and bimolecular
reactions are obtained with consideration for the effect
of charge states of the initial and final reactants. The
Coulomb interaction energy of initial components and
the energy expenditure related to their recharging are
taken into account by the addition of these values to the
reaction energy barrier.
1063-7826/00/3402- $20.00 © 20166
However, the disappearance (or appearance) of a
multicharge center in its admissible charge state dis-
turbs the quasi-equilibrium distribution of these centers
over the charge states. This disturbance produces the
exchange of electrons between the remaining centers of
this type and the allowed bands. This exchange tends to
recover the disturbed equilibrium. The energy spent on
these electron transitions was not taken into account in
calculation [8] of the reaction rate constants. Even in
the case of “electron-neutral” reaction considered
in [8],

A0 + B0  C0 (1)

(A, B, and C are the components of the reaction, with
the superscripts referring to their charge states), the
change in concentration of any type from the neutral-
charged multicharge centers (A, B, or C) alters the dis-
tribution of these centers over the charge states. In this
work, we suggest a new mechanism of participation of
electron system of the crystal in reactions of multi-
charge centers in semiconductors and a method of con-
sidering the energy consumption associated with the
participation of electron subsystem in these reactions.

CALCULATIONS

Let us consider the reaction of formation of the
complex C consisting of A and B centers:

(2)A B C,+ kAB
000 MAIK “Nauka/Interperiodica”
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where kAB is the reaction rate constant. The reaction rate
can be written as

(3)

where [A], [B], and [C] are the concentration of the cen-
ters A, B, and C, respectively.

Following [8], we assume that reaction (2) proceeds
independently over separate channels differing in
charge state X and Y of the A and B centers; i.e., we have

(4)

where CXY is the fraction of complexes C, which is

formed in each of those channels;  is the reaction
rate constant, i.e.,

(5)

the term Ne is the “electron yield” of the reaction (N is

a certain function of the parameters X, Y, and ; and
e is the elementary charge). Obviously,

(6)

Combining (3), (5), and (6), we arrive at

(7)

where ,  are the probabilities of finding the A and
B centers in the charge states X and Y, respectively.

Comparing (3) and (7), we obtain the expression for
kAB:

(8)

It is assumed in [8] that the electron exchange between
the components of the reaction A, B, C, and conduction
and valence bands occurs prior to the commencement
and after the completion of the reaction. In this work it
is assumed that the exchange occurs in the course of the
reaction, so that the electron subsystem is able to follow
the processes of rearrangement in an atomic subsystem.
This assumption is based on the known adiabatic
approximation.

The energy of electron subsystem of the crystal in
the process of reaction changes. An increase in the
energy of the electron subsystem by δu produces the
same decrease in the energy of the atomic subsystem.
This energy change of atomic-subsystem energy may
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be treated as an increase in energy barrier of the reac-
tion. The contribution of the electron subsystem of the
crystal into the reaction rate constant (2) may be
accounted for by the addition of energy variation of
electron subsystem in the course of reaction to the
energy barrier of the reaction

(9)

where  is the reaction rate constant for the reaction
of the reactants AX and BY without considering the elec-

tron subsystem of the crystal; and  is the change
in energy of electron subsystem due to the reaction per
single resulting complex C.

The expression for  can be derived by using the
formulas (1.40), (2.11a), and (2.11b) in [8]. To calcu-

late , we consider the crystal of unit volume. In
the course of the reaction (2) with formation of the
C complexes in the amount of δ[C], the following elec-
tron transitions occur (for the sake of definiteness, we
consider the crystal with n-type conductivity).

(i) The amount of electrons transferred from the
conduction band to generated C centers is δn = δ[C–] +
2δ[C––] + … –(δ[C+] + 2δ[C++] + …). The correspond-
ing change in electron subsystem energy is

(10)

where , , ,  are the energy levels of the
C complex in the charged states –1, –2, +1, +2 in a for-
bidden band, respectively; and EC is the energy position
of the conduction-band bottom.

(ii) The disappearance of the A centers with the
X-charge state in the amount of δ[AX] generates the
exchange of electrons between these centers and the
conduction band. At the completion of the reaction, the

relations [Aj] = [A] remain unchanged for all j. It

thus follows that δ[Aj] = δ[A], and δ[A] = –δ[C]

since δ[Aj] = – δ[C].

The change in the energy of electron subsystem of a
crystal is determined by the change in the concentration
of the charged A centers:
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(11)

(iii) The same considerations for the B centers yields

(12)

Finally, we obtain the following expression for 

(13)

It is noteworthy that  is independent of the
charge states of the A and B components which enter
into reaction, i.e., of X and Y.

COMPARISON OF CALCULATIONS
WITH EXPERIMENT

As a specific example we consider the formation of
the A and E centers under the irradiation of n-Si with
light particles, such as electrons or γ-quanta.

For the reaction of formation of the A center
(a vacancy-oxygen complex)

(14)

we obtain

(15)
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For the reaction of the formation of E center (a com-
plex of vacancy with doping donor impurity of
Group V, for example, of phosphorus)

(17)

we have

(18)

(19)

If  !  and  . 1,

(20)

The ratio of the reaction rate constants for formation
of E and A centers is

(21)

The accumulation rates of A and B centers are calcu-
lated in the following manner [9]:

(22)

where ηA and ηE are the accumulation rates of A and
B centers under irradiation; [O] and [P] are the concen-
trations of oxygen and phosphorus, respectively; and β
is the coefficient of proportionality dependent on irra-
diation intensity.

The figure shows the dependences of the rate-con-
stant ratio for the creation of the E and A centers on the
irradiation temperature of n-Si obtained from the
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experimental data [1, 2] on temperature variations of
the accumulation rates for these complexes:

(23)

The results obtained from experimental data [1]
(phosphorus concentration [P] = 4.2 × 1015 cm–3 and the
position εF of the Fermi level ranging from Ec =
−0.23 eV to Ec = –0.36 eV in the temperature range
from 300 to 450 K) fit well the dependence σ ~
exp(0.16/kT) where energy is expressed in eV (the
points and the dashed line in Fig. 1a). In this case, the
above dependence can be obtained without taking into
account the contribution of the electron subsystem of a

crystal because the value  –  =  +

 –  depends weakly on the position of the
Fermi level. However, the results obtained in [2] ([P] =
6 × 1013 cm–3, the position of Fermi level ε ranges from
Ec = –0.35 eV at T = 300 K to Ec = –0.47 eV at T =
405 K) cannot any longer be described by the above

dependence (the dashed line in Fig. 1b), because 
and σ appreciably change in this temperature range.
The calculations made with consideration of Coulomb
interaction of the reacting centers and of the contribu-
tion of electron subsystem of a crystal, yield, in both
cases, a satisfactory agreement between the calculated
and experimental data (shown by the solid lines in
Figs. 1a and 1b).

In [9], the dependences of accumulation rates for the
E and A centers on the concentration of donor impurity
(phosphorus) under the γ-irradiation of n-Si were cal-
culated. The value of σ is assumed to be constant and
equal to 20 ± 5, i.e., both Coulomb interaction of reac-
tants and the electron subsystem contribution were not
taken into account. A good agreement between the cal-
culated and experimental data was obtained. However,
the calculated value of σ, which can be obtained from
the experimental data with the aid of (23), actually
includes the contribution of the charge states of reac-
tants and the electron subsystem of a crystal. In our
case, the dependences of ηE and ηΑ on the concentra-
tion of donor impurity were calculated with consider-
ation for both Coulomb interaction and the contribution
of the electron subsystem of a crystal; these depen-
dences are consistent with the results published in [9].
In calculations, the difference between the energy bar-
riers in the reactions of formation of the E and A centers
is assumed to be equal to 0.59 ± 0.01 eV.

It is noteworthy that in the process of irradiation
when the ionization of a crystal occurs under the beam,
the charge states of the centers can, generally speaking,
deviate from the equilibrium states if the excess con-
centration of electron–hole pairs ∆n becomes compara-
ble with the equilibrium electron concentration n0. For
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typical current densities of a beam (~1 µA/cm2) and the
lifetime of electron–hole pairs under irradiation (~10–6 s),
the value of ∆n can be estimated to be ~1012 cm–3;
therefore, for the crystals with resistivity ρ ≤ 60 Ω cm,
the condition ∆n ! n0 is fulfilled, and the effect of the
ionization is negligible.

CONCLUSION

The proposed model of the participation of electron
subsystem of a crystal in the reactions between the mul-
ticharged centers in semiconductors leads to results
which are in satisfactory agreement with the experi-
mental data on the accumulation of the A and E centers
in the process of irradiation of silicon having the n-type
conductivity. Thus, the electron subsystem of a crystal
can be taken into account in calculations of reaction
rates for the formation of complexes in semiconductors
by modifying the energy barrier of the reaction in the
manner described above.
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Abstract—Silicon samples doped with boron and compensated by manganese were studied. The conditions for
excitation of self-sustained oscillations were established and the parameters of these oscillations were deter-
mined. © 2000 MAIK “Nauka/Interperiodica”.
Self-sustained oscillations of current were detected
and studied in many elementary semiconductors and
semiconducting compounds [1–8]. Analysis of the
results obtained has shown that, in the majority of
cases, the dependences of excitation conditions and
parameters of self-sustained oscillations of current on
basic electrical parameters of the material under study
were not determined. In addition, the influence of the
concentration of electrically active impurities on the
conditions for excitation and the basic parameters of
self-sustained oscillations was not discussed in [1–8].
In turn, this not only hindered identification of the phe-
nomenon's mechanism but also offered no possibility
of using the self-sustained oscillations for the develop-
ment and fabrication of solid-state oscillators having
controlled parameters and other devices based on self-
sustained oscillations. The objective of this work was to
determine (i) the thermodynamic conditions for excita-
tion of self-sustained oscillations and (ii) regular trends
in the dependences of parameters of these oscillations
on the concentration of electrically active, compensat-
ing impurity. One of the main prerequisites to excita-
tion of self-sustained oscillations of current in semicon-
ductors consists in the presence of a certain concentra-
tion of deep centers with anisotropic cross sections for
trapping. Therefore, it is important to determine the
range of concentrations (from Nmin to Nmax) and the
states of deep-level impurities that correspond to exci-
tation of regular and stable self-sustained oscillations
of current.

For a starting material, we used the commercial
p-type Si single crystals with a resistivity of ρ = 220,
100, 10, 4.5, 2, and 1 Ω cm, with the concentration of
doping boron impurity varying within the range of NB =
1 × 1014–2 × 1016 cm–3. We chose manganese as a com-
pensating impurity, motivated by the fact that the diffu-
sion technology of doping Si with Mn was well devel-
oped [9], which made it possible to obtain the material
1063-7826/00/3402- $20.00 © 20171
with reproducible parameters. The diffusion of manga-
nese into silicon was performed in such a way that, irre-
spective of the initial concentration of boron, compen-
sated and overcompensated silicon was obtained with a
resistivity of ρ = 102–105 Ω cm. As a result, we were
able to select and study the compensated samples with
the same geometrical dimensions and crystallographic
orientation [111], and with the resistivity differing due
to a different concentration of compensating impurity
of manganese. The concentration of electrically active
manganese in the samples varied in the range of NMn =
1 × 1014–2 × 1016 cm–3.

The studies showed that, if the manganese concen-
tration NMn < 2 × 1014 cm–3, self-sustained oscillations
of current were not observed, irrespective of the boron

101610151014
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Fig. 1. Threshold field for excitation of self-sustained oscil-
lations of current as a function of manganese concentration
under identical conditions for the samples of Si:B,Mn with
ρ = 8 × 104 Ω cm.
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concentration and the resistivity of compensated
Si:B,Mn samples. The largest value of Mn concentra-
tion NMn = 2 × 1016 cm–3 corresponds to the ultimate
solubility of manganese in silicon. Thus, we deter-
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Fig. 2. Amplitude of self-sustained oscillations of current I
(the maximal and minimal values of current are shown) as a
function of the photon energy hν in the Si:B,Mn samples
under identical conditions. NMn = (1) 2 × 1016, (2) 2 × 1015,

and (3) 2 × 1014 cm–3.

Fig. 3. Amplitude of self-sustained oscillations of current I
(the maximal and minimal values of current are shown) as a
function of the intensity of nonmonochromatic light J in
Si:B,Mn samples with the concentration of manganese
equal to (1) 2 × 1016, (2) 2 × 1015, and (3) 2 × 1014 cm–3.
mined the range of Mn concentrations for which the
self-sustained oscillations of current were observed in
Si:B,Mn samples; this range is given by NMn = 2 × 1014–
2 × 1016 cm–3. Figure 1 shows the dependence of the
threshold strength of electric field Eth (the lowest value
of the electric-field strength for which the stable and
regular self-sustained oscillations are observed) on the
manganese concentration. It is noteworthy that, in all
cases, the experimental conditions, the resistivity of the
samples, and their geometrical dimensions were identi-
cal (ρ = 8 × 104 Ω cm and 4 mm × 8 mm × 1 mm). As
evident from Fig. 1, the value of the threshold electric-
field strength Eth decreases steadily as the Mn concen-
tration increases. This concentration dependence can
be described by the expression Eth = E0[1 +

α ln(NMn/ )], where E0 is the threshold electric-field
strength corresponding to the lowest Mn concentration

 = 2 × 10–14 cm–3 for which the self-sustained oscil-
lations are still observed, NMn is a given Mn concentra-
tion, and α is a coefficient (in the case under consider-
ation, α = 8.5 × 10–2). Such a dependence is also
observed for the samples with different resistivity,
which makes it possible to use the above expression for
determining the value of the threshold electric-field
strength as a function of Mn concentration. Thus, as
Mn concentration increases from 2 × 1014 to 2 ×
1016 cm–3, the value of Eth decreases by more than two
times; i.e., as the manganese concentration increases, it
is possible to excite the self-sustained oscillations by
lower electric fields.

The results of studying the spectral range of exist-
ence of self-sustained oscillations of current in com-
pensated Si in relation to the concentration of compen-
sating Mn impurity are shown in Fig. 2. In all cases, the
electric field, resistivity of the samples, and the power
of monochromatic incident radiation were the same. As
evident from Fig. 2, as Mn concentration increases, the
spectral range of excitation of self-sustained oscilla-
tions of current becomes appreciably wider. In the
Si:B,Mn samples with the highest concentration of
manganese (2 × 1016 cm–3), the self-sustained oscilla-
tions of current are excited for hν = 0.62 eV, whereas
the samples with identical resistivity and Mn concen-
tration of NMn = 2 × 1014 cm–3 have to be exposed to
radiation with photon energies of hν ≥ 1.1 eV for the
self-sustained oscillations to be observed. It is also
noteworthy that, as Mn concentration increases, the
amplitudes of self-sustained oscillations of current
increase substantially (Fig. 2, curve 1) and also increase
with an increase in the photon energy of monochro-
matic radiation. As distinct from other materials, in
boron-doped silicon compensated with manganese,
regular and stable self-oscillations of current are
observed under illumination not only with monochro-
matic light but also with background nonmonochro-
matic light. Therefore, it is of interest to determine the

NMn
0

NMn
0
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range of intensities of nonmonochromatic light such
that self-sustained oscillations of current are observed.
In this case, the samples that had identical resistivities
and various concentrations of compensating manga-
nese and were obtained from the starting p-Si ingots
with resistivities ρ = 100, 10, 4.5, 2, and 1 Ω cm were
also studied. The studies showed (Fig. 3) that, as the
manganese concentration increases, the range of inten-
sities of nonmonochromatic illumination correspond-
ing to the existence of self-sustained oscillations of cur-
rent widens substantially. As the manganese concentra-
tion increases, the self-sustained oscillations of current
are observed under lower intensity of nonmonochro-
matic illumination, and the amplitude of self-sustained
oscillations of current increases. In all cases, the fre-
quency range of self-sustained oscillations extends to
lower frequencies as the manganese concentration
increases.

According to the results obtained, the temperature
range of the existence of self-oscillations of current is
almost independent of manganese concentration; i.e.,
in all cases, the self-oscillations are observed in the
temperature range of T = 77–180 K.

Thus, we determined the basic thermodynamic con-
ditions for excitation of regular and stable self-oscilla-
tions of current in boron-doped Si compensated with
Mn in relation to the concentration of compensating
Mn impurity. This makes it possible to obtain
Mn-doped Si crystals that have the required parameters
and are based on the starting Si with various character-
SEMICONDUCTORS      Vol. 34      No. 2      2000
istics and to develop solid-state oscillators based on
these crystals.
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Abstract—Phase transitions involving various atomic configurations on the (001) surfaces of GaAs and InAs
were studied by RHEED. A kinetic scheme of the interaction between the As4 flow and the surface is proposed
and the main equations describing the transitions are modified so as to correspond to the As4 (rather than As2)
flux. A model of the (4 × 2)  (2 × 4) transition is suggested for reconstruction of a layer of metal atoms with
subsequent stabilization by the adsorption of arsenic atoms. A considerable difference of the surface transitions
in GaAs from that in InAs consists in greater force constants (more rigid bonds) in the former case. A significant
role in the continuous evolution from (2 × 4)β to (4 × 2) phase in GaAs belongs to metastable disordered phases.
© 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Various reconstructions on the polar (001) surfaces
of GaAs and InAs were studied in much detail by the
methods of reflection high-energy electron diffraction
(RHEED) and scanning tunneling microscopy (STM).
An exhaustive review of data on the GaAs(001) surface
reconstruction was recently published in [1].

As the composition of the GaAs(001) surface devi-
ates from stoichiometry (varying from As-rich to
Ga-rich), the surface exhibits a broad spectrum of recon-
structions: c(4 × 4)  (2 × 4)γ  (2 × 4)β 
(2 × 4)α  (2 × 6)  (3 × 1)  (4 × 2)β 
(4 × 6)cl  (4 × 8). At the same time, the (001) sur-
face of InAs exhibits, in sharp contrast with the pattern
in GaAs, only two reconstructions leading to the
As-stabilized (2 × 4)β and In-stabilized (4 × 2)β! struc-
tures. Evidently, the (2 × 4)β  (4 × 2)β phase tran-
sition passes via two intermediate reconstructions,
(2 × 4)α  (2 × 6)  (3 × 1), while the same tran-
sition in InAs proceeds directly.

The most studied reconstructions on the GaAs(001)
surface are those leading to the As-stabilized (2 × 4)β
and the Ga-stabilized (4 × 2)β structures [1]. These sur-
face phases possess absolutely identical morphologies.
For example, the (2 × 4) phase terrace comprises peri-
odically arranged trapezoidal grooves with a depth of
~3 Å and a bottom and top base width of 8 and 12 Å,

respectively. The length of grooves in the [ ] direc-
tion typically amounts to ~1000 Å. The uppermost
layer of the terrace is composed of As atoms arranged
with a degree of coverage ΘAs = 0.5. The second layer
of the (2 × 4) phase is composed of Ga atoms with ΘGa =
0.75. The third layer is completely filed with As atoms.
The (4 × 2) reconstructed surface is topologically anal-
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1063-7826/00/3402- $20.00 © 20174
ogous, but the grooves are oriented in the [110] direc-

tion (orthogonal to [ ]) and the uppermost layer is
composed of Ga. The orientation of grooves in these
structures is determined by the direction of dimeriza-
tion of atoms in the uppermost layer, involving the for-
mation of arsenic and gallium dimers in the (2 × 4) and
(4 × 2) phases, respectively.

This “one-dimensional” character of reconstructed
superstructures on the polar (001) face is related, first,
to a decrease in the number of dangling bonds at the
expense of dimers formed in the uppermost surface
layer, on the one hand and, second, to a relaxation pro-
cess involving the electron density transfer from gal-
lium to arsenic. This charge transfer leads to the dis-
placement of atoms and the formation of dimeric
vacancies in the uppermost surface layer. For a surface
atom of Ga, the hybridization type is close to p0sp2

(rather than to the usual sp3), and for an As atom, to
s2p3. The (4 × 2)β and (2 × 4)β structures satisfy the
electron-count model of Chadi and Pashley [2, 3]. In
the unit cells of GaAs and InAs, the dangling bonds of
anion are filled with electrons, while the dangling
bonds of cation remain uncompensated.

Despite the detailed knowledge of the surface struc-
ture of GaAs and InAs, neither the characters nor the
microscopic patterns of phase transitions between
reconstructed surface states in these semiconductors
(unlike similar transitions in Si and Ge) have been
given sufficient attention by researchers. The purpose
of our work was to study the phase transitions from
Ga(In)-stabilized (4 × 2) to As-stabilized (2 × 4) recon-
structed surfaces in GaAs and InAs. Special attention
was paid to the topological features of these transitions.

It is necessary to make several remarks concerning
the types of structural transitions on the surface. The
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problem is not as simple as it might seem. For example,
the phase transition (7 × 7)  (1 × 1) on the Si(111)
surface was determined by Zangwill [4] as the first-
order transition, while Monch [5] described this transi-
tion as continuous; that is, as the second-order transi-
tion. It should be recalled that continuous phase transi-
tions are characterized by smooth variation of the long-
range order parameter and, hence, no phase coexistence
can be observed during this transformation. On the con-
trary, the first-order transitions feature a coexistence of
two phases, whereby a new phase nucleates and grows
from the initial phase, and the order parameter exhibits
a jumplike change. Direct STM observations confirmed
simultaneous existence of the domains of both Ga(In)-
stabilized and As-stabilized phases in semiconductors
under consideration [6, 7]. Therefore, there is sufficient
ground to believe that the (4 × 2)  (2 × 4) transi-
tions in GaAs and InAs are surface phase transitions of
the first order.

The ordering of particles on the surface is usually
studied by the electron diffraction techniques. Intensity
of the partial reflections must be proportional to the
square of the long-range order parameter. In principle,
the method of electron diffraction allows a relationship
between the order parameter and the reflection intensity
to be correctly established. However, the reflected
beam intensity depends in a complicated manner on the
domain size and its distribution in a sample. In addi-
tion, the electron diffraction patterns always contain a
background. Finally, the distribution of the diffracted
beam intensities is affected by the inhomogeneity of the
sample. All these factors complicate exact determina-
tion of the order parameter as a function of the temper-
ature (necessary to determine the order of the transi-
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Fig. 1. Plots of the mirror reflection intensity versus temper-
ature for various As4 pressures in the gas phase: (1) InAs,

P = 3 × 10–8 torr (this work); (2) GaAs, P = 3 × 10–8 torr
(this work); (3) InAs, P = 10–6 torr [8]; (4) InAs, P = 7.8 ×
10–6 torr [8].
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tion) using only experimental data on the diffraction
beam intensity variation. These diffraction measure-
ments reliably reveal smooth variations over a temper-
ature range a few tens of degrees wide or sharp changes
in the refection intensity within a narrow (5–10°C
wide) temperature interval. Thus, the smooth intensity
variations can be interpreted as continuous phase trans-
formations and the sharp changes, as discontinuous
transitions. This very approach was used to determine
the (4 × 2)  (2 × 4) phase transition on the (001)
surfaces of GaAs and InAs. Yamaguchi et al. [8] related
sharp changes of the mirror reflection intensity
observed in the RHEED pattern from InAs (∆T < 10°C)
and smooth variations observed for GaAs (∆T ≈ 30°C)
to the surface phase transitions of the first and second
order, respectively.

EXPERIMENTAL

Experiments on the experimental determination of
phase transitions were performed in a Riber commer-
cial molecular beam epitaxy (MBE) system. The sam-
ples had singular faces of the type (001) ± 0.2° with an
area of 3 × 3 mm2. The RHEED patterns were regis-
tered either using either a phosphorescent screen or a
Photon-Micro video system. The primary electron
beam energy was 10 keV. The sample temperature was
varied within the range 450–600°C for GaAs and
350−500°C for InAs. The As4 pressure was varied from
2 × 10–8 to 2 × 10–6 torr. Chemical pretreatment of the
samples prior to placing them into the working cham-
ber was described in detail elsewhere [9]. The recon-
struction transitions were studied on the surface of
0.5-µm-thick buffer layers grown by MBE. The opti-
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Fig. 2. Plots of the (0, 1/4) partial reflection intensity versus
temperature for InAs. Insert: the plot of potential energy of
an In(Ga) atom versus displacement q in the unit cell of a
(4 × 2)β phase for (a) a clean (4 × 2) phase surface and
(b) the same (4 × 2) phase surface upon As2 chemisorption.
1 and 2 are special positions of Ga(In) atoms.
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mum MBE growth conditions were selected in prelim-
inary experiments so as to provide for the smooth sur-
faces with a (2 × 4)β structure.

RESULTS

Figure 1 shows variation of the mirror reflection
intensity (MRI) in the RHEED pattern with the temper-
ature during the (4 × 2)  (2 × 4) phase transition on
the (001) surfaces of GaAs and InAs. The rate of tem-
perature variation was 3°C/min. The MRI change is
actually related directly to the (4 × 2)  (2 × 4) phase
transition. Indeed, the character of intensity variation of
the partial (0, 1/4) reflection of the (2 × 4) phase during
the phase transition was generally the same as that
observed for the mirror reflection.

Figure 2 shows variation of the same reflection in
the RHEED pattern of InAs. First, note that the MRI
changes are sharper in InAs than in GaAs, as was also
pointed out in [8]. Second, the transition in InAs exhib-
its a hysteresis that is virtually absent in GaAs. As the
As4 pressure increases, the phase transition shifts
toward higher temperatures. The effective transition
activation energy determined from the Arrhenius plot
of the pressure versus the inverse transition temperature
for InAs is 2.5–3 eV.

EXISTING MODEL

Yamaguchi et al. [8] proposed a model describing
the (4 × 2)  (2 × 4) phase transition on the (001)
surfaces of GaAs and InAs in the flow of As4. As men-
tioned above, it was pointed out that the phase transi-
tion from Ga(In)-stabilized to As-stabilized surface is
sharper in InAs than in GaAs. It was suggested that the
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Fig. 3. The plots of L(P, T) versus temperature for InAs (top
scale) and GaAs (bottom scale) at k1P = 10–1 (P = 10–7 Torr).

GaAs

InAs
transition is caused by the lateral interactions assumed
to have the character of attraction between the nearest-
neighbor As2 dimers in the (2 × 4) phase and between
the Ga2(In2) dimers in the (4 × 2) phase. This assump-
tion allowed some of the experimental features to be
explained, including the transition hysteresis observed
in InAs and absent in GaAs and sharper transition-
induced changes in InAs than in GaAs. The main dif-
ference between InAs and GaAs, as pointed out in [8],
consists in stronger lateral interaction between the sur-
face As2 dimers in the former semiconductor than in the
latter. The transition appears continuous if the interac-
tion energy is smaller than 0.12 eV; otherwise, it is the
first-order transition. According to estimates of the lat-
eral interaction energy obtained in [7], this parameter is
0.15 eV for InAs and 0.11 eV for GaAs.

However, a statistical analysis of the phase transi-
tion was based on an incorrect, in our opinion, assump-
tion that the chemical potential of arsenic dimers on the
surface is equal to that of arsenic tetramers in the gas
phase. The fact is that the conversion reaction As4  As2
is irreversible. Therefore, it would be more correct to
speak of the adsorption–reaction equilibrium of arsenic
in the gas phase and on the surface and interpret the
results within the framework of a certain kinetic
scheme of interaction between As4 and the surface. In
addition, there is some doubt as to whether the interac-
tion between arsenic dimers can have the character of
attraction. Indeed, molecules chemisorbed from the gas
phase usually exhibit repulsion on the surface, as indi-
cated by experimental data on the thermodesorption of
arsenic from the (001) surfaces of both InAs and GaAs
[10]. It should be noted that Yamaguchi et al. [8] pro-
posed no microscopic mechanism of the phase transi-
tion and did not consider the role of intermediate struc-
tures (3 × 1) and (2 × 6) in GaAs. Finally, only the
uppermost surface atomic plane was considered in [8],
while it known that the surface phase transitions
involve at least two atomic planes.

DISCUSSION OF RESULTS

Since the surface reconstruction transitions in the
system studied are considered as proceeding in the flow
of As4, let us first analyze the reaction of As4  As2

conversion. As previously and convincingly demon-
strated in our works [11–14] and other works [15, 16],
the dissociative chemisorption of As4 involves pairwise

interaction between two  molecules occurring on
the surface in a preadsorbed (precursor) state. Desorp-
tion of the As4 species from the precursor state is

described by the rate constant k2 = exp(–E2/kT) =
0.625 × 108exp(–0.4 eV/kT) s–1 [16]. Within the frame-
work of a simple reaction scheme, the interaction of As4

As4*

k2
0
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with a substrate surface involves the following elemen-
tary reactions:

If the substrate surface contains Ga atoms, the epitaxial
growth is described by the reaction

2Ga +   2GaAs|k4.

We believe that  can be considered as a unit
determining structure of the uppermost layer of the
(2 × 4) phase. In the approximation of a stationary state

with respect to the intermediate products ( ,

), the degree of the substrate surface filling by
arsenic atoms ΘAs is described by the equation

(1)

where

The function F(y) ≈ 1 approaches unity when y  ∞
and F(y) ! 1 for y  0. The physical meaning of this
function is to reflect a difference between the direct
adsorption–desorption equilibrium of a substrate sur-

face with As2 in the gas phase (whereby  parti-
cles are formed without an intermediate stage of crack-
ing) and the adsorption–desorption equilibrium of the
same surface with As4 in the gas phase. Because the
cracking reaction is a nonlinear process, the gas phases
of As2 and As4 exhibit different properties already at a
relatively small partial pressure P of arsenic. Under
these conditions, the desorption flux of  from the
surface is large as compared to the flux of the cracking
products and, hence, F(y) ! 1. This is illustrated by a
significant difference between the coefficients of As4
and As2 built-in into the lattice sites in the course of the
homoepitaxial process on GaAs(001): at T = 595°C, the
coefficient for As4 is 3–4 times smaller than that for As2

even at P = 10–6 torr [17].
A quasi-Langmuir isotherm L(P) differs from the

usual curve by reflecting the fact that As4 particles are
adsorbed, while As2 species are desorbed. Figure 3
shows the L(P, T) curves for InAs and GaAs at P =
10−7 torr constructed using the constant k5 taken from
[10]. As seen from this figure, indium arsenide is char-
acterized by sharper variations in qualitative agreement
with experiment (Figs. 1 and 2). Taking into account
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the behavior of F(y), we may, in principle, readily fit the
temperature dependence in equation (1) to the experi-
mental curves. However, as pointed out above, the mea-
sured diffracted beam intensity depends not only on
ΘAs. Moreover, equation (1) does not contain terms
accounting for a phase transition as such, representing
essentially a usual monotonic variation of the degree of
coverage as a function of the pressure and temperature.
According to equation (1), no metastable or unstable
regions exist in the phase diagram and, hence, the
experimentally observed hysteresis (Fig. 2) cannot be
explained. Thus, in contrast to the adsorption–desorp-
tion equilibrium of a substrate surface with As2 in the
gas phase, an adequate approximation for the system
under consideration (featuring the adsorption–desorp-
tion equilibrium of the surface with As4) is obtained by
replacing the ΘAs value in the model equations describ-
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[110]

[110]
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Fig. 4. Schematic diagrams illustrating the (4 × 2)β 
(2 × 4)β reconstruction involving In(Ga) atoms (small black
balls) and As atoms (big balls): (a) initial (4 × 2)β phase;
(b) intermediate reconstruction with arrows indicating the
transfer of Ga(In) atoms from position 1 to 2; (c) final
(2 × 4)β phase. Note that the groove direction changes from

[110] to [ ].110
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ing the phase transition (see below) by the product
L(P)F(y).

PHASE TRANSITION MODEL

The (4 × 2)β phase on the GaAs surface contains a
0.5 monolayer (ML) of Ga atoms in the uppermost sur-
face layer and a 0.75 ML of As atoms in the second
layer, while the (2 × 4)β phase on the same surface con-
tains a 0.5 ML of As atoms and a 0.75 ML of Ga atoms
in the uppermost and second layers, respectively.
Therefore, for the phase transition to take place, it is
necessary for the surface to adsorb a 0.75 and 0.25 ML
of As and Ga atoms, respectively. Of these, a 0.25 ML
of As atoms is required for completion of the second
layer of the (4 × 2)β phase, coinciding with a third layer
of the (2 × 4)β phase, and a 0.5 ML of As atoms forms
the uppermost layer of the new phase. Gallium atoms
can be supplied from Ga clusters on the surface or
appear upon “dissolution” of the (4 × 2) domains under
the action of the As4 adsorbate flow.

It is necessary to note the following important cir-
cumstance. When Ga atoms are supplied to a given unit
cell from an “external” source, they occupy lattice sites
of the (2 × 4) cell. However, this process is insufficient
for the complete formation of a (2 × 4) phase domain.
On the one hand, some lattice sites occupied by Ga
atoms in the (4 × 2)β lattice will be vacant in the
(2 × 4)β phase. On the other hand, all vacant sites in the
(4 × 2)β phase must be occupied by Ga atoms in the
(2 × 4)β lattice. Thus, a reaction transferring two Ga
atoms per unit cell from one to another position is
needed. Note that one transfer reaction is sufficient to
satisfy both requirements formulated above. Figure 4
shows a schematic diagram illustrating this transfer
reaction. After the transfer, the configuration of gallium
atoms would become stable only upon the chemisorp-
tion of As2, that is, the formation of an arsenic dimer on
the surface. A change in the potential energy of the sys-
tem after the transfer of two Ga atoms is shown in the
inset on Fig. 2. The reverse transition of gallium atoms
from position 2 to 1 is initiated by the desorption of As2
from the surface. In fact, we observed an arsenic-
adsorption-induced phase transition from (4 × 2) to
(1 × 4) in a layer of gallium atoms. A similar phase
transition induced by the adsorption of molecules from
the Ga phase was described in [18]. The transfer of gal-
lium atoms from position 1 to 2 involves the consump-
tion of an energy ∆E. The free energy of a system com-
prising the adsorbed layer of arsenic atoms and the
uppermost layer of gallium atoms is expressed within
the framework of a usual statistical approach:

(2)

(3)

F1 ∆EΘGa kT ΘGa ΘGaln[+=

+ 1 ΘGa–( ) 1 ΘGa–( ) ] EcΘGaΘAs,–ln

F2 EaΘAs kT ΘAs ΘGaln[+–=

+ 1 ΘAs–( ) 1 ΘAs–( ) ] ,ln
where Ec is the energy of stabililization in position 2
upon the adsorption of arsenic dimers and ΘGa is the
fraction of gallium atoms transferred from position 2 to
1. The chemical potential of adsorbed arsenic dimers is
determined by the formula

(4)

where the sum F1 + F2 should be minimized with
respect to ΘGa. This implies that d(F1 + F2)/dΘGa = 0,
and

(5)

Combining expressions (4) and (5), we arrive at

(6)

Taking into account that µgas = kT lnP/P0, we obtain

(7)

Equations (6) and (7) determine the phase diagram of
the (4 × 2)  (2 × 4) transition. If P denotes the As4
pressure, we must perform the change ΘAs 
L(P)F(y). At T < Tc, the system exhibits phase separa-
tion on the surface. In the temperature range 400–
600°C (corresponding to the phase transitions in InAs),
the ∆E and Ec values fall within the intervals 0.1–0.3
and 0.3–0.5 eV, respectively [18, 19]. In contrast to the
model proposed in [8], where a physical driving force
of the transition is the lateral attraction between chemi-
sorbed arsenic dimers, in our model, the transition is
caused by the interaction between arsenic and gallium
atoms leading to a decrease in energy of the (1 × 4)
layer of Ga atoms. In addition, equations (6) and (7)
may take into account the repulsion between arsenic
dimers on the surface. However, an allowance for this
interaction does not lead to any significant change in
the character of the phase transition for the usual lateral
repulsion interaction energies (0.1–0.2 eV) [19].

The phase transition described above is more typical
of InAs than of the GaAs surface. The phase transition
in GaAs involves the formation of intermediate struc-
tures (3 × 1), (2 × 6), and (2 × 4)α. The (3 × 1) phase
was not observed by STM but revealed in the RHEED
patterns, while the formation of the (2 × 6) phase is
well manifested in both RHEED and STM patterns [1].
Why does the transition proceeds directly in InAs and
involve a number of intermediate phases in GaAs? One
reason is a significant difference in elastic force con-
stants for these two crystals. The interatomic bonds in
GaAs are more rigid and the corresponding force con-
stants exceed the values for InAs by 30–40%. It should

µ
d F1 F2+( )

dΘAs
--------------------------=

=  Ea kT
ΘAs

1 ΘAs–( )
---------------------- 

  EcΘGa– 
  ,ln+–

∆E kT Θ( Ga/ 1 ΘGa–( )) EcΘAs–ln+ 0.=

µ Ea+( )/kTexp ΘAs/ 1 ΘAs–( )=

× Ec/kT 1 ∆E EcΘAs–( )/kT[ ]exp+( )–{ } .exp

P P0 Ea/kT–( )ΘAs/ 1 ΘAs–( )exp=

× Ec/kT 1 ∆E EcΘAs–( )/kT[ ]exp+( )–{ } .exp
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be also recalled that the temperature of the onset of
intensive incongruent decomposition is 650°C for
GaAs(001) crystals and 520°C for InAs.

There is a profound analogy between the phase tran-
sitions in the systems studied and the (2 × 1) 
(7 × 7) and (2 × 1)  c(2 × 8) transitions in Si(111)
and Ge(111), where the atomic force constants are sig-
nificantly different as well. In Si crystals possessing
more rigid bonds, the transition proceeds via an inter-
mediate (5 × 5) configuration and the intensity of dif-
fraction reflections varies continuously in the tempera-
ture rage from 250 to 500°C [5]. In the Ge crystals,
there is a sharp transition in the region of 100°C. Then,
a (7 × 7)  (1 × 1) transition in Si takes place within
a ∆T ~ 100°C interval near 1120°C, while the (2 × 8) 
(1 × 1) transition in Ge occurs within ∆T ~ 3°C at
300°C. The (7 × 7)  (1 × 1) transition in silicon is
related to the vanishing of defects such as the stacking
faults, dimers, and corner holes, which requires consid-
erable reorganization of the initial (7 × 7) unit cell. In
contrast, the (2 × 8)  (1 × 1) transition in germa-
nium is determined only by a correlated diffusion of Ge
atoms along the [110] direction [5, 20]. In silicon, no
transitions with lattice distortions similar to those in
germanium are impossible because of a considerable
elastic interaction energy [5].

Thus, an energy barrier for the direct (4 × 2)β 
(2 × 4)β transition on the (001) surface of GaAs cannot
be surmounted and the process passes via an intermedi-
ate reconstruction (3 × 1) and (2 × 6) requiring lower
energy. If the second layer of arsenic atoms in the
(4 × 2)β phase is completed as a result of adsorption,
the subsequent transition to the (2 × 6) phase would
require the adsorption of a 2/6 ML of As atoms and the
supply of a 2/6 ML of Ga atoms from an external
source. Thus, two (2 × 4) cells are formed from tree
(4 × 2) cells. An analysis shows that only one gallium
per (2 × 6) unit cell must be transferred in this system.
Although this transfer would require much smaller
energy as compared to the direct transition to (2 × 4)β,
the corresponding transition nevertheless involves an
intermediate phase (3 × 1).

Initially, the adsorption of As atoms in a groove of
the (4 × 2)β phase induces a diffusion flux of a 1/6 ML
of Ga atoms to a given cell. Then the degree of coverage
for the uppermost gallium layer would reach 2/3, which
implies that two (of the total of three) dimers and one
dimeric vacancy are present. The RHEED pattern
exhibits a partial (0, 1/3) reflection of the (3 × 1) phase.
The (3 × 1) phase is unstable and does not satisfy the
electron-count model because two (3 × 1) cells would
require 12 electrons of which only 11 are available (the
deep state of arsenic remains unoccupied). When a new
1/6 ML portion of Ga atoms is added to the (3 × 1)
phase and a 2/6 ML of As atoms is adsorbed, the (2 × 6)
phase appears. This phase (albeit also not satisfying the
electron-count model) is more stable since a regular
arrangement of dimeric gallium and arsenic chains
SEMICONDUCTORS      Vol. 34      No. 2      2000
gives rise to minimum elastic stresses [1]. Note also
that the degree of filling in the second layer of Ga atoms
(5/6) in the (2 × 6) phase is greater as compared to that
(0.75) in the stable (2 × 4)β phase. Therefore, the sub-
sequent (2 × 6)  (2 × 4)β phase transition proceeds
via the (2 × 4)α phase with a completed second layer of
Ga atoms. The (2 × 4)β phase is obtained from (2 × 6)
upon addition of the next 1/6 ML portion of Ga and As
atoms.

There is one important point to be noted. The
sequence of phase transformations in GaAs considered
above represents the elementary events of Ga an As
atoms building into the lattice sites. On the whole, the
(4 × 2)α  (2 × 4)α transition is equivalent to the
epitaxial growth of a 0.5 monolayer on the (001) sur-
face of GaAs. Adsorption of a certain amount of As
atoms on the surface induces a diffusion flux delivering
an equivalent amount of Ga atoms It is the sufficiently
high stability of the half-filled uppermost surface layer
of Ga atoms that allows the sequential phase recon-
struction of the surface to proceed until its epitaxial
completion to the monolayer. Apparently, the reverse
process of arsenic desorption from the surface is
accompanied by degradation of the lattice in the
remaining gallium layer. As a result, Ga atoms not only
enter into in the Ga-stabilized phase, but induce some
kinds of disorder on the surface. At present, these non-
regular disordered G-stabilized phases are extensively
investigated by STM and RHEED [1, 6, 7, 21]. Recon-
structions of the (001) surface of GaAs are essentially
phase transitions of the order–disorder type.

A quite different process takes place in InAs. Here,
the uppermost surface layer of In atoms in the (2 × 4)α
phase becomes unstable upon the adsorption of arsenic.
The subsequent redistribution of In atoms between lat-
tice sites in this layer leads to a new stable structure.
This corresponds to a usual structural phase transition.
Upon a partial desorption of arsenic, indium does not
form disordered phases. Rather, weak binding of the
uppermost layer of In atoms in the In-stabilized
(4 × 2)α surface phase leads to the formation of inert
indium clusters and a stable (2 × 4)β phase. It is this
difference in the mechanism of phase transition that
principally distinguishes indium arsenide from gallium
arsenide.

Thus, we have studied in much detail the phase tran-
sitions between various configurations on the (001) sur-
faces of GaAs and InAs. A kinetic scheme modeling the
interaction of As4 with these surfaces is proposed and
modification of the main equations in the system
describing the phase transition is suggested if the trans-
formation takes place under the action of an As4 (rather
than As2) adsorption flux. A model of the (4 × 2) 
(2 × 4) transition, representing reconstruction in a layer
of metal atoms stabilized by the subsequent adsorption
of arsenic, is developed. A significant difference
between the surface phase transitions in GaAs and InAs
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is related to more rigid lateral atomic interactions and
greater atomic force constants in the former case.
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Abstract—Changes in the static electrical parameters of the Au–GaAs Schottky barriers in the (n–n+)-GaAs
structures treated with atomic hydrogen are closely related to modification of the chemical properties of the sur-
face layers in these structures, including changes in the rate of n-GaAs etching in a DMF-monoethanol amine
(1:3) solution, in the electrochemical deposition rate and the structure of the resulting Au layer, and in the
degree of passivation of linear defects emerging on the surface. The unprotected surface of epitaxial
n-GaAs(100) layer exhibited virtually no etch pits upon the treatment in atomic hydrogen at 100°C. For n-GaAs
protected with a 50-Å-thick SiO2 film, a drop in the etching rate and a considerable decrease in the number of
etch pits, as well as a decrease in the thickness of electrochemically deposited gold layer and a change in is
structure, were observed for the samples treated in atomic hydrogen at all temperatures in the range studied
(100−400°C). © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

As is known, exposure of the surface of semicon-
ductors to atomic hydrogen (H) leads to etching of the
intrinsic oxide and a decrease in the rate of oxidation in
air [1–3]. This treatment also leads to a decrease in the
electrical activity of various surface defects, including
grain boundaries and linear defects emerging on the sur-
face, which is detected by changes in the microcathod-
oluminescence spectra of H-treated samples [4].

According to some data [5, 6], the concentration of
hydrogen atoms in the near-surface region of semicon-
ductors may as high as 1020–1021 cm–3. Such a high
content of dissolved hydrogen may not only signifi-
cantly modify the electrophysical characteristics [7],
but, probably, affects the chemical properties of the
material as well [7]. For these reasons and in view of
obviously restricted data available in the literature on
this subject, it was expedient to perform a special inves-
tigation of the effect of hydrogenation on the rate of
chemical etching of n-GaAs.

We have studied the rate of etching of epitaxial
n-GaAs(100) films with the dimethylformamide–
monoethanol amine (DM) 1 : 3 solution and the effects
of H treatment upon the electrical activity of linear
defects emerging on the surface and the rate of gold
deposition in the course of electrochemical metalliza-
tion process. We have also studied the morphology and
1063-7826/00/3402- $20.00 © 20181
structure of the surface of metal contacts by the method
of scanning tunneling microscopy (STM).

EXPERIMENTAL

The hydrogenation experiments were performed
with 0.5-µm thick epitaxial GaAs:Sn layers grown on
(100)-oriented n+-GaAs:Te substrates. The charge car-
rier concentration in the epitaxial layers and substrates
was 3.5 × 1016 cm–3 and 2 × 1018 cm–3, respectively. As
is known, thin (50–100 Å thick) SiO2 films, despite
being fully permeable for atomic hydrogen [8], hinder
the direct interaction between atomic hydrogen and the
substrate. For this reason, the n-GaAs substrates were
coated with 50-Å-thick SiO2 films by the method of
plasmachemical deposition (Fig. 1a). On the side of the
n+-GaAs substrate, an ohmic contact was formed by
depositing a film of GeNi + Au alloy followed by a
5-min annealing at 450°C. The wafers prepared as
described above were cut into several samples.

The protective SiO2 film was removed from half of
the area of each sample (Fig. 1b). The unprotected
(SiO2-free) and protected areas of the sample surface
will be referred to as U-regions and P-regions, respec-
tively.

The samples were treated with atomic hydrogen
using a setup described previously [9] at temperatures
in the range Ttr = 50–400°C for a time of ttr = 5 min
(Fig. 1b). The samples not treated with atomic hydro-
000 MAIK “Nauka/Interperiodica”
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gen will be referred to as initial. The residual pressure
in a working chamber evacuated with a turbomolecular
pump was 3.7 × 10–6 torr. The hydrogen flow rate in all
experiments was maintained on a level of 700 (atm cm3)/h.
The hydrogen plasma was produced using an atomic
hydrogen generator described in [9]. The hydrogen
pressure in the vacuum chamber during the H treatment
was 1.1 × 10–4 torr.

After the H treatment, the samples were character-
ized by measuring their standard static electrical char-
acteristics. For this purpose, the Schottky barriers were
formed on the samples by depositing 0.25-µm-thick
gold electrodes with a diameter of 325 µm. The gold
film was deposited onto the sample surface within the
windows made either in the photoresist (U-region) or in
the insulator (P-region) (Fig. 1c). The electrochemical
deposition was carried out for t = 1 min at a constant

SiO2

(a)

n-GaAs

n-GaAs

SiO2

(b)

H

SiO2 Au etchingetching

h

dAu

n-GaAs

(c)

(d) Au

n-GaAs

space charge

(e)

Fig. 1. Schematic diagrams illustrating preparation technol-
ogy of the diode structures with Schottky barriers (a–d) and
the shape of etch pits.
current density through the sample. The samples with
Schottky barriers were used to determine the metal
layer thickness dAu, to measure the static electrical
parameters (including the reverse voltage Vr at a 10 µA
current, the ideality factor n, and the Schottky barrier
height ϕb), and to study the depth–concentration pro-
files of the electrically active shallow donor impurity

( ). The ideality factor was determined by the slope
of a linear portion of the forward-bias current–voltage
(I–V) characteristic plotted in the semilogarithmic
scale, the Schottky barrier height was determined using
the saturation current density [9], and the concentration
profiles were obtained by measuring the capacitance–
voltage (C–V) characteristics at a frequency of 1 MHz.
Scatter of the C–V parameters over the sample area did
not exceed 5% (for Vr , 25%).

In order to study the effect of the H treatment on the
rate of surface etching in the DM solution, the SiO2 film
was removed from a part of the P-region of epitaxial
n-GaAs films immediately prior to their etching
(Fig. 1c). As a result, each sample contained two areas
with exposed GaAs surface separated by the remaining
P-region, with the remaining SiO2 film playing the
masking role. The rate of etching was determined by
measuring the height h of the steps at the U-region/SiO2
and SiO2/P-region boundaries with the aid of a MII-4
microinterferometer. The average etching rate was cal-
culated as the ratio of the step height h to the etching
time tet. The velocity of gold deposition was estimated
as the ratio of the metal layer thickness to the deposi-
tion time t.

The surface structure of deposited gold films was
studied by STM in an SMM-2000T microscope. The
sample surface was scanned under normal conditions in
air with a platinum tip in the constant sample current
mode at a potential difference of 2 V between the tip
and sample.

RESULTS
The results of measurements of the h values showed

that the H treatment affects the average rate of etching
of the epitaxial n-GaAs films studied (Fig. 2a). As the
treatment temperature Ttr increases, the average rates of
etching both in the P-region (VP) and in the U-region
(VU) decreased to a minimum value (0.002 µm/min) at
Ttr = 100°C. On further increasing the Ttr value, behav-
ior of the VU(Ttr) and VP(Ttr) functions becomes sharply
different. The former value increases with the treatment
temperature and at Ttr > 250°C even exceeds the initial
level (0.0037 µm/min) to reach a maximum of
0.0045 µm/min. In contrast, the VP value remains virtu-
ally unchanged at Ttr > 100°C.

Investigation of the initial sample with an optical
microscope after etching in the DM solution showed
that the sample surface was covered with elongated
etch pits oriented in the (011) direction (Fig. 3a). There
was certain correlation between the rate of etching and

ND
+
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the number and size of etch pits in the U-region. In the
P-region of samples treated in the entire temperature
range studied, the etch pits were either completely
absent or were present in insignificant amounts. For the
U-region of samples, there was only a very narrow
interval of Ttr about 100°C where the etch pits were not
formed (Fig. 3b).

The insert in Fig 3a shows the image of an etch pit
observed with a scanning electron microscope (SEM).
As seen, etching is accompanied by the formation of a
ridge around the pit. Probably, the ridge is formed by
material characterized by a lower etching rate.

According to the results of our experiments, the H
treatment also strongly affects the average velocity

 of the electrochemical deposition of gold in U-
and P-regions. Figure 2b shows the plot of the gold con-
tact thickness versus temperature for the U- and

P-regions. As the Ttr value increases to 200°C, the 
drops from the initial level (0.25 µm/min) to a mini-
mum value (0.04 µm/min). The further growth in Ttr is
accompanied by increasing deposition velocity, which
is restored on the initial level at Ttr = 250–300°C. As
seen from Fig. 2b, a quite different behavior is observed
for the dAu value in the P-region. Here, the deposition

velocity  sharply decreases with increasing temper-
ature and reaches a minimum level (0.035 µm/min) at
Ttr = 100–150°C. The further increase in Ttr leads to

only a insignificant increase in .

The STM data revealed a difference in the surface
structure of gold deposited onto the P-regions (Fig. 4a)
and U-regions (Fig. 4b). As seen, the H treatment of the
substrate results in that the electrochemically deposited
gold film becomes less loose (cf. Figs. 4a and 4b) and
appears much like a layer obtained by thermal deposi-
tion (Fig. 4c).

Figure 5 shows the plots of static electrical charac-
teristics (Vr , n, and ϕb) versus the H treatment temper-
ature for the diode structures formed in the P- and
U-regions of samples. Behavior of the static electrical
characteristics of the diodes, as well as the depth–con-
centration profiles (Fig. 6) of an ionized shallow donor

impurity ( ) and the character of influence of a thin
protective SiO2 film, were virtually identical to those
reported in [8]. The diode structures formed in the
U-region of samples exhibit an optimum temperature
interval of the H treatment (150–200°C) featuring a
maximum in Vr and a minimum in n. As for the diode
structures formed in the P-region, the Vr value increases
in the entire range of Ttr, while the n and ϕb values vir-
tually remain unchanged.

A minimum passivation effect in both U- and
P-regions was observed at Ttr = 300°C. Further increase
in the H treatment temperature (Ttr > 300°C) was
accompanied by a decrease in the number of hydrogen

VU ,P
Au

VU
Au

VP
Au

VP
Au

ND
+
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complexes (D–H)0 and a growth in the charged impu-

rity concentration ( ). The presence of a dielectric
SiO2 film on the sample surface during the H treatment
may slightly increase the passivation effect [7], which
is most pronounced at Ttr = 350–400°C.

DISCUSSION

The results of our experiments show that the treat-
ment with atomic hydrogen (hydrogenation) not only
significantly modifies the electrical characteristics of
epitaxial n-GaAs layers, but strongly changes their
chemical properties as well. This is manifested by the
passivation of defects emerging on the surface and by
changes in the rate of material etching. According to
our results and some other published data [10], it is sug-
gested that changes in the properties of n-GaAs occur
within a thin near- surface layer with a thickness not
exceeding 50 nm. The phenomena observed can be
related to a high content of hydrogen in this layer. This
may account for a difference in the temperature varia-
tion of the etching rate of the material observed in the
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Fig. 2. Plots of the rates of (a) n-GaAs etching in the DM
solution and (b) electrochemical gold deposition versus
temperature of the H treatment for the (1) U- and
(2) P-regions of samples.
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n-GaAs SiO2

Fig. 3. Microscopic images of the surface of n-GaAs samples etched in the DM solution: (a) initial; (b) H-treated. The inset shows
a SEM image of etch pits (magnification, ×10000).
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Fig. 4. STM images of the surface of (a, b) gold films, obtained by electrochemical deposition onto the (a) initial and H-treated
n-GaAs substrates, and (c) a thick (25 µm) Au film prepared by thermal deposition (magnification, ×222).
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U- and P-regions of samples. During the H treatment,
the SiO2 film hinders the outflow of hydrogen from the
near-surface layer of the n-GaAs film and favors more
effective hydrogen saturation of this layer. This is con-
firmed by the fact that the presence of a SiO2 film on the
sample surface during the H treatment increases the
passivation effect [7]. In addition, Johnson et al. [11]
demonstrated that a SiO2–Si interphase boundary is an
effective sink for deuterium. Probably, the SiO2–GaAs
boundary in our system is also capable of accumulating
hydrogen, which would favor more effective hydrogen
saturation of the near-surface layer of the n-GaAs film
and more pronounced modification of the properties of
this layer. For this reason, an increase in Ttr for the H
treatment of the samples with protective SiO2 films has
SEMICONDUCTORS      Vol. 34      No. 2      2000
no significant effect on the atomic hydrogen concentra-
tion in the near-surface layer and, hence, does not affect
the rate of the material etching.

The H treatment is accompanied by processes limit-
ing the content of hydrogen in the near-surface layer.
On the one hand, the increase in Ttr leads to an increase
in the diffusion coefficient and in the flux of atomic
hydrogen from the near-surface layer into deeper bulk
layers. On the other hand, the growth in temperature is
accompanied by enhanced etching of the intrinsic oxide
and the uppermost surface layer, which increases the
loss of hydrogen in the form of compounds [7] and the
flow of hydrogen through the surface layer to the semi-
conductor bulk. There may exist an optimum tempera-
ture interval featuring a maximum hydrogen content in
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0.00

4.50

4.39

0.00
5.00

Z, 10–3µm

(b)

X, 10–3µmY, 10–3µm

5.56

0.00

5.40
0.00
9.76

Z, 10–3µm

(c)

Fig. 4. (Contd.)
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Fig. 5. Plots of static electrical characteristics (Vr , n, and ϕb) versus the H treatment temperature for the diode structures formed in
the (a) P- and (b) U-regions of samples.
the near-surface layer. Another mechanism limiting the
diffusion of atomic hydrogen into semiconductor is the
formation of H2 molecules [12]. The existence of a
near-surface layer retarding the hydrogen diffusion is
confirmed by the experimental data presented in Fig. 7.
As seen in this figure, etch-off of a thin (50-nm-thick)
near-surface layer after the first H treatment and the
repeated hydrogenation at the same temperature (but
for a shorter time of ttr= 2 min) leads to a greater drop

in the charged donor impurity concentration  as
compared to that observed in both P- and U-regions
upon the standard H treatment at Ttr = 350°C for ttr =
5 min. In this experiment, the first treatment was per-
formed in the presence of a protective SiO2 film, which
was removed prior to the second exposure to hydrogen.
Moreover, the passivation effect here was even stronger
than that observed in the optimum regime at Ttr = 300°C.

Another possible mechanism decreasing the etching
rate can be related to the effect of atomic hydrogen
chemisorbed on the n- GaAs surface. As a result, the
etching process begins after some delay rather than
instantaneously.

The absence of the etch pits is most probably related
to the suppressed electrical activity (i.e., passivation) of
linear defects emerging on the surface. It is suggested
that the interaction of hydrogen atoms with defects
leads to saturation of the broken bonds and, hence, to a
change in the surface potential at the sites of the defect
emerging on the surface. According to the experimental
data, this results in “healing” of the surface potential
inhomogeneities and in more uniform etching over the
entire surface of the material (Fig. 3b).

Figure 1e shows a schematic diagram of an etch pit
explaining the SEM image (inset in Fig. 3a). A rela-
tively large pit depth indicates that etching of the defect
site proceeds at a markedly greater rate, which is
related to a change in the chemical potential around the

ND
+

site of the defect emerging on the surface. Additional
experiments including etching of a sample with the
Schottky barrier in the DM solution revealed a region
around the gold contacts characterized by a lower etch-
ing rate. This resulted in the formation of a smooth edge
(Fig. 1d, dotted line) rather than a steep one (Fig. 1, long-
dash line). These changes in the chemical activity are
probably related to the formation of an electron-
depleted space-charge region along the periphery of the
contact. It is suggested that defects, like Schottky bar-
riers, are surrounded by electron-depleted regions. At
the same time, the defect proper has an excess negative
charge (Fig. 1e). As a result, a potential distribution is
set around the defect that favors etching of the n-GaAs
layer with the ridge formation (Fig. 1e).

Variations in the velocity of electrochemical deposi-
tion of gold in the course of metallization can be
related, on the one hand, to a decrease in conductivity
of the near-surface layer. A preset current in the electro-
lyte is maintained at the expense of hydrogen ion
reduction, which is accompanied by the appearance of
hydrogen bubbles on the sample surface. On the other
hand, the H treatment may lead to passivation of the
electrically active surface defects, which had favored
the formation of gold nuclei in the initial deposition
stage. In this case, the deposition velocity would
depend on the time required for the complete surface
coverage with a gold film. The same mechanism, may
account for the observed decrease in the Au grain size
(smooth microrelief) and an increase in the density of
the deposit. The H treatment results in that the gold
nuclei are formed uniformly over the entire surface
rather than on separate defects. It is not excluded that
the H treatment leads to some amorphization of the
near-surface layer, which would result in a mutual mis-
orientation of the nuclei and in increasing density of the
Au deposit.

The observed behavior of the static diode character-
istics (Vr , n, ϕb) as functions of Ttr is consistent with the
SEMICONDUCTORS      Vol. 34      No. 2      2000
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temperature variation of h and dAu values. As seen, the
H treatment at temperatures in the range from 100 to
200°C, accompanied by an increase in the electrical
properties, corresponds to most pronounced changes in
chemical properties of the n-GaAs surface not pro-

tected by the SiO2 film. On the contrary, the Vr and 
values in the region protected during the H treatment
tend to decrease almost in the entire temperature range
studied (100–400°C). Apparently, passivation of the
surface and a decrease in inhomogeneity of the surface
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potential result in a more homogeneous distribution of
ϕb over the whole barrier contact area, which would
favor the increase in Vr and a decrease in the quality fac-
tor n.

CONCLUSION

The results of our experiments showed that the
exposure to atomic hydrogen (H treatment) leads to a
decrease in the rate of n-GaAs etching in the
DMF-monoethanol amine (DM) 1:3 solution and in the
velocity of electrochemical gold deposition and results
in passivation of the linear defects emerging on the sur-
face. There is an optimum temperature regime of the H
treatment (about 100°C) of a n-GaAs surface not pro-
tected with a SiO2 film, which renders the surface more
inert and minimizes the rate of etching in the DM solu-
tion. Samples treated in this regime exhibit almost no
etch pits on the n-GaAs surface. The H treatment of
samples with the surface protected with a 50-Å-thick
SiO2 layer led to changes in their properties (a decrease
in the n-GaAs etching rate, vanishing of the etch pits,
decrease in the thickness and structure of Au deposit)
virtually in the entire temperature interval studied
(100–400°C).

It is shown that changes in the static diode charac-
teristics (increase in Vr and decrease in n) are closely
related to the chemical properties of the surface and
near-surface region modified by the H treatment. The
treatment of n-GaAs in a flow of atomic hydrogen
results in the formation of a thin (less than 50-nm-
thick) near-surface region limiting the diffusion of
atomic hydrogen into the bulk of the semiconductor. It
was found that Au contacts deposited onto the sample
surface markedly affect the process of n-GaAs etching
in the DM solution.
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Abstract—Magnetotransport properties of an electron channel at the heteroboundary in type II separated
p-Ga1 – xInxAsySb1 – y/p-InAs heterostructures grown by LPE (x = 0.09–0.22) were studied in the temperature
range of 77–300 K. It is shown that an electron channel, which is formed at the heteroboundary and has high
mobility µ = (3–5) × 104 cm2 V–1 s–1, exists throughout the whole composition range. The band diagram of the
heterostructures under study is discussed, and some parameters of the electron channel are evaluated. It is found
that the electron channel with high mobility persists up to room temperature. Type II GaInAsSb/p-InAs
heterostructures can find application in new Hall sensor devices with an electron channel at the heteroboundary.
© 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The heterostructures based on gallium antimonide
and indium arsenide attract considerable interest as
promising materials for the production of new opto-
electronic devices in the medium information band of
emission [1]. The type II GaInAsSb/InAs heterojunc-
tions and GaInSb/InAs/GaAlSb superlattices are used
to design new-type diode lasers with a semimetal injec-
tor [2, 3]. This is dictated by the unique properties of
the type II heterojunctions, in which the electrons and
holes at a single interface are spatially separated and
localized in self-consistent quantum wells at both sides
of the heteroboundary [4, 5].

The properties of the semimetal channel can be
changed under the action of light, electric and magnetic
fields. These properties also depend on the parameters
of semiconductor materials of heterostructure (solid
solution composition and doping level). In such hetero-
structures, the strong overlapping of electron and hole
wave functions and a high density of semimetal elec-
tron–hole system at the type II separated heterobound-
ary result in a high probability of indirect (tunnel) radi-
ative recombination [6].

Earlier we reported [7–9] the observation of elec-
tron channel in separate p-Ga0.83In0.17As0.22Sb0.78/
p-InAs heterostructures. It was established that the
electrons in the channel have a high mobility µ =
(5−7)×104 cm2 V–1 s–1 in heterostructures with undoped
layers of solid solution and retain these properties in the
1063-7826/00/3402- $20.00 © 20189
temperature range from helium temperatures to T =
200 K. In the case of heavy doping of solid solution
with acceptors, an abrupt drop in mobility was
observed due to the narrowing and depletion of electron
channel and the appearance of an additional mechanism
of carrier scattering by the roughness of interface [10].

The aim of this work is to study the modification of
transport properties of electron channel at the heter-
oboundary of the type II separated p-Ga1 – xInxAsySb1 – y/
p-InAs heterojunctions with various compositions of
solid solution (x = 0.09, 0.16, and 0.22) and the estima-
tion of the possibilities of obtaining the system with
high electron mobility at the heteroboundary up to
room temperature. Such structures are promising in the
development of Hall sensors of new generation [11].

2. EXPERIMENTAL RESULTS AND DISCUSSION

2.1. Characteristics of the Samples

Epitaxial layers of p-Ga1 – xInxAsySb1 – y solid solu-
tions with various compositions (x = 0.09, 0.16, and
0.22) were deposited on the p-InAs(100) substrate by
the liquid-phase epitaxy. The epitaxial layers were
grown by using the solution–melt prepared from In and
Sb (of 99.9999% and 99.999% purity, respectively) and
charges of undoped GaSb and InAs with carrier con-
centrations p77 = 5 × 1016 cm–3 and n77 = 2 × 1016 cm–3,
respectively. The thickness of epilayers was equal to
1.5 µm.
000 MAIK “Nauka/Interperiodica”
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The high-resistance wafers of indium arsenide
doped with zinc with the hole concentration p300 =
1016 cm–3 and p300 = 1017 cm–3 were used as a material
for the substrate. The substrate with p300 = 1016 cm–3

was used in our previous studies [7–10]; however, an
early transition to the ambipolar conductivity due to a
strong compensation of gallium arsenide restricts the
study of transport properties of these heterostructures
to the temperature range of T = 77–200 K. In the sub-
strate with lower compensation (p300 = 1017 cm–3), the
transition to ambipolar conductivity is shifted towards
higher temperatures, which allows one to study the
electron channel up to room temperature.
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Fig. 1. Hall mobility µ0 as a function of magnetic-field
intensity H for the samples (see the numbers of the samples
in the table) and the corresponding substrates: (a) sample 2
and InAs (p = 1016 cm–3), (b) sample 4 and InAs (p =
1017 cm–3). Dependences µ0(H) for InAs substrates are
shown by the dashed lines. The curves 1, 2, and 3 corre-
spond to 77, 150, and 200 K; the curves 4, 5, 8, and 9, to
300 K; curve 6, to 77–200 K; and 7, to 250 K. The type of
conductivity is indicated by n and p.
The rectangular-shaped samples were used for the
measurements of galvanomagnetic effects. Six indium
contacts were deposited on the surface containing epi-
taxial GaInAsSb layers in order to measure the conduc-
tivity σ0, Hall coefficient RH, Hall mobility µ0 = RHσ,
and transverse magnetoresistance (∆ρ/ρ)⊥  under mag-
netic fields H = 0.5–20 kOe in the temperature range
T = 77−300 K.

The basic characteristics of the samples studied are
given in the table; there, σ is electrical conductivity per
unit area. The sign indicates the type of conductivity. It
can be seen that at T = 77 K the sign of the Hall emf
indicates the n-type conductivity. A high value of Hall
mobility, typical of the mobility of electrons in the
channel at the heteroboundary, is observed for all com-
positions of solid solution. It should be mentioned that
the mobility decreases with an increase in indium con-
tent in solid solution.

2.2. Mobility of Charge Carriers

The typical dependences of mobility µ0 on magnetic
field intensity at various temperatures for two hetero-
structures, based on the same composition of solid
solution (x = 0.16) but grown on different substrates
(sample nos. 2 and 4), are shown in Fig. 1.

In structures grown on substrates with concentration
p = 1016 cm–3 (Fig. 1a), a strong dependence of mobility
on temperature and magnetic-field intensity is
observed, with the mobility decreasing steeply with
increasing temperature at T > 200 K and with an
increase in the magnetic field. The Hall mobility at T =
300 K changes its sign from electron-type conductivity
to a hole-type in magnetic fields H > 10 kOe. Such a
strong dependence of mobility on the magnetic-field
intensity is related to the shunting of conductivity of
heterostructure by the substrate material, because the
intrinsic conductivity of substrate can reveal itself even
at T > 200 K (see the dashed line in Fig. 1a).

A completely different dependence of mobility on
temperature and field is observed when the hole con-
centration in substrate p = 1017 cm–3 (Fig. 1b). For such
samples, the Hall mobility remains constant under all
relevant magnetic fields within the temperature range
of 77–200 K. Only at higher temperatures (T > 200 K),
Basic parameters of p-Ga1 – xInxAsySb1 – y/p-InAs heterostructures at 77 K

Sample  p, cm–3 x σ0, Ω–1 µ0,104 cm2 V–1 s–1 d1, Å Ns, 1011 cm–2 Br α

1 1016 0.09 0.013 –4.7 390 1 0.07 0.15

2 1016 0.16 0.017 –4.4 370 1.15 0.03 0.11

3 1016 0.22 0.026 –3.2 320 1.5 0.26 0.02

4 1017 0.09 0.049 –4.4 370 1.15 0.02 0.12

5 1017 0.16 0.045 –3.0 310 1.6 0.03 0.05

6 1017 0.22 0.050 –3.0 310 1.6 0.18 0.03

Note: p is the hole concentration in the substrate.
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the mobility begins to decrease with the electron-type
of conductivity retained. This occurs owing to the
shunting effect of the substrate with concentration p =
1017 cm–3 on the conductivity of heterostructure becom-
ing less pronounced, because the intrinsic conductivity
of this substrate shifts to higher temperatures, and the
Hall mobility at T = 300 K is determined largely by the
holes (see the dashed line in Fig. 1b).

Figure 2 shows the temperature dependence of Hall
mobility for various values of H for the p-GaInAsSb/
p-InAs heterostructure on the substrate with the hole
concentration p = 1017 cm–3 (sample 6). The dashed line
in Fig. 2 represents the temperature dependence of
mobility for the p-InAs substrate that was used for dep-
osition of the epilayer of solid solution. Comparing the
Hall mobility of the whole heterostructure with that for
the substrate of this sample, we may state that at tem-
peratures T = 200 K the mobility is determined by the
electrons in the channel at the heteroboundary, at T >
300 K the mobility is governed by the electrons in the
substrate, and within the temperature range of 200 <
T < 300 K the mobility is determined by simultaneous
participation of electrons in the channel and holes in the
substrate. The parameters of electron channel can be esti-
mated on the basis of the three-dimensional model [12].

The measured values of conductivity σ0, the Hall
concentration of electrons n0, and mobility µ0 at T =
200–300 K are determined from the expressions

(1)

where di is the thickness, and subscripts 0, 1, 2, and 3
refer to the entire structure, electron channel, substrate,
and to the epilayer of solid solution, respectively. The
contribution of the epilayer can be neglected since the
mobility and hole concentration for the solid solution
and substrate are almost the same (p2 ≈ p3 ≈ 1017 cm–3

and µ2 ≈ µ3 ≈ 100 cm2 V–1 s–1), and the thickness of the
layer is 200 times smaller than that of the substrate. For
a weak-field region (H = 0.5–3 kOe) where the mobility
µ0 is constant and the assumption d0 ≈ d2, µ2 ! µ0 is
valid, we may estimate the mobility in electron channel
on the basis of the formulas for two-layer model as

(2)

The estimations of the properties in the electron chan-
nel at room temperature show that the mobility in this
channel changes insignificantly with the composition of
solid solution and is equal to (2 – 2.5) ×104 cm2 V–1 s–1.

Contrary to the case of room temperature, the mag-
netotransport of p-GaInAsSb/p-InAs heterostructures
at liquid nitrogen temperature is determined solely by
the electron channel (see table). The values of mobility
at this temperature allow us to determine the parame-
ters of the electron channel. In [10] we determined the

σ0d0 σ1d1 σ2d2 σ3d3,+ +=

µ0
2
n0d0 µ1

2
n1d1 µ2

2
p2d2 µ3

2
p3d3,––=

µ1 µ0 1 σ2 σ0⁄–( )⁄ .=
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dependence of the mobility in the electron channel on

its width d1 at the Fermi level (µ1 ~ ). For the values

of mobility in electron channel µ1 = 5 × 104 cm2 V–1 s–1,
the width of the channel was found to be equal to d1 =
400 Å. From these data we estimated the width of the
channel d1 for our samples at T = 77 K (see table). As
can be seen, the width of the electron channel slightly
diminishes with an increase in indium concentration in
solid solution and is estimated to be 300–400 Å.

Using the concepts of two-dimensional model [13],
according to which the width of channel at Fermi level
d1 = π/kF , where kF = (2πNS)1/2 is the wave vector, it is
possible to approximate the two-dimensional concen-
tration of carriers in the electron channel at 77 K (see
table). For the samples with indium content x = 0.09
and x = 0.16, the estimations yield NS = 1011 cm–2, and
for x = 0.22, the value of concentration is NS = 1.6 ×
1011 cm–2.
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Fig. 2. Hall mobility µ0 as a function of temperature for
sample 6 in the magnetic field of H = (1) 1, (2) 10, and
(3) 20 kOe. The type of conductivity is indicated by n and p.
The temperature dependence of µ0 for the InAs substrate

(p = 1017 cm–3) is shown by the dashed line.
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2.3. Magnetoresistance

Additional information about galvanomagnetic
properties of heterostructures can be gained from the
measurements of transverse magnetoresistance (∆ρ/ρ)⊥

(the current vector is normal to the magnetic-field vec-
tor), because the transverse magnetoresistance is very
sensitive to the occurrence of two types of current car-
riers and to dimensional effects.

Figure 3 shows the dependences of the transverse
magnetoresistance (∆ρ/ρ)⊥  on the magnetic field inten-
sity H at T = 77 K for p-GaInAsSb/p-InAs heterostruc-
tures that had dissimilar indium content in solid solu-
tion and were grown on the substrates with the concen-
tration p = 1016 cm–3 (samples 1–3). The measurements
were carried out for two orientations of the sample with
respect to the magnetic field: the vector H was either
collinear with the normal to the sample surface

 (the standard Hall orientation, Fig. 3a) or∆ρ ρ⁄( )90
⊥
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Fig. 3. Transverse magnetoresistance curves for different
orientations of the sample with respect to magnetic field at
T = 77 K. The numbers correspond to the samples in the
table.

Fig. 4. Energy gap ∆ at the heteroboundary in
p-Ga1 − xInxAsySb1 – y/p-InAs structures in relation to
atomic fraction of In.

(a) (b)
 perpendicular to the normal  (Fig. 3b). The
dependences of transverse magnetoresistance on the
magnetic field at T = 77 K for the samples 4–6 were
similar.

As can be seen in Fig. 3a, the magnetoresistance

 in all samples increased proportionally to H2

in weak magnetic fields H < 3 kOe. The quadratic
dependence is valid until the condition µH/c = 1 is
reached, which is in accordance with the high values of
mobility in electron channel µ1 = (3–5) × 104 cm2 V–1 s–1.

When the magnetic field is directed perpendicular to
the normal to the sample surface, the value of magne-

toresistance  becomes ten times less than

, and no saturation effect is observed in mag-
netoresistance curves. Similar anisotropy is typical of
dimensional effects [14].

The observed anisotropy of magnetoresistance is
determined by the properties of the two-dimensional
channel and supports the idea that the major contribu-
tion to the conductivity is due to the two-dimensional
electron gas in the semimetal channel at the heter-
oboundary. The magnetoresistance anisotropy α =

/  increases with an increase in
indium content in solid solution (see table), which indi-
cates that the electron channel somewhat narrows with
the increase of indium content.

The values of magnetoresistance coefficient Br =

/  calculated from the quadratic depen-
dence of magnetoresistance (Fig. 3a), and from the esti-
mate of the value of mobility µ1 in the two-dimensional
channel, were found to be less than 0.26 for all samples
at T = 77 K (see table). The low values of Br suggest
that the conductivity is determined by a single kind of
charge carrier (by electrons in the semimetal channel).
A small increase in Br in the samples with x = 0.22, as
well as an increase in anisotropy of magnetoresistance,
is related, in our opinion, to a slight decrease in the
width d1 of the electron channel with an increase in
indium content in solid solution (see table).

Thus, the results obtained from the measurements of
mobility and magnetoresistance show that p-GaIn-
AsSb/p-InAs structures retain the semimetal properties
in the electron channel at the interface for all composi-
tions of solid solution.

3. COMPARISON OF EXPERIMENTAL RESULTS 
WITH THE BAND DIAGRAM

OF p-Ga1 – xInxAsySb1 – y/p-InAs HETEROJUNCTION

As is known, the energy gap between the conduction
band of InAs and the valence band of GaSb at T =
300 K in GaSb/InAs heterostructure is equal to
150 meV [15]. This value for p-GaInAsSb/p-InAs

∆ρ ρ⁄( )0
⊥

∆ρ ρ⁄( )90
⊥

∆ρ ρ⁄( )0
⊥

∆ρ ρ⁄( )90
⊥

∆ρ ρ⁄( )0
⊥ ∆ρ ρ⁄( )90

⊥

∆ρ ρ⁄( )90
⊥ µ1

2
H

2

SEMICONDUCTORS      Vol. 34      No. 2      2000



MAGNETOTRANSPORT IN A SEMIMETAL CHANNEL 193
should vary with the composition of solid solution,
doping level, and conditions at the heteroboundary.

In order to estimate the relative position of the bands
and the energy gap ∆ between the valence band of solid
solution and the conduction band of InAs, we use the
electron affinity rule

, (3)

where χ2 = 4.9 eV is the electron affinity in InAs, and
χ1 and Eg1 are the electron affinity and the width of the
forbidden band in the solid solution, respectively.

We calculated the width of the forbidden band and
the electron affinity of the solid solution using the
model of linear combination of contributions of binary
compounds incorporated into GaInAsSb solid solution
and taking into account the deviation parameter in
Eg1(x) function for ternary compounds. The following
values for the forbidden gap of Ga1 – xInxAsySb1 – y solid
solution were calculated for T = 77 K: Eg1 = 0.7, 0.63,
and 0.6 eV; χ1 = 4.128, 4.213, and 4.26 eV for x = 0.09,
0.16, and 0.22, respectively.

Based on these data for 77 K, the energy gap ∆ was
estimated. As can be seen in Fig. 4, the energy gap ∆
persists with an increase in indium content in solid
solution; therefore, we can expect that the electron
channel exists for all compositions of solid solution.
The largest value of energy gap is observed for the low-
est indium concentrations in solid phase. Consequently,
the depth of electron channel at the heteroboundary as
measured from the Fermi level EF must be larger for
indium content in solid solution x = 0.09 and smaller
for x = 0.22. The width of forbidden band Eg1 at T =
300 K decreases (the temperature coefficient of the for-
bidden gap for the GaInSbAs solid solution is equal to
3.2 × 10–4 eV K–1 [16]), and hence the energy gap ∆,
according to (3), should increase.

Comparing the experimental results with the above-
presented band diagram, we may conclude that, at T =
77 K, the high electron mobility in the channel is
observed for all compositions of solid solutions (x ≤
0.22). A small decrease in mobility in heterostructures
with indium content x = 0.22 may be attributed both to
a narrowing of the energy gap ∆ at the heteroboundary
and to a lowering of the Fermi level EF in solid solution
due to the increase of hole concentration [17].

At T = 300 K the electron channel persists for all
compositions of solid solution. However, the mobility
of electrons in the channel decreases for all composi-
tions: the higher the electron mobility at T = 77 K, the
greater the decrease in mobility. The experimentally
observed decrease in mobility with increasing temper-
ature may be attributed to the narrowing of the electron
channel, as well as to possible broadening of electron
quantum levels in the potential well on the InAs side
due to the thermal energy kT, which results in an
increase in scattering by the lattice [18]. All these fac-

∆ χ2 χ1 Eg1––=
SEMICONDUCTORS      Vol. 34      No. 2      2000
tors limit electron mobility at T = 300 K by the value of
about 2 × 104 cm2 V–1 s–1.

4. CONCLUSION

In this work, the transport properties of heterostruc-
tures in the p-Ga1 – xInxAsySb1 – y/p-InAs system were
studied. It is shown that, for the solid solution with
compositions x = 0.09–0.22, type II separated hetero-
junction is formed at the heteroboundary. This hetero-
junction is characterized by the electron channel with
high electron mobility.

The highest electron mobility in the channel at T =
77 K corresponds to the composition with x = 0.09 and
0.16 (µ1 = 5 × 104 cm2 V–1 s–1). The width of the elec-
tron channel and the density of electrons at 77 K are
estimated to be d1 = (300–400) Å and NS = (1 – 1.5) ×
1011 cm–2, respectively.

The results of magnetoresistance study suggest two-
dimensional nature of electrons in the channel.

At room temperature the carrier mobility in the elec-
tron channel decreases. This may be attributed to the
scattering of electrons by the lattice vibrations, which
restricts the mobility by values no higher than 2 ×
104 cm2 V–1 s–1.

It is shown that the transport properties of
p-Ga1 − xInxAsySb1 – y/p-InAs heterostructures at high
temperatures depend on the doping level of the p-InAs
substrate. The utilization of these unique properties of
the heterostructures at 300 K requires the elimination
of the influence of the substrate.
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Abstract—A report is presented on the investigation of the influence of in situ annealing of the InGaAs layer
in p–n InGaAs/GaAs structures grown by the metalloorganic chemical vapor deposition upon the formation of
coherently strained three-dimensional islands. The structures were studied by the methods of capacitance–volt-
age measurements, deep-level transient spectroscopy, transmission electron microscopy, and photolumines-
cence. It is established that three-dimensional islands with misfit dislocations are formed in the unannealed
structure A, while quantum dots are formed in the annealed structure B. The deep-level defects were investi-
gated. In structure A, defects of various types (EL2, EL3 (I3), I2, HL3, HS2, and H5) are present in the electron-
accumulation layer. Concentrations of these traps are comparable to the shallow donor concentration, and the
number of hole traps is higher than that of the electron traps. On the in situ annealing, the EL2 and EL3 defects,
which are related to the formation of dislocations, disappear, and concentrations of the other defects decrease
by an order of magnitude or more. For structure A, it is established that the population of the quantum states in
the islands is controlled by the deep-level defects. In structure B, the effect of the Coulomb interaction of the
charge carriers localized in the quantum dot with the ionized defects is observed. © 2000 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

Intensive studies of the optical, structural, and elec-
trical properties of zero-dimensional semiconductor
structures have been carried out in recent years in many
laboratories [1]. Interest in these structures is related to
their possible applications in lasers, single-electron
transistors, and memory devices. The most consider-
able advances in the fabrication of quantum dots (QDs)
were made with the technique of the self-organized
nanostructure growth, first described by Stranski and
Krastanow [2]. It is known [1, 2] that the Stranski–
Krastanow growth mode can be realized if there is a lat-
tice mismatch between the substrate and the heteroepi-
taxial layer being deposited. In this case, the epilayer
acquires large elastic energy, which tends to be
reduced. This may occur in two ways: by the formation
of isolated strained islands (quantum dots), or by the
formation of islands with misfit dislocations; both types
of islands can also coexist in the structure. The elec-
tronic spectrum of such an isolated island is similar to
the spectrum of a single atom [1]. In most cases, QDs
can be formed without employment of any additional
technological processes; e.g., this is true in the case of
direct three-dimensional (3D) growth of the InAs/GaAs
heterostructures by molecular-beam epitaxy. When 3D
InGaAs/GaAs heterostructures are grown by the metal-
organic chemical vapor deposition (MOCVD) under
the standard conditions, the 3D In-rich dislocation clus-
ters, coexisting with the QDs, can be produced. It was
1063-7826/00/3402- $20.00 © 20195
noted in [4] that the formation of dislocations can be
avoided by switching off the arsine flux during the
growth interruption. It is also possible to fabricate the
dislocation-free QDs using the postgrowth annealing of
the near-surface region, which results in the formation
of the quasi-regular 3D islands [5]. Such an annealing
has been tested for the growth of InSb/InP heterostruc-
tures [6]; the QDs were of better crystalline quality, and
the 3D defects were absent in the annealed sample, in
contrast to the unannealed one. The effect of the post-
growth annealing on the quality and properties of the
structures with the QDs is usually examined through
structural and optical studies [6, 7]. There are virtually
no reports on studies of the deep-level defects and
impurities (present in both annealed and unannealed
structures) and their influence on the population of the
quantum-confined states in the dots. At the same time,
deep-level transient spectroscopy (DLTS) is the most
effective technique for studies of the spectra of the
deep-level defects and impurities [8]. In recent years,
this method has been applied with good results to the
spectroscopic studies of the quantum states in the
InAs/GaAs dots [9–12]. Another technique that is suc-
cessfully used to determine the effective profile of the
carrier distribution in the structures with QDs is capac-
itance–voltage (C–V) spectroscopy. Serious problems
are known to arise in the identification of the peaks in
the DLTS spectra of the structures containing both
defect deep levels and QD levels. It has been noted in
000 MAIK “Nauka/Interperiodica”
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our previous publications [11, 12] that the dependence
of the DLTS signal amplitude on the position of the
Fermi level is different for the spatially localized states
and those distributed over the thickness of the epitaxial
layer. It was proposed that the Fermi level position and
the population of the QD states for certain ratios of the
concentrations of shallow and deep centers in the GaAs
matrix can be controlled by isochronal thermal anneal-
ing with or without application of the reverse bias and
under illumination with white light.

In this paper, we report the results of our studies on
the influence of annealing performed after the over-
growth of the InGaAs layer with GaAs on the forma-
tion of the 3D coherently strained dislocation-free
islands and point defects at or near the heterobound-
aries with QDs. We observed and investigated the effect
of control of the QD-state population by the deep-level
defects in the unannealed samples and the effect of the
Coulomb interaction of the carriers localized in the
QDs with the ionized deep-level defects. The structures
under study were grown by MOCVD. The structural
studies were carried out by the transmission electron
microscopy (TEM) technique. The optical and electri-
cal properties of the heterostructures with the InGaAs
islands embedded into the GaAs matrix were investi-
gated with the photoluminescence (PL), C–V, and
DLTS techniques.

2. EXPERIMENTAL

The InGaAs/GaAs heterostructures studied in this
work were fabricated by the MOCVD technique in a
horizontal low-pressure (76 torr) reactor. Trimethylgal-
lium, trimethylaluminum, ethyldimethylindium, and
arsine were used as sources for the main constituents,
and Cp2Mg was used for p-type doping of GaAs. Two
structures, designated hereinafter as A and B, were
grown with different growth conditions and subsequent
treatment. The growth temperature was 480°C. In both
cases, a 0.5-µm-thick undoped GaAs layer (with carrier
concentration n = 3 × 1015 cm–3) was grown on the
n+-GaAs substrate. Next, an InGaAs layer was depos-
ited. In structure A, the entire process was carried on
without interruptions in growth. In structure B, growth
was interrupted after the deposition of the InGaAs QD
layer; next, a thin 50-Å-thick layer of GaAs was depos-
ited over the QD layer and the temperature was raised
to 600°C and in situ annealing was performed for
10 min. Subsequently, an n-GaAs layer 1.0 µm thick in
structure A and 0.5 µm thick in structure B was depos-
ited at 480°C. To form the p–n junction, a layer of
doped p+-type GaAs was next grown over the n-GaAs;
its thickness was 0.3 and 0.1 µm in structures A and B,
respectively. Spatially localized states in the islands,
defect- and impurity-related deep levels, and the profile
of the carrier distribution in the heterostructures were
studied by DLTS and C–V methods with a DL4600
BIO-RAD spectrometer operating in the dual-gate
averaging mode. A Boonton-72B bridge working at
1 MHz frequency was used for the capacitance measure-
ments. The sensitivity of this bridge is ∆C/C0 ≈ 10–4.
Nonrectifying contacts were thermally deposited onto
the n+-GaAs substrate and the p+-GaAs layer to permit
the DLTS and C–V measurements. Prior to measuring
each of the DLTS or C–V spectra, the sample was sub-
jected to isochronal annealing for 1 min at a fixed tem-
perature Ta (from 80 to 450 K) under one of the three
bias conditions: reverse-bias voltage applied (Ura < 0),
zero voltage (Ura = 0), and forward-bias voltage applied
(Ufa > 0). When annealing was performed at Ura < 0, the
sample was first heated to 450 K, then kept for 1 min at
Ura = 0 and next cooled to the annealing temperature.
Before annealing was performed at Ura = 0 or Ufa > 0,
the sample was kept at Ura < 0. Then, the sample was
cooled to 80 K under one of three conditions: Ura < 0,
Ura = 0, or Ufa > 0. Next, the DLTS or C–V measure-
ments began, either in the dark or under white-light
illumination. The thermal activation energies Ea and
carrier capture cross sections σn,p, which characterize
the trapping centers, were determined from the corre-
sponding Arrhenius plots.

In the PL studies, the 514.5-nm green line from an
Ar-ion laser was used to excite the samples, which were
placed in a liquid-nitrogen (LN2) cryostat. The lumi-
nescence spectra were measured using a 0.5-nm mono-
chromator equipped with an LN2-cooled germanium
diode.

The structural studies of the 3D InGaAs/GaAs
islands were carried out with an EM420 Philips trans-
mission electron microscope operating at an accelerat-
ing voltage of 100 kV; both planar and cross-sectional
geometries were employed. Samples for the cross-sec-
tional studies were prepared by the standard procedure
using final sputtering with 4-kV Ar ions at the grazing
angle of incidence in a Gatan Duo-Mill 600 system. To
prepare the samples for studies in planar geometry, they
were etched in the H2SO4 : H2O2 : H2O (5 : 1 : 1) after
the upper layer of the material was removed.

3. RESULTS

Images of the InGaAs islands embedded in the
GaAs matrix and observed in the planar and cross-sec-
tional geometry are presented in Fig. 1 both for unan-
nealed sample A (a, b) and in situ annealed sample B (c, d).
The planar-geometry images were obtained in the
bright-field mode under double-beam conditions; the
direction of the incident electron beam was [001], and
that of the reflected beam was [220]. The cross-sec-
tional images were obtained under the double-beam
conditions in the dark-field mode with the use of the
[200] reflection spot, with the incident beam being ori-
ented along the [011] direction. With such a choice of
imaging modes, maximum information about the strain
distribution in the InGaAs layer can be obtained, and
SEMICONDUCTORS      Vol. 34      No. 2      2000
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Fig. 1. Electron-microscope images of the InGaAs islands in the GaAs matrix for [(a) and (b)] unannealed sample A and [(c) and
(d)] in situ annealed sample B. The images are taken [(a) and (c)] in the planar geometry under the bright-field (220) mode and [(b)
and (d)] in the cross-sectional geometry under the dark-field (200) mode.
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Fig. 2. Photoluminescence spectra of the InGaAs/GaAs structures with the three-dimensional islands for (a) unannealed sample A
and (b) in situ annealed sample B. The measurement temperatures are (1) 300 K and (2) 77 K.
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both the lateral size of the observed strained islands and
their height can be estimated. In sample A, the InGaAs
layer has an island structure with the lattice relaxed via
generation of misfit dislocations, which is evidenced by
the moire pattern seen in the island images in Fig. 1a.
Examining the moire pattern, one can find that the aver-
age lattice constant in the islands is ~5.98 Å. With the
SEMICONDUCTORS      Vol. 34      No. 2      2000
influence of strain taken into account, this corresponds
to the InAs lattice constant. Existence of dislocations at
the interface between the wetting layer and the islands
in sample A is confirmed by the image in Fig. 1b: the
contrast in the region of the 3D islands is asymmetric
and nonuniform. The estimated areal density of the
islands is about 8 × 1010 cm–2, and their mean lateral
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Fig. 3. C–V characteristics of the p–n heterostructure containing the three-dimensional islands: (a) unannealed sample A and (b)
in situ annealed sample B. The measurements were carried out after isochronal annealing at Ta = 450 K with subsequent cooling to
80 K under the following conditions: (1) Ura < 0, without illumination; (2) Ura = 0, without illumination; (3) Ura < 0, white-light
illumination; and (4) Ura < 0, increased final temperature (240 K).
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size equals 20–30 nm. The island height estimated from
the image in Fig. 1b is ~5–6 nm. In the in situ annealed
sample B, the surface relief pattern of the InGaAs layer
is quite complicated, as can be seen in Figs. 1c and 1d;
the contrast observed is typical of the QDs. The esti-
mated density of these dots is about 5 × 1010 cm–2; their
mean lateral size and height are about 14 and 7 nm,
respectively.

PL spectra of samples A and B at high excitation
energy are shown in Figs. 2a and 2b, respectively. The
PL line observed at the photon energy hν = 1.05 eV in
the spectrum of the first structure at LN2 temperature is
related to the electron and hole ground states in the dots
[1]. Another feature in this spectrum is a high-energy
shoulder, whose energy position estimated from the fit-
ting of the line shape with the Gaussian functions is
about 1.23 eV. In the PL spectra of the second sample
(Fig. 2b), a number of peaks at 1.017, 1.107, and
1.22 eV are observed. The relative heights of these
peaks are independent of the excitation level, unlike the
second peak in the spectra of sample A, which disap-
pears at low excitation levels.

The C–V characteristics of samples A and B, taken
at different temperatures, are shown in Figs. 3a and 3b
for different conditions of isochronal annealing. An
extended plateau in the C–V curves can be seen at low
measurement temperatures, which is typical of the
structures with QDs. The width of the plateau in the
C−V curve depends on the population of QD levels with
charge carriers. Upon raising the temperature to
240−300 K, an increase in capacitance occurs; instead
of a wide, clearly pronounced plateau, a decrease in
capacitance with the reverse bias voltage Ur is
observed. The rate of this decrease is significantly
higher in sample A (Fig. 3a) than in sample B (Fig. 3b).
At low temperatures, rather sharp peaks coinciding
with those calculated for the InGaAs layer appear in the
distribution profiles n*(x) of the free electron concen-
tration (calculated from the C–V curves) in both sam-
ples. In sample A, the electron accumulation region
expands towards the p–n junction as the temperature
increases. The free electron concentration n*(x) in this
region increases from 2 × 1015 cm–3 at 77 K to 3.4 ×
1016 cm–3 at 300 K. In sample B, no such changes were
observed. The electron accumulation peak merely
decreases and broadens at 300 K, which is typical of the
QDs, and the free electron concentration in the n-GaAs
layer changes slightly from 5 × 1015 to 8.5 × 1015 cm–3.
For sample A, significant reversible changes in the C–V
characteristics were observed with changing the condi-
tions of isochronal annealing (Ura = 0 or Ura < 0) and
with switching on the white-light illumination. After
isochronal annealing at Ura < 0, the capacitance shows
an increase in the C–V plateau region, as compared to
annealing at Ura = 0. The white-light illumination
results in an even larger increase in capacitance. For
sample B, isochronally annealed at Ura = 0 and Ura < 0,
the C–V characteristics do not differ from each other.
Upon white-light illumination, the capacitance shows a
slight increase in the voltage range from 0.5 V of for-
ward bias to Ur = 2.0 V.

From the C–V measurements, we get information
about the spatial localization of the islands and find the
SEMICONDUCTORS      Vol. 34      No. 2      2000
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Fig. 4. DLTS spectra of the p–n InGaAs/GaAs heterostructures containing the three-dimensional islands at different voltages of the
reverse-bias pulse Ur and the filling pulse Up, with fixed ∆U = Ur – Up = 0.5 V: (a) unannealed sample A under reverse bias voltage
equal to (1) 0.5, (2) 1.0, (3) 1.5, (4) 2.0, (5) 3.5, (6) 4.0, (7) 4.5, and (8) 8.0 V; (b) in situ annealed sample B under reverse bias voltage
equal to (1) 0.5, (2) 1.0, (3) 1.5, (4) 2.0, (5) 2.5, and (6) 3.0 V. All spectra were taken with the emission rate window set at 200 s–1

and the filling pulse duration of 5 ms.
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0.2 V and Up (forward bias) equals (1) 4.7 and (2) 0 V. All spectra were taken with the emission rate window set at 200 s–1 and the
filling pulse duration of 5 ms.
conditions for observation of the DLTS peaks corre-
sponding to the carrier emission from the quantum
states within the islands and the defects located nearby.
SEMICONDUCTORS      Vol. 34      No. 2      2000
To determine the spatial localization of the DLTS sig-
nal in both samples, we performed a series of measure-
ments with varying amplitudes of the filling pulse Up
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[(1) and (2)] Ura < 0, (3) Ura = 0, and (4) Ufa = 1.9 V; spectrum (1) was taken under illumination by the white light; Up = 0 V, Ur =
0.25 V.
and reverse-bias pulse Ur , keeping the difference ∆U =
Ur – Up = 0.5 V constant and equal to 0.5 V; the corre-
sponding spectra are shown in Fig. 4. In the DLTS spec-
tra of sample A (Fig. 4a), which was not subjected to
annealing during growth, five peaks, related to the elec-
tron emission from the traps, are clearly seen. The
amplitudes of these peaks vary, reaching a maximum
and then decreasing with Ur and Up. For the peaks ED1,
ED2, and ED4, the maximum appears at Ur = 0.5 V. The
peak ED3 shifts to higher temperatures when Ur is var-
ied from 0.5 to 2.0 V, while its amplitude changes under
these conditions only slightly. The energy of thermal
activation Ea of this level and the capture cross section
σn vary from 347 to 530 meV and from 1.9 × 10–16 to
3.4 × 10–14 cm22, respectively. Upon further increase in
Ur , the amplitude of this peak decreases rapidly. For
this sample, dependence of the DLTS spectra on the
temperature and conditions of the premeasurement iso-
chronal annealing (Ufa > 0, Ura < 0, or Ura = 0) and on
the optical illumination was studied (Fig. 5a). Nothing
unusual was observed in the behavior of the peaks ED4
and ED5, which obviously correspond to the well-
known GaAs defects (see table), whereas the ED1,
ED2, and ED3 peaks were found to be quite sensitive to
the isochronal annealing conditions and optical illumi-
nation. The peaks ED1 and ED2 virtually disappear
upon annealing at Ura = 0. The peak ED2 appears on
annealing with Ura < 0. Upon annealing under the for-
ward bias Ufa > 0, the amplitude of the ED2 peak grows,
and the ED1 peak appears. Both of these peaks grow
even more when the DLTS measurements are carried
out under white-light illumination, their amplitudes
increasing with the light intensity. The ED2 peak also
shifts slightly to lower temperatures. The thermal acti-
vation energy of the level corresponding to ED2 varies
from 287 to 252 meV, and the capture cross section var-
ies from 1.1 × 10–16 to 2.4 × 10–17 cm2. The ED3 peak
under these measurement conditions also shifts to
lower temperatures, and its amplitude increases some-
what. The maximum concentrations of the ED4, ED5,
and ED3 centers, derived from the amplitudes of the
corresponding DLTS peaks, are given in the table. The
DLTS spectra were also taken for different amplitudes
Up of the filling voltage pulses applied in the forward
direction, in which case the holes are injected and the
hole traps are filled. Four hole traps were revealed;
three of them (HD2, HD3, and HD4) can be attributed
to the well-known defect levels (see table). The concen-
tration of acceptor levels is nearly three times higher
than that of the donor levels (see table). The HD1 DLTS
peak is bell-shaped with the maximum shifted with
respect to the centroid; its position depends on the
reverse bias voltage and the filling pulse amplitude.
This level cannot be identified with any of the known
levels. The thermal activation energy Ea of the HD1
SEMICONDUCTORS      Vol. 34      No. 2      2000
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Summary of the defect parameters

Levels Ea, meV Capture cross section 
σn, p , cm2

Defect concentration Nt, cm–3

Level identification
sample A sample B

ED1 165 6.5 × 10–14

ED2 252 2.4 × 10–17

ED2* 293 1.9 × 10–17

ED3 530 3.4 × 10–14 1.2 × 1015 – EL3 [15], I3 [13]

ED4 667 7.4 × 10–14 3.6 × 1015 2.0 × 1014 E4 [14], I2 [13]

ED5 825 1.1 × 10–13 2.2 × 1015 – EL2 [15]

HD1 199 4.7 × 10–16

HD2 525 2.5 × 10–16 1.3 × 1016 7.0 × 1013 HL3 [16, 17]

HD3 553 3.0 × 10–17 2.5 × 1016 – HS2 [16]

HD4 821 1.0 × 10–16 2.4 × 1016 1.1 × 1014 H5 [18]
level varies from 126 to 199 meV, and the hole capture
cross section σp varies from 1.6 × 10–17 to 4.7 × 10–16 cm2.

In the DLTS spectra of sample B, which has been
subjected to thermal annealing during growth, signifi-
cant changes can be observed in comparison with the
spectra of sample A (see Figs. 4b, 5b, 6b). The defects
related to peaks ED3, ED5, and HD3 vanish (Figs. 4b,
6b) and concentration of the defects related to the other
peaks decreases by more than an order of magnitude
(see table). In the DLTS spectra taken after the premea-
surement isochronal annealing and optical illumina-
tion, major changes occurred in the behavior of the
peak ED2, so we denote it as ED2* in sample B
(Fig. 5b). The ED2* peak does not vanish upon anneal-
ing at Ura = 0; it merely shifts to lower temperatures.
A still larger shift in the same direction takes place
upon annealing at Ufa > 0. Optical illumination results
in a slight increase of the peak amplitude; in addition, a
large low-temperature (~80 K) DLTS signal appears.

4. DISCUSSION

From the TEM data (Figs. 1a, 1b), one can see that
in the MOCVD-grown p–n InGaAs/GaAs heterostruc-
tures under study, 3D islands with misfit dislocations
are formed in unannealed sample A, while coherently
strained 3D islands, i.e., the quantum dots, are formed
in in situ annealed sample B. The behavior of the C–V
characteristics taken at different temperatures and iso-
chronal annealing conditions (Figs. 3a, 3b) indicate that
spatially localized states accumulating electrons exist
in these heterostructures. In sample A at low tempera-
tures, the electrons are accumulated both in the quan-
tum states within the InGaAs islands and in the deep
donor and acceptor levels present in GaAs. In this sam-
ple, concentration of deep donors Ntd is comparable to
the concentration of the shallow donors Nd, and the
concentration of the compensating deep acceptors Nta is
higher than Ntd. With a decrease in temperature, the rate
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of electron emission from the deep near-midgap levels
becomes extremely low, and the plateau observed in the
C–V characteristics is caused by the quantum-confined
states in the islands. The plateau width is determined by
the population of the levels at a given temperature. The
surface density nd of the electrons occupying the quan-
tum states in the islands can be estimated from the bias
voltages at the starting (Ur1) and ending (Ur2) points of
the plateau, the magnitude C* of the capacitance at the
plateau, and the diode area S: nd = C*(Ur1 – Ur2)/S. This
estimate yields the value of 4.9 × 1011 cm–2 for unan-
nealed structure A and 5.7 × 1011 cm–2 for in situ
annealed structure B. With an increase in temperature,
the rate of electron emission from the deep levels
increases and becomes comparable with the rate of
emission from the quantum-confined states in the
islands. Since the deep-donor concentration is of the
same order as the concentration of the shallow donors
and the density of the quantum states, this leads to a sig-
nificant enhancement of the capacitance and to an
increase in the slope of the C–V curve in the plateau
region (Fig. 3a). In sample B, the concentration of the
deep donor and acceptor levels is lower than that of the
shallow donor impurities, and their recharging, which
takes place under isochronal annealing, does not affect
the C–V curve. A minor rise of the C–V curve in the pla-
teau region is observed in this sample, starting from
Ur > 4 V. This is related to the enhancement of the field-
induced electron tunneling through the barrier from the
states in the QDs into the GaAs layer. Under the optical
illumination at low Ur , an increase in the capacitance
apparently occurs due to trapping of the electrons,
which are excited in the neutral n-GaAs layer, by the
dots. This result indicates that, contrary to the conclu-
sions made in [19], the rate of electron trapping by the
dots is higher than that of trapping the holes, which are
also generated by the illumination. The surface density
of the electrons occupying the quantum states in the
dots in the in situ annealed structure B was estimated
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from the above-given formula and was found to be
5.7 × 1011 cm–2. The DLTS studies also demonstrated
that a large number of deep-level donor and acceptor
defects are present in unannealed sample A, with the
concentration of the deep acceptors higher than that of
the deep donors (see table). Using the parameters of the
deep levels determined from the Arrhenius plots and
the observed variations of the DLTS spectra in different
conditions (see Figs. 4a, 5a, and 6a), we were able to
identify some of the donor (ED3, ED4, and ED5) and
acceptor (HD2, HD3, and HD4) levels with those well
known from previous publications. The parameters of
the ED4 level proved to be close to those of the defect
I2 [13] (E4 [14]), which is produced in GaAs by ioniz-
ing radiation and is related to the cluster composed of
the arsenic vacancy VAs and the antisite defect AsGa.
These clusters were detected in both of the samples
investigated. The distribution profile of this defect has
two maxima: the higher one corresponds to Ur = 0.5 V,
and the lower one to Ur = 2.0 V (Fig. 4a). Parameters of
the next donor level, ED5, coincide with those of the
EL2 defect [15]; this was found only in the unannealed
structure A containing the 3D InGaAs islands with mis-
fit dislocations. The EL2 defect is usually observed in
the layers that contain dislocations and forms the Cot-
trell environment around them [20]. The trap related to
the misfit dislocation core forms a level with the energy
of 0.58 eV [20]. It is conceivable that the trap manifests
itself in our DLTS spectra as a low-temperature shoul-
der of the ED5 peak. The maximum in the EL2 defect
distribution corresponds to Ur = 1.5 V; it coincides with
the dip in the distribution profile of the VAs–AsGa clus-
ters. The properties of the HD2 level are close to those
of the HL3 level, first observed in the GaAs grown by
the liquid-phase epitaxy [16]. This state is related to the
complex of native defects, which includes the arsenic
vacancy VAs [17] and is produced when excess Ga is
present in the melt–solution. In our case, appearance of
the VAs-containing defects may result, in particular,
from the local stoichiometry variations due to the In
diffusion during the growth of the epitaxial GaAs layer
and the formation of the QDs [21]. The maximum con-
centration of the HD2 centers in sample A is Nt = 1.3 ×
1016 cm–3 at Ur = 0.5 V, and in sample B, it is reduced
by two orders of magnitude (Nt = 1.4 × 1014 cm–3).
Another DLTS peak, HD3, is also present in the spectra
of sample A and absent in sample B. It can be identified
with the HS2 defect in GaAs [16] and, like HL3, is pro-
duced when there is an excess of Ga in the melt–solu-
tion. The parameters of the HD4 level are close to the
parameters of the Cr3+ [16] as well as to those of the H5
defect, which is generated by ionizing radiation [18].
Now, to establish the nature of the peaks ED1, ED2,
and ED3 (Fig. 5a) in sample A, and peak ED2*
(Fig. 5b) in sample B, let us consider in more detail
their behavior under different conditions of preliminary
isochronal annealing and optical illumination. In sam-
ple A, annealing and illumination lead to changes in the
amplitudes of the ED1 and ED2 peaks and to the slight
shift of the ED1 peak to lower temperatures (Fig. 5a).
Simultaneously, corresponding changes in the C–V
characteristics occur (Fig. 3a). We demonstrated in our
previous work [11, 12] that the amplitude ∆C of the
DLTS signal from the spatially localized states depends
on the variations in the Fermi level position and in the
population of the quantum-confined or surface states
and is determined from the relation

∆C/C = ndL/2NdW 2, (1)

where C is the capacitance of the space-charge layer for
the reverse-bias voltage, which is set to perform the
DLTS measurement; nd is the surface density of the
electrons trapped by the localized state; L is the depth
of the QD layer; W is the width of the space-charge
region; and Nd is the donor concentration in the GaAs
layer. This relation is typical of the spatially localized
states and enables us to distinguish them from the deep
defect levels distributed over the depth of the semicon-
ductor. On the change of the isochronal annealing con-
ditions from Ura = 0 to Ura < 0, the capacitance of sam-
ple A increases (Fig. 3a), which can be explained in the
following way. Upon annealing at 450 K at Ura = 0 and
subsequent cooling to 80 K, the deep donor levels ED4
and ED5 trap electrons and become neutral. The con-
centration of the uncompensated donors is reduced, the
Fermi level shifts downwards, the population of the
spatially localized states decreases, and the amplitudes
of the ED1 and ED2 DLTS peaks decrease (Fig. 5a).
Upon annealing and cooling at Ura < 0, the donor levels
remain unfilled at low temperatures; hence, the popula-
tion of the localized states and the amplitudes of the
low-temperature peaks ED1 and ED2 do not change.
Correspondingly, upon annealing and subsequent cool-
ing at Ufa > 0, the holes are injected through the p–n
junction, with some fraction of them being then cap-
tured at the deep acceptor levels in the neutral region of
the GaAs. Since Nta > Ntd, the concentration of the
uncompensated donors increases, the capacitance
grows, the Fermi level shifts closer to the conduction
band, and the population of the quantum-confined
states is increased. This results in an increase in the
ED1 and ED2 DLTS peaks in comparison to the case of
annealing performed at Ura < 0. It was mentioned above
that optical illumination of sample A during measure-
ments of C–V characteristics at low temperatures
resulted in much larger values of the capacitance
(Fig. 3a) and in the amplitudes of the ED1 and ED2
DLTS peaks (Fig. 5a). The growth of the amplitudes of
these peaks depends on the light intensity and occurs
due to the trapping of the photogenerated electrons and
holes by the deep donor and acceptor traps. Similarly to
the case of annealing at Ufa > 0, the concentration of the
uncompensated donors increases with the light inten-
sity (because Nta > Ntd) and all other quantities change
accordingly. It follows unambiguously from these stud-
ies that the ED1 and ED2 peaks correspond to the spa-
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tially localized states. Their location coincides with the
electron accumulation region n*(Ur) and with the posi-
tion of the 3D islands determined from the TEM stud-
ies. Furthermore, the maximum of the ED2 DLTS peak
shifts to lower temperatures with the growth of the pop-
ulation of the corresponding level (Fig. 4a), which is
typical of the QDs. The origin of this shift is explained
in [9, 10]: it is related to the effect of the Coulomb
repulsion between the electrons populating the quan-
tum states in the dots. Owing to this repulsion, the
larger the number of these electrons in the ground and
excited states, the greater is the reduction of the emis-
sion energy. The amplitudes of the DLTS peaks ED1
and ED2 decrease for large Ur (Fig. 4a), which is also
characteristic of the QDs and is accounted for by the
field effect [22]. The PL spectra of sample A include a
band corresponding to the ground-state exciton in the
QD at hν = 1.05 eV with a width of 116 meV and a
shoulder at hν = 1.25 eV (Fig. 2a). There are strong
indications, such as the observed shift of the maximum
of the DLTS signal with the reverse bias voltage Ur and
the filling pulse amplitude Up (Fig. 6a), that the levels
HD1 and ED3 also correspond to the spatially localized
states. Previously, we had observed such dependences
for the quantum-confined and surface states [11, 12].
As for the ED3 level, it is most probably related to the
surface states at the InGaAs/GaAs heteroboundary, and
its characteristics are close to those of the defects EL3
[15] and I3 [13]; the latter is produced in GaAs by ion-
izing radiation and is related to the VAs and interstitial
As. The variation of the energy of thermal activation of
electrons from the surface states may be explained by
the effect of the electrostatic-dipole appearance caused
by the Coulomb interaction of the electrons in the wet-
ting layer located closer to the n+ substrate with the ion-
ized states at the heteroboundary. The built-in field of
this dipole should be oriented in the opposite direction
to the p–n junction field, thereby reducing the effective
electric field. With an increase in the reverse bias volt-
age, the number of electrons localized in the wetting
layer is reduced due to the field-stimulated tunneling
emission. Consequently, the effective field is also
reduced. The activation energy of the electron emission
then increases, corresponding to the shift of the ED3
DLTS peak to higher temperatures (Fig. 4a). With an
increase in the filling pulse amplitude Up, the effective
field and the electron population in the quantum well of
the wetting layer increase, and the electron activation
energy is reduced due to the field effect. In the case of
the hole level HD1, which is apparently related to the
ground hole state in a QD, electrostatic dipoles are
formed by holes localized at the HD1 state and the deep
acceptor levels that trapped an electron. The electric
field of the dipole is now oriented in the same direction
as the p–n junction field, and the variations in the acti-
vation energy for the hole emission from the HD1 state
should be opposite to those observed for the ED3 level.
Summing the energies of the electron and hole levels,
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ED2 and HD1, with the energy of the ground state of
the QD exciton, we obtain a value close to the bandgap.
The same value is obtained from the summation of the
energies of the levels ED1 and HD1 with hν = 1.25 eV.
This corroborates our assumption that the levels ED2
and HD1 correspond to the ground electron and hole
states, and that the level ED1 corresponds to the excited
state in the QD. The DLTS measurements performed on
the annealed sample K1383 (Figs. 4b, 5b, 6b) demon-
strated that a number of donor- and acceptor-type
defects disappear. These are EL2, related to the misfit
dislocations; EL3 (I3); and HS2, related to VAs. The
concentration of the acceptor defects HL3 and H5
drops by nearly two orders of magnitude. Because of
this, the Fermi level position, and, correspondingly, the
population of the quantum-confined states in the dots,
is no longer determined by the recharging of the deep-
level donor and acceptor defects. The behavior of the
ED2* DLTS peak under different isochronal annealing
conditions is now determined by the influence of the
electrostatic dipole formed owing to the Coulomb
interaction of the electrons localized in the dots and the
ionized deep donor states. On the isochronal annealing
with subsequent cooling to 80 K (both at Ura < 0), the
deep donor levels remain ionized. At low-temperature
DLTS measurement, the electrons are captured by the
QDs after application of the filling pulse. The deep
donor traps, on the other hand, are still ionized, because
the electron energy is insufficient to overcome a poten-
tial barrier and be captured by a trap. Thus, the dipole
is formed, with the field oriented in the same direction
as the p–n junction field, and the energy of electron
thermal activation from the quantum states is reduced
due to the field effect. Upon annealing and cooling at
Ura = 0, the donor states are partially filled and the
dipole electrostatic field is reduced. Hence, the ED2*
DLTS peak shifts to higher temperatures. Annealing
and cooling at Ufa > 0 results in a still higher shift of the
ED2* peak in the same direction as for Ura = 0. This
takes place, because, in the structure B under consider-
ation, the double injection of electrons and holes occurs
under the forward bias. The increase in the occupation
of the hole traps in this case is higher than that upon
annealing at Ura = 0. This is confirmed by the observed
growth of the ED2* peak when the DLTS spectra are
measured with the filling pulses Ufa > 0 (Fig. 5b).

5. CONCLUSION

Using the methods of C–V measurements and DLTS,
as well as TEM and PL, we carried out a detailed inves-
tigation of the MOCVD-grown InGaAs/GaAs p–n
structures to examine the influence of the postgrowth
annealing of the InGaAs layer on the formation of the
coherently strained dislocation-free 3D islands. In
addition, deep-level defects and their influence on the
population of the quantum-confined states in the 3D
islands (quantum dots) were investigated both in the
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unannealed and in situ annealed structures. The Cou-
lomb interaction of the carriers localized in the QDs
with the ionized deep donors and acceptors was also
studied. We established that 3D islands with misfit dis-
locations are formed in the unannealed structure, and
dislocation-free QDs are formed in the annealed struc-
ture. The C–V measurements indicate that a region of
electron accumulation exists in the unannealed struc-
ture; this region is related both to the quantum-confined
states in the dots and to the deep-level defects. The
DLTS measurements demonstrate that different types
of already known defects, such as EL2, EL3 (I2), I3,
HL3, HS2, and H5, are present in the neighborhood of
the QDs. The concentration of the traps is comparable
to that of the shallow donors, and the number of hole
traps exceeds the number of electron ones. Upon in situ
annealing, the defects EL2 and EL3 related to disloca-
tions disappear, and the concentration of the other
defects decreases by an order of magnitude or more. It
was found that, in the unannealed structures, the popu-
lation of the electron quantum-confined states ED1 and
ED2 and the defect states EL3 located at the
InGaAs/GaAs heteroboundary is controlled by the
recharging of the donor and acceptor defects under iso-
chronal annealing (at Ura = 0, Ura < 0, and Ufa > 0) or
white-light illumination. The effect of isochronal
annealing on the acceptor quantum state in the unan-
nealed structure, as well as on the electron quantum
state ED2* in the in situ annealed structure, is deter-
mined by the formation of the electrostatic dipole and
the Coulomb interaction between the carriers localized
in the QD and the ionized deep-level defects located
near the dots.
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Abstract—Modification of the theory describing the current–voltage characteristics of the shielded Corbino
disk with spinless two-dimensional (2D) electron system under a magnetic field for nearly integer filling factors
in the case of a weak pulling electric field (i.e., its energy being much lower than the cyclotron energy) is sug-
gested. Features of the I–V characteristics in the limits of “pure” and “dirty” 2D electron system are considered.
The results are compared with experimental data. Local parameters characterizing the disk with flowing current
that can be measured via a linear electrooptical effect (distribution of the 2D electron density, and electric and
electrochemical potentials) are determined. © 2000 MAIK “Nauka/Interperiodica”.
Interesting data on the specific nonlinear effects in
the current–voltage characteristics of a shielded Corb-
ino disk with spinless two-dimensional (2D) electron
system under quantizing magnetic field at nearly inte-
ger filling factors were reported in [1]. Details of the
dependence of the potential distribution at the edges of
the Corbino disk under a current on the magnetic filling
factor, which is varied by the gate voltage, are of
interest.

An attractive feature of the theoretical interpretation
of the results, given in [1] along with the experimental
data, is its relative simplicity. It should be noted that,
despite numerous publications on the quantum Hall
effect (QHE) breakdown that have appeared since the
original report [2], quantitative agreement between
experimental observations of the different nonlinear
effects in the I–V characteristics and their theoretical
explanation is usually rather poor (see, e.g., [2–9]).
Thus, it is desirable to get rigorous justification of the
theory in those rare cases (as in [1]), when good agree-
ment can be achieved.

In this respect, the calculation presented in [1] is
carried out using a number of assumptions, whose cor-
rectness is actually not obvious. In this paper, we con-
sider the self-consistent set of equations that determine
the I–V characteristic of the shielded Corbino disk
under QHE conditions. The proposed theory enables
generalization of the results from [1] to the case of the
pure 2D systems, gives corrections to some of the state-
ments from [1] regarding the limiting case of the dirty
system, and accounts for a number of observed features
in the I–V characteristics of the Corbino disk in a quan-
tizing magnetic field.
1063-7826/00/3402- $20.00 © 20205
DEFINITIONS

1. To interpret their results, the authors of [1] used
the local Ohm’s law in the form

(1)

where J is the full Corbino current in the radial direc-
tion, ϕ is the local potential difference between the
screening gate and the 2D electron layer in the silicon
MIS structure, and σrr(ϕ) is the diagonal part of the 2D
system conductivity tensor, which, in general, depends
on the potential ϕ. In the case of the nearly integer fill-
ing factor, the conductivity temperature dependence is
of activation nature, typical of the QHE (see [1, 10]):

(2)

where eF is the Fermi energy measured from the middle
of the distance between the Landau levels, ∆ is the acti-
vation energy for eF = 0, and T is the temperature.

Because of the basic importance of equation (2) for
the understanding of the nonlinear processes in the
Corbino disk considered here, let us mention also the
results from the paper [11]. Assuming that existence of
the smooth random potential is the main factor respon-
sible for the finiteness of the diagonal conductivity, the
following formula was obtained [11]:

(2a)

Here, Vc is the percolation level; w(E) is the probability
of passing the typical saddle point, which is expressed
in terms of the random potential characteristics; and
µ is electrochemical potential.

J /2πr σrr ϕ( )dϕ /dr,–=

σrr σ0e
∆/T

eF/T( ),cosh=
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e
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Obviously, definitions (2) and (2a) become identi-
cal, if we assume that

exp(–∆/T)  exp(–Vc/T), eF  µ,

and take into account that symmetrization with respect to
electron and hole excitations is implied in expression (2).

The system of definitions becomes closed with the
addition of the relationship between eF and voltage Vg
at the gate of MIS structure, which, following [1], can
be taken as

ϕ – Vg = peF, p = eD/C0. (3)

Here, D is the density of states in the gap between Lan-
dau levels, and C0 is the capacitance of the MIS struc-
ture per unit area. The simplicity of equation (3) is
rather relative and is achieved only in the case where
the distance d from the gate to the 2D system is much
smaller than its size (the so-called capacitor approxi-
mation), which is well fulfilled in the experimental con-
ditions of [1].

The simultaneous solution of equations (1)–(3)
results in a certain nonlinear relation between J and V,
where the voltage V is introduced as

V = ϕ(r1) – ϕ(r0). (4)

With this relation, experimental data from [1], espe-
cially those obtained in the range of large currents, can
be explained quite well (the notion of “large current” is
specified below).

2. At this moment, it should be noted that, generally
speaking, it is electrochemical (rather than electric)
potential that should appear in the right-hand side of the
Ohm’s law:

eJ/2πr = –σrr(δµ)dµ/dr. (5)

The difference between (1) and (5) is quite significant,
because, unlike electric potential, the electrochemical
potential is a nonlinear (in some cases even singular)
function of the electron density at nearly integer filling
factors ν = 1, 2, 3, … . For instance, in the case of an
ideal spinless 2D system under a normal magnetic field,
we have

µ(r) = "ωc/2 + eϕ(r) – TlnS(ν), ν < 2, T > Γ, (6)

(6a)

Here, n(r) is the local electron density, ns is the average
electron density when there is no current, lH is the mag-
netic length, and ωc is the cyclotron frequency. The ine-
quality T > Γ (where Γ is the variance of the density of
states) is included to make the assumption of the ideal-

σ0
e

2

"
---- w E( ) E/T–( )exp E/T ,d∫

S H ν,( ) 1/2( ) 1/ν 1–( )=

+ 1/4( ) 1/ν 1–( )2
e 2/ν 1–( )+ ,

ν r( ) πlH
2

n r( ), n r( ) ns δn r( ),+= =

e "ωc/T–( ) ! 1.exp=
ity of the system consistent with the assumption of the
nonzero value of its diagonal conductivity in the mag-
netic field.

In the “dirty” limit T ! Γ, it is ν that can be rela-
tively simply expressed as a function of µ [in (6), the
relation is inverse]:

(7)

where φ(x) is the error function, φ(–x) = –φ(x). Appar-
ently, neither (6) nor (7) give any reasons to express
Ohm’s law in the form (1) instead of (5).

The second assumption from [1] that needs addi-
tional consideration is the use of equation (2) to express
σrr for near integer filling factors. First of all, the signif-
icance of eF is unclear. On the one hand, in the nonuni-
form case the Fermi energy, which determines the
exponent of the hyperbolic cosine in (2), is equivalent
to electrochemical potential δµ(r). This is substantiated
by equation (2a) for the conductivity, as obtained in
[11]. Let us refer to such a procedure for determining
conductivity as the µ-representation. On the other hand,
we believe that the µ-representation yields physically
meaningless results for the current–voltage characteris-
tic; this motivates one to seek for the other interpreta-
tions considered below.

Another, seemingly just technical, issue that
requires special consideration is related to the explicit
relationship between eF and ϕ(r). As will be seen from
further consideration, the calculation using universal
expansion (3) over the entire Corbino disk can lead to a
distorted shape of the I–V curve.

3. Before proceeding to an analysis of the correc-
tions to definitions (1)–(3), we first consider the capa-
bilities of the µ-representation; i.e., we assume that
Ohm’s law is given by (5) and formula (2) for the con-
ductivity is understood as

(8)

In addition, the substitution ϕ  µ should be per-
formed in the boundary conditions (4).

It can easily be seen that, combining expressions (5)
and (8), we can reduce the problem of the current–volt-
age characteristic to a single equation for δµ. In addi-
tion, there is no need to use the controversial expansion
(3); this adds to the merits of the µ-representation.
Influence of the gate voltage Vg, which appears in
expansion (3), on the I–V characteristic can be taken
into account by assuming, following [1], that, for zero
current J, the value of δµ is constant over the entire
Corbino disk and is equal to

δµ (J = 0) = δµ0, δµ0 ∝ Vg . (9)

ν φ δµ1/Γ 2( ) φ δµ2/Γ 2( ) 1,+ +=

δµ1 µ "ωc/2– eϕ , δµ2 µ 3"ωc/2– eϕ ,–=–=

σrr σ0e
∆/T– δµ/T( ).cosh=
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Thus, to solve equations (5) and (8) for δµ, we can take
the boundary conditions in the form

(10)

where substitution ϕ  µ is properly accounted for.
Henceforth, all energy parameters are expressed in the
units of cyclotron energy. The solution with boundary
conditions (10) is given by

(11)

The relationship between the current J and the voltage
V is then written as

(12)

It follows from (11) that the spatial distribution of δµ
along the current direction becomes essentially nonlin-
ear with an increase in υ. The extent of nonlinearity is
determined by the ratio eV/T rather than by eV/"ωc, as
one could expect intuitively. As an example, we present
in Figs. 1–3 the calculated dependences δµ(x) for dif-
ferent initial values δµ0, different υ for fixed t, and dif-
ferent t for fixed δµ0 and υ.

δµ r0( )/"ωc δµ0, δµ r1( )/"ωc δµ0 υ ,+= =

υ eV /"ωc,=

δµ x( ) t
δµ0

t
-------- 

  1 xln
qln

--------– 
 sinharcsinh=

+
δµ0 υ+

t
------------------ 

  xln
qln

--------sinh ,   q r1 r0,   x⁄ r r0.⁄= =

j/t
δµ0 υ+

t
------------------sinh

δµ0

t
--------sinh– ,=

j
eJ qln

2πσ0"ωc

---------------------- ∆
T
---.exp=

3.02.52.01.51.0
x

0

0.2

0.4

0.6

0.8

1.0

1.2
δµ

2

3

1

Fig. 1. Distribution of δµ normalized by "ωc along the cur-
rent direction x = r/r0 for ν0 = 0.8; t = 0.1; q = 3; and ν =
(1) 0.6, (2) 0.8, and (3) 1.2 (ν0 is the filling factor for zero
current).
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The properties of the solution (11) and (12) and the
data given in Figs. 1–3 indicate that nonuniform distri-
bution δµ(x) sets in with an increase in υ. This means
that the range of the integer filling factors becomes
localized; i.e., the Hall current becomes constricted in
the Corbino disk. Such behavior of δµ(x) is not surpris-
ing in view of the exponential dependence σxx(δµ).

Along with the qualitatively clear features of formu-
las (11) and (12), there exists a certain paradox, which
cannot be resolved in the context of µ-representation: it
appears that these formulas are independent of the fea-
tures of the electron spectrum within the cyclotron gap.
This universality is more likely to be a drawback than a
merit of the theory, because experimental studies of the
QHE breakdown [1–9] indicate that the latter is sensi-
tive to the distribution of the electron density of states
between the Landau levels.

As we believe, this paradox is due to the fact that,
although definition (8) and resulting formulas (11) and
(12) adequately represent the exponential dependence
of the conductivity on the level of electrochemical
potential, they do not account for possible influence of
electric potential ϕ on σrr. This can change the position
of electrochemical potential relative to the Landau lev-
els and, consequently, influence the structure of equa-
tions (2) and (2a). Taking this into consideration, it is
reasonable to use, along with the µ-representation (8),
an alternative phenomenological definition of conduc-
tivity, which we call “ζ-representation” for the sake of
definiteness; thus, we have

σrr = σ0e–∆/Tcosh[(ζ – "ωc)/T], ζ = µ – eϕ. (13)

This expression adequately accounts for the spatial
nonuniformity of µ(x), as well as possible coordinate
dependence of ϕ(x). Definition (13) is written for the
specific case of the filling factor approximately equal to

3.02.52.01.51.0
x

0

0.1

0.2

0.3
δµ

1

2

3

4

Fig. 2. The same as in Fig. 1, but for fixed v = 0.5; t = 0.1;
q = 3; and ν0 = (1) 1.00, (2) 0.98, (3) 0.96, and (4) 0.94.
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1. As will be shown further, the alternative expression
(13) enables us to circumvent the aforementioned par-
adoxical behavior of δµ.

In ζ-representation the problem becomes more
complicated, because the potential combination

ζ = µ – eϕ
now appears in (13), and universal solution of the kind
(11) and (12) cannot be derived. On the other hand,
using, e.g., relation (6), one can transform (13) into
physically a transparent form

(14)

For ν = 1, i.e., in the region with an integer filling factor,
the argument of the hyperbolic sine in the right-hand
side of expression (11) vanishes, and, hence, the con-
ductivity attains a minimum. Furthermore, it is known
[12–14] that in the magnetically quantized 2D system
in the nonuniform conditions the size of the integer-fill-
ing channel remains constant in a certain range of
external parameters, with the channel size being
defined more sharply at lower temperatures. This fea-
ture is lacking in the µ-representation (8) and is distinct
in the ζ-representation of conductivity (13).

4. To complete the system (5), (6), and (13) [or (5),
(7), and (13)], an additional independent relationship
between the electric potential ϕ and local density of the
2D system is needed. To obtain this relationship, which
is of electrostatic origin, one needs to determine simul-
taneously the distribution of charge density over the 2D
system and the gate. Here, there is room also for quan-
titative improvement of the existing definitions. How-
ever, restricting our goals to derivation of merely qual-
itatively meaningful results, we adhere, like the authors
of [1], to the commonly used capacitor approximation,

σrr σ0e
∆/T–

cosh
"ωc/2– T S ν( )ln–

T
---------------------------------------------- .=

3.02.52.01.51.0
x

0

0.1

0.2

0.3
δµ

1

2

3

Fig. 3. The same as in Fig. 1, but for fixed ν = 0.3; ν0 = 0.96;
q = 3; and t = (1) 0.2, (2) 0.1, and (3) 0.05.
valid in the case of the distance 2d between the 2D sys-
tem and the gate being much smaller than r1 – r0:

2d ! r1 – r0. (15)

In this case,

(16)

where ν(r) is the local value of the filling factor; ν0 is
its value for zero current; and κ is the dielectric con-
stant.

Thus, the complete system of equations in ζ-repre-
sentation, from which the variables µ, ϕ, ζ, and ν are to
be determined, consists of formulas (5), (6), (13), and
(16) [or (5), (7), (13), and (16)]. The goal of the theory
is to derive the relationship between J and V, as well as
the distribution of the local electric potential over the
Corbino disk; this distribution can be measured experi-
mentally using the linear electrooptical effect [13].

5. Combining (5), (6), (14), and (16), we obtain an
equation in ν(r) for the ideal 2D system:

(17)

where S(ν) is given by (6a). The condition 1 > t > γ is
included to ensure that the 2D system is not far from its
ground state and the diagonal conductivity is finite.
Within the validity range of this theory the dimension-
less parameter j (defined by (12)) varies from zero to
the values slightly exceeding unity:

0 ≤ j ≤ 2. (17a)

The relation between the current and the voltage is
given by

(18)

The corresponding equations for the case of the
“dirty” system cannot be expressed in a form similar to
(17). The structure of the I–V characteristic definition
appropriate for the experimental situation realized in
[1] is discussed below.

DIFFERENT APPROXIMATIONS
TO THE CURRENT–VOLTAGE 

CHARACTERISTIC

1. First, we consider the I–V characteristics of the
samples with an ideal 2D electron gas. According to
(17), at low temperatures (γ < t < 1) the distribution of
electron density over the Corbino disk with the radial

ϕ r( ) . 2ed ν r( ) ν0–[ ] /κ lH
2

,

j
qln

-------- xd
x 1/2t– S ν x( )[ ]ln–{ }cosh
-------------------------------------------------------------------

1

x

∫
=  2d* ν ν0–( ) t S ν( )/S ν0( )[ ] ,ln–

1 t γ, γ> > Γ /"ωc ! 1,=

j
qln

-------- xd
x 1/2t– S ν x( )[ ]ln–{ }cosh
-------------------------------------------------------------------

1

q

∫ υ ,=

q r1/r0 1.>=
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current j is, to a large extent, determined by the inter-
play of the two parameters, υ and ν0.

1a. The most interesting case is ν0 = 0 where the
entropy term is dominant in expression (6) for the elec-
trochemical potential. As a consequence, electron cur-
rent is of predominantly diffusion origin, electric
potential is virtually constant over the Corbino disk
(this can be verified by experimental techniques
described in [13]), and the shape of the I–V character-
istic is determined by equation (12) with δµ0 = 0.

1b. If ν0 ≠ 0, the shape of the I–V curve depends, in
particular, on the sign of (1 – ν0). If this quantity is pos-
itive, the sample resistivity increases nonlinearly with
v, because the flowing current perturbs the electron
density of the 2D system, and, in the case of (1 – ν0) >
0, the state of the system shifts towards that with ν(x) =
0 at some parallel of the Corbino disk; naturally, this
leads to an increase in effective resistivity. In the case
of (1 – ν0) < 0, the disk resistivity decreases nonlinearly
for similar reasons. If, for instance,

(19)

(where d* = d/r0), ν(x) increases gradually from its ini-
tial value ν0 to the maximum ν(q) < 1 at the outer
boundary of the Corbino disk. To calculate the I–V
curve, we use (17) and (18) with the two additional sim-
plifications. First, we assume that

(20)

Expressions for the δ  and  are written for an
ideal 2D system. The unknown derivative dν(1)/dx,
which appears in expansion (20), is calculated using
(17) as

(21)

Second, it is reasonable to assume that expansion (20)
is valid over the whole range 1 ≤ x ≤ q. Then, in view of
(20), equation (18) takes the form

(22)

where

υ 2d* 1 ν0–( ) 1≤≤

1/2– t S ν( ) . δζ1
* D1

*( )
1–
ν1' x,+ln–

ν1' dν 1( )/dx, ζ*≡ ζ /"ωc,=

δζ1
* 1/2– t S ν1( ) 0,<ln–=

D1
*( )

1– dζ*
dν

---------
ν ν0=

t
S ν0( )
-------------

dS ν0( )
dν

---------------- 0.>–= =

ζ1
* D1

*( )
1–

j/
D1

*( ) 1– ν1' δζ1
*+

t
---------------------------------------cosh 2d* D1

*( ) 1–
+ ν1' .=

2 j
b qln
----------- a bq+( )exp[ ]arctan{

– a b+( )exp[ ] }arctan υ ,=

a δζ1
*, b D1

*( ) 1– ν1'= =
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and  ~ j in view of (21).

As expected, effective renormalization of resistivity,
represented by the term in the square brackets in (22),
becomes more important with an increase in j.

1c. When υ is increased so that

(23)

where d∗  = d/r0, a kink occurs in the ν(x) dependence.
The inflection point x∧  separates the region with finite
gradient of electron density from the integer-filling
density plateau. Next, if

(24)

two kinks appear in the electron density profile at the
points x∧  and x∨ , with an integer-filling region between
them forming a channel of width 2a = x∧ – x∨ ; etc. It can
be shown that

(24a)

where  is the minimum density of states in the
interval between the Landau levels. However, in gen-
eral, reliable determination of the current–voltage char-
acteristic and other features of the 2D system behavior
in the cases (23) and (24) requires numerical calcula-
tions and is not discussed in this work.

2. Let us now consider the case of the nonideal
(dirty) 2D systems, corresponding to the experimen-
tally studied situation [1]. As we have already men-
tioned above, in this limiting case, it is impossible to
write an equation for ν(r) in closed form, similar to
(17). However, advances in describing the properties of
the “dirty” Corbino disk can be achieved by using the
expansions similar to (20). Correspondence between
the cases of pure and dirty systems is preserved if,

instead of (20), we use the following definitions for 

and :

(25)

The derivative dζ/dν is calculated with the use of equa-
tion (7) as

ν1'

2d* 1 ν0–( ) υ 1,≤ ≤

2d* 1 ν0–( ) 1< υ ,≤

2a tDmin
* /νmin' 2/πj,= =
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2Γ 2
--------------------------------exp
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It has a minimum at

Here, the value of ν determined from (7) is equal
exactly to unity, because δµ1 = –"ωc/2, δµ2 = +"ωc/2,
and φ(–x) = –φ(x).

Thus, the behavior of the “dirty” 2D system is qual-
itatively similar to that of the pure system, if the tem-
perature is substituted by the parameter Γ in the formu-
las obtained for the ideal case.

Using expansions similar to (20), we can also gain
insight into approximations used in [1]. It is clear from
the previous calculations that outside the integer-filling
channel the following equality holds with good accu-
racy:

µ(x) . eϕ(x). (26)

Then, the right-hand sides of expressions (1) and (5)
coincide. Next, we assume that, similar to (20),

(27)

Also, from (16) we have

ζmin "ωc,
dν
dζ
------ 

 
min

2
Γ
--- 2

π
---

1
2
---"ωc 

 
2

2Γ 2
--------------------– .exp= =

δζ* x( ) . δζ1
* D1

*( ) 1– δν .+

δν κ lH
2 ϕ x( )/2ed .=

2.82.42.01.61.2
υ

0

3

6

9

lnj

A

C

B

2
1

Fig. 4. Examples of the current–voltage characteristics of
the “dirty” 2D system in Corbino disk configuration, illus-
trating definitions (29) and (31). 1 and 2 are the experimen-
tal points; the curves are calculated with (A) equation (29)
with λ = λ1 = 0.12, (B) equation (29) with λ = λ2 = 0.067,
and (C) equation (31) with λ = λ* = 0.16 and η = 0.05.
Taking (27) and (16) into account, one can see that
expression (13) for the conductivity in ζ-representation
becomes similar to that given by (2) and (3), if

(28)

Comparing the definitions of p from (3) and 
from (20), one can readily see that there is only one dif-
ference between formulas (3) and (28): the minimum

density of states  is used in the former, while the

density of states  at the inner edge of the Corbino
disk appears in the latter.

Keeping all this in mind, we present two expressions
for the current–voltage characteristic of the “dirty” 2D
system in the Corbino geometry.

The first of them reproduces calculations from [1]:

(29)

This result is obtained with the use of expansion (27)
[or (3)] over the entire range r0 < r < r1. It is interesting
to derive the conditions for nonrectifying I–V charac-
teristic. Linear regime occurs if

λυ /t ! 1. (30)

In the case λ ! 1 the conditions for nonrectifying
behavior are significantly milder than those just given
by inequality υ ! t, which appears in the µ-representa-
tion.

The second expression for the I–V curve is derived
under the assumption that the validity of the linear
expansion (27) is limited, and contribution from the
higher terms of this series becomes noticeable with an
increase in the parameter λυ/t. Restricting ourselves to
the first two terms of the series and assuming that δµ0 =
0, we obtain

(31)

This definition contains two fitting constants λ and η
that actually characterize the minimum density of states
and the first corrections to this quantity with an increase
in distance from the neighborhood of the saddle point.

Our final goal is to compare the calculated current–
voltage characteristics (29) and (31) with experimental
results from [1]. Among the data available we can only
use here two points in the vicinity of ν ≤ 2; most of the
measurements in [1] were made for ν > 2 where our cal-
culations are not valid. Figure 4 illustrates the agree-
ment between theoretical and experimental results. In
Fig. 4, the dimensionless variable υ is the ratio of eV to
cyclotron energy determined for H = 10.6 T and effec-

δζ ζ 1( )≡ Vg/ p, D1
*( ) 1– κ lH

2
/2ed– 1/ p.= =
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tive mass m* = 0.19me ("ωc = 5.25 meV). The quanti-
ties that appear in the expression for the dimensionless
variable j are k = 7, ∆ = 30 K, σ0 = 1.7 × 10–6 Ω–1, and
q = 3. Dimensionless coordinates in the (υ, j) plane of
the two experimental points 1 and 2 given in Fig. 4 and
the maximum values attained in [1] are

(32)

The curve A corresponds to expression (29) for δµ0 = 0.
The constant λ = λ1 was chosen from the condition that
the curve should include the point (υ1, j1). As a result,
we have

λ = λ1 = 0.12. (33)

Curve B is similar to line A but should pass through the
point (υ2, j2). As a result, we arrive at

λ = λ2 = 0.067. (33a)

The same fitting procedure for the point (υmax, jmax)
leads to

λ = λmin = 0.026. (33b)

Curve C corresponds to equation (31) with the parame-
ters fitted to draw the curve as close to the experimental
points 1 and 2 as possible. This results in

(34)

An analysis of the agreement between the experi-
mental and theoretical results presented in Fig. 4 is
indicative of the low “quality” of the 2D electron gas
system in the sample used in [1]. Thus, it is reasonable
to describe its behavior in terms of the “dirty” system.
Estimating the minimum density of states, the authors
of [1] used the numerical values (33b), which yielded

D/D0 = 6.6 × 10–2.

With the use of (33) or (33a) for points 1 and 2 we
obtain an even higher value for the minimum density of
states.

It is also obvious that the linear expansion (20) used
to derive the expression (29) for the I–V characteristic
is apparently not very effective in the region λυ/t > 1.
This is evidenced by the large spread in the values
obtained with (33)–(33b) for the parameter λ, as well as
by the relatively good results obtained with formula (31).

DISCUSSION

Let us summarize. We have studied the weak non-
linear effects in the current–voltage characteristic of the
2D electron system in the Corbino disk configuration
for a normal magnetic field under the QHE conditions.
The basic cause of these nonlinearities is the lack of
spatial uniformity in the 2D system, even in the one ide-
ally uniform at equilibrium, when the current flows
through it. Anomalous development of the current non-
uniformities in the QHE regime against the background

υ1 1.32, j1 50; υ2 2.33, j2 99;= = = =

υmax 8.7 jmax 4090.= =

λ λ* 0.16, η 0.05.= = =
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of the linear or logarithmic increase in electron density,
which occurs in any 2D system, proceeds via two
mechanisms. One of them is characteristic of the 2D
systems with near integer filling factor and functions in
equilibrium conditions as well, resulting in the forma-
tion of the integer-filling stripes in nonuniform sys-
tems. The flowing of the current modifies the parame-
ters of such stripes or creates the conditions for their
formation. Another mechanism, the current constric-
tion, has qualitatively similar nature in any conducting
system characterized by the nonlinear dependence of
electrical conductivity on the problem variables (see
[15]). Its effect in the case of Corbino disk with the cur-
rent under the QHE conditions, first noticed in [1], is
illustrated by Figs. 1–3, which are obtained from the
theory of the current–voltage characteristic in the
µ-representation.

However, both nonuniformity mechanisms are in
fact interrelated. It is shown above that in the middle of
the Hall pinch there exists an integer-filling plateau,
which forms the core of the minimum-conductivity
region.

The size of the plateau depends on the current
strength and can be calculated analytically in some lim-
iting cases [see (24a)]. Such plateaus can be observed
experimentally with the use of the linear electrooptical
effect [16].

The integer-filling channels are well-defined in the
pure systems and in the ohmic (quasi-ohmic) modes.
Constriction of the Hall current takes place up to very
high values of υ @ 1, although the theory of such con-
striction should be modified to take into account other
possible mechanisms of the nonlinearities in the I–V
characteristics (such as overheating of the electron sys-
tem etc.).
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Abstract—The effect of ultrafast doping of chalcogenide vitreous As–Se, Ge–Se, and other films with Cu, Ag,
Au, Cr, and other metals previously discovered in metal/chalcogenide vitreous film heterostructures at 250–350 K
is analyzed. © 2000 MAIK “Nauka/Interperiodica”.
The effect of ultrafast low-temperature doping of
chalcogenide (CGF) vitreous As–Se, Ge–Se, and other
films with Cu, Ag, Au, Cr, and other metals (M) (the
Khan effect) has been reported in [1, 2]. The effect has
been observed in Pyroceram/metal/CGF heterostruc-
tures obtained by layer deposition from the vapor phase
at liquid nitrogen temperature. Spontaneous variation
of the electrical and optical properties of the films due
to ultrafast penetration into CGF (in a time t* equal to
several minutes) of a significant amount of metal (x* =
20 at. % and more when the system attains the critical
temperature T* = 250–350 K corresponding to the
transformation of M/CGF  CGF : M [the transition
(a)  (b) in Fig. 1]) has previously been pointed out.

The effect of ultrafast doping was observed earlier
at room temperature in crystal semiconductors (superi-
onic conductors (SIC)) such as Cu2 – xSe, Bi2Se3, and
others, with M = Cu or Ag. They have the highest ion
mobility among solids due to ion acceleration by elec-
trons in mixed electron–ion conductors (diffusion coef-

ficients of Cu and Ag  ~ 10–4–10–6 cm2/s at T =
300 K [3]). The study of a similar doping effect in
amorphous medium where the ion and electron mobil-
ities are usually low due to disorder of the system [4]
and where doping impurities are almost electrically
inactive because of the Fermi level stabilization [5] is
of certain interest.

In this paper, we intend to explain the doping effect
[1, 2], including ultrafast diffusion, high solubility, and
electrical activity of metals in CGF.

ANALYSIS OF DIFFUSION PROCESSES
IN THE SYSTEM

The rate of metal penetration into the film is deter-
mined by the processes at the M/CGF phase boundary,
chemical potential gradients ∇µ M, and the metal diffu-
sion coefficients in CGF [6]. Assuming that, at T > T*,

D̃Cu Ag,
1063-7826/00/3402- $20.00 © 20213
the M/CGF phase boundary is transparent for metal
(the potential barrier ∆W ~ k0T*, where k0 is the Boltz-
mann constant), we obtain the metal effective diffusion
coefficient in CGF D ~ 10–11 cm2/s at T = 300 K from
the relation τ = d2/πD ~ 0.1t* [6–8] (here τ is the diffu-
sion time and d is the film thickness equal to 3000 Å)
for t* = 5 min [1].

The coefficient of ion acceleration by electrons is
given by

(1)

where ti and te (ti + te = 1), N and n, and Di and De are
the transport numbers, concentrations and diffusion
coefficients of mobile ions and electrons, respectively.

 is the adjoint-diffusion coefficient of mobile ions
and electrons (holes) [6, 8]. Relation (1) follows from
the condition for local electroneutrality of the sample
(∆n + ∆N =0); in this case, the resulting adjoint-diffu-

sion coefficient  in (1) is determined by the minority-

carrier diffusion coefficient (  = De for te  0 and

 = Di for ti  0). It follows from (1) that if the
mobile ions and electrons are formed in pairs due to
impurity ionization according to the scheme M0 
M1+ + e1– (N = n), then the maximum value of the ion
acceleration coefficient by electrons does not exceed

/Di = 2 [6]. At the same time, in SIC, where the pro-
cesses of charge-carrier generation (electrons and ions)
are more complicated and include, in particular, the
exchange of electrons with the core, we have N @ n and

 @ Di [6].

The results of calculation of /Di as a function of
metal concentration x for different n in CGF are shown
in Fig. 2a. One can see from Fig. 2a that, at a low level
of doping (x, N  0), the acceleration effect in CGF

D̃ Di⁄ t( e tiDe Di⁄ ) . N n 1+⁄( ),+=

D̃
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Fig. 1. M/CGF heterostructures (above) and chemical (µM) and electrochemical (µM – eU) metal-potential levels (below); (a) before
and (b) after doping. (a) CGF (1), metal (2), substrate (3); (b) CGF : M (1), metal (2), substrate (3).

Fig. 2. (a) The coefficient of ion acceleration by electrons /Di as a function of the metal concentration (x) in the sample. Concen-

tration of electrons (holes) is n = (1) 1014, (2) 1018, and (3) 1022 cm–3. The propagation of the diffusion front in the film for (b) D =
const and  = Dt/d2: (1) 0.001, (2) 0.09, (3) 1, (4) 4, and (5) ∞; and for (c) D = f(N) and  = Dt/d2: (1) 0.001, (2) 0.09, (3) 0.16, and
(4) ∞. Here, N* is the maximum metal solubility in the film, y is the coordinate, and d is the film thickness.

D̃

t̃ t̃

4

is minimal ( /Di  1). In CGF As1.2Cu0.3Se for x* .
20 at. %, we have NCu . 4 × 1021 cm–3. Estimation

shows that /Di ~ 107 for n . 1014 cm–3 [1, 5] (Fig. 2a,

curve 1). For comparison, in crystalline SIC, /Di =
103–104, curve 2 [3, 6]. This is related to the high metal
solubility N and the low electron concentration n in
CGF.

D̃

D̃

D̃

HIGH METAL SOLUBILITY IN CGF

The effect of an increase in metal solubility at the
transition from crystal to glass is well known and is
related to the reduced (by 10–20%) density of glass [5].
Thus, for example, the solubility of copper at T = 300 K
is about 5% in the crystalline As2Se [9], and is 19–25%
in the amorphous As1.5Se [10].
SEMICONDUCTORS      Vol. 34      No. 2      2000
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This phenomenon may be regarded as an inverse
pressure diffusion effect occurring under the influence
of negative hydrostatic pressure (∆P < 0, ∆V > 0, where
V is the sample volume). The corresponding direct
effect (∆P > 0, ∆V < 0), which was studied previously
for a number of SIC chalcogenides, has a negative sign
(solubility of metal decreases with increasing pres-
sure). For copper, ∆NCu/∆P . –2 × 10–20 cm–3 GPa–1

[11–13]. Extrapolating this dependence to the range of
∆V = 0.1–0.2 > 0 and using the relation ∆NCu =
(−∆NCu/∆P)κ–1∆V, where κ(∆V/∆P)T ~ 10–1 GPa–1 is the
material isothermal compressibility [14], we obtain an
estimate of the copper additional solubility in chalco-
gen at crystal to glass transition ∆NCu ~ (2–4) ×
1021 cm–3 (about 10–20 at. % Cu) in accordance with
[1, 10].

THERMODYNAMIC DRIVING FORCE
OF THE DOPING PROCESS

The chemical potential levels (µ) in crystalline chal-
cogenide and CGF correspond to the copper solubility:

 >  >  (Fig. 1a, I  II  III), where

; (2)

, ,  are the copper atom chemical potential
in metallic copper, crystalline chalcogenide, and CGF
of the same composition (before doping), respectively;
aM is the metal activity; µ0 = µ (aM = 1); and T is the
temperature [15]. After completion of the doping pro-
cess (x  x*), the copper chemical potential levels in

the metal layer and CGF are equalized:  =  =

 (Fig. 1b, I  II). Hence, in the approximation of
the ideal system (aM  N) for Ngl ~ 4Ncr [1, 2], we

use (2) to estimate  –  ~ 0.04 eV for  –  ~
0.1 eV [3, 15].

Thus, in passing from crystal to glass, the copper
chemical potential level in chalcogenide is lowered
approximately 1.4 times (Fig. 1a). This stimulates the
process of metal introduction into CGF (free energy
∆G = ∆µx*N0 . 2 kJ/mol, entropy variation ∆S =
∆G/T . 7 J/mol K, and N0 is the Avogadro number).
The obtained value of ∆S is comparable to the chalco-
genide entropy of melting (∆Sm . 10–40 J/mol K) [14,
16]. This is indicative of the significant thermodynamic
instability of the M/CGF heterostructure after its
growth (Fig. 1a). The system is stabilized by way of dif-
fusion. Due to the fact that the electrochemical poten-

tial of metal atoms is equalized in the layers  =

( ) – eU, the internal electric field E = U/d ~
1 kV/cm, with maximum at the M/CGF phase bound-
ary, arises, where the main voltage U ~ 0.1 V is applied
(Fig. 1a) [3, 4]. Under the influence of the internal field
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E, metal ions are introduced into the film (Cu0 
Cu1+ + e1–) and then diffuse through the sample, chang-
ing the carrier concentration in CGF [1, 2].

ELECTRICAL ACTIVITY OF DOPING
IMPURITY

Electron conductivity conversion (p  n) in CGF
As0.4Se0.6 is observed when copper concentration is

increased from 0 to  . 4 × 1021 cm–3 (x* . 20 at. %).
In this case, electron concentration variation is ∆n ~ 2 ×
1014 cm–3 [1, 2]. Assuming that each copper atom in
CGF is singly ionized [6], we arrive at (like in most
amorphous materials) rather low copper electrical

activity in CGF: η = ∆n/  ~ 10

 

–7

 

 (in crystals, 

 

η

 

 = 1)
[3, 13].

Thus, the doping effect observed in [1, 2] is minimal
and may be related to the anomalously high metal sol-
ubility (

 

N

 

) exceeding the self-compensation limit in
CGF, or to the onset of glass-crystal transition stimu-
lated by transformation Cu + CGF  CGF : Cu. The
Fermi energy variation in the course of doping is also
small: 
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of electrons (holes) near 
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 in CGF, and 
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 is the free
electron mass); i.e., the Fermi level positions in glass
are restricted to the narrow energy range near the mid-
dle of the CGF energy gap (quasi-gap) [5]. Due to this,
the electron (hole) concentrations 

 

n

 

(

 

p

 

) in CGF are also
low at any doping stage, which explains the rapid metal
diffusion in CGF (Fig. 2a, curve 

 

1

 

).

DIFFUSION FRONT PROPAGATION
THROUGH THE SAMPLE

Diffusion front propagation through the sample in
the process of CGF doping is described by 

 

D

 

 = 

 

f
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)
dependence (Fig. 2a, curve 

 

1

 

). The results of calcula-
tion of the dependence of the metal-diffusion front
position on the effective time  = 

 

Dt
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d

 

2

 

 in the case of
diffusion from a constant source into the plate through
the side surface for 

 

D

 

 = const (Fig. 2b) [17] and for 
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) (Fig. 2c) are shown in Fig. 2. The dependence of
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 = 
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) is approximately considered in calculations in
terms of the dependence of  = 

 

f

 

(
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) (Fig. 2a, curve 
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).
One can see from Figs. 2b and 2c that the shape of the
propagating diffusion front in CGF varies from diffuse
to rectangular, and the doping is completed by  = 0.16.
The effective diffusion coefficient 
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 ~ 2
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/s
(Fig. 2c, curves 
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). At the same time, in the case of
the maximum doping level, the copper diffusion coeffi-

cients in the film may be as large as  ~ ( /
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/s, which is typical of crystalline SIC.
Thus, the doping rate of CGF is limited by small

metal-diffusion coefficients in the undoped region. The
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rate of the diffusion process in the system may increase
significantly (t* up to several seconds) in the case of a
small amount of metal presented in CGF before doping
(CGF contamination by copper, silver, and so forth).
We also note that D = f(N) dependence (Fig. 2a,
curve 1) reduces the M/CGF phase-boundary’s relative
contribution to the diffusion process kinetics in the sys-
tem [18]. In fact, to maintain the diffusion front veloc-

ity in the film during doping (Fig. 2c) at /Di ~ 107, it
is sufficient to maintain the diffusion contact on the
~10–5 fraction of the M/CGF phase-boundary area.

CONCLUSION

Thus, the effect of ultrafast low-temperature CGF
doping with metals (Cu, Ag, Au, Cr, and others) has a
superionic character [1, 2]. It is possible to conceive of
the M/CGF heterostructure as a highly nonequilibrium,
self-organized system, where CGF plays the part of the
SIC core (matrix), coming into contact with metal (the
superionic agent). Metal diffusion into the shell is pro-
moted in the system at T > T*, and M/CGF 
CGF〈M〉  transformation occurs. The high speed of this
transformation is determined by the thermodynamic
driving force related to CGF’ state of nonequilibrium as
well as by the ion acceleration by electrons, which is
rather pronounced in CGF〈M〉  glass due to the large
values of the N/n ratio (N and n are concentrations of
dissolved metal ions and electrons, respectively) typi-
cal of CGF.
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Abstract—The results of experimental studies of the copper-doped hydrogenated amorphous carbon films by
scanning tunneling microscopy and spectroscopy are reported. These results are indicative of the effect of spa-
tial ordering of nanostructures in thin films based on carbon and copper. Geometric parameters of nanostruc-
tures were measured. In the context of the Simmons model, the work function was estimated to be equal to ϕ ~
0.05 eV. Oscillations in differential conductance with a period in a voltage of ∆V = 200–400 mV were detected
in tunneling contacts of Ir with the films. The origin of the observed oscillations is discussed. © 2000 MAIK
“Nauka/Interperiodica”.
Films of amorphous carbon have a smooth, chemi-
cally inert surface with high hardness, a small friction
coefficient, and a low threshold for electron emission.
The latter fact makes these films promising for the
development of cold cathodes in field-emission dis-
plays. Interest in the studies of doped films of amor-
phous carbon is related to the possibility of controlling
their properties within a wide range. In addition, stud-
ies of the formation of mesoscopic structures based on
amorphous carbon have aroused certain interest in rela-
tion to the prospects for their use in nanoelectronics. In
this paper, we report the results of studies of films of
amorphous hydrogenated carbon doped with copper
[(a-C:H):Cu]. The films were obtained as a result of
magnetron cosputtering of copper and graphite targets
in an argon–hydrogen atmosphere with subsequent
deposition on the Si(111) substrate coated with a chro-
mium layer 200 nm thick [1]. We studied 50- and 100-
nm thick (a-C:H):Cu(9 at. %) films deposited on the
substrate. The measurements were performed in a scan-
ning tunneling microscope (STM) operating under nor-
mal atmospheric conditions and using mechanically
formed iridium tips. The STM images were obtained in
the mode of constant tunneling current (I). We mea-
sured the slope of the I(z) dependence (z is the tunnel-
ing gap) with the negative-feedback loop closed and the
current–voltage I(V) characteristics with an open (for a
time t ≤ 0.2 s) negative-feedback loop and linearly
scanned bias voltage.

Figures 1 and 2 show the characteristic STM images
of the surface and the surface profiles for the
(a-C:H):Cu films 50 and 100 nm in thickness. The STM
images were obtained using the bias voltage V = –1 V
1063-7826/00/3402- $20.00 © 20217
applied to the sample and the tunneling current of I =
0.05 nA.

It is evident from the STM images that the surface
profiles of (a-C:H):Cu films depend on the film thick-
ness and indicate a granular structure of the surface. For
a film 100 nm thick, the difference in heights in the pro-
file is about 10 nm, with the characteristic size of gran-
ules being 10–100 nm. A film 50 nm thick features a
~3-nm difference in the surface-profile heights and a
characteristic granule size of 2–10 nm. It is noteworthy
that the medium- and large-sized granules include self-
similar structures of smaller size, which indicate a pos-
sible fractal mechanism of forming the film surface.

In order to gain information about a potential barrier
in a system consisting of metal, an air gap, and the film,
we performed local measurements of the dependence
of tunneling current on the interelectrode distance. The
measurements were carried out with the tunneling gap
modulated with the amplitude ∆z ≈ 0.1 nm at a fre-
quency of ω = 3.7 kHz. The value of dI /dz was mea-
sured by synchronously detecting the ac component of
the tunneling current ∆I at the frequency ω, with the
tunneling gap corresponding to a current of I = 0.1 nA
and a bias voltage of V = –1 V. The modulation fre-
quency is chosen such that the condition ω > ωc , where
ωc is the cutoff frequency of tracking system, is satis-
fied. In the context of the Simmons model [2] and in the
case of tunneling through a trapezoidal barrier of width
z, the tunneling current is given by

I 3.38 10
3× S
ϕ
--- V

z
--- 

 
2 6.89 × 10

2–
zϕ3 2/

–
V

------------------------------------------- 
  ,exp=
000 MAIK “Nauka/Interperiodica”



 

218

        

GOLUBOK 

 

et al

 

.

                                                                                             
a

b

b

a

(a)

(a)

0 20 40 60 80 100 120 140 160 180

4

10

20

14

nm
(b)

nm

0 20 40 60 80 100 120
nm

(b)

4

8

nm

Fig. 1. (a) STM image (top view) and (b) cross section in the a–b direction of the surface of an (a-C:H):Cu(9 at. %) film 100 nm
thick. The scanned area is S = 200 × 200 nm2.

Fig. 2. (a) STM image (top view) and (b) cross section in the a–b direction of the surface of an (a-C:H):Cu (9 at. %) film 50 nm
thick. The scanned area S = 200 × 200 nm2.
where I is the tunneling current (in nA), z is the tunnel-
ing gap (in nm), S is the area of tunneling contact
(expressed in nm2), V is the bias voltage (in V), and ϕ
is the average height of the potential barrier (expressed
in eV). We now use the condition ∆z/z ! ∆I/I to obtain
the following approximate expression for ϕ:

This expression may be regarded as an estimate for the
work function of the film for electron emission. Since

ϕ  . 
dI
dz
----- V

6.89 × 10
2–
I

------------------------------ 
 

2 3/

.

in the case under consideration ∆I/I ~ 9 × 10–3, the con-
dition ∆z/z ! ∆I/I is fulfilled for z ≥ 100 nm. The tun-
neling gap was estimated from the results of direct
measurements of the dependence I(z); the estimates
validated the use of the aforementioned approximation.
The measurements yielded ϕ = (0.06 ± 0.01) eV and
ϕ = (0.05 ± 0.01) eV for the films 100 and 50 nm thick,
respectively.

The data we obtained are consistent with the results
of studies of nitrogen-doped a-C:H films reported in
[3], where the work function was estimated from inte-
gral measurements of the dependence I(V) in the con-
SEMICONDUCTORS      Vol. 34      No. 2      2000
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text of the Fowler–Nordheim theory. For the samples
with a different doping level, the work function was
found to be equal to ϕ = 0.03–0.05 eV. It is worth noting
that the measurements of the average work function
according to the conventional Fowler–Nordheim
method should involve experimental determination of
the area of the emitting surface, which decreases the
accuracy of determined values of the work function.
The opportunity to modulate the tunneling gap in STM
makes it possible to estimate experimentally the work
function by knowing just three precisely measured
parameters: the tunneling current I, the tunneling bias
voltage V, and the slope of the dependence I(z). A cer-
tain discrepancy between the values of the work func-
tion obtained for the films differing in sizes of granules
and in thickness is consistent with a model according to
which the film of amorphous carbon acts as a peculiar
concentrator of electric field [4]. In this model, the elec-
tron-emission current attains its maximum for an opti-
mal thickness of the film deposited on the substrate
capable of emitting the electrons.

In order to study local electronic properties of
(a-C:H):Cu films at various sites on the surface of the
sample, we measured the current–voltage (I–V) charac-
teristics of the tunneling contact. The I–V characteris-
tics were nonlinear, and, in about 30% of all cases, step-
like features were observed in the current. If the feed-
back loop was open, measurements of the dependence
I(V) were accompanied by noise interferences. The
noise could be caused by small random variations in the
distance between the tip and the sample due to mechan-
ical vibrations and acoustic interferences and by
changes in the physical conditions for the tunneling
current due to the presence of a high nonuniform elec-
tric field, layers with adsorbed moisture and gases, and
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Fig. 3. Current–voltage characteristic I(V) and the first
derivative dI/dV for a 100-nm thick a-C:H film containing
9 at. % of Cu.
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so on. In order to reduce the noise, we used an active fil-
tering of the tunneling current. Since the energy resolu-
tion in determining the positions of singularities in the
dependence I(V) is limited by the thermally induced
broadening of the tunneling contact in the vicinity of
the Fermi level and amounts to ∆ . 50 meV at room
temperature, it is acceptable that the filtering of the
dependence I(V) broadens the vertical steps by an
amount no larger than ~100 mV. We used a filter that
convolved the tunneling current with the spread func-
tion F(V) given by

F(V) = 2 × 10–1sin(2πV/∆V)/(2πV/∆V),

where ∆V . 100 mV.
Figures 3 and 4 show the dependences I(V) and

dI/dV = f(V) measured with the tip above arbitrarily
chosen spots at the surface of (a-C:H):Cu films; quasi-
periodic singularities (steps in current) with character-
istic period ∆V = 200–400 mV are observed.

Similar singularities in the dependence I(V) for the
films of tetrahedral amorphous carbon doped with
nitrogen were observed in [5]. In that publication, the
emergence of stable singularities in differential con-
ductance dI/dV = f(V) for bias voltages of 1.7, 2.8, and
3.6 V was related to localized π states arising in the
near-surface layer enriched in sp2 bonds. However, it
may be assumed that oscillations in differential con-
ductance in local tunneling contacts can be also related
to one-electron effects [6] occurring in tunneling
through a small-sized high-conductivity cluster located
in the tunneling-barrier near-surface layer of the sam-
ple. The process of tunneling through an isolated clus-
ter as the bias voltage increases is accompanied by a
steady increase in the electric charge of the cluster by
an amount multiple to the elementary charge; this pro-
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Fig. 4. Current–voltage characteristic I(V) and the first
derivative dI/dV for a 50-nm thick a-C:H film containing
9 at. % of Cu.
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cess is not stochastic if the condition e2/2C @ kT is ful-
filled (here, e is the elementary charge, C is capacitance
of a cluster, k is the Boltzmann constant, T is absolute
temperature, and e2/2C is the Coulomb energy required
to transfer an elementary charge to the cluster). As a
result of a Coulomb blockade, differential conductance
of tunneling contact oscillates with a period of e/C.

Assuming that the conducting cluster with the
radius r is located in the dielectric layer with a thick-
ness of d ~ r, we may estimate the effective capacitance
of a cluster as [7]

C ~ 8πεε0r,

where ε is the permittivity of the medium and ε0 is the
permittivity of vacuum. Assuming then that ε > 1, we
estimate the size of the conducting cluster as r <
e/8πεε0∆V = 2–4 nm. Slow-moving clusters of such
size can reside at the film surface. In addition, a fraction
of sp2 bonds is increased in the near-surface layer of the
doped diamond-like film, which brings about an
increase in the number of localized π states. In our
opinion, the localized π states can also cause the one-
electron oscillations; in this case, the aforementioned
estimate for the size of metallic cluster may be regarded
as an estimate of the size of the charge-localization
region and is consistent with the observed conductance
oscillations having a period of 400 mV. Furthermore,
the effect of resonance tunneling through localized
states can also be responsible for the oscillations
observed. Further studies are needed to elucidate the
origin of singularities observed in the local-tunneling
spectra of diamond-like films doped with copper.
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Abstract—A model describing the transport and injection of carriers into a heterophase system (silicon sub-
strate)/(silicon nanocrystals)/(electrolyte) under excitation of electroluminescence is proposed. The main frac-
tion of current passes from the electrolyte directly into a substrate by-passing the nanocrystals. Electromechan-
ical processes at the electrolyte–substrate interface produce the electroactive particles, which inject one or both
types of carriers in macro- and nanocrystals, respectively. For the bipolar injection, the nanocrystals play the
role of catalyst in the exothermal reaction of charge exchange between the electroactive particles, which possess
the opposite charges. In this case, the particles transfer the energy to nanocrystals, which they accumulated in
the process of their formation. A fraction of this energy is released by the radiative recombination. The resulting
efficient visible electroluminescence is weakly dependent on the doping level and conduction type of the initial
silicon. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The porous silicon (por-Si) has already been known
for more than four decades [1], but the intense study of
its unique properties was started rather recently after
the discovery of por-Si intense photoluminescence in
the visible part of the spectrum and after this phenom-
enon was explained as a quantum-size effect in silicon
nanocrystals [2, 3]. A short time later, a red-orange
electroluminescence (EL) of por-Si in aqueous solu-
tions of electrolyte was observed and was found almost
as intense as the luminescence mentioned above [4, 5].
At the same time, despite the numerous attempts of
development of solid state electroluminescent struc-
tures based on por-Si, their efficiency turned out to be
by several orders lower [6, 7]. This problem is actually
not solved at present. Up to the last years, there were no
publications considering the origin of the remarkably
high (up to 1%) EL efficiency of por-Si in contact with
electrolyte solutions.

Two kinds of EL of por-Si in solutions are known:
cathodic and anodic EL. They differ in the current
direction across the system, which consists of the oper-
ating electrode (silicon substrate and por-Si layer),
electrolyte and counter electrode, usually made of plat-
inum. A negative or positive bias is applied to the oper-
ating electrode from the external power supply, respec-
tively.

Observation and studies of cathodic EL of por-Si
was a logical continuation of the studies started in the
1960s of cathodic EL of a number of bulk wide-gap
semiconductors in contact with solutions of strong oxi-
dants [8]. Morrison has shown in [9] the possibility of
1063-7826/00/3402- $20.00 © 20221
hole injection from such an electrolyte into bulk sili-
con, and since 1992, the publications on the visible
intense cathodic EL of por-Si in contact with the elec-
trolyte appeared [5, 10, 11]. The anodic EL of por-Si in
the visible part of the spectrum was observed as likely
for the first time also in 1960 [12], but intense study
began after the appearance of [4].

One can consider the following concept as generally
accepted: the nanocrystals with prevalent sizes no
larger than 5 nm with an effective forbidden gap
enhanced due to a quantum-size effect up to 2–3 eV
[13] are responsible for visible emission in por-Si or at
least for its red-orange part. Such an explanation is
common both for the photoluminescence and for the
anodic and cathodic EL [14–18]. In this case, the ques-
tion of the mechanism of carrier drift to the nanocrys-
tals in the electrolytic system still remains open. This
problem is of obvious importance as it is directly
related to the efficiency of EL of por-Si. Analogously to
the well-studied EL of bulk wide-gap semiconductors
in contact with electrolytes, it is assumed in many
works that one type of carriers is transported to the
nanocrystals by their drift from the silicon substrate,
whereas the other type of carriers is injected into them
out of the electrolyte, i.e., from the side of the counter
electrode [16–18]. However, as was shown in [19, 20],
such an approach cannot be justified owing to the spe-
cific properties of por-Si.

The mechanisms of bipolar injection of carriers
from the electrolyte into nanocrystals for cathodic and
anodic processes of EL of por-Si were first suggested
in [19] and [20], respectively, and were analyzed in
000 MAIK “Nauka/Interperiodica”
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detail. It was also shown that the injection schemes sug-
gested account for many known properties of EL.

In this paper, we suggest a generalized scheme of
carrier injection into the nanocrystals both for cathodic
and for anodic processes of electrolytic EL. The energy
exchange in such processes is considered. From the
standpoint of bipolar carrier injection the experimental
data (both known and new) on EL of Si/Si-nanocrys-
tals/electrolyte structure are considered.

FEATURES OF TRANSPORT
MECHANISM IN A SYSTEM

Si/Si-NANOCRYSTALS/ELECTROLYTE

Small sizes of nanocrystals induce the forbidden-
gap broadening and cause a high electrical resistance of
the por-Si layer irrespective of the conduction type and
carrier concentration in the initial silicon substrate.
Insulating properties of por-Si films are well known
[21]. According to data in [22, 23], the resistivity of
nanocrystals can exceed that of the initial silicon by
6−8 orders of magnitude. Direct measurements on free-
standing por-Si films yield the values of resistivity of
about 107 Ω cm, with the drift electron and hole mobil-
ities being about 10–1 and 10–3 cm2/V s, respectively,
which is characteristic of materials with disordered
structure [24]. In addition, the charge transfer between
a substrate and nanocrystals, to a considerable extent, is
blocked by an electrostatic barrier existing at the corre-
sponding interface [25]. Finally, one cannot but infer
that there exist a certain number of nanocrystals which
lost an electrical connection with a substrate and are
separated from it by oxide films. It is known that por-Si
can contain up to 40% silicon oxide [26].
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Fig. 1. Kinetics of changes in cathodic EL pulse with photon
energy Edet = 1.65 eV for current densities equal to (1) 20,

(2) 40, and (3) 60 mA/cm2. Current pulse is drawn by a thin
line. In the insert, the dependence of “dead” time on the cur-
rent density is shown in more detail.
A complicated character of current flow through the
por-Si layers is confirmed by numerous measurements
of I–V characteristics of solid state por-Si-based struc-
tures (see, e.g., [27]). The non-ideality coefficients of
these characteristics for Schottky-diodes are, as a rule,
represented by a two-digit number [28]. In combination
with the features of por-Si structure mentioned above,
it testifies that the current flow mechanisms in these
structures resemble more the currents in dielectrics
rather than those in semiconductors. For an explanation
of the through current across the por-Si layer, one usu-
ally invokes either carrier tunneling through the oxide
shell of nanocrystals [29], or the transport over the
localized levels (the carrier traps [30]).

As distinct from the solid-state systems, the resis-
tance of por-Si layers impregnated by various electro-
lytes (their resistivity usually does not exceed 10 Ω cm),
is lower by several orders of magnitude than that of a
dry layer, despite the definite hydrophoby of por-Si
structures [31, 32]. The use of hydrophilic additives to
the electrolyte (e.g., acetone) lowers the resistivity of
por-Si even more, up to values of about 1 Ω/cm2, which
are characteristic of smooth silicon surfaces. These
results testify that the electrolyte impregnates the
por-Si layer practically throughout its depth and effi-
ciently shunts the high-resistivity nanocrystals. It is
reasonable to assume that the main fraction of current
flows through the electrolyte into a silicon substrate
bypassing the nanocrystals and, consequently, is not
involved in the carrier injection into the nanocrystals
(the so-called bypass current).

When measuring the pulsed cathodic EL, a signifi-
cant delay between the current pulse onset and EL
appearance was found out (Fig. 1) [33]. The value of
this “dead” time depends on the current density and
amounts to fractions of a millisecond (see insert in
Fig. 1). This effect is positive proof of the fact that, at
least, a part of the current bypasses the nanocrystals.

An idea was put forward for the first time in [32]
that it was a bypass current which provides generation
of electrically active substances; these substances then
simultaneously inject both electrons and holes into
nanocrystals. This concept of bipolar carrier injection
from the electrolyte was subsequently developed for
various particular cases of por-Si EL in [19, 20]. Gen-
eralizing the results of these works, we can formulate
the general laws of charge transport in a Si/Si-nanoc-
rystals/electrolyte system.

Under the action of the bypass current, a number of
electrochemical and other accompanying secondary
chemical processes take place at the interface of the
electrolyte with silicon substrate surface and with elec-
trically connected with it macrocrystallites (non-quan-
tum-sized). These processes generate the electrically
active particles possessing clearly pronounced donor
and acceptor properties. The charge carriers which are
necessary for supporting these reactions come directly
from the bulk of silicon substrate.
SEMICONDUCTORS      Vol. 34      No. 2      2000
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These particles are unstable, short-living entities.
Nonetheless, a definite quasi-equilibrium concentra-
tion of electrically active particles is established in the
process of electrolysis in the immediate neighborhood
of nanocrystals. These particles carry the opposite elec-
trical charges, but the probability of their interaction
with each other, directly in solution, is low [34]. The
probability of the charge interchange where solid-state
surface [35] (in particular, the surface of nanocrystals
in por-Si) is involved, is significantly higher. Diffusing
in the electrolyte, electrically active particles reach the
nanocrystal surface, efficiently exchanging their
charges and injecting the carriers of both types into
nanocrystals. In this case, the electrical neutrality of
nanocrystals is retained even if they do not have an
electrical coupling with the substrate.

It is shown in [19] and [20] in detail what the reac-
tions, occurring at the electrolyte–silicon-substrate
interface, are for cathodic and anodic connection of
por-Si. The electrically active particles that provide the
bipolar carrier injection into the nanocrystals are iden-
tified. One should be reminded that in the case of
cathodic EL (with a persulfate electrolyte), these are

free hydrogen atoms (donors) and ion-radicals (SO4
(acceptors), and in anodic processes, these are the free
hydrogen and oxygen atoms, respectively.

The processes responsible for the EL emergence are
shown schematically by the example of cathodic EL in
Fig. 2. The bypass current produces ion-radicals

(SO4  (acceptors) and free hydrogen atoms H0

(donors), as is shown in the oval (a). As a result of car-
rier injection into crystals, EL appears (oval (b) in
Fig. 2). The scheme of processes occurring in the case
of anode EL is similar.

The main energy levels in silicon and in the electro-
lyte (in the absence of contact between them) are
shown in Fig. 3. The position of conduction and
valence bands for bulk silicon and por-Si is shown on
the right-hand scale. These data are given in accordance
with silicon affinity to electron and with gap disconti-
nuities between silicon and por-Si [36]. The standard
potentials of electrochemical reactions (ϕ0) are given
on the left-hand scale. These values are defined as
ϕν = 4.5V + ϕ0 with respect to electron level in a vac-
uum [37].

Reactions of charge exchange between electrically
active particles are exothermal. The energy released in
this reaction is determined by the difference of corre-
sponding electrochemical potentials involved in the
particle exchange. This energy depends also on the par-
ticle concentration in solution and can reach 3–4 eV
and more (see Fig. 3). Thus, the energy transferred to
nanocrystals by injected carriers significantly exceeds
the width of the nanocrystals’ forbidden gap. A portion
of this energy is spent on carrier radiative recombina-
tion and serves as a source of visible EL. Consequently,
an energy source of EL is the energy acquired by elec-

)
.–

)*
–
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troactive particles in the course of their formation under
the action of bypass current.

The experimental data given below confirm the
injection mechanism of charge transfer in the Si/Si-
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Fig. 2. Schematic representation of processes occurring in
the course of current flow in a Si/Si-nanocrystals/electrolyte
system. Comments are in text.
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Fig. 3. Main energy levels in silicon and in por-Si (on the
right) and standard potentials of electrochemical reactions
for cathodic (a) and anodic (b) processes in electrolyte (on
the left) in the absence of interphase contact.
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nanocrystals/electrolyte system and the results of a
number of experiments are explained from the stand-
point of the concept suggested.

EXPERIMENTAL RESULTS. DISCUSSION

It follows from the process scheme suggested that
carrier transport in Si/Si-nanocrystals/electrolyte sys-
tem is ionic rather than electronic. This fact explains
the large times of EL delay with respect to current pulse
(Fig. 1), because the EL appearance is caused by the
accumulation of sufficient concentration of electrically
active particles, as well as by their time of diffusion
towards the nanocrystals [19].

The mechanism of accumulation of electrically
active particles also explains the EL pulse delay-time
dependence on the current density (see the insert in
Fig. 1). The larger the current, the faster the required
concentration of particles accumulates and the earlier
the EL appears.

It was shown in [38, 39] that, along with the visible
emission in the spectrum of cathode EL, the infrared
(IR) radiation is present (Fig. 4), with the delay time of
IR EL being less, than in the case of visible EL (see the
insert in Fig. 4). IR band of EL is the result of radiative
recombination of injected holes with electrons coming
from the substrate and microcrystallites electrically
connected with it. The generation and accumulation of
atomic hydrogen (which injects the electrons from the
electrolyte) is not required for the excitation of IR EL;
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Fig. 4. Two spectral bands (visible and IR) of cathodic EL
in Si/Si-nanocrystals/electrolyte system: (1) the spectrum of
a sample prepared by conventional method (by anodizing
with illumination by white light) and (2) the spectrum of a
sample is prepared according to [39] (spectrum with a well
pronounced IR band). In the insert, the delay times for the
EL onset of both bands for various current densities are
shown. The pulse repetition rate f = 11 Hz, and the pulse
duration τp = 2 ms.
EL emerges after the required concentration of
 ions injecting the holes is accumulated (see

oval (b) in Fig. 2). Therefore, the delays between the
current pulse onset and IR EL appearance are shorter
than in the case of visible EL. The decrease of EL delay
with the current density increase is seen in the insert in
Fig. 4 for the visible and IR EL. The nonlinearity of
these dependences is caused by the diffusion limita-
tions of the ion-radical formation rate in the solution.

An efficient EL of por-Si is observed also if the car-
riers in a silicon substrate providing the flow of bypass
current are the minority carriers. This takes place, e.g.,
in the case of cathodic EL of por-Si grown on the sub-
strate of p-type conduction. It is necessary only to
increase the concentration of minority carriers in Si-
substrate, e.g., by illumination [19, 40, 41]. In this case,
both the polarization curves and the EL spectrum
turned out to be similar to the dependences for the sub-
strates of n-type conduction (Fig. 5).

The model suggested for the carrier transport well
explains the similarity of EL spectra of por-Si layers on
the substrates of various types of conduction (see the
insert in Fig. 5). Due to the universal character of trans-
port mechanisms, the spectrum shape and intensity are
determined primarily by the distributions of crystallite
sizes and to a significantly lesser extent by the electro-
lyte composition, current density, and other factors.

A distinct correlation between the appearance of
visible emission and the onset of gaseous-hydrogen
release in the Si/Si-nanocrystals/electrolyte system
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Fig. 5. Cathodic polarization curves for a p-Si/Si-nanocrys-
tals/electrolyte system (with the 50% additive of acetone):
(1) in dark; (2) with a weak IR illumination, and (3) with a
more intense IR illumination. Electrode potentials are mea-
sured with respect to a standard calomel electrode (SCE).
The onset of visible EL is indicated by arrows. In the insert,
the EL spectra for por-Si grown on the substrates of n- and
p-type conduction are shown.
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under the cathode bias was established in [32]. This can
also be seen in Fig. 5: the bend of polarization curves
induced by the onset of hydrogen formation coincides
with the onset of the visible EL indicated by arrows.
These observations confirm the mechanism of bipolar
injection, which is directly connected with formation of
free hydrogen atoms.

A significant reversible “blue” shift of the spectral
maximum under changes of voltage applied to the elec-
trolytic cell [16] is a characteristic feature of the
cathodic EL spectra. The results of our experiments
show that similar effects are also observed under
changes of the amplitude of pulse current which excites
EL (Fig. 6a). Moreover, the time delay of pulse EL for
a given current density depends on the energy of EL
detection (Fig. 6b). For lower energies of detection, the
EL pulse increases faster, but decays slower. The recon-
struction of spectra is observed also in the time-
resolved spectra (boxcar technique) measured by the
method when the signal detection is carried out within
the temporal window, which can move with respect to
the current-pulse onset. The shift of the narrow (τg =
0.2 ms) detection window from the onset of the current
pulse (τp = 2 ms) towards its end causes a significant
shift of the EL spectrum towards the higher energies
(Fig. 6c).

All variants of the EL spectrum control (by the volt-
age, current density, time-delay changes) find a reason-
able explanation in the context of the charge-transfer
mechanism suggested.

Actual electrochemical potentials of electrically
active particles (ϕ), which provide the charge transport
to nanocrystals, are defined by their standard electro-
chemical potentials (ϕ0) and activity concentrations of
their oxidized and reduced forms (Aox and Ared) accord-
ing to the equation

(1)

With an increase in the voltage or current density in the
electrolytic cell, the generation rate of these particles
increases, and, correspondingly, their quasi-equilib-
rium concentration in the solution increases too. In
accordance with (1), the magnitudes of electrochemical
potentials of oxidizing and reducing particles increase.
The distance between the energy levels of donors and
acceptors increase, which makes possible the carrier
injection into the conduction and valence bands of
smaller and smaller nanocrystals. Thus, the voltage and
current increase induces the shift of EL spectral peak to
shorter wavelengths (Fig. 6a).

Changes of the EL pulse spectra in Figs. 6b and 6c
can also be explained within the context of the model
suggested. Even for a constant value of external voltage
(current), accumulation of electrically active particles
with time results in an increase of their concentration in
the electrolyte and in a continuous enhancement of the
energy distance between electrochemical potentials in
consistency with equation (1). Due to these facts the

ϕ ϕ0 const × Aox Ared⁄( ).ln+=
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Fig. 6. Spectral and temporal changes in cathodic EL for
n-Si/Si-nanocrystals/electrolyte system in relation to the
pulse current density (a), detection energy Edet (b) and posi-
tion of the detecting temporal window with respect to the
onset of a current pulse (c). The pulse repetition rate f =
11 Hz, pulse duration τp = 2 ms.
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efficiency of carrier injection and EL intensity becomes
dependent on time and detection energy. The smallest
(with the widest forbidden gap) nanocrystals are
excited later than the other, and their luminescence
quenches first. The time-resolved spectra confirm this
fact: a significant shift of EL peak to higher energies is
seen for large delay times of signal detection (Fig. 6c).

Our view on the similarity of cathodic and anodic
processes of EL is confirmed in [17]; it is shown there
that the dependence of the spectral shift on the elec-
trode potential has the same coefficient of proportional-
ity both in cathodic and in anodic processes.

It is known that the anodic EL is quenched in several
minutes after its appearance [14, 15]. This phenomenon
is usually attributed to oxidation of silicon nanocrys-
tals, which occurs under the action of current passing
through them. We now consider these processes from
the standpoint of the suggested mechanism of carrier
transport towards the nanocrystals. In accordance with
[20], the main anodic process occurring on the silicon
substrate is the silicon oxidation with formation of sili-
con monoxide first, and then, of silicon dioxide:

Si + 2h+ + H2O  SiO + 2H+, (2)

SiO + 2h+ + H2O  SiO2 + 2H+. (3)

Free hydrogen atoms serve as the carriers of electrons
towards the nanocrystals. They are formed as a result of
chemical reaction between silicon monoxide (SiO) and
water in consistency with the reaction

SiO + H2O  SiO2 + 2H0. (4)

However, as it follows from the above stated, SiO is
formed only at the interface between a silicon substrate
and a growing SiO2 layer. With an increase in the thick-
ness of this layer, the atomic hydrogen diffusion
becomes more and more difficult and afterwards ceases
completely. The electron injection into nanocrystals
and anode EL is also terminated.

CONCLUSION

It is shown in this work that in the process of elec-
troluminescence, a significant portion of a current in
Si/Si-nanocrystals/electrolyte system passes immedi-
ately from the silicon substrate into electrolyte, bypass-
ing the silicon nanocrystals. This current generates the
electrically active species at the interface of substrate
and electrolyte, which act as donors and acceptors for
electrons and can diffuse inside the electrolyte and be
adsorbed by the semiconductor surface. Due to a large
energy stored in these species in the course of their for-
mation, they easily inject carriers into the valence and
conduction bands not only of bulk silicon, but also of
wide-gap nanocrystals. In the process of such bipolar
injection of carriers, the nanocrystals retain electrical
neutrality and serve as catalysts in the course of carrier
transport between the electrically active particles. The
fraction of carriers recombine then radiatively provid-
ing an intense electroluminescence in the visible part of
the spectrum. The model suggested well explains all
the main features of porous silicon electrolumines-
cence on the substrates of n- and p-type conduction
under both cathodic and anodic biases.
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Abstract—A closed theoretical model of the field effect in heterotransistor structures with modulation- and
δ-doped regions is developed. In this model, the quantization of the energy spectrum of electrons in the channel
and the Fermi-statistics-governed occupancy of the relevant energy subbands are consistently accounted for. An
unconventional approximate method for summation of partial electron densities in lower spatial-quantization
subbands is used to obtain the resultant dependences of the surface density of electrons on chemical potential
and on the voltage applied to the transistor gate; these dependences hold in the entire range of possible concen-
trations of charge carriers in the channel, from low (subthreshold) to ultrahigh (ultraquantum) concentrations.
© 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The field effect (i.e., the concentration-related vari-
ation in electrical conductivity of the near-surface layer
of semiconductor structure under the effect of control
voltage applied to an external electrode) forms the basis
for the functioning of any field-effect transistors
(FETs); the latter include the state-of-the-art designs,
such as the heterotransistors of the high-electron-
mobility transistor (HEMT) type involving the modula-
tion- and δ-doped semiconductors. The corresponding
heterostructures are fabricated by molecular-beam epi-
taxy on the basis of III–V compounds with high mobil-
ity of charge carriers; these heterostructures include a
comparatively thick (≈1 µm) layer made of narrow-gap
undoped material and grown on a high-resistivity sub-
strate; on this layer, a comparatively thin (20–40 nm)
doped wide-gap semiconductor layer is grown; finally,
the latter layer is coated with metal forming the Schot-
tky barrier with the wide-gap semiconductor (Fig. 1)
[1, 2]. In a number of modern device structures, an
additional thin layer of semiconductor with a still nar-
rower gap is introduced between the wide- and narrow-
gap semiconductor layers (a pseudomorphous het-
erotransistor [3]). Basically, such a heterostructure
could operate as a conventional MIS transistor [4], in
which the wide-gap semiconductor layer would func-
tion as the gate oxide insulating the channel from the
gate. However, as a result of an insufficiently high
potential barrier at the heteroboundary, appreciable
leakage currents occur between the gate and the chan-
nel of transistor for comparatively low voltages V >
VC ≈ 0.5 V. This invalidates the concept of the field
(high-resistance) control over the channel conductance
and makes these structures inoperative. In order to shift
the range of operating voltages to the region of accept-
able values (V < VC), the wide-gap semiconductor layer
1063-7826/00/3402- $20.00 © 20228
of heterotransistor structure is doped with donor impu-
rity, either uniformly over the thickness [in this case, a
modulation-doping FET (MODFET) is obtained], or by
forming a doped monolayer within the thickness of the
wide-gap semiconductor layer (a δ-doped FET). It is
noteworthy that, for such heterotransistors with heavily
doped wide-gap semiconductor layer, a closer analogue
is a metal-Schottky FET (a MESFET), rather than the
aforementioned insulated-gate transistor (MISFET).

Comparatively small thickness of functional layers
and high electric fields, which are characteristic of the
transistor structures under consideration, give grounds
to expect that two essentially quantum-mechanical

ϕm – V ϕmin

d ds

∆

Fig. 1. Energy-band diagram of heterotransistor with mod-
ulation-doped semiconductor.
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effects can manifest themselves in electrical character-
istics of these structures: (i) discretization of electron
energy spectrum in a strong electric field, which was
repeatedly mentioned in the relevant publications [2, 5]
and (ii) the Fermi-statistics-governed occupancy of
corresponding two-dimensional energy subbands of
spatial quantization. However, contrary to these expec-
tations, the current–voltage characteristics of HEMTs
do not demonstrate any significant quantum-mechani-
cal features and are similar (both in shape and in the
values of the corresponding transconductance) to the
characteristics of conventional MESFETs. In this
paper, we attempt to remove this apparent contradiction
by devising a closed theoretical model of the field
effect, i.e., the dependence of conductance (the concen-
tration of free electrons) of the channel on the gate
potential; this model consistently and, no less impor-
tant, self-consistently, accounts for the aforementioned
quantum-mechanical effects.

2. EFFECTIVE (SELF-CONSISTENT) DENSITY 
OF ELECTRON STATES IN THE 

HETEROTRANSISTOR CHANNEL

In order to write the correct expression for surface
density of electrons in the heterotransistor channel, we
should first of all take into account the splitting of the
electron energy spectrum into a system of energy sub-
bands of spatial quantization of lateral motion of elec-
trons in an electric field that keeps the electrons of the
narrow-gap semiconductor layer close to the heter-
oboundary; i.e., we have

(1)

Here, p is the two-dimensional lateral momentum and
εn(Eef) is the energy of the sublevels of lateral motion.
It should be specially emphasized that the latter energy
is defined by the effective electric field

where Ee is the component of the electric field at the
heteroboundary and is induced by the surface electron
charge itself, whereas the component Ei is induced by
extraneous (with respect to electrons) impurity centers
located in the thickness of the narrow-gap semiconduc-
tor layer and at its interface with semiinsulating sub-
strate. Further consideration is appreciably simplified
in view of the possibility of ignoring the external field
Ei as compared to the electron-induced field Ee; i.e., we
may assume that Ei = 0 because the impurity concentra-
tion in the narrow-gap semiconductor layer is low and
the distance between the heteroboundary and the
boundary of semiinsulating substrate is large. There-
fore, in further consideration, we assume that the field
at the heteroboundary is completely electronic (i.e., E =
Ee). It is noteworthy that the physical significance of the

εn p( ) EC
p

2

2m
------- εn Eef( ).+ +=

Eef
1
2
---Ee Ei,+=
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introduced effective electric field consists in elimina-
tion of the so-called self-action of electrons that are
kept close to the heteroboundary only by the field’s
component induced by the charges of donors in the
wide-gap semiconductor layer, rather than by the
intrinsic field. To put it differently, we should calculate
the energies of spatial-quantization levels for an effec-
tive triangular potential well with the slope of E/2, as it
is illustrated by the corresponding band diagram shown
in Fig. 2.

We determine the spatial-quantization energy
ε0(Eef) by using the estimate corresponding, according
to the known uncertainty principle [6], to minimization
of the characteristic energy "2/2mζ2 + eEζ over the
characteristic extent ζ of the wave function; thus, we
have

(2)

where the parameter ζ = ("2/meE)1/3 ≈ 4 nm is a slow
varying function of the field. In order to simplify the
subsequent calculations, we henceforth assume that a
system of levels under consideration is equidistant; i.e.,

It is worth noting that the use in certain publications of
more precise (as it appears at first sight) definition of
the spectra of εn(E) on the basis of distribution of zeros
of the Airy function is, in our opinion, equivalent to
exceeding the actual accuracy, because this introduces
further questions concerning the consideration of non-
parabolicity of the conduction band of the narrow-gap
material, the insufficient height of the left-hand energy
barrier, the adequacy of boundary conditions for the
wave function at the heteroboundary, and so on.

ε0
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2

meE
----------- 
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1/3

eE eE
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meE
----------- 
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εn nε0 n( 1 2 …)., ,= =
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ψ(z)

(E/2)z

Fig. 2. Effective field and the features of zone bending in the
vicinity of the heteroboundary.
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We now follow the known rules of quantum statis-
tics to write the following expression for the surface
density of electrons:

(3)

This expression can be integrated, which, after multi-
plication by 4πe/ε, yields

(4)

where the fundamental constants, the permittivity ε,
and the effective mass m are nicely combined in the
Bohr radius a = "2ε/me2. It is clear that the self-consis-
tency of the obtained expression relies on the fact that
it accounts for an increase in separation of spatial-
quantization levels with an increase in electric-field
strength as the difference in the energies EF – EC
increases. This effect certainly decreases the rate of an
increase in the field strength as the edge of the conduc-
tion band EC approaches the Fermi level EF.

We first consider the Boltzmann asymptotic approx-
imation to expression (4) by expanding the logarithms
appearing in (4) under the assumption that EC + ζeE –
EF > 2T. In this case, we use the formula of geometric
progression to easily perform the summation over the
all levels of spatial quantization; thus, we arrive at

(5)

For small eE ! T/ζ, formula (5) can be transformed
into the expression

(6)

which almost exactly coincides with the known quasi-
classical formula obtained from the conventional Pois-
son equation with the Boltzmann asymptotic behavior
of three-dimensional electron density [4]. This situa-
tion is not at all surprising because the condition eE !
T/ζ corresponds to uniform occupancy of a compara-
tively large number of spatial-quantization sublevels,
which renders the electron density three-dimensional
and quasi-classical.

In the opposite limiting case of high fields (and high
electron densities), occupation of the lowest (n = 1)
level of spatial quantization becomes the most impor-
tant according to formula (5); at the same time, the sum
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------------------ 
  ,exp
of the electron densities over the all remaining levels
with higher energy becomes exponentially small as
compared to the electron density at the lowest level.
However, it is evident that, in the range of high fields,
the assumption of the Boltzmann statistics governing
the occupation of the first level, which we used in deriv-
ing (5), may become invalid. Therefore, in the range of
high fields, it would be more correct to use the expres-
sion

(7)

which adequately accounts for both the Fermi-statis-
tics-based occupancy and the field-induced shift of the
first level of spatial quantization. Formula (7) follows
from general relationship (4) if the contribution of
higher states with n ≥ 2 is ignored in (4). It is conve-
nient to interpolate formulas (5) and (7); as a result, we
obtain the unified expression

(8)

which is valid in the entire range of possible fields for
any sign of the difference EF – EC. In the case of high
fields, the asymptotic behavior of (8) is described by
the following formula corresponding to the Fermi sta-
tistics:

(9)

In the case of very low fields, formula (8) transforms
into quasi-classical expression (6).

To within a numerical factor, the effective density of
states is given by the derivative of the electric field with
respect to the position of the Fermi level. Differentiat-
ing (8), we arrive at

(10)

As is known, an electric analogue to the density of
states is the capacitance of the corresponding effective
capacitor. Using this convenient analogy, we may state
that the above relationship (10) corresponds to the
series connection of capacitance of ideal two-dimen-
sional Fermi gas 4/a to an effective capacitance of spa-

e
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tial quantization ζ–1 that accounts for the field-induced
shift of electron energy.

3. CALCULATION OF ELECTRON DENSITIES
IN THE CHANNEL OF HETEROTRANSISTOR

Under the operating conditions of a correctly
designed heterotransistor, the density of electrons in the
subgate region of wide-gap semiconductor layer is neg-
ligibly small. Therefore, the distribution of potential in
this region is defined by the Poisson equation involving
only the charge of ionized impurities (the depleted-
layer approximation). We consider a MODFET with
the wide-gap semiconductor layer containing the
charged donor centers with concentration N, which are
distributed uniformly over the thickness of the layer
except for a thin spacer with thickness ds in the vicinity
of heteroboundary (see Fig. 1) The corresponding solu-
tion for such a MODFET is given by1

(11)

The values of integration constants (the potential of
energy minimum ϕmin and its position z0) appearing in
(11) define the corresponding boundary conditions, one
of which is equivalent to the Schottky condition at the
boundary between the wide-gap semiconductor layer
and metal and is written as ϕ(0) = ϕm – V, where V is the
voltage applied to the gate and ϕm = 1.5 V is the contact
potential difference; in the strict sense, the latter is
equal to the difference between the electron affinity of
wide-gap semiconductor and the work function of
metal. It is noteworthy that the use of the Schottky
boundary condition means, among other things, that the
position of the Fermi level EF is chosen as the potential
origin, and the value of potential specifies the position
of the conduction-band edge in the wide-gap semicon-
ductor layer in reference to EF. On simple transforma-
tions, the Schottky condition makes it possible to
express the potential at the opposite boundary of the
wide-gap semiconductor layer

(12)

in terms of electric field at the same boundary E =
(eN/εε0)(d – z0). The same procedure for a heterotrans-
istor with δ-doped semiconductor yields a similar
expression; i.e., we have

(12a)

where Ns is the surface density of charged donors in the
monolayer.

1 In this Section, we use the SI system of units with ε0 being the
permittivity of vacuum, as distinct from the formulas in Section 2
where the cgs system was used.

ϕ z( ) ϕmin=
eN

2εε0
----------- z z0–( )2

.+

ϕ d ds+ ϕ s ϕm V–
eNs

2εε0
-----------d

2
– E d ds+( )+= =

ϕ s ϕm V–
eNs

εε0
---------d– E d ds+( ),+=
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On the other hand, according to the energy band dia-
gram (Figs. 1, 2), the surface potential ϕs defines the
difference between the Fermi level and the conduction-
band edge of narrow-gap semiconductor as this differ-
ence appears in expression (8) for the field E and in
expression (3) for the surface density ns; thus, we have

(13)

On substituting (13) into formula (8), the latter
becomes equivalent to the second boundary condition
for the Poisson equation in wide-gap semiconductor
layer and makes it possible to obtain the sought-for
nonlinear relationship defining the dependence of the
transverse field E (i.e., the surface density of electrons)
on the control voltage at the transistor gate V – Vt as

(14)

where Vt = ϕm – ∆ – (eN/2εε0)d2 is the corresponding
threshold voltage. Plots of dependences (14) calculated
for several typical temperatures T = 0.007, 0.013,
0.026, and 0.052 eV are shown in Fig. 3; electron den-
sity in the channel clearly features the threshold behav-
ior that is characteristic of FETs. The asymptotic
behavior that corresponds to the Fermi statistics in (14)
for T = 0 and is described by

(15)

is also illustrated in Fig. 3. Formula (15) rather ade-
quately describes the on portion of the characteristic at

EF EC– ∆EC eϕ s ∆ ϕ s–( )e.≡–=

E d ds+( ) T
e
--- e
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1–( ) e
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=  V Vt,–
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Fig. 3. Dependences of the near-surface electron density
(ns) on the control gate voltage V of the transistor at the tem-
peratures T amounting to (1) 0, (2) 0.007, (3) 0.013,
(4) 0.026, and (5) 0.052 eV.
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almost any of the temperatures indicated. The follow-
ing typical values of the parameters were used in calcu-
lating the dependences shown in Fig. 3: d = 30 nm, a =
10 nm, and ds = ζ = 3 nm. Approximate formula (15)
clearly demonstrates the way in which the purely elec-
trical capacitance of the wide-gap semiconductor layer
~(d + ds)–1 is connected in series to the effective quan-
tum-mechanical capacitance ~(a/4 + ζ)–1 and thus sup-
presses the influence of quantum-mechanical effects on
the resultant surface density of charge carriers in the
channel.

4. CONCLUSION
It should be mentioned in conclusion that the simple

relationship (15) derived for the electron charge in the
channel under the assumption of constant mobility
could be used to obtain the conventional expression for
the current–voltage (drain–source) characteristic of a
transistor with quadratic dependence of saturation cur-
rent on the gate voltage. However, even preliminary
estimates show that, for the devices with submicrome-
ter length of the gate, the assumption about the constant
mobility is completely inadequate because the drift
electric field in the transistor channel in such transistors
heats electrons to the temperatures of several hundred
degrees, in which case the effect of a decrease in mobil-
ity becomes determining. Such a study of the heat-up of
charge carriers in the channel of submicrometer het-
erotransistor and quasi-hydrodynamic model of calcu-
lating the corresponding current–voltage characteris-
tics will be reported in the paper to follow.
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Abstract—It is shown that electrons in the channel of submicrometer field effect transistors have no time to be
heated to quasi-steady-state temperatures corresponding to a balance between the Joule heating and thermal
relaxation. This “underheating” contributes to an increase in the effective mobility of charge carriers as com-
pared to the value of µ(E) corresponding to the drift–diffusion approximation. Using a reduction of the thermal-
balance equation by eliminating the relaxation-related term, a simple analytical expression is obtained for cur-
rent–voltage characteristics. In particular, the saturation current in the developed ultraquasi-hydrodynamic
model is found to be proportional to (VG – Vt)

3/2. The results of measurements of characteristics of the test
GaAlAs/InGaAs/GaAs P-HEMTs with the channel length of about 0.3 µm are reported; these results verify the
adequacy of the developed model, the accuracy of which can only increase with a further decrease in the chan-
nel length. © 2000 MAIK “Nauka/Interperiodica”.
In spite of the practical importance of calculation
and analysis of current–voltage (I–V) characteristics
and profound scientific interest in electrical conduction
in quasi-two-dimensional systems, the issue concern-
ing the specific features of electron transport in submi-
crometer field-effect transistors (FETs) still remains
open. The authors of the numerous relevant publica-
tions agree only on the fact that the conventional drift–
diffusion model is inadequate in the case of submi-
crometer lengths of the channels. In some of the publi-
cations, a model of the so-called ballistic transport is
used [1, 2] as an alternative approach, in which case it
is assumed that electrons travel through the submi-
crometer channel without any collisions at all. The so-
called hydrodynamic approach [3, 4] is also hardly jus-
tified; here, the expression for the current is obtained
directly from the Boltzmann equation with the use of a
shifted velocity (momentum) distribution function for
charge carriers. We believe that the only correct
approach to the description of electron transport in
FETs with submicrometer channel consists in the use
of a quasi-hydrodynamic (or temperature-related)
model, in which it is assumed, as is known, that it is
possible to partition the distribution function into a
large symmetric component and a small directional
component.

In fact, the entire body of experimental data avail-
able now indicate that, even in ultrasubmicrometer
(~0.1 µm) transistors, the transport velocity of elec-
trons does not exceed about 107 cm/s. Elementary esti-
mations show that these velocities are much lower than
both the directional velocity acquired by electron in
ballistic transit over the potential difference amounting
1063-7826/00/3402- $20.00 © 20233
even to several tenths of a volt (this discredits the appli-
cability of the ballistic-transistor model) and the values
of the thermal or the Fermi velocities of electrons in the
channel. Naturally, the latter consideration discredits
the applicability of hydrodynamic model of electron
transport and, at the same time, justifies the use of a
quasi-hydrodynamic (thermal) model in the situations
under study.

Without dwelling in detail on the known special fea-
tures of conventional procedures for partitioning the
Boltzmann equation into the equations for symmetric
and asymmetric components of the distribution func-
tion, we formulate here only the main, basic assump-
tions of the quasi-hydrodynamic model. First, the

kinetic energy of chaotic motion of electrons W = T

(T is the effective electron temperature) is much higher
than the energy of directional motion mv2/2. Second,
the flux densities of particles and energy that are pro-
portional to the corresponding gradients are expressed
in terms of the temperature-dependent mobility µ(T).
Third, the dependence of effective mobility on thermal
energy (temperature) is the major factor relating the
continuity equations for the fluxes of particles and ther-
mal energy.

If, for the sake of simplicity, we restrict ourselves to
the drift component of electron flux j alone, the input
equations in quasi-hydrodynamic model of electron
transport in the channel should be written as

(1)

3
2
---

j nµ T( )dϕ
dx
------ const,= =
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(2)

where n and µ are the concentration and mobility of
electrons in the channel, ϕ(x) is the potential in the tran-
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Fig. 1. A series of submicrometer-transistor current–voltage
characteristics calculated with formula (7) for V = VG – Vt =
(1) 1, (2) 0.8, (3) 0.6, (4) 0.4, and (5) 0.2 V.

Fig. 2. Experimental current–voltage characteristics of a
GaAlAs/InGaAs/GaAs P-HEMT (L = 0.3 µm) for the indi-
cated values of the gate voltage VG.
sistor channel, and τ is the relaxation time for the
momentum of electrons. The second equation is
referred to as the thermal balance equation. The first
term in (2) represents the divergence of convective heat
flux, the second term corresponds to the Joule heating,
and the third term accounts for the transfer of thermal
electron energy to the phonon subsystem whose tem-
perature is regarded as corresponding to the equilib-
rium state.

Qualitative analysis of the first-order equation (2)
reveals the basic features of the electron-temperature
distribution over the length of the transistor channel. In
the immediate vicinity of the source injecting the elec-
trons into the channel with equilibrium temperature of
T = T0, an intermediate region with characteristic extent
of lT = µEτ = 0.1 – 1.0 µm (E is the electric field) is
bound to be found; in this region, the electron tempera-
ture increases steadily from T0 to the quasi-steady-state
value

T = T0 + eµ(T)τ(T)E2, (3)

corresponding to the local balance between the Joule
heating and the energy transferred to the constant-tem-
perature crystal lattice. The region with quasi-steady-
state temperature (3) occupies the remaining part of the
channel as far as the boundary with the drain. In this
part of the channel, the thermal flux remains virtually
unchanged, and its divergence [the first term in (2)] is
negligibly small as compared to the Joule heating and
thermal relaxation. It is the reduction of equation (2) to
algebraic equation (3) that constitutes, as is known
[5, 6], the essence of the so-called drift–diffusion
approximation; the latter is correct only for transistors
with sufficiently long channels, in which case the extent
of the region of quasi-steady-state heating is dominant.

It is noteworthy that, by now, inadequacy of the
drift–diffusion model for description of device struc-
tures with submicrometer channels has been quite
clearly recognized by the experts in the field. However,
a full-scale consideration of nonlocality of electron
heating [equation (2) with divergent term] appreciably
increases mathematical difficulties in calculating the
I−V characteristics of short-channel transistor; the
results of numerical methods that become necessary are
structurally specific and are difficult to interpret physi-
cally and to generalize. We may state that cumbersome
numerical results obtained in the context of nonreduced
quasi-hydrodynamics do not form the basis for a sub-
micrometer-transistor model suitable for subsequent
use in circuit design.

The main idea of this work consists in the develop-
ment of the transistor model based on “ultrashort-chan-
nel” reduction of equation (2). Namely, we will disre-
gard the term corresponding to thermal relaxation
(transfer of heat to the lattice) in this equation. This
reduction of equation (2) is the reason why we used the
term “ultra” in the title of this paper. In this case, we
SEMICONDUCTORS      Vol. 34      No. 2      2000
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immediately obtain the following elementary expres-
sion for electron temperature in the channel:

(4)

Here, ϕ(x) is the local potential in the transistor chan-
nel. This potential vanishes at the boundary between
the channel and the source. At the opposite channel
boundary with the drain (for x = L), ϕL = min{V, VD},
where V ≡ VG – Vt is the excess of the gate voltage over
the threshold and VD is the drain voltage. Physical sig-
nificance of approximation (4) consists in the fact that,
if thermal relaxation is ignored, the flux of thermal
energy of electrons accumulates the total electrostatic
energy acquired by electrons traveling along the chan-
nel. Transfer of this energy to the lattice occurs in the
drain region of the transistor.

We regard the scattering by longitudinal acoustic
phonons [6] as the dominant scattering mechanism
defining the temperature dependence of mobility; as a
result, we have

(5)

where T0 is the equilibrium temperature; the character-
istic quantity TC ≈ T0 was introduced into (5) in order to
approximately account for alternative mechanisms of
scattering (for example, by charged impurities) that are
important at low temperatures.

We are now all set for direct calculation of the I–V
characteristic; to this end, we substitute (4), (5), and
en = C(V – ϕ), where C is specific capacitance of the
transistor gate, into formula (1). As a result, the current
density can be expressed as

(6)

where we introduced the notation (TC + T0) = eϕ0. On

performing an elementary integration, we finally arrive
at

(7)

For small VD < ϕ0, expression (7) is transformed (as
would be expected) into

In the case under consideration, the problem of the
channel cutoff and, correspondingly, the saturation
mode of the transistor is solved exactly as it is done in
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the known classical model. In connection with this, we
remind the reader that the drain junction cannot electro-
neutrally transfer the potential larger than V to the
channel because otherwise the near-drain region of the
channel becomes completely depleted. Consequently,
the validity of (7) is limited by the condition VD < V,
and, for higher drain voltages VD > V, the transistor cur-
rent may be treated as constant defined by the same for-
mula (7) for VD = V. Such a replacement yields a for-
mula for the transistor saturation current and for its
dependence on the gate voltage. The plots of the I(V)
dependences described by formula (7) and calculated
for µ = 1500 cm2(V s), C = εε0/d = 3.8 × 10–7 F/cm2,
and ϕ0 = 0.1 V are shown in Fig. 1.

For not-too-low voltages V > ϕ0 ≈ 0.1 V, the voltage
dependence of saturation current is described by the
following fairly compact approximate expression:

(8)

This current is evidently smaller than the saturation
current IS ≈ CµV2/2L in the classical model where the
heating and the corresponding decrease in mobility are
not accounted for. On the other hand, the current given
by (8) is larger than the saturation current IS ≈ CVvS,
where vS is the saturation velocity, in the model with
local heating (i.e., when the field dependence of mobil-
ity is taken into account).

Physical significance of the developed ultraquasi-
hydrodynamic model can be formulated in the follow-
ing way: electric fields VD/L in the channel of a submi-
crometer transistor are so high that the potential differ-
ence VD is inadequate to heat the electrons to the tem-
peratures corresponding to the quasi-steady-state
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Fig. 3. Saturation current as a function of the control gate
voltage for a number of test P-HEMTs.
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conditions; i.e., VD < µτ /L2. It is this “underheating”
that brings about an increased velocity of electron flux

in the submicrometer channel v = µ /L > vS. We
note in conclusion that the model suggested does not
have a lower bound on the channel length; i.e., the
shorter the channel, the more adequate the results
yielded by formulas (7) and (8).

In order to perform a comparison with experimental
data and to verify the suggested model of “ultraquasi-
hydrodynamic” electron drift, we used the results of
measurements of electrical characteristics of short-
channel GaAlAs/InGaAs/GaAs P-HEMTs. The family
of corresponding curves is shown in Fig. 2.

The dependences of saturation current on gate volt-
age shown in Fig. 3 for several transistors with differing
parameters lend even more support to the adequacy of

VD
2

7ϕ0V
the model developed here; as expected, an –V plot
yields straight lines.
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Abstract—A report is presented on the development of a single-mode laser based on the InAsSb/InAsSbP dou-
ble heterostructure and operating at wavelengths of 3.2–3.3 µm in a temperature range of 12–90 K. The single-
mode regime is assumed to be realized due to a smooth optical waveguide formed across the laser cavity in
which the radiation flux oscillates and maintains its oscillations and intensity. An analysis is made of the effect
of the current-induced shifts of the lasing frequency and the peak of the gain spectrum on the probability of
single-mode lasing. Experiments were made on the scanning of OCS, NH3, CH3Cl, and H2O gas media with
radiation of the given laser in the frequency range with a record width of 10 cm–1 (104 Å). © 2000 MAIK
“Nauka/Interperiodica”.
INTRODUCTION
Recently, tunable lasers on the basis of

InAsSb/InAsSbP heterostructures, with frequency con-
trolled over a wide range (~5 cm–1) by injection current,
have been developed [1–5]. Their design is based on the
concepts of a controllable distribution of injection den-
sity across the cavity and of a decrease in the spread of
nonequilibrium charge carriers. A decrease in laser
radiation intensity and an increase in injection density
towards the cavity edges create conditions for an
increase in the charge carrier concentration in this
direction and the formation of a smooth optical
waveguide across the cavity. The radiation flux may
vary across a cavity and provide lasing on a single axial
spatial mode. As a result, only those spectral modes that
correspond to the single spatial mode are excited. The
optical gain at the cavity edges is higher than the gain
at its center. In this case, the averaged gain spectrum
becomes wider with increasing current, and its peak
shifts to the short-wavelength region, which favors sin-
gle-mode lasing. One can increase the probability of
single-mode lasing by forming the conditions under
which the current-induced shift of the gain peak is the
same as the mode shift. To decrease the probability of
lasing on subsidiary modes, it is desirable to lower the
energy “burning out” of the charge carrier.

Our aim was to construct and study a single-mode
laser based on the InAsSb/InAsSbP double heterostruc-
ture, with a wide range of laser frequency tuning, and
to scan different gas media with the aid of its emission.
1063-7826/00/3402- $20.00 © 20237
LASER DIODES

The InAsSb/InAsSbP double heterostructure was
grown by liquid-phase epitaxy on a p-InAs (100) sub-
strate with a hole concentration of (6–8) × 1018 cm–3 by
the technology developed in [5, 6].

The charge carrier concentrations in the substrate
and layers and the geometrical parameters of the struc-
ture were chosen in such a way to provide an increased
injection density at the strip edges in comparison to the
center and a low differential resistance at the boundary
of the confining layers and the active region.

The narrow-band InAsSb active layer ~1 µm thick
with a band gap of 0.39 eV at 77 K formed heterojunc-
tions of type 1; the InAsSbP confining layers ~2 µm
thick with a band gap of 0.59 eV at 77 K were adjacent
to it. The structure was coated on the outside with the
contact n-InAs layer, which was heavily doped with Sn
up to an electron concentration of ~1019 cm–3. The
active region was undoped and had an electron concen-
tration of ~4 × 1016 cm–3. The confining layer adjacent
to the substrate was doped with Zn up to a hole concen-
tration of ~1018 cm–3. The other confining layer was
doped with Sn up to an electron concentration of ~6 ×
1018 cm–3. Upon the epitaxial growth of layers, the sub-
strate was ground down to a thickness of 100 µm. By
using the photolithographic technique, chips with a
step of 500 µm and a mesa stripe 16 µm wide were fab-
ricated. The cavities were produced by cleavage and
000 MAIK “Nauka/Interperiodica”
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were 375 µm long. The chips, with their substrate fac-
ing downward, were mounted on a special copper heat
sink [7], which made it possible to place a laser in a
thermostat with a closed helium cycle.
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Fig. 1. Emission spectra of the V12191-3 laser for different
currents at a temperature of 77 K.

Fig. 2. Temperature dependence of the threshold current of
the V12191-3 laser.
EXPERIMENTAL

The emission spectra of a laser placed in a pumped-
off nitrogen thermostat and pumped with rectangular
current pulses 14 µs long with a duty factor of 2 were
studied at a temperature of 77 K. The laser spectrome-
try of gas media was carried out on a spectrometer con-
taining an L5731 Laser Photonics thermostat in which
a laser was placed, a power supply, a 5820 Laser Pho-
tonics temperature controller, a monochromator, and an
InSb photodiode cooled with liquid nitrogen. The sig-
nal proportional to the intensity of the laser radiation
transmitted through a gas medium was observed on an
oscilloscope screen. The laser was excited by current
pulses with a repetition frequency of 1 kHz. The second
derivative of the signal with respect to current, which
was continuously varied, was recorded with the aid of
a computer and an SP530 lock-in amplifier. In this case,
the injection current was continuously increased in a
prescribed range for ~30 s. The current was modulated
by 1–5% at a frequency of ~1 kHz. The objects chosen
for the study by laser spectroscopy were gases, namely
carbon oxysulfide (OCS), ammonium (NH3), methyl
chloride (CH3Cl), and water vapors. The OCS and
CH3Cl gases were enclosed in cells 21 cm long at a
pressure of 2 torr; NH3 was enclosed in a cell 40 cm
long at a pressure of 3 torr; and the H2O vapors were at
the atmospheric pressure, with absorption length equal
to 200 cm.

EXPERIMENTAL RESULTS

At only the lasing threshold, we observed in the
laser emission spectrum two strong modes, which were
separated by four intermode intervals, and a number of
weak modes (Fig. 1). For the injection current exceed-
ing the threshold value by 10%, only one long-wave-
length mode remained in the spectrum. The radiation
wavelength decreased from 3.229 to 3.223 µm with
current increasing from 150 to 300 mA at 77 K. The
wavelength change exceeded the intermode interval by
a factor of about 2.

The threshold current Ith decreased from 138 to
14 mA with decreasing temperature T from 80 to 12 K
(Fig. 2). In this case, the characteristic temperature T0

continuously increased from 33 to 380 K. Our tests
showed that the laser could be used to scan the gas
media in the entire range of operating temperatures
mentioned above. The widest range of the spectroscopy
of gas media, from 3091.6 to 3101.6 cm–1 (10 cm–1,
104 Å), was obtained at the laser temperature T = 62 K.

Because of an abundance of absorption lines in this
range, it was divided into 5–6 regions, and we carried
out scanning in each of them. The first region is pre-
sented in Fig. 3. The greatest number of characteristic
absorption lines [8, 9] is given by the OCS gas (Fig, 3).
Moreover, a large number of known absorption lines is
SEMICONDUCTORS      Vol. 34      No. 2      2000
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Fig. 3. Transmission spectra measured for OCS, NH3, H2O, and CH3Cl gases by scanning with a laser beam.
produced by NH3 [9] (Fig. 3). The spectrum of H2O
vapor contains wide lines known in the literature [10]
(Fig. 3). In this figure, the lines with frequencies of
3093.690 and 3094.548 cm–1 represent characteristic
lines of the water vapors, and the lines with frequencies
near 3095 cm–1 were not identified. CH3Cl produced
the largest number of interesting lines (Fig. 3). In the
figure, one can see six doublets, a triplet, and character-
istic corrugations. Unfortunately, CH3Cl is poorly stud-
ied in this spectral region. By using the lines identified
for OCS, NH3, and H2O, we obtained coinciding
dependences of the lasing frequency on the current at a
temperature of 62 K. Figure 4 presents the dependence
NDUCTORS      Vol. 34      No. 2      2000
of the lasing frequency on the current. It was obtained
with the aid of strong absorption lines of carbon
oxysulfide.

The gas media can be scanned with the aid of a laser
operating in a temperature range of 12–90 K. At the
edges of this interval, the tuning range is narrower than
the widest one by a factor of about two.

DISCUSSION OF THE EXPERIMENTAL 
RESULTS

A continuous decrease in the threshold current
(Fig. 3) observed with decreasing temperature down to
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the lowest values (12 K) gives evidence of a rather high
doping level for the confining layers and the absence of
carrier freeze-out and creates the possibility of using
the laser in a wide temperature range for scanning the
gas media.

The temperature dependence of the threshold cur-
rent cannot be described in the entire temperature range
by a single law. In the range from 35 to 65 K, we have
Ith ~ T 3/2, which corresponds to the case where the radi-
ative recombination is the dominant recombination
mechanism and the active region is undoped [11]. An
increase in the slope of the dependence Ith = f(T) for T >
65 K is due to a substantial contribution by Auger
recombination [11]. The weakening of the dependence
Ith = f(T) for temperatures below 35 K may be caused
by the fact that the concentration of nonequilibrium
charge carriers becomes lower than the concentration
of equilibrium electrons.

The presence of several modes in the emission spec-
trum for a large excess over the threshold provides evi-
dence for the conventional performance of the laser
under these conditions. However, the change of the
laser to the single-mode regime for currents exceeding
the threshold value by more than 10% and up to
200−300% suggests that the conditions required to sep-
arate out a single mode and maintain it, which were
mentioned in the introduction, are fulfilled in the laser.
The transverse spatial modes and the frequency modes
corresponding to them are suppressed in the smooth
waveguide formed due to an increase of injection den-
sity across the cavity from the center to its edges, a low
radiation intensity at the edges, and an insignificant
spread of charge carriers over the width of the active
region. The simplified solution [4] yields a single value
of the radiation propagation constant (speed of light in
a crystal), which increases with increasing current. In
the process of spatial oscillations, the light flux passes

35030025020015010050
I, mA

3092

3094

3096

3098

3100

3102
Wavenumber, cm–1

Fig. 4. Dependence of the lasing frequency of the V12191-3
laser on the current at a temperature of 62 K.
from one edge to the other through the central region
with a decreased gain and changes the gain spectrum,
which maintains the oscillations formed in the system;
i.e., the oscillations of the radiation flux are self-sus-
tained. In this way, conditions for single-mode lasing in
a wide range of currents are fulfilled. Determining the
domain of existence of these conditions may be the
object of further studies.

The basic condition of single-mode lasing is that the
shift of the spectral position of modes caused by
changes of current is equal to the shift of the gain spec-
trum. Let us compare the mode shift and the shift of the
peak of the gain spectrum on changing the concentra-
tion of nonequilibrium charge carriers N. The energy of
photons in the lasing mode hvL changes with the con-
centration of nonequilibrium charge carriers largely
because of a change of refractive index n:

(1)

where Eg is the band gap in the active region.

Let us write the gain spectrum in the simplified form

(2)

where α is the interband absorption coefficient for the
active region, hv is the photon energy, E = hv – Eg, F =
eV – Eg, eV is the difference of quasi-Fermi level ener-
gies for electrons and holes, Fi is the depth of the quasi-
Fermi level in the conduction band at the threshold of
inversion, k is Boltzmann constant, and T is the abso-
lute temperature.

Let us assume that the interband absorption coeffi-
cient α has the form typical of direct-gap semiconduc-
tors

(3)

where A is the coefficient whose value for III–V semi-
conductors is about 200 cm–1 K–1/2.

According to (2) and (3), the gain peaks at E = F/3
in the case of low radiation losses for F ≤ kT. Because
of this, the photon energy at the gain spectral peak is
given by

(4)

According to (4), the photon energy at the peak of
the gain spectrum changes when the position of quasi-
Fermi levels and the band gap change.
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Taking into account the strong degeneracy of elec-
trons and the fact that holes are nondegenerate, we
obtain

(5)

where Fth and Nth are the depth of the quasi-Fermi level
in the conduction band and the electron concentration
at the lasing threshold, respectively.

The band-gap narrowing under the conditions of
injection is related to the concentration of nonequilib-
rium charge carriers by the formula ∆Fg ~ N1/6. Thus,
we obtain

(6)

From (4)–(6) it follows that

(7)

In the temperature range under study, the band-gap nar-
rowing ∆Eg exceeded in magnitude the free-exciton
binding energy and was calculated by the formula

(8)

where mn and e are the effective mass of an electron and
its charge.

According to (7), the sign and magnitude of
dhvm/dN are determined by the relation between Fth
and ∆Eg (T = const), with ∆Eg < 0. In the semiconductor
studied by us, |Fth | > |∆Eg | because the effective elec-
tron mass is small in comparison to the effective hole
mass, and, therefore, dhvm/dN > 0. In a mechanically
stressed active region, one may obtain the opposite sign
as well. Because of this, it is possible to control the
magnitude and sign of dhvm/dN by producing internal
mechanical stresses. In the unstressed laser structures
under study, |∆Eg | < Fth, ∆Eg < 0, and dn/dN < 0. The
derivatives dhvm/dN and dhvL/dN have opposite signs.

Our estimates show that the ratio dhvm/dhvL
changes from 1 to 2.9 when temperature increases from
10 to 100 K. According to these estimates, the condi-
tions taking place at a temperature of 10 K are most
favorable for single-mode lasing. However, the middle
and the edges of a laser stripe make different contribu-
tions to the shift of the gain spectrum and the mode
positions. Because of this, the optimum temperature
may be somewhat different from the aforementioned
value and should be determined in the experiment.
Moreover, it is desirable to study the possibility of con-
trolling this temperature.
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In the laser under study, the widest tuning range is
obtained at a temperature of ~60 K. The fact that the
threshold current gradually decreases with decreasing
temperature suggests that the charge carrier freeze-out
is absent, which makes it possible to use the laser at
temperatures down to 12 K. The increase of threshold
current with increasing temperature from 60 to 90 K is
not so great that the laser is overheated in the course of
measurements. All this makes it possible to use the
laser in a temperature range of 12–90 K. At the bound-
aries of this interval, the tuning range narrows by a fac-
tor of about 2 in comparison with the maximum width.

The experiments made with laser spectroscopy of
gas media showed that the laser was convenient for
applications and demonstrated the feasibility of obser-
vation of a large number of absorption lines of different
gases. The calibration of the laser frequency scale is
simplified owing to the record-breaking width of the
tuning range (10 cm–1) in the single-mode regime.

CONCLUSION

The study of the laser emission spectra showed that
single-mode lasing was realized in a wide range of cur-
rents and temperatures. This is associated with the for-
mation of a smooth waveguide across the cavity in
which the radiation flux oscillates from one cavity edge
to the other and back again, changes the gain spectrum,
and maintains in this way its own intensity and oscilla-
tions. The equality of the current-induced shift of the
peak of the gain spectrum to the shift of the lasing mode
is shown to be one of the conditions for single-mode
lasing.

We did experiments with laser spectroscopy of
gases (OCS, NH3, CH3Cl, and H2O) in the frequency
range of the record-breaking width from 3091.6 to
3101.6 cm–1 and determined the dependence of the
laser radiation frequency on the current.

ACKNOWLEDGMENTS

This work was supported in part by INCO-Coperni-
cus under contract no. 1C15-CT97-0802 (DG12-CDPF),
the Ministry of Science of the Russian Federation
(“Optics and Laser Physics” Program), the Czech
Academy of Sciences (grant no. 4040708), and the
Russian Foundation for Basic Research (project
no. 99-02-18109).

REFERENCES

1. T. N. Danilova, A. P. Danilova, O. G. Ershov, et al., Fiz.
Tekh. Poluprovodn. (St. Petersburg) 31, 1392 (1997).

2. T. N. Danilova, O. I. Evseenko, A. N. Imenkov, et al.,
Pis’ma Zh. Tekh. Fiz. 24, 77 (1998).

3. T. N. Danilova, A. P. Danilova, A. N. Imenkov, et al., in
Proceedings of the Conference “Physics at the Thresh-
old of the XXI Century” (St. Petersburg, Russia, 1998).



242 DANILOVA et al.
4. T. N. Danilova, A. P. Danilova, A. N. Imenkov, et al., Fiz.
Tekh. Poluprovodn. (St. Petersburg) 33, 1088 (1999)
[Semiconductors 33, 991 (1999)].

5. A. N. Baranov, T. N. Danilova, O. G. Ershov, et al.,
Pis’ma Zh. Tekh. Fiz. 18, 6 (1992).

6. Yu. P. Yakovlev, A. N. Baranov, A. N. Imenkov, et al.,
Kvantovaya Élektron. (Moscow) 20, 839 (1993).

7. A. Popov, V. Sherstnev, Yu. Yakovlev, et al., Spectro-
chim. Acta A 54, 821 (1998).

8. A. G. Maki and J. S. Wells, Wavenumber Calibration
Tables from Heterodyne Frequency Measurements,
NIST Special Publication 821 (Washington, DC 20548,
December 1991).
9. G. Guelachvili and K. Narahari Rao, Handbook of Infra-
red Standards II with Spectral Coverage of 1.4–4 µm
and 6.2–7.7 µm (Academic, New York, 1993).

10. J.-M. Flaud, C. Camy-Peyret, and R. A. Toth, Water
Vapor Line Parameters from Microwave to Medium
Infrared (Pergamon, Oxford, 1981).

11. A. A. Andaspaeva, A. N. Baranov, B. L. Gel’mont, et al.,
Fiz. Tekh. Poluprovodn. (Leningrad) 25, 394 (1991)
[Sov. Phys. Semicond. 25, 240 (1991)].

Translated by A. Kirkin
SEMICONDUCTORS      Vol. 34      No. 2      2000



  

Semiconductors, Vol. 34, No. 2, 2000, pp. 243–249. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 34, No. 2, 2000, pp. 249–255.
Original Russian Text Copyright © 2000 by Lebedev, Savkina, Ivanov, Strokan, Davydov.

                                             

PHYSICS OF SEMICONDUCTOR
DEVICES

                
6H-SiC Epilayers as Nuclear Particle Detectors

A. A. Lebedev, N. S. Savkina, A. M. Ivanov, N. B. Strokan, and D. V. Davydov

Ioffe Physicotechnical Institute, Russian Academy of Sciences, Politekhnicheskaya ul. 26,
St. Petersburg, 194021 Russia

Submitted August 25, 1999; accepted for publication August 25, 1999

Abstract—Schottky diodes based on the n–n+ 6H-SiC epilayers grown by sublimation epitaxy and also the lay-
ers produced by CREE company (USA) were used as detectors of α-particles of spontaneous decay. Since the
thickness of n-layers was smaller than the range of the particles, geometrical parameters of the experiment dif-
fered from conventional ones; in the latter case, a particle is brought to rest in the region of electric field in the
detector. The calculated and experimental data were compared to study the special features of transport of non-
equilibrium charge under the conditions of complete and partial depletion of the structure. It is shown that char-
acteristics of the material that govern the transport of charge carriers can be deduced from the analysis of the
behavior of the signal amplitude and the shape of the pulse-height spectrum in relation to bias voltage applied
to the Schottky diode. It follows from the results that the present-day sublimation-grown SiC layers are suitable
for use as the basis for fabrication of nuclear particle detectors. © 2000 MAIK “Nauka/Interperiodica”.
Interest in SiC as starting material for nuclear radi-
ation detectors is related to the fact that SiC is radia-
tion-resistant and the SiC-based devices can operate at
elevated temperatures [1, 2]. We remind the reader that
the detectors are fabricated on the basis of p+–n struc-
tures or Schottky diodes and, in fact, constitute a solid-
state ionization chamber.

Until recently, a major obstacle to the development
of detectors has been the poor quality of SiC films. The
recent progress in technology has resulted in fabrica-
tion of the films whose thickness was comparable to the
slowing-down length of short-range ions. Thus, for
example, the method of sublimation–condensation was
used to grow epitaxial 6H-SiC layers with concentra-

tion of noncompensated impurities  –  ≈ 1015

cm–3 and the diffusion length of holes of 2–3 µm [3]. A
high electric-field strength corresponding to the break-
down in SiC makes it possible to obtain the space
charge layer with the thickness of several micrometers

for the above value of  – . A low concentration
of nonradiative-recombination centers in these layers
ensures that the lifetimes of charge carriers are suffi-
ciently long for effective transport.

In this work, we used the Schottky diodes formed by
magnetron sputtering of Ni onto the surface of 6H-SiC
layers grown by the sublimation epitaxy. The diameters
of barriers were 600–1200 µm. A number of method-
ological measurements were performed with epitaxial
n – n+ structures produced by CREE Company (USA).
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1063-7826/00/3402- $20.00 © 20243
The structures were placed in a forevacuum cham-
ber and were irradiated with 244Cm α-particles having
the average energy Eα = 5.77 MeV. Since the thickness
of the films was smaller than the range of α-particles
(~20 µm), only a fraction of the energy was released in
the film. Thus, the detector operated in the mode close
to the mode corresponding to determination of specific
energy losses dEα /dx. In this case, the profile of charge-
carrier generation may be assumed to be linearly
increasing with the distance from the surface of the film
because the peak of ionization in the Bragg curve is
located close to the end of the path length of a particle.

The nonequilibrium charge induced at the struc-
ture’s electrodes was detected in the mode of counting
the individual particles with the use of conventional
spectrometric instrumentation. The latter included a
charge-sensitive preamplifier, an amplifier with pass-
band formed by RC integrating–differentiating net-
works, and a generator of stable-amplitude signals. The
resulting spectrum of charges was fed to a pulse-height
analyzer. The energy calibration of each of the ana-
lyzer’s channels was performed with the use of a preci-
sion silicon detector on the basis of the lines corre-
sponding to the 228Th α-decay. The shape of the spec-
trum, the average amplitude, and the spectrum’s width
at the half-height were determined. Simultaneously, the
current–voltage and capacitance–voltage characteris-
tics were measured.

As shown below, the combination of the aforemen-
tioned measurements makes it basically possible to
determine important parameters of the detector. These
000 MAIK “Nauka/Interperiodica”
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include the average formation energy ε of electron–
hole pair, the diffusion length of holes L0 = (Dτ0)1/2, the
degree of nonuniformity of the lifetime of holes ∆τ/τ0

over the structure’s base, and the lifetimes of charge
carriers prior to their trapping during the drift in the
depletion region. Here, D is the diffusion coefficient
and τ0 is the average value of lifetime.

1. AVERAGE ENERGY OF FORMATION
OF AN ELECTRON–HOLE PAIR

A typical dependence of the average signal ampli-
tude on the bias applied to the detector is shown in Fig.
1. The relevant curve has two portions differing in the
rate of an increase in amplitude, which correspond to
the bias voltages prior to and after the complete deple-
tion of the structure. In fact, as long as the electric field
region occupies a fraction of the n-base, diffusion of
holes in the base should be considered along with the
drift of charge carriers in the region of the field. The
fact that the diffusion has a lower rate as compared to
the drift brings about substantial losses of charge due to
charge-carrier recombination. To the first approxima-
tion, the signal increases proportionally to the width of
the field region.

When the depletion is attained and the field region
occupies the entire thickness of the film, only the drift
of charge carriers is of importance. Since the electrons
and holes are effectively separated by the field, the
losses of charge in this case are defined by localization
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Fig. 1. Average signal amplitude as a function of bias
applied to the detector. The portions corresponding to the
modes before (1) depletion and (2) complete depletion are
indicated. The configuration used in the analysis of diffu-
sion is illustrated in the insert; the shaded area corresponds
to the field region with the width W.
of charge carriers at the trapping centers, rather than by
recombination. In this case, the centers trapping the
charge carriers for a time larger than the time needed to
form the pulse by the measuring instrumentation (on
the order of 1 µs) are most important. The signal ampli-
tude increases with an increase in the bias voltage
owing to an increase in the drift velocity. The charge
transport may be regarded as lossless in the saturation
region.

In order to determine ε, we have to find the energy
deposited in the film. To this end, we use the results of
mathematical simulation of the slowing-down of α-par-
ticles with the use of the TRIM code (see [4]). Accord-
ing to [4], the specific energy losses of α-particles in
SiC in the case of small thicknesses under consider-
ation increase linearly with the coordinate x as
dEα /dx = (14.3 + 0.36x) eV/Å. As a result, the energy
E = 104(14.3 + 0.36d/2)d eV, where d is the film thick-
ness in micrometers, equal approximately to 1.6 MeV
for d = 10 µm is released in the film. The film thickness
is determined from the capacitance measurements and
specifies the value of E.

As was mentioned above, the detected signal is pro-
portional to the charge introduced by the particle Q0 =
eN, where N is the number of generated electron–hole
pairs and e is the elementary charge. Therefore, the pro-
portion E/ε = Esat /εSi is used; here, Esat is the energy
determined with silicon detector in the saturation
region and εSi = 3.62 eV. In this way, the value of ε =
6.8 eV was obtained. As will be shown below, the value
of ε can be refined by analyzing the portion of the dif-
fusion–drift transport.

2. THE DIFFUSION LENGTH OF HOLES

The case of steady-state and spatially uniform
charge-carrier generation induced by light or electrons
[5, 6] was considered previously. It is noteworthy that a
steady-state excitation changes the population of deep
levels. In the case of generation of charge carriers by
individual α-particles, diffusion of charge carriers
occurs under the conditions of equilibrium population,
which can affect the values of the diffusion length L.

In order to take into account the dependence of gen-
eration on the coordinate (in the case under consider-
ation, dEα/dx = G(x) = 1 + bx), we should calculate the
losses of the charge λ = 1 – Q/Q0 (see [6, 7]) using the
following formula valid for (d – W)/L0 > 2:

(1)

Here, Q is the detected charge and Q0 ~ d(1 + bd/2).
For G(x) = 1, formula (1) yields the known result

Q/Q0 = (W + L0)/d. (2)

λ
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SEMICONDUCTORS      Vol. 34      No. 2      2000



6H-SiC EPILAYERS AS NUCLEAR PARTICLE DETECTORS 245
The expression for the dependence λ(W, L0) turns
out to be cumbersome; therefore, it is not written out
here. However, it is possible to use this expression for
fitting with the use of two parameters (L0 and d, see
Fig. 2). In this case, the values of λ are calculated from
the data of Fig. 1 as λ = (Esat – E)/Esat, and the quantity
W is determined from the capacitance measurements.
As a result, the value of L0 = 2.42 µm is determined,
and the value of d is refined. In the case under consid-
eration, it follows from the capacitance measurements
that d = 10 µm. The fitting procedure yielded d =
9.76 µm, which defined the value of the average forma-
tion energy of electron–hole more correctly as ε = 6.7 eV.

3. THE SHAPE OF THE PULSE-HEIGHT 
SPECTRUM IN THE CASE OF DIFFUSION

AND ITS RELATION TO THE HOLE LIFETIME

The use of α-particles makes it possible to deter-
mine the nonuniformity of distribution of τ over the
film area [8]. In fact, the tracks of α-particles constitute
dense bunches of electron–hole pairs with the diameter
of about several tens of micrometers. Therefore, the
amount of the charge contributed by each particle is
representative of the conditions of transport in a micro-
scopic volume. It is due to chaotic incidence of parti-
cles on the detector that the statistical distribution of τ
(as a parameter most sensitive to structural imperfec-
tions) over the sample’s area manifests itself. As a
result, the shape of pulse-height spectrum happens to
be related to the nonuniformity of distribution of τ.

3.1. Calculation of the Shape of the Spectrum

The pulse-height spectrum is plotted in the coordi-
nates dN/dq = f(q), where dN is the number of counts
in the amplitude range dq and the values of q are nor-
malized to the introduced charge. In order to represent
the spectrum, we use the approach reported in [8].
Namely, the identity dN/dq ≡ (dN/dτ)(dτ/dq) is used,
and the problem consists of the choice of the form, the
distribution of τ, and the function q = f(τ). Following
the reasoning used in [8], we assume that the dN/dτ dis-
tribution is Gaussian with the variance equal to σ; thus,
we have

(3)

We also introduce the width of the range of values
of τ at the spectrum’s half-height as ∆τ = 2.35σ. For the
sake of simplification, we regard the generation as uni-
form over the thickness of the film; in this case, the
form of dτ/dq can be determined from (2). As a result,
discarding the numerical factors, we arrive at the fol-
lowing system of equations:

(4)

dN /dτ τ τ0–( )2
/2σ2

–[ ] / 2πσ( ).exp=

dN /dq τ /τ0( )1 2/ τ /τ0 1–( )2
/0.362 ∆τ /τ0( )2

–[ ] ,exp=

q W L0 τ /τ0+( )/d .=
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It follows from (4) that W/d, L0/d, and ∆τ/τ0 are the
basic parameters of the spectra. Furthermore, their
influence on the spectrum’s shape is different. Thus, the
quantity W/d merely shifts the positions of the peaks,
without affecting the spectral width. On the other hand,
the nonuniformity of τ defines the width alone. The val-
ues of L0/d affect the spectrum as a whole. Figure 3
shows how the charge-signal spectrum is transformed
when ∆τ/τ0 is varied. It is evident that the spectra are
symmetric up to the value of relative nonuniformity
equal to 50% (∆τ/τ0 = 0.5). As the value of ∆τ/τ0

increases to unity, an asymmetry arises owing to the
emergence of an extended region of small amplitudes at
the left wing of the spectrum. However, the full width
at half maximum (FWHM) is described by a linear
function (see the insert in Fig. 3) in the entire range of
values of ∆τ/τ0.

The dependence of the line width on L0/d indicates
that this dependence is also linear, with the slope being
proportional to ∆τ/τ0. As a result, we obtain the follow-
ing expression for the spectral-line width normalized to
the introduced charge:

(Q2 – Q1)/Q0 = 0.48(∆τ/τ0)(L0/d). (5)

It is evident that the linewidth is independent of the
value of W/d, i.e., of the bias voltage. The latter is obvi-
ous because the fluctuations of the detected charge
were related to the diffusion of charge carriers.
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Fig. 2. The experimental recombination-related losses of the
hole-transported charge diffusing in the base as a function of
the extent of the field region. Comparison with formula (1)
yields the values of 2.42 and 9.76 µm for the diffusion
length L of holes and the film thickness d, respectively; the
value of L is close to the corresponding value measured in
the same films by the method of electron-beam induced cur-
rent (EBIC) [3].



246 LEBEDEV et al.
q1

1 2 3

0.06

0.04

0.02

0.4 0.8 1.20

0

q2–q1, arb. units

dN/dq , arb. units

q = Q/Q0, arb. units

1.0

0.8

0.6

0.4

0.2

0
0.21 0.24 0.27 0.30 0.33

q2

∆τ/τ0, arb. units

Fig. 3. The results of calculations of the pulse-height spectrum in the case of hole diffusion in the base of the structure with allowance
made for fluctuations of lifetime over the film area. The distribution of lifetime is assumed to be described by a Gaussian function.
W/d = 0.2; L0/d = 0.1; and ∆τ/τ0 = (1) 100%, (2) 50%, and (3) 20%. The spectral-line width as a function of ∆τ/τ0 is shown in the
insert.
3.2. Experiment

The pulse-height spectrum was measured in the

films with  –  = 1016 cm–3. The value of L0 deter-
mined according to (2) was equal to 0.64 µm. In view

of large values of  –  and small values of L0, the
signals were also small and the noise interferences con-
tributed additionally to symmetrization of the spectra.
Visually, the spectra were Gaussian, from which it was
possible to infer that the nonuniformity of τ did not
exceed 100%. Unfortunately, depletion was not
attained in these samples, and it was impossible to iden-
tify the film thickness d in order to determine the non-
uniformity of the lifetime distribution ∆τ/τ0 according
to formula (5).

This procedure was used for a film of higher purity
with L0 = 2.4 µm and d = 9.76 µm. Figure 4 shows the
trend of the linewidth normalized to the introduced
charge in relation to the extent of the field region. An
increase in the linewidth with an increase in W is incon-
sistent with formula (5) and indicates that the charge-
carrier drift in the field region yields a certain contribu-
tion to the fluctuations of the resulting amplitude. As
follows from Fig. 4, the dependence (q2 – q1) = f(W) is
linear; therefore, the extrapolation of this dependence
to W = 0 yields the value of q2 – q1 for the diffusion-
related transport.
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The value of q2 – q1 = 0.075 thus obtained makes it
possible to use formula (5) to determine ∆τ/τ0 =
(0.075/0.48)(d/L0) ≈ 0.6 (or 60%), which corresponds
to the average level of nonuniformity of lifetime in sil-
icon.

4. DRIFT TRANSPORT AND THE TRAPPING 
TIME OF CHARGE CARRIERS

4.1. Calculation

Following the attainment of complete depletion in
the base, the field distribution and the profile of gener-
ation of charge carriers in the structure have the form
shown in the insert in Fig. 5. We here adhere to the con-
figuration reported in [9], where the drift of charge car-
riers in a linearly varying field for generation at an arbi-
trary point x was considered. In the case under consid-
eration, we should also take into account the
nonuniform distribution of generation and determine
the average charge magnitude for the given conditions.

To this end, it is necessary to perform a number of
calculations; first of all, we should calculate the con-
centration of charge carriers as a function of coordinate
when the generation is located at an arbitrary point y;
we should then find the charge q(y) induced at the elec-
trodes; and finally we should determine the average
magnitude of the charge with the allowance made for
the generation profile G(y).
SEMICONDUCTORS      Vol. 34      No. 2      2000
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For example, for holes, the above procedure is writ-
ten as

Here, the electric-field strength E(x) = a + ρx, where
ρ = (4π/χ)ρ0; χ is the permittivity; ρ0 is the space-
charge density; G(y) = 1 – k(y/d); Q0 ~ d(1 – k/2); µ is
the mobility of holes; and τ1 is the lifetime of holes
until they are localized at the trapping centers.

For the sake of simplification, we treat the trapping
rate as low and describe it by the linear term in the
expansion of exponential function. In this case, we have

In this treatment, the solutions are easily interpret-
able in the case of uniform field E(x) = const and the
equiprobable generation G(y) = 1. In this case, we have

q(y) = (1 – y/d)[1 – (d – y)/2µτ1E];

 = 0.5(1 – d/3µτ1E).

Similar expressions are valid for electrons. The lin-
ear behavior of the field complicates the above relation-
ships by introducing into them the logarithmic depen-
dence on voltage (see [9]). In order to make the differ-
ences clearer, Fig. 5 shows the ratio of the charge losses
in localization for the cases of linear (λlin) and uniform
(λconst) spatial distributions of the field. We used the fol-
lowing formula:

(6)

Here,  is the ratio of the voltage applied to the struc-
ture to the voltage Vdep corresponding to complete
depletion. It is evident from Fig. 5 that, for  ≥ 10,
there is no difference in the amount of losses. It is char-
acteristic that, in the case of uniform generation, the
expressions for the charges transported by electrons
and holes are identical.

If the generation is nonuniform over the depth, the
formulas for electrons and holes become different. The
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formulas lose their clarity, and the end result is given
below without derivation; i.e.,

(7)
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Fig. 4. Experimental dependence of the spectrum width on
the extent of the field region. The value of the width for
W = 0 corresponds to fluctuations in the course of diffusion
of holes.

Fig. 5. Losses of charge in the course of drift of holes in two
typical cases of spatial dependence of the field strength. We
have here the mode of complete depletion of the structure.
The quantities λconst and λlin correspond to the constant
field strength and the field strength that depends linearly on
the coordinate. The configuration of the detector in the
mode of complete depletion is shown in the insert; the field
strength and the density of generation of charge carriers
depend linearly on the coordinate.
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4.2. Experiment

In order to illustrate the analysis of the charge losses
measured in the drift mode, we use the data shown in
Fig. 1. These data make it possible to plot the amount
of losses as a function of voltage, so that the experimen-
tal data can be compared with the results of calculations
by formulas (7) and (8) (Fig. 6). The value of Vdep was
determined from the capacitance measurements and,
thus, was taken equal to 6.7 V. The lifetimes τe and τh
were used as the adjustable parameters. The test for an
agreement between the results of calculations and
experimental data consisted in the requirement that the
rms deviation be as small as possible. This deviation
was found to be significantly smaller, if we used for-
mula (7) where hole-related losses were prevalent. The
value τh = 35 ns obtained in this case is smaller than the
hole lifetime determined from the diffusion-mode
transport and equal to 62 ns (see Fig. 2 where the diffu-
sion length L = 2.42 µm was determined). In our opin-
ion, this discrepancy is related to a difference in popu-
lation of trapping centers. In fact, diffusion occurs
under the conditions of equilibrium population of the
levels, whereas the drift takes place under nonequilib-

λ e
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2
3
---k–

k
4
--- U* 1–( ) 2 U*–( )–





=

–
U*

2
1–

2
---------------- 1

k
4
--- 3 U*–( )–

U* 1+

U* 1–
-----------------





.ln

λ = 1 – Q/Q0

U, V

0.02

0.01

0

0 20 40 60 80 100 120

Fig. 6. Loss of the charge transported by holes as a function
of voltage applied to the detector in the case of drift trans-
port. The circles correspond to experimental data, and the
solid line represents the results of calculations by formula (7)
for τh = 35 ns and Vdep = 6.7 V.
rium conditions, in which case the population of trap-
ping levels is much lower.

DISCUSSION OF RESULTS

It is important from the practical standpoint that, in
the state-of-the-art SiC films, the concentration of
impurities is sufficiently low, so that these films may be
used to fabricate the ion detectors. First, the actual dif-
ference between the concentrations of donors and
acceptors makes it possible to obtain the required
extent of the space-charge region. Second, the small
total number of deep-level centers ensures that the life-
time is sufficiently large for effective transport of
charge carriers in the operating zone of the detector.
The structures based on SiC films (for example, the
α-particle counters) detect the particles even if they
operate under zero bias, i.e., when the diffusion is prev-
alent in the transport.

The efficiency of conversion of the particle energy
to the nonequilibrium charge is governed by the value
of average energy ε spent for generating an electron–
hole pair. These pairs are generated in the collision cas-
cades brought about by δ-electrons. Furthermore, the
energy of hot charge carriers is spent for an exciting the
phonons. There are empirical formulas available that
relate the band gap Eg, the losses due to phonons Eph,
and the resulting value of ε, and are written as ε =
2.16Eg + Eph (see [10, 11]). For different materials, the
values of Eph are found to be in close agreement; for
example, the values of Eph are approximately equal to
1.2 eV for diamond and GaAs. Using this value, we find
that, in the case under consideration, the multiplier of
Eg is equal to ~1.9. To put it differently, the ionization
occurs with somewhat higher efficiency in the SiC
films we studied than it does in the aforementioned
materials.

CONCLUSION

We demonstrated that the present-day level of subli-
mation-based technology of SiC makes it possible to
produce epitaxial layers whose quality satisfies the con-

ditions for the ion detection. Even for  –  ≈
1016 cm–3, the lifetime is sufficiently large for efficient
drift transport of charge in the detector.

The dependence of induced charge on the bias
applied to the detector has two characteristic portions
related to the mechanism of the charge transport: either
the drift under the conditions of complete depletion or
the drift with the diffusion involved prior to the stage of
complete depletion.

We derived the formulas describing the losses of
charge in the aforementioned operating modes. Using
these formulas, we determined the key transport param-
eters, such as the lifetimes of charge carriers in the
course of drift, the diffusion length of the minority

ND
+

NA
–
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charge carriers in the base, and the degree of the life-
time nonuniformity over the area of the film.
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