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INTRODUCTION

Point defects and their associations strongly affect
the electrical properties of semiconductors[1, 2].

In most publications, the method of quasi-chemical
reactions, which follows from the mass action law, is
used to calculate the concentration of point defects.
However, in order to apply this method, it is necessary
to analyze alarge number of reactions and to calculate
the corresponding number of equilibrium constants. In
some cases, the final result can depend on the selection
of theinitial set of equations[3]. In addition, the search
for numerical values of equilibrium constants is rather
intricate, and the result is ambiguous.

In studying the equilibrium systems, it is preferable
to use the method of minimization of the Gibbs free
energy. This approach was developed in [4, 5]. How-
ever, the possibility of degeneracy of the electron sub-
system as well as the probability of cluster formation
was not taken into account in these works. We were
able to obviate these weaknesses in the framework of
the model proposed below.

1. FREE ENERGY OF THE CRYSTALLIZING
SOLUTION

Let us consider a melt of severa substances, at a
temperature bel ow the melting point of one of the com-
ponents. The precipitation of crystals of a certain com-
position should proceed in this solution.

We can conveniently use the terminology proposed
in[4, 5] for calculation of the Gibbsfree energy for this
system. We will consider every lattice site or interstice
as the site, and the site type will be indicated by the
superscript. The particle type (the interstitial or substi-
tutional defects, vacancies, etc.) shall be denoted by the
subscript. We denote the total number of sites in the

sublattice B by NE. Let N&, be the total number of par-
ticles of the type a at the 3 site in the charge state q,
with g running through all valuesfor this defect with its
own sign (we consider that the elementary charge is
equal to unity). We denote the total number of sitesfor

the crystal by N = ZBNB.

The formation of different complexes or clusters of
defects is possible in the bulk of crystals. We shall
denote the type of complexes or clusters by the sub-
script k, and their number, by N,. No restrictionswill be
imposed on the cluster (complex) size and composi-
tion, since it is not necessary to distinguish between
clusters and complexes of defects in terms of thermo-
dynamics. We shall consider the number of simple

defects of the Euﬁq% type in the cluster of k type as

equal to mi, .

2. FREE ENERGY OF THE SYSTEM

Let usrepresent the Gibbs free energy of the system
inthe form

G = GS(Ngqv Nk) + GL(NaL) + Ge1 (1)

where Ggisthe energy of the crystal with defects, G, is
the energy of the melt, and G, isthe energy of free elec-
trons and holes; inthis case, the a, 3, and g indices run
through all possible values.

We now express the free energy Gg by analogy
with [5]. However, we will take into account the
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formation of clusters:

GS = z Ngqgaq + z Nklzgk + zgaq aqké
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Here, g5, = g% + €5, istheenergy of the defect %Bqﬂ,

where g° is the energy of formation of the neutral

defect and sﬁq isthe energy of ionization; and P, isthe
probability of formation of the type k cluster anywhere
inthe crystal.

When calculating the configurational entropy, we
considered that the sites and particles of the same type
are identical, including the position of the latter inside
the clusters. Permutation of particles and sites does not
necessarily bring about theformation of clusters. For this
reason, the probabilities P, appear in expression (2). Let

us consider mi, particles, which are located in the

volume VB, The probability of these particles entering
the volume v? equals

B _ Bdnaqk uqk
Paak = 50 i-5 VBD -
Taking into account that v P = qu mbyvh and VB =

NE vg , the probability of cluster formation can be rep-
resented as
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where NB is the total number of defects %E in the

crystal, and vg isthe unit cell volume in the sublattice

. The multiplier N accounts for the possibility of for-
mation of the cluster anywhere in the crystal.
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Let us consider the energy of free electrons and
holes of the crystal, which are distributed over the con-
tinuous states of the conduction and valence bands. In
order to take into account the contribution of rearrange-
ment of electrons within the bands to the thermody-
namic probability, we divide the mth band into inter-

vals(e", €\;), which contain Q" = Q™(g/", &"};)
electronic states. Here, once n[“ is the total number of

electrons with the energy between € and €', ,, the

total number of transmutations of the electronsin bands
is given by

Q™
Wo = | | mram (4)
||_|n, Qi —n)!

Generally speaking, it is not necessary to consider
all of the bands of the crystal, since most of the pro-
cesses in semiconductors occur in two bands, namely,
in the conduction and valence bands. For this reason,
we shall consider the mindex to run only through the
values m = {v, ¢}, which correspond to these bands.
Because of this, it make senseto passon to the el ectron-
hole formalism denoting the number of electrons and

holesinthel subband by n=nj andp = Q' —n/ .
Hence, G, takes the form

Ge = IZ&C”V" IZE."D.—kT

o o )
x In & 1 .
||_| n!(Q/—n)! ||_I pI(Q - pl)!i|

3. CALCULATION OF EQUILIBRIUM
CONCENTRATION OF DEFECTS
AND CHARGE CARRIERS

When minimizing free energy (1), the laws of con-
servation of the particle number of each type and the
law of the charge conservation should be taken into
account:

= No= 3 Nig= Y Nemig=Na = 0, (6)
Ba Bak
°= an_zpl_qugq_ Z qmquNk =0.(7)
I I apq kqap

In addition, the coupling equation for atotal number
of lattice sites should be taken into account:

_ z Nﬁq
aq
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THERMODYNAMICS OF COMPLEX FORMATION

We shall derive the minimum of free energy by the
method of Lagrangian undetermined multipliers. For
this purpose, we use the functional

® =G+ 5 Ao+ zx%ﬁmeq)e. 9)
a B

Using the conventional procedure, we can derive a
number of relationships.

(i) Differentiation of the functional ® with respect
to n, leadsto the expression for the number of electrons
in the subband I:

QC(Sh g +Ag))
g -\

1+ eXp[ KT }

Sincetheinitial division of the band into intervalsis

arbitrary and Ag, is as small as desired, the following
expansion isvalid:

n = (10)

Qe+ 8) = Qe o) + HE0

It isobviousthat Q%(g, €) = 0. In this case, the total
number of electronsin the band is given by

ﬁjQ (&, X)

e (1)
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O de de Li=e !
n= — 12
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The derivative in the numerator represents the den-
sity of states, which we denote by N(g,). By tending Ag,
to zero and passing from the sum to the integral, we
derive

c
smax

= N.(€)de

(13)

g +\
nal

We now clarify the physical meaning of the
Lagrangian multiplier A To this end, we express the

free energy in the foom G = ® — ZG)\“ by — A%C. In
this case,

mml + exp[

_0G _ e
€ = - A, 14
Thus, A® coincides with the Fermi level, to within a

sign.

Since the Fermi level islocated within the forbidden
band at high temperatures and for moderate doping lev-
els, we may assume that the upper limit of the conduc-

tion band €, isequal to infinity (similarly to €, of

the valence band). If the energy of electrons and holes
is measured from the bottom of the conduction band, as
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is usually done, €, becomes equal to zero and &,
becomes equal to the bandgap taken with the opposite
sign.

L et us suppose that the density of statesin the bands
is proportional to the square root of the energy. In this
case, the concentrations of electrons and holes are
expressed in terms of the Fermi integrals:

n = N(T)®y, 20
(15

E,—¢
p = N(N®uA——1

(i) Differentiating the functional ® with respect to
NqL, We derive the equation

OG0 _
}\a u)NO(LDT O

According to the definition of the chemica potential,
we find that A, = Yy . The chemical potential can be
expressed in terms of the activity in the known manner;
thus, for A4, we have

(16)

Ay = MO +KTInay, . (17)
(iii) In view of (17), the number of elementary

defects %}Bq% iss defined by the dependence

— (g +e) +pud AP —qe
Ngq - rganLeXp[ (gu a) kI-_JI-_aL O€F

] (18)

From (18), it follows that the total number of parti-

cles %E isgiven by

B
T+ e + A
N[3 = aBLeXpDTD (29
Expressing AP from this equation, we arrive at the
dependence

N, = NErP a"L
(P ey 4 ol — e (20)
xexp[ ga oq “aL gB HBL q Fi|
kT ’
0 0
NB _ ZNB _ NBaorL p[ 95+uaL+gE—uBL}
kKT
(21)

qui|

z raqexp[

The Fermi IeveI € in (20) is calculated from charge
conservation law (7) and depends on temperature.
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Fig. 1. The solidus curves plotted for the parameter of the
binary association g, = (1) O (clustering is absent), (2) -0.42,
and (3) -0.62 eV.
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Fig. 2. Size distribution for clusters at temperatures of T =
(1) 1154 (X = 0.00024), (2) 1198 (X = 0.00068), and
(3) 1207 (X = 0.00181) K. Corresponding impurity concen-
trations are parenthesized.

L et usfind the distribution of defects over the charge

states. The probability that the defect %E has the
charge state g is given by
B
1 = Nog
> Nas
(22)
_ 1
B B )
8(}3_8(“] + 8F(S_q)
1+ Z [ kT }
s#q aq
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Hence, the distribution of defects EBD is given by the
function, which convertsto the Ferml dlstrl butioninthe
case of two charge states.

(iv) We find the number of clusters of the kth type
from the formula

aqk(gqu gB IJ‘CXL + UBL + qSF) gki|
o &
Here, we used the first remarkable limit in formula
(3) assuming that N& > mf, . Formula (23) is consis-
tent with the mass action law:

N, = N exp[ k%k}

B uqk
5”‘%
1 Ey E (N q) Eqk
B B
ap m"qkl | N [l
O O

(24)

X

Here, the exponential function involving Nﬁ/Nf3 is
ignored, since N& < NE.

Let us consider the effect of clustering on dissolu-
tion of the impurity in a semiconductor crystal. For
simplicity, we ignore the ionization of impurity.

Simulation of dissolution of the impurity in terms of
the formation of binary complexes yielded the solidus
curves, which areshownin Fig. 1 (theimpurity concen-
tration is given in atomic fractions). The computations
were carried out using formulas (20), (23), and (24).
Solidus curveswere calcul ated for various values of the
complex-formation energy; in this case, the ultimate
solubility increased with increasing energy of associa-
tion.

The problem of the association of defects whose
number in a cluster is arbitrary is more complex. The
computations can also be performed using formula
(23). When considering the cluster formation, we
assume that the cluster energy depends linearly on the
particle number in the cluster; i.e.,

gi = —Qo(i—1), (25)
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where the free energy of asingleatom inthecluster g, 2. V.M. Glazov andV. S. Zemskov, Physicochemical Prin-

is expressed in terms of an enthalpy h, and entropy s ciples of Semiconductor Doping (Nauka, Moscow, 1967,
—h —sT Israel Program for Scientific Trandations, Jerusalem,
&% =N~ Sl 1968).

The distribution functions of the cluster sizefor var- 3

ious temperatures at h, = 0.87 eV and s, = ~1.7 x . S.V. Bulyarovskii and V. |. Fistul’, Thermodynamics and

Kinematics of Interacting Defects in Semiconductors

1073 eV/K areshowninFig. 2. Ascan be seen from Fig. (Nauka, Moscow, 1997).
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Abstract—The possibility of using an n-type Bi, _,Sh, Te; solid solution in thermoelectric refrigeratorsat T <
200K isconsidered. Itisshown that, if the material under consideration is optimized for the above temperature
region, the temperature dependence of the Seebeck coefficient a becomesless pronounced, and the crystal-lat-
tice thermal conductivity K, decreases as compared to what is observed in a conventional n-Bi,Te; _,Se, solid

solution. Thesefactors and ahigh mobility of charge carriers g bring about an increasein the parameter 3 ~ ZT,
where Z is the thermoel ectric efficiency. © 2000 MAIK “ Nauka/Interperiodica’ .

Bi,Te;_ySeg, (0 <y < 0.3) n-type solid solutions,
which are widely used at temperatures close to room
temperature, are conventionally employed at lower
temperatures (T < 200 K) aswell. For the region of low
temperatures, the optimal concentration of charge car-
riers is provided by introducing an excess concentra-
tion of Te [1-3]. This method of doping makesit possi-
ble to eliminate additional scattering of carriers, which
arises at low temperatures if metal chalcogenides are
introduced. A further decrease in the scattering of
charge carriersis possible in an n-Bi, _,Sh,Te; (0 < x <
0.5) system, because Sb atoms are close in size to Bi
atoms and, thus, introduce minima variations in the
crystal-lattice parameters in Bi, Te;-based quasi-binary
aloys [4]. The use of more complex aloys with the
simultaneous replacement of atomsin anionic (Te) and
cationic (Bi) sublattices of Bi,Te; [1, 5] made it possi-
ble to obtain the n-type materias that efficiently per-
formed at room temperature. In [2], it was shown that,
inthetemperaturerange of 150K < T < 180K, thether-
moelectric efficiency Z in an n-Bi,_,SbTe; (y =
0.7-0.8) solid solution was higher than Z in the conven-
tionally used n-Bi,Te;_,Se, (y = 0.3) compound. Thus,
a system of n-Bi,_,Sh,Te; solid solutions is of interest
not only at room but also at |lower temperatures.

In this work, we studied the thermoel ectric proper-
ties of a system of n-Bi,_,Sh,Te; (x < 0.4) solid solu-
tions, with the samples obtained by planar crystalliza-
tion (vertical zone equalization). Temperature depen-
dences of the Seebeck coefficient o, electrica
conductivity o, and thermal conductivity K were mea-
sured in the temperature range of 80-300 K for the
Bi, _,Sh,Te; samples enriched in Te or doped with Tel,
donor impurity [1].

In Bi,_,Sh,Te; solid solutions enriched in Te with
charge-carrier concentrations optimized for T < 200 K,

the power parameter 0?0 is larger than that in
Bi,Te;_,Se, (see Fig. 1, curves 1, 2, 6). Such a depen-
dence a?o = f(T) is accounted for by a higher electrical
conductivity ¢ (and, consegquently, higher mobility) in
the region of low temperatures in Bi,_,Sb,Te; solid
solutions as compared to those in Bi,Te;_,Se, (Fig. 2,
curvesl, 6).

In the case of an increase in the charge-carrier con-
centration n and the doping with Tel,, the quantity oo
decreases owing to an increase in the number of scatter-
ing centers and an additional scattering by iodine atoms
(Fig. 1, curves 3-5).

In a Bi,_,Sh,Te; solid solution, the temperature
dependence of the Seebeck coefficient (see table)
became less pronounced as x increased from 0.2 to 0.4
(Fig. 2, curves 7, 8). The dope s, = dlna/dInT

Slopes of temperature dependences s; = dlna/dInT, |s,| =
din(m/my)®?2 py/dinT, |ss| = dinuy/dInT, |3y = dink,/ dInT,
and |s5| = dInB/dInT in Bi, _,Sh,Te; and Bi,Te; _ solid
solutions for the temperature region of ds < 200 K

Bi,_,Sh,Te;+ Te

19
x M7 s | s | s | s | s
02 | 08 | 075 | 1.71 | 1.86 | 0.84 | 153
083 | 077 | 199 | 1.87 | 092 | 142
04 | 084 | 057 | 149 | 154 | 0.74 | 149
Bi,_,Sb,Te; + Tel,

02 | 076 | 069 | 145 | 151 | 081 | 1.72
04 | 083 | 05 | 164 | 121 | 08 1.66
Bi,_,Sh,Te; + Te
0.3 | 0.35 | 0.54 | 171 | 1.45 | 0.74 | 1.53
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decreaseswith anincreasein x in the solid solution; this
is true for the samples that either contain an excess of
Te or are doped with Tel ,. However, in a sample doped
with Tel ,, alow value of electrical conductivity (Fig. 2,
curve 4) brings about a decrease in the parameter a2c.
Thus, the form of the dependence a?g(T) in a
Bi,_,Sh,Te; solid solution isindicative of the possibil-
ity of increasing the product ZT, which defines the effi-
ciency of athermogenerator or the cooling efficiency of
athermoe ectric refrigerator. Therefore, it is of consid-
erable interest to analyze in detail the parameter

32 2
ZT= B = @kgm%%g/ HOTS/ZK[l, (l)

where m, Y, and K, are the density-of-state effective
mass, the mobility with allowance made for degener-
acy, and the thermal conductivity of the crystal lattice,
respectively.

The parameter 3 was analyzed for isotropic scatter-
ing of charge carriers, in which case the energy depen-
dence of the relaxation time is described by a power
function; i.e., we have

T = T,E™, 2

where 1, isafactor independent of energy and r; isthe
effective scattering parameter accounting for specia
features of scattering in solid solutions as compared to
the pure acoustic mechanism of scattering [6, 7].

The product (mYmy)¥?, (Fig. 3) appearing in (1)
was determined from the data on a and o with allow-
ance made for r 4 using the method reported in[8, 9] in
accordance with expressions for the concentration and
mobility of charge carriers as applicable to semicon-
ductors with extrinsic conduction.

InaBi,_,Sh,Te; solid solution with an excess of Te,
the product (m/my)3?y, is larger than that in
Bi,Te;_,Se, for close vaues of the slopes |s,| in the
samples with optimal charge-carrier concentrations for
T< 200K (Fig. 3, curves 1, 2, 6). Asthe content of the
second component in a Bi,_,Sb,Te; solid solution
increases, the quantity (mVmy)¥2u, decreases (Fig. 3,
curves 1, 2, 4, 5). Doping with Tel, brings about a
decrease in (m/my)¥?, as a result of a decrease in the
mobility (Fig. 3, curves 4, 5).

The mobility y, with allowance made for degener-
acy and the averaged density-of-state effective mass
m/m, were calculated from the product (m/mgy)¥?y, in
accordance with [8]. In order to determine the charge-
carrier concentration, we used the concentration depen-
dence of the Seebeck coefficient a = f(n) derived from
the data on galvanomagnetic coefficients measured in a
low magnetic field in Bi,Te;_,Se, solid solutions [9].
The calculated concentrations of charge carriersin the
samples of the solid solution optimized for T < 200 K
were equal to ~0.8 x 10'° cm and exceeded those in

SEMICONDUCTORS Vol. 34 No. 4 2000
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Fig. 1. Temperature dependence of the power parameter
a?a in (1-5) Bi _ Sy, Tes and (6) Bi,Tez _Se, solid solu-
tions for x = (1, 3, 4) 0.2 and (2, 5) 0.4 and (6) y = 0.3.
Curves 1-3 correspond to the compounds containing an
excess of Te, and curves 4 and 5 correspond to the com-
pounds doped with Tel .
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Fig. 2. Temperature dependences of (1-6) electrical conduc-
tivity o and (7-12) Seebeck coefficient a in (1-5, 7-11)
Biy _xSbyTes and (6, 12) BijTe;_ySe, solid solutions.
Curves 1, 3,4, 7,9, and 10 correspond to x = 0.2; curves 2,
5, 8, and 11 correspond to x = 0.4; curves 6 and 12 corre-
spond to y = 0.3; curves 1-3, 6-9, and 12 correspond to the
compounds with an excess of Te; and curves 4 and 10 cor-
respond to the compounds doped with Tel 4.
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(m/mg)**lg, 10° cm? V-1 57!

100

Fig. 3. Temperature dependence of the product (m/ rrb)3’2u0
in (1-5) Bi, _,SbyTez and (6) Bi,Tes; _ySey solid solutions.
The curves are labeled here and in the figures to follow in
the sameway asin Fig. 1.

Bi,Te;_,Se, (~0.3 x 10" cm). Despite a large differ-
ence in the charge-carrier concentrations, the charge-
carrier mobilities within the range of low temperatures
in the optimized samples of Bi,_,Sh,Te; and
Bi,Te;_,Se, solid solutions differ insignificantly; the
same istrue for the corresponding slopes (see table and
Fig. 4, curves 1, 6). It follows from a comparison of the
samples with close values of the carrier concentrations
(n=8x10Ycm™) at T=80K that the carrier mobilities
inaBi,_,Sh,Te; are higher (o, = 6000 cm? V- s) than
those in Bi,Te;_,Se, (1 = 4600 cm? V! s); thisisa
result of the fact that Sb atoms introduce lower distor-
tions in crystal lattice in comparison with those intro-
duced by Se atoms. Asthe content x of the second com-
ponent and the concentration n in a solid solution
decrease, |, and the product (m/my)¥?l, decrease
owing to an enhancement of scattering of charge carri-
ers (curves 1, 2 and 1, 3). In the case of doping with
Tel,, adecrease in mobility is also observed.

In the Bi,_,Sb,Te; (x = 0.2) sample with high
charge-carrier mobility p,, the effective mass m/m,
depends very dightly on T in the region of low temper-
atures (Fig. 5, curve 1). For x = 0.4, an increase in the
effective mass m/m, is observed, as in the case of
Bi,Te;_,Se, (curves 2, 6). An increase in m/im, a low
temperaturesin a Bi,_,Sh,Te; solid solution for lower
charge-carrier concentrations than in the case of
Bi,Te;_,Sg, can be explained by the temperature

KUTASOV et al.

Ho, 10° cm? V-1 57!
7 _

200

100

T,K

Fig. 4. Temperature dependence of mobility pg with allow-
ance made for degeneracy in (1-5) Bi,_,Sh,Tes and
(6) BiyTes_ySe, solid solutions,

dependence of theratio of the components of the effec-
tive-mass tensor m/my, in Bi,_,Sb,Te;_,Se, in accor-
dance with [10]. The small value of nm/m, in a
Bi,Te;_,Se, solid solution, as well as a high mobility
Uo, is related to alow concentration of charge carriers
as compared to the case of Bi,_,Sh,Te;. Asthe charge-
carrier concentration increases, m/my, increases too
(Fig. 5, curve 3), which brings about an increase in the
product (m/my)¥2,. In the Bi,_,Sh,Te; (x = 0.4) sam-
ple doped with Tel , (Fig. 5), m/m, also increases at low
temperatures; however, in this case, low mobility does
not make it possible to attain large values of
(MVmg)¥2,.

Thedataon thermal conductivity k were used to cal-
culate the crystal-lattice thermal conductivity k.
(Fig. 6). In determination of the electronic thermal con-
ductivity K., the Lorentz number L was calculated for
Fesr @S

L = ok f| (r + 7/2)F; 1 5(N)
%D (I’ +3/2)Fr+112(n)
3)
(r +5/2)°FZ, 3,(n)
(r+3/2)°F2, 1,(n) |’
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m/my, arb. units
1.4

121

1.0F

0.8

0.6

300
T,K

Fig. 5. Temperature dependence of the density-of-state
effective mass m/my in (1-5) Bi,_,Sb,Te; and
(6) BiyTes - ySey solid solutions.
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Fig. 6. Temperature dependence of the crystal-lattice ther-
mal conductivity k_ in (1-5) Bi,_,Sh,Te; and (6)
Bi,Tes - ,Se, solid solutions.

100 200

where F,(n) isthe Fermi integral having the form of

00

F.(n) = I[xr/ex_”]dx. (4)
0

The use of r in calculations of the Lorentz number

379
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Fig. 7. Temperature dependence of (1-6) the parameter B
and (7-12) thethermoel ectric efficiency Zin (1-5 and 7-11)
Bi, _,ShyTez and (6, 12) BiyTes _ solid solutions with
(1,3,4,7,9,and 10) x=0.2; (2,5, 8, and 11) x = 0.4, (6, 12)
y = 0.3 for the compounds (1-3, 6-9, 12) containing an
excess of Teand (4, 10) doped with Tel 4.

ambipolar diffusion of charge carriers in the tempera-
ture range of T > 250 K by relying on the temperature
dependencer 4 = f(T) [6, 7].

The crystal-lattice therma conductivity K, in a
Bi,_,Sh,Te; solid solution with an excess of Te
increases with an increasein x from 0.2 to 0.4, because
the phonon scattering by the atoms of the second com-
ponent becomes more pronounced. The smallest values
of K, and the slope |s;] = dInk, /dInT were observed in
the Bi,_,Sh,Te; (x = 0.4) sample (Fig. 6, curve 2),
which ensured an increasein the parameter 3 calculated
according to (1) (Fig. 7, curve 2). The small value of K

L makes it possible to take into account the possible  was also observed in Bi,_,Sb,Te; (x = 0.4) doped with

SEMICONDUCTORS Vol. 34 No. 4 2000



380

Tel, (Fig. 6, curve 5). However, a decrease in mobility
and alarger slope |s;| = dInk, /dInT (see table) as com-
pared to the sample enriched in Te bring about a
decrease in the parameter 3 (Fig. 7, curve 5).

An increase in the parameter  ~ ZT for smaller
slopes s, (see table) in Bi,_,Sh,Te; solid solutions,
especially for x=0.4 (Fig. 7; curves 1, 2), indicates that
the thermoelectric efficiency of this material exceeds
that of Bi,Te;_,Se,. For Bi,_,Sh,Te; withx=0.4, [Z[F
3.1x10°Ktintherangeof 80K < T< 200K (Fig. 7,
curve 8). In aBi,Te;_,Se, solid solution optimized for
T < 200 K, the corresponding mean value [Z[= 2.85 x
103 K (Fig. 7, curve 12). It is noteworthy that
Bi,_,Sb,Te; solid solutions (x = 0.4) exhibit a high
thermoelectric efficiency in the entire temperature
range under consideration; thus, [(Z[= 3.3 x 103K for
200K < T< 300K (Fig. 7, curve 8).

As aresult of studying Bi,_,Shb,Te; (0.2 < x < 0.4)
solid solutions containing an excess of Te, we showed
that, in the range of optimal concentrations of charge
carriers, these compounds are promising materials for
use in thermoelectric refrigerators in the range of both
80K <T<200K and 200K < T < 300 K. An increase
in the thermoelectric efficiency Z occurs owing to the
attainment of high mobility p,, and an increase in the
averaged density-of-states effective mass m/m, in the
low-temperature region and a decrease in the thermal
conductivity of crystal lattice Kk, are observed.

KUTASOV et al.
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Abstract—Impurity atoms of two of the most important classes (so-called “shallow” and “deep” impurities)
have been studied by scanning tunneling microscopy/spectroscopy in asingle-crystal matrix of 11—V semicon-
ductors. Thiswas done in order to determine the potentialities of the techniquesin solving analytical and tech-
nological problems of semiconductor materials science. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Scanning  tunneling  micrascopy/spectroscopy
(STM/STS) iswidely used to analyze the surface relief
pattern and electronic properties of atomic-scale sur-
face structures [1-3]. The capabilities of the method
most clearly manifest themselvesin studies of localized
states, in particular those formed by impurity atoms or
atomic defects in a crystal lattice with band electronic
structure [4, 5]. Among the advantages of the tech-
nique, mention should be made of the following. The
spatial resolution is high and is comparable to the size
of the outermost electron shells of separate atoms; the
scanning field (scanning image range) can be fairly
large, up to tens of micrometers in size; and informa:
tion about the local density of electronic states can be
obtained by measuring the tunneling conductivity for a
sample areaunder study. Thelast fact is of fundamental
importance as a basis for tunneling spectroscopy, a
method that makesit possibleto study the spatial distri-
bution of the energy spectra of the tunneling current
over local areas of the atomic surface.

The most important, from the practical standpoint,
localized statesin semiconductor crystalsarise at impu-
rity atoms and atomic defects distorting the periodicity
of charge density distribution. For this reason, any
information about the effect of localized states related
to separate impurity atoms on the electronic properties
of materialsisvery important. Here, the key pointisthe
influence exerted by a separate impurity atom on the
material propertiesin devices of submicrometer and, in
the near future, nanometer size, in which the impurity
distribution nonuniformity can change device parame-
tersdrastically.

In thiswork, an attempt was made to study impurity
atoms representing the two most important classes (so-
called shallow and deep) in a single-crystal matrix of
[11-V semiconductors in order to determine the capa-
bilities of scanning tunneling microscopy/spectroscopy

in solving applied analytical and technologica prob-
lems of semiconductor materials science.

1. “SHALLOW” (HYDROGEN-LIKE)
Te IMPURITY IN GaAs MATRIX

Tellurium (Group VI of the periodic table of ele-
ments) isawell-known substitutional donor impurity in
the arsenic sublattice. After valence bonding in the
GaAs crystal lattice, a Te atom loses five electrons
donated into the valence band from the initial configu-
ration [Kr] 4d'95s?5p*. Thus, a Te atom in a crystal is
commonly regarded as a system consisting of a5s elec-
tron weakly bound in the field of a positively charged
[Kr] 4d™ core.

A solution of the Schrodinger equation, similar to
that for a free hydrogen atom (p* — 1s,) residing in an
isotropic medium and having an electron with effective

electron mass m, , yields an estimate for the ionization
energy of the ground state of an s electron

E = R(1/9%)(m/m,) = 6.8x10° eV.

Here, R=13.6 eV isthe Rydberg constant, 8 = 11.6 is
the dielectric constant of GaAs, and m’, = 0.067m, is

the effective electron mass in the GaAs crystal lattice
[6]. The adequacy of even such asimple estimateisevi-
denced by the good agreement between the calculated
and experimental Te ionization energies. The experi-
mental energy (E, ~ 5.95 meV) [7] corresponds to for-
mation of a*“shallow” donor level in the forbidden gap
of GaAs. With allowance made for corrections to the
Bohr model, the localization radius of an outer s elec-

tronr O m/m? isapproximately equal to 7 nm.

Thus, a Te atom occupying an As site in the GaAs
lattice is characterized by a strongly delocalized distri-
bution of density of states related to an outer electron
and having a spherical symmetry, with the electron

1063-7826/00/3404-0381$20.00 © 2000 MAIK “Nauka/Interperiodica’



382

Fig. 1. STM images (taken at 4.2 K) of the (110) surface of
a GaAs single crystal doped with Te to a level of 8.9 x

10Y cm™3: (a) it is clearly seen that the wave functions of
outer 5s electrons of neighboring Te atoms overlap, the
image size is 80 x 80 nm, the tunneling voltage is 2.5V,
and the tunneling current is 10 pA; (b) illustration of the
“transparency” of the single-crystal matrix for tunneling
electrons, numbers 1-5 denote images of impurity atoms
located at different distances from the surface under study,
theimage dimension is 70 x 50 nm, the tunneling voltage is
-1V, and the tunneling current is 40 pA.

cloud extending to 15-20 GaAs crystal -lattice constants
a (a = 0.565 nm). With the spatia distribution of the
impurity assumed to be chaotic, an estimate readily fol-
lowsthat apartial overlap of 5selectron states of neigh-
boring Te atoms sets in on attaining a critical impurity
concentration in the crystal equal to =4.5 x 107 cmr3,

Asthe object of the study we chose a single-crystal
GaAs sample with a concentration of electrically active
Te equal to 8.9 x 10% cm=3, found from the Hall coeffi-
cient. Measurements were done at 4.2 K on a scanning

KARTAVYKH et al.

tunneling microscope equipped with a cleaving device
for in situ sample cleaning [8]. Upon cleavage, the
scanned surface was a (110) atomically clean surface.
The obtained scanning images are shown in Figs. 1a
and 1b, with the STM image having the form of a two-
dimensional pattern of electronic-state density distribu-
tion in the vicinity of the Fermi level, increasing from
dark to light areasin the image.

Since the tunneling current is determined by the
local density of electronic states, the outer 5s orbital s of
Te atoms, possessing an additional electron with
respect to host atoms, appear in scanning images as
light spots. As can be seen from Fig. 1a, the charge den-
sity of neighboring Te impurity atoms does start to
partly overlap at a Te concentration approximately cor-
responding to theoretical estimates. This confirms the
assumption on a chaotic impurity distribution in the
sample under study.

Figure 1b illustrates the depth resolution of the tun-
neling microscope for the GaAs single crystal under
study. Numbers 1 to 5 denote images belonging to Te
atoms introduced into, respectively, first, second, etc.,
atomic planes counting from the sample surface. Thus,
the single-crystal matrix is “transparent” for tunneling
electrons to distances comparable to four lattice con-
stants (=2.0-2.5 nm).

The inset in Fig. 2 shows a separate impurity atom
against the background of rows of Ga and As atoms.
The localization region of the outer electron of Te does
have a nearly spherica symmetry. The size of this
region, close to the calculated value, can be readily
evaluated from the known crystal-lattice constant.

In the case of a substantial delocalization of the
electron density of the defect, the spatial resolution of
the tunneling microscope alowed its use in the local
spectroscopy mode, which is of much interest. Figure 2
shows tunneling conductivity spectra for local regions
designated as | and Il in theinset. In fact, these spectra
are numerically differentiated current—voltage charac-
teristics (dI/dV)/(1/V) of selected areas of the sample
surface, taken at a fixed tunneling gap and stationary
microscope tip over achosen area of the surface.

The (ab) and (de) portions of the tunneling conduc-
tivity curves correspond to the excitation of collectiv-
ized electrons of the GaAs matrix from the conduction
(Eo) and valence (E,) bands, respectively. The spectra
taken from regions | and Il differ markedly in the (bd)
portion corresponding to the forbidden band E; of the
semiconductor. In spectrum | (impurity-free single-
crystal matrix), there is practically no current at volt-
ages corresponding to the forbidden band. At the same
time, in spectrum |1 corresponding to a Te atom on the
surface, the tunneling current is nonzero. Thisisindic-
ative of the existence of atunneling channel in the case
of excitation of an outer electron. The tunneling con-
ductivity spectrum shows a broad peak resolved into a
doublet g,0, intherange from—-1to O V.

SEMICONDUCTORS Vol. 34 No.4 2000
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Tunneling conductivity,
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Fig. 2. Differential conductivity as a function of sample bias voltage (tunneling spectra) for local areas shown in theinset: | corre-
sponds to the defect-free single-crystal matrix and 11 corresponds to the electron shell of a Te atom occupying a site in the As sub-
lattice. The inset shows the STM image of a separate Te atom at a tunneling voltage of —1.5V and a tunneling current of 20 pA.

Image dimensions amount to 22 x 12 nm.

The specific shape of the tunneling-conductivity
curves may be associated with the resonance mecha-
nism of electron tunneling through the “impurity”
channel (level) in the forbidden band, first described in
our previouswork [9]. The peak positions cannot yet be
directly related to the ionization energy of the Te atom
in the GaAs lattice. This fact points to the complicated
physical characteristics of the phenomena occurring at
the surface near the tunneling gap.

Quantitative interpretation of the“impurity” state of
each atom requires consideration of corrections for the
effect exerted by the Coulomb potential of the charge
accumulating at the STM tip because of a finite relax-
ation time of nonequilibrium electrons. Such a charge
affects the relative position of the impurity level in the
forbidden band and its possible splitting due to distor-
tion of the outermost electron shell of the atom.

2. CR TRANSITION METAL AS IMPURITY
IN AN INAS MATRIX

Chromium isatypical transition element in the peri-
odic table of elements. The group of transition elements
(metals) is characterized by similar chemical properties
due to the partial filling of outer d orbitals with elec-
trons. An incomplete d shell can, with close probabili-
ties, both donate electrons (down to d° configuration)
and accept them (up to the completed shell d*°) in the

SEMICONDUCTORS  Vol. 34
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formation of chemical bonds. Consequently, such ele-
ments have awide range of oxidation states (valences).
The complex symmetry of the d shell leads to strict
directionality of chemical bonds formed by an atomin
compounds (complexes); this symmetry is aso pre-
served when an atom of ad element occupiesthe sitein
a semiconductor crystal lattice. In this case, the size of
alocalized state is limited, to afirst approximation, by
the nearest-neighbor ligands. For a Cr atom, such a
guasi-molecule consists of the nearest host atoms occu-
pying the vertices of a circumscribed octahedron (coor-
dination number 6). Consequently, the perturbing
potential includes contributions not only from the
impurity atom itself but also from the surrounding lat-
tice atoms shifted from theinitial equilibrium positions
(the Jahn—Teller effect). In such centers, electrons are
strongly localized and, as a rule, the effective mass
approximation is inapplicable.

The electronic configuration of a Cr atom is
[Ar] 3d°4st. According to the valence-bond theory, in
the case when a Cr atom substitutes Asin an InAs lat-
tice site, configuration of Cr changesto [Ar] 3d, which
corresponds to ad shell electron localized in the vicin-
ity of a closed-shell electronic—nuclear system [Ar].
According to the coordination theory, the localized
state has the form of a collective electron cloud sur-
rounding the Cr atom and representing the mixed elec-
tron density of chemical bonds of the central atom and
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Fig. 3. (a) STM image of alocalized state of a Cr impurity
atom at the (110) surface of an InAssingle crystal at 4.2 K
and (b) the corresponding quasi-three-dimensional image.
Image dimensions correspond to 2.9 x 2.6 nm, thetunneling
voltage is—1V, and the tunneling current is 20 pA.

its nearest neighbors. In this case, there is, on average,
a single electron from the d shell of the impurity atom
per each of the six bonds (configuration rearrangement
3d°4s! — 3d®4<” followed by spid? hybridization).
The crystal-field theory accounts for a deformation of
the hybrid electron cloud, which leads to energy-level
splitting in the localized state. All the af orementioned
approaches describe the real situation with a varied
extent of approximation.

In view of the above, the Bohr model isinapplicable
to describing quantum-mechanically a transition ele-
ment impurity in a crystal. At present, an approximate
solution to the Schrédinger equation can be obtained
only numericaly if the wave functions of all atoms
belonging to the “molecular cluster” are accounted for.
However, even this can only be done in the case of a
matrix composed of atoms-igands of the same kind
[10]. Typicaly, such a solution corresponds to an
energy level that has alocalized wave function, is split
off from E, (for donor atom) or E, (for acceptor), and
liesdeep in the forbidden band. In connection with this,

KARTAVYKH et al.

atoms of transition elements are a particular case of
deep impurities in semiconductors.

The procedure used to study the Cr impurity in the
InAs matrix was similar to that in the case of Te impu-
rity in the GaAs matrix. An atomically clean (110) sur-
face of an InAs:Cr single crystal was scanned at 4.2 K.
An STM image of a surface area is shown in Fig. 3a.
For better clarity, the corresponding three-dimensional
imageisshown in Fig. 3b. Here, atomic rows of As pos-
sessing higher electron affinity are represented by
white and the In sublattice by black color. It can be
readily seen that the Cr impurity occupies the arsenic
sublattice site at the surface under study. In contrast to
the “shallow” Te impurity (see theinset in Fig. 2), the
action of the perturbing potential introduced by the Cr
atomislimited to only two lattice constants of the semi-
conductor matrix. A region of increased electron den-
Sity is observed near the impurity atom. Most likely,
thisregion is associated with the spatial localization of
an unpaired electron at the hybrid orbital of the rup-
tured bond between the Cr atom and the “upper” In
atom removed in sample cleavage. The elongated shape
of the electron cloud demonstrates the directionality of
the chemical bond, which is characteristic of a hybrid
orbital involving the d electron state.

The characteristic size of the localized state associ-
ated with the d orbital can be determined from Fig. 3 to
be about 0.5 nm. We note that estimating the character-
istic energy of Coulomb repulsion in terms of the Hub-
bard model yields U ~ €/a, ~ 0.5-1 eV if the radius of
the localized state a; is~0.5 nm. In this case, the Cou-
lomb repulsion energy is comparable to the bandgap.
Thisleadsto astrong influence of the Coulomb interac-
tion within a site on the impurity-state energy and the
spectra of tunneling conductivity near an impurity
atom. Hence, one can expect a strong dependence of
the STM image of impurity atoms on the applied volt-
age; aso, the appearance of additional peaksin tunnel-
ing conductivity spectra in the vicinity of the band
edges is expected. Therefore, different impurity atoms
must exhibit individual features in STM images and
STS spectra.

CONCLUSION

This work was devoted to the low-temperature
STM/STS experimental study of localized electron
states introduced by impurity atoms into semiconduc-
tor single crystals. In the first stage, the well-known
impurities, Te and Cr, in GaAs and InAs crystals,
respectively, were chosen as objects of study. In terms
of the physics of semiconductors, Te and Cr are typical
representatives of different classes of electrically active
defects introducing “shallow” (Te) and “deep” (Cr)
energy levels into the forbidden band of a crystal. In
termsof crystal chemistry, these impurity centers differ
fundamentally in the binding force of the outer elec-
trons and, correspondingly, the size of the region in

SEMICONDUCTORS Vol. 34 No. 4 2000
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which the perturbing potential introduced into the
atomic lattice of the crystal islocalized.

The obtained results demonstrate the unique proper-
ties of the STM method, which can be used to study
impurity states in a crystal, with separate atoms
resolved. It is shown that atoms of hydrogen-like (Te)
and transition-metal (Cr) impurities, occupying the
sites in the As sublattice, produce STM images with
strained crystal lattice regions of different size and also
with different sizes, shapes, and symmetries of the
regions of localization of their outermost electron
shells. Experimental estimates of these parameters
agree satisfactorily with the predictions of theoretical
guantum-mechanical models.

A tunneling spectrum of the localized electron state
associated with a separate impurity atom was measured
for the first time for Te. We believe that theoretical and
experimental development of the STM method in this
direction deserves particular attention. The possibility
of identifying, in principle, separate impurity atoms,
using the characteristics of their tunneling spectra,
could serve asthe basisfor devel oping a new method of
material analysis.
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Abstract—The nonlinear absorption factorsin adirect-gap semiconductor are calcul ated both for the pump and
probe waves using the density matrix formalism. The key feature of the calculation is the consideration of the
carrier dispersion. It is shown for the first time that the dispersion law defines the saturation behavior of the
absorption factor. The intensity and frequency dependences of the absorption factors calculated differ signifi-
cantly from those obtained previoudly. It is also shown that the conventional theory of nonlinear interband
absorption based on the kinetic equations for carriers leads to the correct results only in the limit of small pump

intensities. © 2000 MAIK “ Nauka/Interperiodica” .

The nonlinear wave interaction in direct-gap semi-
conductors is currently being studied intensively in
connection with four-wave mixing in optical amplifiers
based on bulk semiconductors [1-16].

The saturation effect at high pump power levels
plays an important role in the lowering of the efficiency
of four-wave mixing in semiconductor optical amplifi-
ers. The absorption saturation was directly observed in
the experiment with the absorption of pump and probe
waves in bulk InGaAsP in [1]. The multiphoton inter-
band absorption [17], spectral hole burning [3, 4], and
carrier heating are the main mechanisms of the nonlin-
ear light absorption in semiconductors. The first mech-
anismisinefficient in the case of a single-photon inter-
band resonance and thuswill not be discussed here. The
theoretical studies of two remaining mechanisms were
carried out using the third-order nonlinear susceptibility
or by numerica solution of the rate equation [3, 4, 6].
The absorption saturation in a direct-gap semiconduc-
tor with a parabolic dispersion law of carriers was first
calculated in [18]. There are also some papers where
the density-matrix and Maxwell equations were numer-
ically solved [7]. However, to our knowledge, simple
analytical results for the intensity-dependent interband
absorptivity remain to be obtained. In this paper, we
present the results of such calculations.

Carrier heating is of major importance in the case of
nondegenerate four-wave mixing. However, as will be
shown below, it has a negligible effect on the nonlinear
absorption under the conditions of the experiment [1]
(theinjection is absent and detuning of pump and probe
wavesiszero). Thus, from the density-matrix equations
[7] at afixed temperature with consideration of only the
mechanism of spectral hole burning, we have

po(k) = —%Cpc(k)

+ [ (E* (K)pey (K) ~ d(K)ERE, (K]
ALK+ Zpg(K),

. . 1
Por(K) = |i(0= )~ = |Peu(K)

(9 = [ita-a=3] o
—d(pc(k) * P, (K) - 11 E,

pu(k) = —p,(K)
+ 1[d* (OE* ()P, (K) ~ d(ERE, (KI]

+ 1, (K) + Zpyo(K).

Here, p(K) and p,(k) designate the respective popula-
tions of the electron and hole states with the wave vec-
tor k in the conduction and val ence bands; the nondiag-
onal matrix element p. (k) defines the polarization.
According to [7], the dipole moment of the transition
d(k) is defined by the expr on

m € (s +4)
(k) Qno JDsg +20,/ 3 2

Here, eisthe elementary charge, m, isthe free electron
mass, 4, is the spin-orbit splitting, and w(k) is the tran-
sition rate,

ld(k)I* =

ho(k) = g5+ e.(K) —¢g,(K),

whereeg isthe energy gap, €.(k) and €,(K) arethe carrier
energies. The external field is represented in (1) by the
strength E and the frequency w. The parameters A (k)
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and A\, (k) describe the injection, and p(k) and p,o(K)
are the steady-state electron and hole populations. The
relaxation times t, and 1, are defined as

1_1,1,1 1_1,1.1

Thv Ts

Here, 1, and 1,, define the el ectron hole scattering, Ty,
and 1, define the carrier scattering by phonons, and t,
is the recombination time. Finally, T in (1) isthe relax-
ation time of adipole.

From the time-independent solution to system (1), it
follows that
_ d(k)EW(K)
Impcv(k) - AT
L ©)

[w—w(K) ]2+ 12 +2(t, + 1 )T [d(K)E/H]*

X

where
W(k) =1- pco(k) - va(k) _Tc/\c(k) _Tv/\v(k)-

In the absence of injection and at room temperature, we
may assume that W = 1.

Using (3), we introduce the imaginary part of the
susceptibility x",

.1 _1 d’k
X' = gImP = E‘l’d(kﬂmpcv(k)(z—nf, (4)

(P is the polarization induced by an external field, in
which all orders of resonance interband nonlinearity are
taken into account), and intensity-dependent absorption
factor a,

a = Sy (5)

(A isthe wavelength and n' isthe real part of the refrac-
tive index). In the spectral region of interest x" < n’;
thus, we can ignore the intensity dependence of n'.

One can see from (3)—(5) that the intensity depen-
dence of a is defined by the dispersion law w(K). It is
noteworthy that the dependence d(k) is also defined by
the dispersion law, as follows from (2). Assuming the
parabolic isotropic dispersion law for the electrons and
heavy holes[19] in InGaAsP, we can write

hK
ﬁoo(k) = & + 2_|J.’ (6)
where U is the reduced mass. The same approximation
was used in [19] to calculate the infrared absorption in
a split band. Performing integration in the complex
plane and ignoring the contributions of the nonreso-
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nance poles, which appear due to the dependence d(k),
we finally have

R e )

JAFTT -y

Here, | is the pump intensity; y = d1(1 + 8132
0 = (hw—¢gy)/h, ayisthelinear (for E — 0) absorption

factor,
nd® puf | (1.
ag = 5 |=+8°+3, 8
O ranta U2 ®

which, for & > 1, yields the well-known dependence

ol /w—sg/h,

and | is the saturation intensity,

ch?(1+8°19)

l. = )
* am(t +1,)d

(9)

The expression similar to (7) could be obtained in
[18]; however, theresult reported only in [18] wasvalid
for the particular case of the exact resonance.

Comparing expression (7) with the absorption coef-
ficient obtained in [4], we see that expression (4.8) in
[4] can be derived from (7) by the expansion of the
square roots in apower seriesfor low intensities

_ Oo
T 1+1/41(1-y)

The rate-equation approach also yieldsasimilar depen-
dence of the absorption factor on the pump intensity:
a =01 + al)™. Since expression (10) was derived for
small |, it cannot describe the process in the saturation
mode. For this reason, the dependence of the type I
for the saturated absorption does not occur. In contrast
to this, amore general approach used here and based on
the correct calculation of the integral in (4) results
(according to (7)) in avery different saturation behavior
for high intensities

o~ |4

O, (10)

(11)

The weak intensity dependence of the absorption
factor can be explained as follows. As the pump inten-
sity increases, the electrons with high detuning values
w — w(k) participate in the absorption (see (4)). Along
with this, the contribution of phase volume of the elec-
trons involved in the absorption also increases, result-
ing in partial compensation for the saturation effect.
Actually, although the integrand in (4) decreases with
theincreaseinintensity as 1/I [see (3)], the contribution
of the phase volume increases, since the product
k2lmpy,(K) attains its maximum for k = k,

2 va
o = g [62+r‘2+2(rc+rv>‘15%‘j§} ,
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and the main contribution to the integral isin thevicin-
ity of this point. In the early works devoted to this prob-
lem [3, 4], an approximate integration over k was per-
formed under the assumption that the main contribution

comes from the vicinity of the resonance point ky =

(2ud/1)Y2. The comparison of ky and k; showsthat the
approximation adopted in [3, 4] isjustified only in the
case of low intensities. Thus, the saturation behavior in
the early theories differs from that obtained by us (7).

The absorption factor of a probe wave at the pump-
ing frequency was calculated on the basis of this
approach. To obtain the desired value, we replace E in
(1) by E + E;, where E; isthe field strength of the low-
intensity wave. The linear term of the expansion of Imp
in E; yields the desired parameter; i.e.,

g = Q@E) _ Godl-y
" dE JTri-y

(12)

J
e
21+ 3(J1+3-y)
where J = I/l It is readily seen that the saturation
behavior of ay, at high intensities is the same as for a

~ |-V4
Qg ~ 175

To compare these results with the experimental data
[1], consideration must be given to the propagation
effects, since the sample thickness in the experiment
was comparable to the absorption length. We hope to
return to thisissue in the future.

The contribution of heating of carriers can be evalu-
ated from the calculation of their concentration. With
the same approach for the carrier concentration in the
conduction band asfor the calculation of the absorption
factor, we have

n, = fpu(-3 = GonTed,  J1-y
o= P (2n)®  2hw [Ty

Substituting the numerical values of parameters from
[1,5, 7, 20] and taking account of the uncertainty in the
evaluation of the relaxation times, we obtain n, ~
10%-10"cm3at | =14 If n in InGaAsPis 10 cm2in
the absence of the pumping, the quasi-equilibrium car-
rier temperature in the experiment [1] is only 5-10%

MELIKYAN, MINASYAN

above room temperature. At the same time, this mech-
anism of nonlinearity is critical in the case of injection,
when the carrier concentration is ~102 cmr=.
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Abstract—The thermal conductivity k of HgSe:Fe samples with various content Ng, of Fe impurity was stud-
ied in the temperature range of 8-60 K. It was found that the dependence of the thermal conductivity k on N
is unconventiona at low temperatures. For T < 12 K, the value of k first decreases with an increase in the Fe
concentration up to Ng, = 5 x 10'® cm™ and then increases and attains a maximum for Ng, = (1-2) x 10%° cmS,
A further increase in Fe concentration brings about a steady decrease in thermal conductivity. The electron- and
phonon-related thermal conductivity of HgSe:Fe crystals with consideration of the effects caused by the order-
ing of trivalent Fe ions was analyzed. It is shown that both the electron- and phonon-related contributions to
thermal conductivity at low temperatures are increasing functions of Fe concentration in the range of
5 x 10™ < Ng, < (1-2) x 10%° cm3. However, the electronic contribution is too small to account for the exper-
imental increase in thermal conductivity. An analysis of the lattice contribution to thermal conductivity showed
that an anomalous increase in thermal conductivity is caused by a reduction in the Rayleigh scattering of
phonons by a system of Fe ions with mixed valence and is related to the spatial ordering of Fe** ions. © 2000

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In[1, 2], temperature dependences of thermal con-
ductivity k(T) in HgSe crystals with various concentra-
tions of shallow donor impurities were studied. The
dependences K(T) calculated [2] in the context of the
Callaway theory [3] were in good quantitative agree-
ment with experimental data. It was established that, as
the concentration of chaotically located shallow donor
impurities increases, therma conductivity decreases
owing to an increase in the probability of the Rayleigh
scattering of phonons.

As distinct from semiconductors doped with shal-
low-level donors, Fe impurity in HgSe:Fe crystals
forms a resonance d level against the background of a
continuous spectrum of the conduction band [4]. For
the Fe concentration of Ng, = N* = 4.5 x 108 cm3, the
conduction-band states |ocated below the Fe d level are
found to befilled, the Fermi level is pinned at this posi-
tion, and a mixed-valence state formed from the
Fe**-Fe** ions is formed in the HgSe:Fe crystals. In
this case, the concentrations of conduction electrons
and trivalent Fe ions are stabilized in such a way that

N, = NFe3+ = N,, and the concentration of neutral (inthe
crystal lattice) ions N_,. —Np = Nge — N_:. increases
with increasing the concentration of Fe. Under the con-

ditions of the mixed-valence state, the Coulomb repul-
sion of positive charges at Fe ions (the d holes) results
in spatial correlations in their positions: the higher the
concentration of Ng,, the larger the number of unoccu-
pied sitesfor the redistribution of d holes and the higher
the degree of ordering in a correlated system of Fe**
ions[5]. In this case, the scattering of conduction elec-
trons by acorrelated system of Fe** ionsisreduced, and
the mobility increases.

The phenomena of electron transport in HgSe:Fe
crystals containing the Fe impurity with mixed valence
have been well studied by now, both experimentally
and theoretically [4—10]. Much less attention has been
paid to the special features of the phonon-momentum
relaxation in systems containing mixed-valence states.
So far, only onework [11] has been concerned with the
influence of correlation effects on the phonon-sub-
system properties in a system of Fe ions with mixed
valence in HgSe:Fe crystals. It was established [11]
that, for T< 12 K, the dependence of thermal emf onthe
concentration of Fe impurity exhibits a portion of
anomalous increase in the concentration range of 5 x
10%8 < Ng, < (1-2) x 10" cmr3. It was shown that an
anomalous increase in thermal power is caused by a
reduction of the scattering of phonons by the spatially
correlated system of trivalent Feions.

1063-7826/00/3404-0389%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Table
Sample | Neg, 101 | n,, 1018 | W 10°em™(V'9) |y qgis

no. | e | e ooy T=10K| S
1 0 2.1 3.0 3.0 21
2 0.1 3.0 2.8 238 3.0
3 03 4.0 2.9 29 40
4 05 48 5.1 4.9 5.0
5 08 47 610 | 57 8.0
6 1 47 83 765 | 10
7 1 485 | 80 715 | 10
8 2 4.9 6.4 585 | 20
9 5 48 595 | 545 | 50

10 10 5.1 45 425 | 100

11 | 40 6.2 25 24 | 400

The objective of thiswork wasto study theinfluence
of interimpurity Coulomb correlations in a system of
Fe ions with mixed valence on the Rayleigh scattering
of phonons and the thermal conductivity of HgSe:Fe
crystals at low temperatures. We show that an increase
in the degree of spatial ordering of Fe ions results not
only in anincreasein the electron mobility [6] and ther-
moelectric power [11] but aso in an appreciable
increase in thermal conductivity at fairly low tempera
tures for the concentration range of 5 x 108 cm3 <
Ng <2 x 10 cmS,

In order to experimentally observe an anomalous
increasein thermal conductivity, two conditions should
be met. First, the lattice-related contribution K, to the
thermal conductivity of the samples under investigation
should exceed the el ectron-related contribution K. Sec-
ond, the main mechanism of the phonon-momentum
relaxation should be that of the Rayleigh scattering.
According to studies of therma emf [1] and thermal
conductivity [2], these conditions are fulfilled in
HgSeFe crystals in the temperature range of 5< T <
15 K. According to [2], the electronic contribution to
the thermal conductivity of HgSe crystalsdiminishesas
the temperature decreases and amounts to less than 1%
of the total thermal conductivity at T < 10 K. It is
shown in[1] that the mechanism of Rayleigh scattering
plays an important role in the momentum relaxation of
the phonon system and largely defines the magnitude of
thermal emf in HgSe:Fe crystalsat low temperatures; in
fact, thethermal emf measured in the temperature range
of 7-20K decreases by morethan 20 timesasthe Fecon-
centration increases from 1 x 10 to 4 x 10%° cm 3,

In what follows, we report the results of measure-
ments and quantitative anadysis of the dependences of ther-
mal conductivity on temperature and Fe concentration.

KULEEV et al.

2. EXPERIMENTAL DATA

Thermal conductivity k(T) was measured in the
temperature range of 7.5 < T < 60 K in 11 HgSe:Fe
crystals with an Fe concentration ranging from 0 to 4 x
10%° cm~3. We measured the thermal conductivity by the
absolute method (the steady-heat-flux method), which
was described in detail elsewhere [1, 2]. The (Au +
0.012%Fe)-Cu thermocouples were used as tempera-
ture sensors. The main characteristics of the samples
studied (the Fe concentration N, and the concentration
n, and mobility p of electronsat T = 4.2 and 10 K) are
listed in the table. The typical dimensions of the sam-
ples were 8 mm x 2.0 mm x 0.9 mm. The measured
temperature difference did not exceed 10% of the mean
temperature of the sample. As can be seen from the
table, the concentration of electrons exceeds that of Fe
in samples 2 and 3, in which Ng, < N* and the Fermi
level is below the Fe donor level. Thisis related to the
presence of charged native defects whose concentration
Ny istypicaly ~(1-2) x 10% cm= in HgSe:Fe crystals.
Therefore, in the samples with N, < N*, the electron
concentration n, is equal to the total concentration of

charged centers; i.e., wehaven, =Ny + N_.. = N;. For

Nee > N*, the Fermi level is pinned to the Fe donor
level, and the electron concentration is virtually inde-
pendent of Ny, (seetable).

Figure 1 shows the temperature dependences of the
overal thermal conductivity K(T) = Kp,(T) + K(T) for
samples 1-11. Ascan be seen, the dependencesk(T) for
HgSe:Fe crystals with low (Ng, < N*) and high (Ng, >
N*) Fe concentrations are radically different. For the
samples of thefirst group (samples 1-3), anincreasein
K(T) with decreasing temperature is clearly pronounced
and is attributed to a decrease in the probability of
phonon-phonon scattering (Fig. 1a). For sample 1 with
the lowest concentration of native defects, a phonon-
related peak at T = 15 K is observed. It is noteworthy
that the position of the peak and the values of k(T) for
sample 1 are consistent with the data obtained for the
HgSe crystal with N, = 10*® cm=3[1]. For HgSe:Fe crys-
tals 9-11 with a high Fe concentration, the shape of the
curve k(T) becomesradically different, and an increase
inthethermal conductivity related to arepression of the
phonon-phonon scattering is not observed. Moreover,
the magnitude of k(T) decreases only dlightly as the
temperatureislowered in therange of 7-30K (Fig. 1a).
Such dependences are typical of the lattice-related ther-
mal conductivity of the crystals in the case where the
dominant mechanism of phonon-momentum relaxation
involves the Rayleigh scattering of phonons by point
defects[12, 13].

For HgSe:Fe samples with intermediate Fe concen-
trations (0.5-2) x 10'° cm3, the shape of the k(T) curve
in the range of 1560 K is defined by competition
between the phonon-phonon and Rayleigh mecha-
nisms of phonon scattering. As a result, the thermal

SEMICONDUCTORS Vol. 34 No. 4 2000
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Fig. 1. Experimental dependences of thermal conductivity k on the temperature T in HgSe:Fe crystals with various Fe concentra-
tions. The curves are numbered in accordance with the sample numbersin the table.

conductivity in samples 4-18 increases with a decrease
in the temperature; however, this decrease is less pro-
nounced than in the case of samples 1-3 (Fig. 1b). Itis
also evident that the thermal conductivity of samples 4
and5at T > 15 K ismuch larger than that of samples 6
and 8. However, in the crystals with Ng, = (1-2) x
10 cmr3, K(T) increases rapidly with decreasing tem-
peraturefor T < 15 K and becomes larger than the ther-
mal conductivity of samples4 and 5 with N, = (5-8) x

10 cm—3at T< 11 K. Thisexperimental result isincon-
sistent with available theoretical concepts, according to
which an increase in the Fe concentration should bring
about arisein the role of the Rayleigh phonon scatter-
ing and, thus, adecrease in the thermal conductivity for
a given temperature. This concentration “anomaly” of
the thermal conductivity is more clearly illustrated in

SEMICONDUCTORS  Vol. 34
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Fig. 2 showing the dependences of K on the impurity
concentration N;. The latter is equal to the concentra-
tion of charged centers for samples 1-3 and is equal to
the Fe concentration Ng for samples 4-11. As can be
seen from Fig. 2, the dependence k(N;)) at T=8 K is
nonmonotonic; as N; increases, the thermal conductiv-
ity first decreases to the value K, = 0.6 W/(cm K) for
N, =5 x 10 cm2 and then increases and attains amax-
iIMuM Ko = 0.75 W/(cm K) for N, = (1-2) x 10™° cn3,
A further increase in the Fe concentration results in a
steady decrease in k(N;), which is evidently caused by
an increase in the probability of Rayleigh phonon scat-
tering by Fe?* ions that are neutral in the lattice. The
fact isthat, for N > N*, the Fermi level ispinned to the
Fe donor level, and, as the Fe concentration increases,
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K, W/(cm K)

1.2

K, W/(cm K)
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Fig. 2. The calculated (the lines) and experimental (the
graphic characters) dependences of thermal conductivity on
Fe concentration at several temperaturesindicated. The fol-
lowing values of the phonon-scattering parameters were
used in calculations: E; = 0.7 eV, ¢, =0.6,cy =2, Cry+ = 3,
Cro=0.1,and cy =0.5.

the Fe** ion concentration remains unchanged; it is
only the Fe** ion concentration that increases. Thus,
instead of an expected decreasein thermal conductivity
in the range of Fe concentrations (0.5-2) x 10™° cm,
an increase in K is observed; this increase amounts to
~25% of K, @& T = 8 K. It is noteworthy that an
increase in K(Ng) occurs in the same concentration
range where an anomalousincrease in thermal emf [11]
and electron mobility [4-6] is observed. Therefore, we
may assume that an increase in K is also related to an
increase in the degree of spatia ordering of Fe** ions.
It is notable that, in sample 4 with N, = 5 x 108 cm3,
the mixed-valence state of Feionsis aready realized,
because electron mobility (see table) appreciably
exceeds the value of 3 x 10* cm/(V s) characteristic of
electron-momentum relaxation at a chaotic ion system
with N; =5 x 108 cm=3[6, 14]. For aHgSe sample with
such adonor concentration, thermal conductivity [2] is

KULEEV et al.

equal tok = 0.5W/(cm K), whichissmaller than K, =
0.6 W/(cm K) for sample 4. Thus, the magnitude of an
increase in thermal conductivity in a HgSe:Fe system
with the mixed-valence state of Fe ions with respect to
the thermal conductivity of HgSe containing a chaotic
system of ionswith N, = 5 x 10'8 cm™ can substantially
exceed the value of (K — Kmin) = 0.15 W/(cm K).

An anomalous increase in K(N;) = Kyy(N;) + Ko(N))
with increasing N; may be related either to electron or
to phonon components of thermal conductivity. For
samples 10 and 11, we managed to single out the elec-
tron component K (T) of thermal conductivity using the
graphical method suggested in [1]. We found that, for
T= 10K, thevalue of k. did not exceed 10> W/(cm K),
which is consistent with the estimate based on the
Wiedemann—Franz relation K, = enuTL, where 1 isthe
electron mobility and L is the Lorentz number. As
shown in [9], the following expression is valid for
HgSe:Fe crystals at T < 30 K within a wide concentra-
tion range:

_ . _ ket
L= 1, = SR

Estimations of the electronic thermal conductivity for
samples 6 and 7, which have the highest electron
mobility, on the basis of the Wiedemann—Franz law and
the data listed in the table yield a value of kK (N;) no

larger than (1.5-2) x 10?W/(cm K) at T =10 K. Thus,
the magnitude of the el ectronic contribution to the ther-
mal conductivity is found to be an order of magnitude
less than the experimentally observed increase in ther-
mal conductivity (Kyax — Kmin) = 0.15 x 1072 W/(cm K).
Consequently, this increase is caused by the lattice-
related component alone. Therefore, we may assume
that the main cause for the low-temperature anomaly of
thermal conductivity, as well as of thermal emf [11], is
the effect of the diminution of phonon scattering by a
spatially correlated system of Fe** ions.

In what follows, we report the results of the quanti-
tative analysis of the dependences of thermal conduc-
tivity on temperature and Fe concentration with allow-
ance made for the phonon drag of electrons. In the cal-
culations, we take into account the scattering of
electrons by the correlated system of Fe** ions, the
aloying potential, and acoustic phonons, aswell asthe
main mechanisms of the phonon-momentum relax-
ation. The phonon scattering by aspatially ordered sys-
tem of Fe** ionsis also accounted for.

3. ELECTRONIC THERMAL CONDUCTIVITY

Studies of the thermal emf of HgSe:Fe crystals[11]
showed that the effect of the phonon drag of electrons
plays an important role and defines to a great extent the
therma emf at temperatures lower than 20 K. There-
fore, in analyzing the thermal conductivity of these
crystals, we proceed from the following expression

SEMICONDUCTORS Vol. 34 No. 4 2000
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obtained in [15] with allowance made for the effects of
both the drag of electrons by phonons and their mutual

drag:

e O

O T
K = Ky + LOOT%ﬂ+d<iD
F

(1)
0
X[DelC, + Ag(€6)(Ds + Da—2D,)] %

Here, 0 = enjt is electrical conductivity, Ay (gg) is the
parameter defining the contribution of phonon drag to
thermal emf

aph = _'—BAph(eF)a

and I isthe mutual-drag parameter equal to the ratio of
the mean free-path time to the time it takes for the
momentum transferred by electronsto the phonon sub-
system to be returned back to electrons; the coefficients
D, were defined in [15]. Estimations show that, for T =

10 K, we have Ay (g < 0.1-0.2, ' = 1073, and
ks T/ex = 107 for HgSE:Fe crystals (the values of the
parameters are the same as in [11]); thus, the contribu-
tion of electron-phonon drag to electronic thermal con-
ductivity may be ignored.

A nonmonotonic dependence of thermal conductiv-
ity K(Ngo) in HgSe:Fe crystals is observed at tempera-
tures below 15 K. In this temperature range, elastic
scattering of electrons by a correlated system of Fe**
ions and by the alloying potential [6, 7] is dominant,
and the effective Lorentz factor isequal to L = L [9].
Therefore, in order to estimate the electronic thermal
conductivity K., we can use the Wiedemann-Franz | aw.
Taking into account the results reported in [6], we can
represent the expression for K, as

T, )

= Bl
Ke = K SN

where n, is electron concentration; k. = 53 x
104 W/(cm K) and p* = 3 x 10* cm?/(V s) are the ther-
mal conductivity and mobility, respectively, of electron
gas with n, = N* in the case of electron scattering by a
chaotic system of ions with concentration of N; = N*;
and

"= ML+ 2e4/ €5 f
(1 +2ep/e 0
) (3)
2 O
x%mcw\[ E’\"’Dum )
2 N,
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Fig. 3. Calculated dependences of electronic thermal con-
ductivity on Fe concentration for T = (1) 4, (2) 10, and
(3) 20K.

Here, 4= €-= 210 meV, g, = 220 MeV, ®gy, = 2.26[6],
A =0.1listhedloyi ng—soattering parameter, and

®(ke) = J’

(X +b‘l (4)
®,, = 1-b'In(1+by), b, = (2kery)>.

The structure factor §(q) characterizing the degree of
spatial ordering in a correlated system of Fe** ionswas
determined in [6]; for achaotic system of ions, §(q) =1
and @, = dgy. In the case of arbitrary Coulomb corre-
lations, the structure factor is calculated to the Percus-
Yevick approximation for a model system of hard
spheres. The use of this approximation is justified by
the fact that, if the mixed-valence state of Fe*—Fe3*
ionsis formed at the Fermi level (Ng. > N*), the most
closely spaced d holes (positive charges at Feions) are
thefirst to be removed. This ensures the highest gainin
free energy and givesriseto acorrelation sphere around
each Fe* ion; this sphere hasaradius of r, = d (d isthe
diameter of the hard sphere) and does not contain any
other d holes[5]. In such a system, the degree of order-
ing is characterized by the packing factor n = Td®N, /6,
which is equal to the ratio of the volume occupied by
hard spheres to the total volume of the system.

As the temperature increases, the migration of
d holes between Fe?* and Fe** ionsisintensified, asys-
tem of Fe3* ions becomes more and more chaotic, and
the degree of spatial ordering and the radius of the cor-
relation sphere decrease. In the approximation of “soft
spheres’ [10], variations in the packing factor n(T) and
the diameter d(T) are defined by the following expres-
sions:

d(T) = d(,%l—A—rd(;—)g

— = By[J1+B,T-1].

©)
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Here, d, is the diameter of a hard sphereat T = 0; and
B, and [3, are the parameters that generally depend on
the concentrations N, and N,, the packing factor, and
the screening radius; these parameters were defined
in[10].

Expressions (2)—(5) make it possible to analyze the
dependences of electronic thermal conductivity both on
temperature and on the Fe concentration. Figure 3
shows the dependences K (Ng) for HgSe:Fe crystalsin
the absence of native defects at severa temperatures.
As can be seen from Fig. 3, these dependences are non-
monotonic and differ from the dependence of electron
mobility U(Ngo) [5, 6]. In the concentration range of
1 x 10'8 < Ng, < 4.5 x 10'® cm3, the mobility decreases
owing to anincreasein the effective mass of charge car-
riers as the Fermi level rises, whereas the electronic
thermal conductivity increases (albeit moderately) in
this range owing to an increase in the charge-carrier
concentration. In the concentration range of 4.5 x 108 <
Nee < (1-2) x 10 cm3, electronic thermal conductivity
rises steeply and increases by about a factor of 3 at
T=10K, which is caused by an increase in the degree
of spatial ordering in a correlated system of Fe** ions
and by a suppression of electron scattering. However,
the absolute values of K, in the region of the peak are
equal to about 2 x 102 W/(cm K), which is by an order
of magnitude less than the experimentally measured
increase in thermal conductivity in this concentration
range.

Thus, an increasein electronic thermal conductivity
with an increase in the degree of spatial ordering in a
correlated system of Fe** ions cannot account for the
experimentally observed increasein thermal conductiv-
ity of HgSe:Fe crystals.

4. LATTICE-RELATED THERMAL
CONDUCTIVITY

In analyzing the lattice contribution to the thermal
conductivity of HgSe:Fe crystals, we will follow [2]
and use an approach suggested by Callaway [12]; this
approach is the best developed and is widely used in
actual calculations[2, 14, 15], because it makes it pos-
sible to limit the number of adjustable parametersto a
minimum. In this approach, allowance is made for a
specific role of the normal phonon-scattering processes
that bring about only the redistribution of momentum
between phonons rather than phonon-momentum
relaxation. In this model, the phonon-related thermal
conductivity is given by

d<BTD Ks
" Uh Opg

(J1+BJy), (6)
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where s = 3(1/s + 2/s)* isthe mean velocity of sound,
with s and s, denoting the vel ocities of longitudinal and
transverse sound; and

J’ dx
Xq

Ja = [V ()L = Vi (X)/ V()] T (X)ax, — (7)
0

th(X)

ph( )

, J, = J’dx f(x), B = j—z

f(x) = x"expx(expx—1)~

Here, X = Awy/Ks T, X4 = O4/T, with ©4 standing for the
Debye temperature; v, (X) is the phonon relaxation
rate in normal scattering processes (the Herring mech-
anism); and v,,(X) is the total relaxation rate for
phonons. As studies of thermal conductivity [2] and the
drag-related therma emf [11] showed, the following
mechanisms mainly contribute to the phonon-momen-
tum relaxation at low temperatures.

The Umklapp processes with the rate of v,y =
By TPwrexp(—04/aT) = Ayx?, where A = Byexp(=T,/T),
©y=151, B, =(22+ 04) x 107 gK3[2],and T, =
123 K, which correspondsto the limiting energy of lon-
gitudinal phonons at the edge of the Brillouin zone.

The Herring mechanism: the relaxation rate is
Ezzp?,\, = ByTPw? = Ag¥%, where By = (3£ 0.8) x 102 g/K3

The phonon scattering by electrons with the rate
Of Ve = vghex, with

o _ Eam(e)
e

Scattering at the sample's boundaries with the
rate of vy = ¢ §/(LsLo)Y2 = vy, ¢, wherec, = /(2 ),
fisafraction of phonons scattered diffusely by the sam-
ple's boundaries, and L; and L, define the cross section
of the sample.

The Rayleigh mechanism: the relaxation rate for
phonons scattered by chaotically distributed Fe’*
charged centers and Fe?* neutral (in the lattice) centers
is given by the following expression [11, 16, 17]
derived to the point-defect approximation:

4
Vth = Vth++VthO = CR+/\R+(N++CRONO)X . (8)

Here, Ag. = A,S*qy, with the constant A, defining the
probability of phonon scattering at native defects in
HgSe crystals; on analyzing the experimental data[2],
the estimate A, = 12.1 x 104 cm?*'s was obtained.
According to [2, 12], the value of A, can vary by more
than an order of magnitude for dissimilar impurities
owing to differencesin the phonon-scattering cross sec-
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tion. The parameter ck, istheratio of the probability of

scattering by Fe** ionsto that by native defectsin HgSe
crystals. The constant cgy = A /A, is, infact, theratio of
the cross section for phonon scattering by neutral (in
the lattice) Fe** ions to that by charged Fe** ions.
According to the estimates obtained in [11] from the
analysis of the phonon component of thermal emf for
HgSe:Fe crystals, cg, = 2 and ¢y, = 0.15. The point-
defect approximation is justified for substitutional
impurities, isotopes, vacancies, and interstitial atoms
whose perturbing effect is localized within a unit cell.
It is obvious that this approximation is valid for Fe?*
substitutional impurity. In the case of scattering of
long-wavel ength acoustic phonons, a point defect man-
ifestsitself as a small portion of the crystal with differ-
ing density and elastic properties. The point-defect
approximation for charged centersin semiconductorsis
widely used in actual calculations[2, 12, 13], although
itsapplicability isnot quite evident. In fact, the range of
acharged-center potential in semiconductors is defined
by screening radius r.. For HgSe:Fe crystals with n, =
N* =4.5x 10 cmr3, ry= 5 x 107" cm = 103, (ay isthe
lattice constant), and the mean distance between Fe*
ions is R, = 6 x 10" cm. Therefore, the perturbing
effect of Fe** ions (variation of the force constants and
the | attice distortion) spans over alarge number of unit
cells rather than a single unit cell. Since the cross sec-
tion of Rayleigh phonon scattering is proportional to
the square of the perturbed region of a crystal [18], the
probability of phonon scattering by Fe** ions is bound
to be much higher than that by Fe?* ions. Therefore, the
value of ¢y = 0.15 obtained in [11] is not surprising. A
comprehensive study of the influence of various impu-
rities on the thermal conductivity of Geand Si crystals
has shown [12, 13] that doping with neutral impurities
suppresses thermal conductivity much less than in the
case of doping with charged impurities; this suppres-
sion becomes more pronounced with decreasing tem-
perature. Thus, the results of these studies are consis-
tent with the inference [11] that neutral impurities scat-
ter phonons much less effectively than do charged
impurities.

In calculating the rate of phonon relaxation at a cor-
related system of Fe ions, we take into account the spa-
tial ordering of Fe** ionsin terms of the structure factor
S(g) smilarly towhat wasdonein [11]. In this case, the
following expression can be derived for the rate of
phonon relaxation at a mixed-valence state of Feions:

Vonr(X) = Cre(N,J(Q) + CRONO)/\R+X41

: ©)
J(q) = J’uS(2qu)du.
0

At low temperatures (T < 10 K), the long-wavelength
acoustic phonons contribute largely to both thermal
conductivity and the phonon component of thermal
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Fig. 4. The dependences of the functions (1) J(q), (2) é(q),
©)] J (), and (the dashed line) ) on the wave vector q.

emf. Therefore, in calculating the relaxation rate
Vpr(X) in [11], the structure factor §(q) was expanded

in a series in terms of powers of g up to the g* terms,
and analytical expressions were abtained for J(g) and

Vpnr(X) [J(0) = S(X)]. However, this approximation is
found to be inadequate for cal culating the thermal con-
ductivity at higher temperatures (see Fig. 4). For large
g, the quantity S(x) increases steadily, whereas J(q)
tends to a constant value remaining smaller than unity.
In this work, in order to simplify numerica calcula-
tions, we used an interpolation formula for J(q). This
formula was obtained by expanding the direct correla-
tion function C(q) in a series in powers of g and inte-
grating directly the structure factor q) = [1-nC(q)]%;
thus, we have

J(q) = S(0) +[1-S(0)]

x %T[ arctan(2u, — &) — arctan(-¢)],

(10)

where & = (1 + 1.7n) /$(0)/ Sy . The quantities S0)
and §;) were defined in [11]. As can be seen from
Fig. 4, there is a reasonable agreement between the

quantities J (g) and J(q) in the entire range of wave vec-
tors g. The resulting expression for the phonon-relax-
ation rate in HgSe:Fe crystals with alowance made for
the spatial ordering of the correlated system of Fe**
ions can be written as

Vpn(X) = CLVghL + Vghex +CuAGX + CuA X (11)
+ Cri N+j(Q) + CroNol Ay X
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Fig. 5. Phonon spectrum of HgSe crystals[18].

In (11), the adjustable parameters ¢y, Cy, Cr+, and Crq
appear explicitly; they characterize the difference
between the properties of HgSe crystals with native
defects[2] and those of HgSe:Fe crystals studied in this
work. For the parameters of phonon scattering reported
in[2], we have ¢, = cg, = 1. Formulas (6)—«11) makeit
possible to calculate the dependences of |attice-related
thermal conductivity on temperature and Fe concentra-
tion for HgSe:Fe crystals.

5. DISCUSSION OF RESULTS

In calculating the thermal conductivity, we used the
same values of the parameters asin [11]; i.e., we have
m(e) = my(1 + 2¢e/ey); 5= 0.22 eV; the effective mass of
an electron at the bottom of the conduction band m, =
0.02m,, where my, isthe mass of afree electron; and s =
1.95 x 10° cm/s. The results of calculations of the
dependence K(Ng,) are shown by solid linesin Fig. 2.
The values of the phonon-scattering parameters E; =
0.7¢eV,c. =0.6,cy=2,Cr, =3,Crp=0.1,and c, =05
used in calculating the dependence K(Ng) virtually
coincide with those obtained in [11]. As can be seen
from Fig. 2, agreement between the calculated depen-
dencesk(Ng.) and experimental dataat T < 15K isquite
satisfactory. For a given temperature, the contributions
of normal phonon-scattering processes, the Umklapp
processes, and the phonon-electron interaction to the
phonon-relaxation rate remain constant. The entire
variation in thermal conductivity is caused by changes
in the Fe concentration and by the influence of native
defects. Therefore, in the absence of a spatial correla-
tion for the samples with Ng, < 5 x 10'® cm2 (in which
case the Fermi leved is below the d level of Fe), an

increasein the charged-center concentration N, = N + Ny
brings about an enhancement in the Rayleigh scattering
of phonons and, correspondingly, arather sharp decrease
intherma conductivity. Intherange of Fe concentrations
of 5 x 10" cm3 < N, < (1-2) x 10*° cm3, the Fermi
level is pinned at the Fe donor level (see table) and an
increase in the Fe concentration brings about an
increase in the concentration of neutral (in the lattice)
Fe?* ions and, correspondingly, an increase in the
degree of spatial ordering of Fe** ions. As aresult, the
Rayleigh phonon scattering by a correlated system of
Fe* ions is depressed and thermal conductivity
increases in the aforementioned concentration range.
An increase in K(Ng) a T = 8 K amounts to 25% of
Kmin- A Steady decrease in therma conductivity with
Nee > 2 x 10*° cm2 is caused by anincreasein the prob-
ability of the Rayleigh scattering of phonons by neutral
(inthelattice) Fe?* ionswith increasing Fe?* concentra-
tion. A certain spread of experimental points with
respect to the calculated curve is caused by the pres-
ence of uncontrolled native defects in the samples[14].

As the temperature increases, both the phonon-
phonon scattering processes and the d-hole migration
between charged and neutral (in the lattice) Feions are
enhanced (see Section 3). Furthermore, the degree of
spatial ordering in a system of Fe ions with mixed
valence decreases; as a result, at T > 15 K nonmono-
tonic dependence K(Ngo) is observed no more, although
the characteristic kinks in the curves K(Ng) persist up
toT=20K (Fig. 2).

It is noteworthy that, in order to explain an uncon-
ventional dependence of lattice-related thermal con-
ductivity on Fe concentration, we made a number of
simplifying assumptions: first, we adopted the Debye
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approximation for the acoustic-phonon spectrum, and,
second, we used the average velocity of sound s =
3(Us + 2/s)™ for the three branches of the phonon
spectrum. However, the use of these approximationsfor
HgSe is judtified only at fairly low temperatures
T < 10K, in which case the long-wavelength phonons
with wy, = sq contribute largely to the thermal conduc-
tivity. In an analysis of thermal conductivity in awider
temperature range, one should take into account the
contributions of longitudinal and transverse phonons
separately. In fact, the dispersion curves for transverse
phonons in HgSe crystals involve two extrema and
extended flat portions [18] (see Fig. 5). This givesrise
to the emergence of two peaks in the density of states
for transverse phonons; the most important of these
peaks is the low-energy one. The latter corresponds to
the phonons near the boundary of the Brillouin zone;
the energy of these phononsisfwy, = ksTy, where Ty =
30-35 K and the wave vector g/2 corresponds to the
boundary of the Brillouin zone [18]. The phonons with
wave vectors corresponding to the peaksin the density
of states contribute only slightly to thermal conductiv-
ity, because the group velocity of these phonons is
given by dw,/dq = 0. However, they can appreciably
affect the relaxation rates for long-wavel ength phonons
both in the normal-scattering processes and in the
Umklapp processes. In connection with this, the
Umklapp processes for transverse phonons are
expected to be frozen out at significantly lower temper-
atures than in the case of longitudina phonons.
According to amodel suggested by Holland [8, 19], it
is necessary to set off aregion of the Debye spectrum
W < Wnax (0 € e for transverse phonons and take
into account separately the contribution of short-wave-
length phonons in the range of anomalous dispersion
Omax < g < @/2. Sincethe highest frequency of transverse
PhoNoNs is 7imay = KgTax (Tmax = 50 K) and iy, =
kgTq, We may expect that the anomalous-dispersion
region of the phonon spectrum (Fig. 5) contributes sig-
nificantly to thermal conductivity even a T > 15 K.
Analysis of the temperature dependence k(T) in the
context of the Callaway model [3] without considering
the contribution of short-wavelength transverse
phonons supports the above assumption. For T < 12 K,
the results of calculation of K(T) are in good agreement
with experimental data, whereas, for T > 15K, the the-
oretical curves run below the experimental points, with
this discrepancy increasing as the temperature
increases (see the insert in Fig. 2). Therefore, in order
to adequately interpret the dependence k(T) in awide
temperature range, we should take into account the spe-
cial features of the phonon spectrum in HgSe:Fe crys-
tals (Fig. 5) in terms of the modified Holland approach
developed in [19]. However, this approach requires fur-
ther consideration and will bereported in our forthcom-
ing publication.
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6. CONCLUSION

In thiswork, our main concern was with the quanti-
tative explanation of a new effect consisting of a
depression of phonon scattering by a spatially corre-
lated system of Fe** ions. This effect is the cause of an
anomalous dependence of thermal conductivity on Fe
concentration at low temperatures, in which case the
short-wavel ength transverse phonons are frozen out to
agreat extent. Consequently, it is hoped that the use of
the Debye approximation to the phonon spectrum,
which we adopted in analyzing the dependence of lat-
tice-related thermal conductivity on Fe concentration,
iswell substantiated.
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Abstract—Metal-insulator transition and hopping conduction are studied in narrow-gap copper-doped
p-Hg, - Cd,Te crystals in a wide range of temperatures, compositions X, and impurity concentrations. It is
shown that, as distinct from wide-gap semiconductors, a characteristic size of shallow acceptor wave function
responsible for the hopping mechanism of conduction is determined by the effective mass of a heavy, rather
than light, hole. The presence of low-temperature g,-conduction over the delocalized states of positively
charged acceptors near the metal—insulator transition is established. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

L ow-temperature activation-controlled conduction
in the impurity band is studied to date in a number of
semiconductors and dielectrics. Several monographs
are devoted to this problem [1-3]. However, some
important issues still remain unclear to this day. In par-
ticular, the nature of €,-conduction is not well under-
stood. The next important question concerns the char-
acteristic size of the shallow acceptor wave function in
the case of a degenerate valence band. Asis known, in
semiconductors with cubic crystallographic structure,
the valence band is degenerate at the point with k = 0
and consists of light- and heavy-hole subbands, which
are characterized by effective masses my, and my,
respectively. As aresult, the dependence of the shallow
acceptor wave function on the distancer to its center is
rather complicated. According to modern concepts, for
my,/my, << 1, the change of wave-function amplitude for
the bound state in theimmediate vicinity of an acceptor
isdetermined mainly by the heavy hole massm,,. Here,

the value of a, = #/,/2m,,E, is a characteristic size
(E, is the acceptor level energy) [4]. On the contrary,
for large distances (r > a,,), the asymptotic behavior of
wave function depends heavily on my,, and the charac-

teristic sizeincreasesup to g = A/ ,/2m,,E, [2]. There-
fore, it would be reasonable to consider that it is this
value that determines the probability of the hole hops
between the impurity states[2].

Actually, it is shown in [5] by an example of gal-
lium-doped p-Ge that the radius of the acceptor state,
which determines the probability of carrier hops, is
constant and is close to the value of a for awide range
of acceptor concentrations N, = 7.5 x 10*-10'" cm3,

However, contradictory data exist. Based on the analy-
sis of conductivity studies of heavily compensated
p-InSb [7, 8], it was concluded in [6] that the effective
radius of the acceptor state decreaseswith increasing N,.

A possible reason for the contradictions indicated
above is apparently related to the fact that InSb is an
inappropriate object for such studies, since, within this
context, InSb is in an intermediate position between
narrow-gap and wide-gap semiconductors. This
becomes clear from what follows.

Actualy, the meta—insulator transition in the
uncompensated semiconductors of p-type represents a
modification of the Mott transition. It occurs at the
moment the impurity bands merge, which are ana-
logues of the lower and upper Hubbard bands formed
by the neutral and positively charged acceptor states as
a result of attachment of the excessive hole [1]. The
transition point is determined by the ratio of the overlap
integral for wave functions of neighboring acceptors and
the repulsion energy of holes localized at the native cen-
ter (the Hubbard energy U). The acceptor concentration
at the trangition point satisfies the Mott criterion [1]:

N"%a = 0.25. (1)
The overlap integral

26&%r r
_2er_ 0m @

J = 35222 00

(here, € is the dielectric constant and a = 7(2m* E,)Y?
for a simple band with the effective mass m*), calcu-
lated for the hydrogen-like center as afunction of inter-
impurity distance[2], hasthe maximumfor r = a. It can
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be easily verified in this case that the ratio J/E, in the
maximum is independent of a.

The situation is different in the case of a semicon-
ductor with the degenerate valence band. Here, theion-
ization energy of a single-charged acceptor is deter-
mined mainly by the heavy hole mass [4], and E, =
€’/(3a,,) in the limit of m,/m,, — 0. At the same
time, for r > a,, the overlap integral J, to within a
numerical factor on the order of 12, is described by
expression (2), if we assume that a = a,. Therefore, for
r > a,, theratio JE, is small and may be no greater

than 0.7a,/a (or 0.7 ./m,,,/ my;,) a its maximum value.

On the other hand, awidth B of the impurity band is
determined solely by the value of overlap integral J[1],
without regard for the Coulomb interaction of charged
impurities. Asit will be shown below, inthiscase, at the
point of the Mott transition, B = (2/3)E, and the ratio
J/B = 0.22, so that JJE, = 1/7. Consequently, in order
that the overlap of asymptotic tails of wave functions
could induce the Mott transition, the fulfillment of the

following condition is necessary: 0.7,/m,,/m,, > 1/7,
i.e, mp/my, >0.04.

In p-Ge, where my, = 0.042m, and my;, = 0.379m, [9],
the ratio my,/my,, > 0.11; therefore, this material
behaves as a typical wide-gap semiconductor, and
a=ga in it. In the narrow-gap semiconductors, e.g.,
Hg; - ,Cd,Te, where my,/my, <€ 1, the overlap of tails of
the bound hole wave functions is small, and the Hub-
bard bands are narrow. As a result, these bands merge
only if the distance between the impurity atoms
becomes comparable to the radius of heavy hole local-
ization a,. Theratio m;,/my, in InSb has an intermediate
value of 0.04-0.08 [10-12], and for this reason a
depends on the mean distance between acceptors.

On the basis of the reasoning given above, we come
to the conclusion that Hg, _,Cd, Te can be a promising
material for the studies of general laws of hopping con-
duction in semiconductors with a degenerate valence
band. The bandgap for this semiconductor and the
effective mass of light hole heavily depend on its com-
position X, whereas my,, remains practically constant.
As aresult, the ratio my,/my;,, can attain very small val-
ues (for x = 0.2, it is close to 1072). Varying x, one can
thus change the value of my, in awide range, practically
without changing my, in this case. This should provide
the possibility of the reliable determination of the con-
tributions of light and heavy holes to the conduction in
the impurity band. There is another advantage of Hg, _
Cd. Te: the activation-controlled conduction in this
material is observed for the very high acceptor concen-
trations, which exceed 10" cm [13, 14]. Therefore,
within a good accuracy, the condition for weak com-
pensation is realized that allows us to ignore the broad-
ening of the acceptor band owing to the influence of
charged impurity centers.
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However, the advantages of Hg,_,Cd,Te listed
above have not yet been realized, since low-tempera-
ture conduction studies were only carried out for crys-
talswith intrinsic defects of the acceptor type (mercury
vacancies Vy,g). The low-temperature conduction of
such crystals has an additional feature. Regions of hop-
ping conduction with a constant activation energy
(regions of €, and €5 conduction) are not observed at all,
and the conduction with a variable activation energy
(conduction according to Mott [15]) replaces the band
€, conduction at unusually high temperatures T =
20-25 K [13]. The presence of activation-controlled
impurity conduction for such large values of N, contra-
dicts the concept of the critical importance of a in the
transition to the metallic conduction in the impurity
band. Actualy, for p-Hg, _,Cd,Te crystalswith x = 0.2,
the value a, = 2 x 10°° cm can be obtained. Then, the
conduction in the acceptor band should aready be
metallic for the concentrations of vacancies of about
2 x 10% cm3, Contradictions can be eliminated if one
assumes that, in narrow-gap Hg, _,Cd,Te, the metal—
insulator transition in the acceptor band is determined
predominantly by the localization radius &, of the
heavy hole. Infact, as a, = 2 nm, the Mott transition in
this case could correspond to N, = 10 cm3. Thus,
undoped p-Hg,_,Cd,Te is not quite convenient for
determining the parameters of the hole bound state.
Doped crystals can be more suitable for these aims; as
is shown below, conduction over the acceptor states in
these crystals has a constant activation energy.

In this work, specific studies of the conductivity of
copper-doped uncompensated Hg, _,Cd,Te crystas
were carried out in awide range of temperatures, com-
positions X, and impurity concentrations. Copper was
selected as the main impurity for a number of reasons.
First, it produces only one shallow acceptor level in the
Hg, _,Cd,Te gap, which iswell described by the effec-
tive mass method. The latter allows us to exclude the
features related to the multiply charged defects. Sec-
ond, copper is introduced easily, controllably, and in
large amounts into the Hg, _,Cd,Te crystals by diffu-
sion at comparatively low temperatures (T < 300°C)
[16], which is especially important because it allows us
to circumvent the Hg-vacancy generation.

METHODS OF SAMPLE PREPARATION
AND MEASUREMENTS

The electrical conductivity of crystals with compo-
sitions x in the range of 0.19-0.30 was measured. The
copper concentration varied in the range from 10% to
10 cm3. The bandgap at T = 0 changed approximately
from0.038 eV for x=0.19t00.225 eV for x=0.30, and
the localization radius g varied from 38 to 11.5 nm,
respectively. At the same time, the value of a, varied
insignificantly due to the independence of my, on x
[17]. Thisallowed usto identify a branch of the valence
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Fig. 1. Temperature dependences of resistivity p for doped
p-Hg; _,Cd, Te crystals (x = 0.21) with N = (1) 2.2 x 105,
(2) 3.2x 106, (3) 6.7 x 106, (4) 1.4 x 10Y7, (5) 3.5 x 1017,
(6) 6.5 x 10%7, and (7) 2.0 x 108 cm 3.

band, which determines the radius a of the state in the
Mott criterion (1) by measuring a dependence of the
acceptor critical concentration on the crystal composi-
tion.

The compositionally homogeneous Hg, _,Cd,Te
wafers obtained by the method of vertical planar crys-
tallization from the stoichiometric melts were selected.
The wafers were subjected to a homogenizing anneal-
ing at 550°C for aweek in saturated Hg vaporsin order
to reduce the vacancy concentration and to improve the
structure. After that, the annealing temperature was
lowered in increments, down to 250°C. As aresult, al
the wafers had the n-type conduction with electron con-
centration n = (1-2) x 10 cm2 at 77 K. The disloca
tion density in such a materia did not exceed 3 x
10° cm. Thetotal concentration of residual impurities
was estimated to be of about 2 x 10'°> cm3. The compo-
sition of wafers was determined to no worse than x =
0.001 of the molar fraction. Rectangular samples with
dimensions of about 0.1 cm x 0.3 cm x 1.2 cm were cut
from the central part of the wafer. After sasmple etching
inasolution of Br, in HBr, acopper in the amount rang-
ing from 10 to 10*” cm~ was evaporated in a vacuum
onto the sample surface. Then the samples were
annealed in an atmosphere of saturated Hg vapor at
200°C for 3 days, which allowed usto obtain the homo-
geneously doped crystals[16]. Asaresult, five series of
samples of practically identical composition (within
each series) were obtained; these samples contained
various amounts of copper (10'-10'8 cm3) and identi-
cal concentrations of donors Np = 10*> cm3. The con-
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centration of mercury vacancies in such crystals was
negligibly small.

For eliminating surface effects, the samples were
treated in a solution of Br, in HBr directly before mea-
surements and then rinsed in distilled water. The resis-
tivity was measured in the temperature range of
4.2-125 K. In some cases, the temperature of measure-
mentswas 2.5 K. The Cu concentration was determined
in the course of individual measurements of the Hall
coefficient in amagnetic field of upto 3T at 77 K.

EXPERIMENTAL RESULTS
AND DISCUSSION

The results of measurements of p for several sam-
ples having the composition x = 0.210 + 0.002 and con-
taining various amounts of impurities are shown in
Fig. 1. A genera shape of dependences p(T) obtained
and trends of their change with N, increase are charac-
teristic of weakly compensated semiconductors. For
comparatively light doping (N, < 6 x 10 cm3), both
the g,-conduction regions in the valence band and the
regions with impurity conduction over acceptor states
are well distinguished. The temperature at which the
change of charge transport mechanism occursis amost
independent of N, in this concentration range and is
equal to 7-8 K. The activation energy of impurity con-
duction increases here as N, increases, whereas the
value of E, decreasesin the region of €, conduction.

The situation altersfor N, < 6 x 10% cm3, Thetran-
sition point to the other conduction mechanism rapidly
shifts to higher temperatures, so that, for N, > 1.4 %
10% cmr3, it is above 50 K. The temperature region of
€, conduction narrows sharply and becomes weakly
pronounced, and, for N, > (2-3) x 10" cm3, practically
disappears. The activation energy of impurity band
conduction reduces with increasing N, and, for N =
3.8 x 10Y cm3, tends to zero (the Mott transition). If
we assume the contributions of various conduction
mechanisms to be additive and separate them in the
range of mixed electrical conduction, one can show that
the activation energy of impurity band conduction is
independent of temperature in the temperature and Cu-
concentration ranges studied. It is seen especialy well
by the example of samples with intermediate impurity
concentration N, = (1-2) x 10" cm3 (Fig. 1).

Thus, the low-temperature impurity-band conduc-
tion of doped p-Hg,sCd, ,Te radically differs from the
conduction in undoped crystals with mercury vacancies
[13, 14]. Consequently, the absence of €,- and €5-con-
duction regions is a specific feature of the latter. The
obvious reason for this difference is as follows: the
mercury vacancy, as distinct from the Cu impurity
atom, isadoubly charged acceptor. As aresult, the lev-
els of Cu and V4 are susceptible to the influence of
composition fluctuation to a different extent. Actually,
according to [18], the composition fluctuations of a
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solid solution induce the broadening of the acceptor
state band, which is described by a split Gaussian dis-
tribution with the variance

1 5
D[EA] = 5¥i+35Va, 3
oE,

wherey; =0.55, y, = 0.13,
X
ox |\ TiNa®

and N is the site concentration in the metal sublattice.
Consequently, without regard for the Coulomb interac-
tion, the rms difference of energy levels of two accep-

torsisequal to
C
&= @
TiNa

[E,0= ./2D[E,] =031 .
X

In the case of the simple acceptor and the effective
mass approximation, one should consider the localiza-
tion radius a as being equal to a, [18]. Therefore,
assuming for Hg, -oCd, ;. Te |0E,/0x|=0.35 meV [19],
€=17.5[20], my,= 0.4m,[17],and N = 1.5 x 10% cm3,
we find that, for Cu impurity (E, = 8 meV), the spread
energy is Ej[= 1.1 meV. Thisvalue only exceeds that
of kg T in the temperature range studied by afactor of 2
or 3; therefore, the composition fluctuations only
dlightly influence the activation energy of hopping con-
duction in the copper-doped crystals.

It ismore complicated to estimate the broadening of
levels that are produced by Hg vacancies. For this pur-
pose, it is necessary to calculate the radius of the corre-
sponding state. To do this, one can conveniently usethe
variational method, which is employed for calculations
of the ionization energy of helium atoms [21]. We
ignore the exchange effects and calculate a mean value
of the Hamiltonian for the system of two holes bound
by one acceptor with the nucleus charge Ze in the state
with a wave function in the form W(x;, X)) =
¢1(X)P,(x%;). Here, ¢(x) is the wave function of the
ground state of the hole bound by the acceptor with the
effective charge of nucleus Z*e. The result isthen min-
imized with respect to the parameter Z*.

Employing as ¢(x) the wave functions obtained in
[18] inthelimit of m;,/m,, —= 0 and assuming that a =
a,/Z* [21], we obtain for the ground state energy

€az = —1.95(Z%)*Epy, (5)
Z* =1.01Z-0.27, (6)
where En, = Zmy,€4/9¢%:2 is the ionization energy of a

simple acceptor.

In the case of neutral vacancy, when Z = 2, we use
relationship (6) to obtain Z* = 1.75. Then, the radius of
the acceptor state in expression (4) should be consid-
ered equal to a= 642/ 7m, €%, whichyields 2.7 meV for

y = 0.5‘
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the spread energy of the lower state of V,,,. This value
already exceeds, by afactor of 4 to 8, the energy kgT;
therefore, the fluctuations of composition suppress the
hops between neighboring vacancies. As a result, the
Mott conduction in p-Hg,_,Cd,Te crystals with Hg
vacancies can exceed the &5 conduction even at rather
high temperatures.

Let us consider in detail the features of the charge
transport over the impurity acceptor states in the cop-
per-doped p-Hg, _,Cd, Te. The dependence of parame-
terse and p, for the Arrhenius-type law

p = poexp(e/kgT) @)

on the impurity concentration in the samples of various
composition x is shown in Figs. 2 and 3. It is seen that
dependence € on the reciprocal interimpurity distance

rt= Né’f has two kinks rather than one, as other semi-
conductors have. One of theseisaconventional point of

the Mott transition, where € vanishes. At the other point
(for lower Cu concentrations), a steady increase of €

with N& changes by jumping into its steady decrease.

The preexponential factor pg at this point (for r =

Ng]f = 2.5 x 107°) also decreases abruptly by almost an

order of magnitude (Fig. 3), whereas, at the Mott-tran-

sition point, the dependence of the value p; on N,
does not experience any singularities.
The threshold impurity concentration depends on

the solid solution composition and increases with an
increase in X (Fig. 2). Considering the dependence of €
on Nlcjf to be linear below the transition, we find that
the Mott transition occurs for Ng, equal to 2.6 x 107,
3.8 x 10%, 4.9 x 10, and 6.1 x 10% cm~3 for x = 0.19,
0.22, 0.26, and 0.30, respectively. Such behavior of the
Mott-transition point should be ascribed solely to an
increase in the binding energy of a hole at the acceptor
E, with anincreasein x. Actualy, the activation energy
of &, conduction grows markedly with an increase in x
(Fig. 4). For N, = (1.6-1.8) x 10" cm in the temper-
ature range where p < 100 Q cm, the value of ¢, =
5.5 meV for x = 0.19 and increases up to 7.8 meV for
x =0.30. In thisregion, p > Np, so that the contribution
of impurity donors to the condition for electrical neu-
trality

Np+p = Ny (8)

can be ignored, which corresponds to the weak com-
pensation approximation. For p > 100 Q cm, the rela-
tionship between Ny and p is replaced by the opposite
one (p < Np); therefore, the influence of compensating
donors on the Fermi energy becomes substantial, and
the activation energy €, increases to 7-11 meV. Corre-
spondingly, a kink appears in the dependence of €, on
UT for the sampleswith x > 0.26 (Fig. 4).
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Fig. 2. Dependence of the conduction activation energy € in
the impurity band on the impurity concentration Ng, in
p-Hg; _,Cd,Te crystals with x = (1) 0.19, (2) 0.21,
(3) 0.226, (4) 0.26, and (5) 0.30. (6) is the dependence of
€3(Np) calculated according to data [2] for K — 0 and
T=42K.

In order to correctly estimate E, from measure-
ments of €,, we should consider the actual form of the
density of states in the impurity band for the compen-
sation condition according to [2]; the dependence of the
integrated density of states in the valence band and of
hole mobility on temperature should be aso taken into
account. As a result, the ionization energy of Cu in
p-Hg, _,Cd,Te increases from 6-7 meV for x = 0.19 to
10-11 meV for x = 0.30. Correspondingly, the calcu-
lated value of localization radius for heavy holes a,
decreasesfrom 3.7—4.0t0 3.0-3.1 nm. In fact, thiscoin-
cides with estimates of a, obtained above from the
experiment based on the Mott criterion (1).

Thus, in the range of the Mott transition in copper-
doped narrow-gap p-Hg, _,Cd, Te crystals with x < 0.3,
and, correspondingly, my,/my;, < 0.045, the overlap of
the wave function tails for bound holes actualy turns
out to beinfinitesimal.

Another singular point in Figs. 2 and 3, which cor-
responds to Ng, = 6 x 10% cm3, separates the regions

with different behavior of parameters p; and €. In the
region N, < 6 x 10% cm3, the logarithm of pg ispro-

portional to Ngt/3 , Which, asisknown, isdirectly indic-
ative of the presence of €5 conduction. Anincreasein €
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Fig. 3. Dependence of the preexponential factor pg on the
impurity concentration N, in p-Hg; _,CdyTe crystals (T =
4.2 K, x = 0.21). Points are experimental, the dashed lineis
the dependence pg O /N, and the Mott-transition point
isindicated by the dotted line.

with increasing N&. in the same concentration region
isasoindicative of the fact mentioned above. Inthiscase,

po coincides with the value of pgg calculated in [2]:

_ 11.730
= PoEXPE—a 9
Pos = Po€XP E}\IXSaD 9

Comparing thedatain Fig. 3for theregion N, > 6 x
10 cm~2 with relationship (9) for Ny = Ng,, we can
estimate the value of the localization radius for a bound
hole, which determines the hopping charge transport
over the states in the middle of the impurity band. For
x = 0.22, thisvalue turns out to be approximately equal
to 3.7 nm, which isvery closeto the localization radius
of a heavy hole a,,, which in turn is equal under these
conditionsto 3.4 nm. Thus, for concentrations of Ng, >
1.6 x 10% cm3, i.e., for r > 10a,, the light holes do not
affect the charge transport in the acceptor band in
p-Hg, _,Cd,Te crystals with x < 0.3. This result turns
out to be no less important than that obtained above on
the data of the Mott transition, since, under light dop-
ing, the concept of the localization radius of impurity
state is quite appropriate [2].

In the region Ng, > 6 x 10 cm™ after the abrupt
change of pg, the dependence pg (N,) gradually
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becomes less steep and, for N, > 1.7 x 10 cm,
smoothly changes for inversely proportional. In this
case, the Mott transition does not affect the dependence

of ps on N, at all. Since the quantity 1/p; has the

meaning of the impurity electrical conductivity in the
limit of the equiprobable distribution of impurity holes
over the acceptor band (including the upper Hubbard
band), one can conclude that, for N, > 6 x 10% cm3,
the charge transport is accomplished over the localized
states beyond the percolation threshold, both above and
also below the Mott transition (the €, conduction).

Actually, theimpurity band is rather narrow, and the
effective mass of delocalized holes is correspondingly
large, so that near the Mott-transition point, their scat-
tering by the charged acceptors is apparently insignifi-
cant. Therefore, the fact of proportionality

betweenl/p; and Ng, for N, > 1.6 x 107 cm3 allows

us to conclude that, under these conditions, the largest
part of statesin the upper Hubbard band is del ocalized.

Then, asharp increase in ps for concentrations lower

than 1.6 x 107 cm=3 isindicative of afast reduction of
the number of delocalized states in this band, and the

abrupt change in p; for Ng, = 6 x 10 cm2 indicates
that they completely disappear.

To confirm this, we evaluate the critical concentra-
tion of acceptors, starting from the similarity with the
metal—insulator transition in the acceptor band. It fol-
lows from relationships (5) and (6) that, for light dop-
ing, al the states in the upper Hubbard band of the
p-type semiconductor are localized as well as those in
the lower band. With an increase in N,, the overlap of
the wave functions of neighboring acceptors increases
too, and, asaresult, delocalized states can appear in the
central part of the upper band in accordance with the
Anderson mechanism. On the other hand, delocalized
states in this band can appear as a result of its overlap
with the valence band (this mechanismis similar to that
of the Mott transition). In thefirst case, the critical con-
centration can be evaluated using the Anderson local-
ization criterion, which practically coincides with ().
In accordance with (6), for a simple acceptor, we have
Z* = 0.74; therefore, the localization radius for a heavy
hole in the upper Hubbard band is approximately equal
to 4a,/3 (i.e., isabout 4.5 nm for x = 0.21). If we con-
sider that the overlap of statesin the upper band, aswell
as in the lower band, is determined solely by heavy
holes, we find from (9) that the Anderson transition in
the band should be observed for N, = 1.6 x 10 cm=,
In fact, this coincides with the onset of the inversely

proportional dependence of p; on N,. For larger val-
ues of N,, the mgjority of statesin the upper Hubbard
zone are delocalized.

In the case of the second del ocalization mechanism,
which is related to the overlap of the upper Hubbard
SEMICONDUCTORS  Vol. 34
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Fig. 4. Temperature dependences of resistivity p for doped
p-Hg; _Cd,Te crystals in the region of g; conduction.

x=(1) 0.19, (2) 0.21, (3) 0.26, and (4) 0.30. N, = 1.7 X
10 cm 3,

band with the valence band, we use the obvious similar-
ity with the mechanism of the Mott transition to deter-
mine the transition criterion and equate the width B of
the Hubbard band to adouble energy of the hol e attach-
ment to the neutral acceptor. This energy can be easily
found with the use of relationships (5) and (6) assuming
that Z = 1. In this case, the energy of the acceptor
ground state with two holes is €4, = —1.07E,,. Conse-
guently, the energy of the hole attachment, which is
equal to the difference En; — €44, isabout 0.07E,,; thus,
in the moment of band merging, B = 0.14E,,. Let us
assume in the first approximation that the overlap inte-
gral for acceptor statesin both Hubbard bands hasform
(2) obtained for the hydrogen-like centers. We also take
into account that the radius of a state in the upper band
is one-third larger than in the lower band and that the
width B of the impurity band is proportional to the
overlap integral J. Then, from relationships (1) and (2),
wefind that, at the Mott-transition point, the width B of
the upper Hubbard band is twice as large as the width
of the lower band, and, consequently, is about (2/3)E,;.
Thus, calculating J with the use of (2), we find that, at
the Mott-transition point, an approximate equality
J/B =0.22 isvalid for each of the bands. Thisissimilar
to the estimate J/B = 1/4, obtained in [2] within the con-
text of the percolation theory.

By virtue of the analogy indicated above, we
assume that, at the moment of upper Hubbard band
merging with the valence band, the width of the former
is also determined by the relationship J/B = 0.22. Then,
after relevant transformations, we obtain the delocal-
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ization criterion of the upper Hubbard band in the
form of

N¥3a=0.18. (10)
For a = 4.5 nm, we find from (10) that the critical con-
centration of the acceptor impurity, at which the upper
Hubbard band merges with the valence band, isequal to
Ngy = 6.4 x 10% cmr3, This practically coincides with

the point at which p3 undergoes the abrupt change in
Fig. 3.

CONCLUSION

Theresults of studiesallow usto makethefollowing
conclusions.

(i) The effective radius of the acceptor state, which
determines the probability of bound hole hopping
between the impurities, is ambiguously defined in
semiconductors with the degenerate valence band. In
the limiting case, it coincides with the localization
radius of a light hole a in wide-gap semiconductors
with my,/my;, > 0.04, whereas, in narrow-gap materials
with m,/m,, < 0.04, it is close to the value of a;,

(ii) Single crystals of narrow-gap p-Hg,_,Cd,Te
semiconductor are a convenient object for studying the
general tendencies of conduction over the acceptor
states due to the possibility of gradually changing the
bandgap and relationship my,/my,, as well as due to the
high values of acceptor critical concentrations corre-
sponding to the Mott transition.

(iii) In the copper-doped p-Hg,_,Cd,Te crystas
with x = 0.2 and Ng, > 10'® cm (i.e., for a mean dis-
tance between impurities r < 10a,), the hopping con-
duction is determined solely by the localization radius
ay, of heavy holes.

(iv) Thefeature of the relationship of €,- and €5-con-
ductivity parameters for narrow-gap Hg, _,Cd,Te solid
solutionsis as follows: for a given impurity concentra-
tion, one of the conduction mechanisms is completely
dominant in the entire temperature range. The change
of the dominant mechanism occurs only if the acceptor
concentration in the crystal is changed. As aresult, one
can ditinctly observe the moment of delocalized-state
appearance in the upper Hubbard band and confidently
identify it with the moment of its merging with the
valence band. Inthiscase, the €, conduction is observed
only in the region where only afraction of statesin the
upper Hubbard band are del ocalized.
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Abstract—L ow-temperature cathodoluminescence and Raman scattering of Ga; _,Al,P epitaxial layers (0 <
x < 0.8) grown by liquid phase epitaxy on the GaP(100) substrate are studied. The obtained cathodolumines-
cence spectraindicate that the dependence of the indirect energy gap on the composition parameter x is nonlin-
ear. Thisnonlinearity can be described by the parabolic function with the inflection parameter b = 0.13. Raman
scattering studies show that the phonon spectrum of Ga; _,Al,P consists of one (Al-P)-like vibrational mode
and three (Ga—P)-like modes. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Layers of Ga, _,Al,P solid solution are of interest in
relation to the development of green-emisson photo-
diodes, aswell asof the barrier layersin quantum-confined
Ga, _, AlLPIGaP/AIP/IGy, _,AlLP structures [1]. The
crystal lattice parameters of the end-member binary
compounds of this solid solution practically coincide
(mismatch Aa/a < 0.001 [2]), which is conducive to the
growth of isomorphous heterostructures with a low
concentration of defects. However, luminescent prop-
erties and the phonon spectrum of these layers have
hardly been studied.

The composition dependence of the emission
energy peak only inthe narrow range 0.55 < x < 0.75 of
compositions at room temperature has been reported in
[3]. These results, as well as the absorption spectra
measured also at room temperature, indicate that the
energy gap Eg is a linear function of x. However,
according to [4], the dependence of E;on xisnot linear
for some Ga, _,Al,P adloys. In this work, we measured
the low-temperature cathodoluminescence (CL) spec-
trafor the Ga; _,Al,P solid solution in a wide range of
compositions; these spectra indicate that the depen-
dence Ey(x) is nonlinear.

Only afew papers have been devoted to the study of
the phonon spectra of Ga, _,Al,P. Results of analysis of
the lattice reflectivity spectra for the bulk Ga, _, AlLP
crystals, which may differ from similar spectra of the
epitaxial films due to the difference in the growth con-
ditions of the solid solution, were reported in [5].
Raman scattering (RS) of the Ga, _,AlP bulk crystals
only in the narrow composition range x < 0.23 was
studied in [6]. In [7], Raman spectra were excited by
the radiation directed along the normal to the surface of

the thin film grown by metal-organic chemica vapor
deposition (MOCVD) on the GaP substrate. Because
thin films of the aloy are partly transparent for the
emission lines of aKr laser, the very strong peaks from
the GaP substrate prevail in the spectra. This hampers
the observation of fine effects related to the composi-
tion rearrangement of the phonon spectrum. In this
work, we measured the Raman spectra related to the
long-wavelength optical phonons of the Ga, _, Al P epi-
taxia films in the wide composition range x = 0-0.8
using the micro-Raman technique [8]. This technique
permitted us to observe vibrational excitations in thin
epitaxial layers.

EXPERIMENT

Ga, _,Al,P epitaxial films with x varying from O to
0.8 were grown on the GaP(100) substrate by liquid
phase epitaxy from the Ga-rich melt at the State Insti-
tute of Rare Metals. The thickness of the grown layers
varied from 3 to 10 um. CL and RS measurements of
the Ga, _,Al,P films were performed without any addi-
tional surface treatment, except for Ga, _,Al,P with x =
0.8. In the latter case, the surface of the epitaxial layer
was coated with protective film to avoid surface hydrol-
ysis in the air ambience. The protective film was
removed just before the measurements of the CL spec-
tra. Composition of the Ga, _,Al,P films was predeter-
mined by the composition of the AIP/GaP mixture in
the liquid phase. According to [3], the composition of
the epitaxial layers of the GaP-AlP system virtually
coincides with the composition of the initial mixturein
the liquid phase. Electron probe microanaysis of the
sample with x = 0.5 confirmed the validity of such an
assumption.

1063-7826/00/3404-0405%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Cathodoluminescence spectra of the Gg; _,Al,P epitaxial films at T = 14 K, the electron energies (a, b) E,=30 and

(c, d) 10 keV. (a) x = 0 (GaP), (b) x = 0.25, (c) x = 0.5, and (d) x =

Cathodoluminescence was studied at the electron
energy of 10 and 30 keV and the current of 1 pA. The
diameter of the electron spot on the surface of the sam-
ple was varied from 1 mm to 30 um. The sample was
cooled to T < 14 K with the help of a cryogenerator of
the closed-type, operating in the McMahon cycle. The
emission from the sample surface excited by the elec-
tron beam was analyzed. The spectra were recorded
using a PGS-2 spectrograph with an attached photome-
ter having a dispersion of 0.7 nm/mm.

The Raman spectrawere excited by the 4880 A line
of an Ar laser. The micro-Raman technique was used;
i.e., the laser beam was focused onto a cleaved surface
of the epitaxial layer. This allowed us to decrease the
influence of the GaP substrate on the RS spectra of the
epitaxial layer. The size of the focused spot (1-3 pum)
was smaller than the layer thickness. The spectra were
recorded with a U-1000 spectrometer using backscat-
tering configuration.

0.7. The current densities of the electron beam j are indicated.

CATHODOLUMINESCENCE

CL spectra of pure GaP are shown in Fig. 1a. The
most intense line for the electron beam diameter d, =
1 mm, which corresponds to the current density j, =

10~ A/cm?, is the emission line of the donor—acceptor
pairs (DAP) with apeak near the energy of 2.21 eV [8].
The structure on the lower energy side of this line may
be related to the corresponding phonon replicas.
Because the half-width of the zero—phonon part of the
emission lineisrather large and the fine structure is not
resolved, it is possible only to estimate the phonon
energy from the energy position of the phonon replicas
[Epn=45meV (360 cmr?)]. The emission of DAPis sat-
urated when the current density increases (d, decreases)
to 0.1 A/cm? and the narrow line (I,) becomes distinct
on the higher energy side of spectrum. Thisline may be
assigned to the emission of excitons bound by neutral
donors [8]. We note that the phonon replicas of the |,
line are not evident in the spectrum.

SEMICONDUCTORS Vol. 34 No. 4 2000
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CL spectra for three Ga, _,Al,P compositions (x =
0.25, 0.5, and 0.7) are shown in Figs. 1b, 1c, and 1d,
respectively. As one can see, the emission spectrum of
the solid solution has approximately the same structure
as that of pure GaP, athough the lines are distinctly
broadened and shifted towards a higher energy as x
increases. Due to the broadening of the zero-phonon
emission line of DAP, it is difficult to assess the varia-
tionin Eg, with x on the basis of the DAP line structure.
However, as x increases, the intensity of the phonon
replicaof the more narrow |, line also increases. For the
sample with x = 0.7, the energy difference between the
zero-phonon line and its phonon replica is Ey, =
53 meV, which is much larger than that for the GaP
sample (45 meV). Thus, rearrangement of the
Ga, _,Al,P phonon spectrum with x is observed. This
rearrangement has been studied in detail by the RS
method (see below).

The dependence of the energy position E(l,) of the
I, peak on the parameter x of Ga, _,Al,P layersisshown
in Fig. 2. One can see that this dependence is nonlinear
and that it may be approximated by a parabolic function
with an inflection parameter equal to 0.13. Assuming
that the energy difference between the emission peak |,
and the edge of the indirect energy gap is nearly the
same for all compositions of solid solution and is equal
to 32 meV [8], we obtain the following dependence of

the indirect energy gap on x: E; (in eV) = 2.338 +
0.19x — 0.13x(1 — x).

RAMAN SCATTERING

The typical RS spectra of the Ga, _,Al,P solid solu-
tion with x = 0.15, 0.4, 0.6, and 0.8 are illustrated in
Fig. 3. In the high-frequency part of the spectrum, two
bands of AlP-like vibrations appear. The intensity of
the band at w = 440 cm™ increases with the AIP con-
tent, and its position virtually does not change. The sec-
ond band shifts towards higher energies as x increases.
In the low-frequency part of the spectrum where
GaP-like modes are evident, a more complicated pat-
ternisobserved. A set of bands appears with not neces-
sarily well-resolved frequencies and with intensities
varying with x. Figure 4 showsthe spectrum of the sam-
ple with x = 0.25; this spectrum was taken in a more
narrow spectral interval. It is seen that many RS bands
are not clearly pronounced: they appear as ashoulder at
awing of amoreintense peak or against the noise back-
ground. To determine the true parameters of such
bands, the computer program of the contour separation
was used.

To explain the experimentally observed RS bands,
we haveto determinetheir origin (longitudinal or trans-
verse phonons). For this purpose, polarization measure-
ments were performed. Tensors of the RS effective
cross sections for the polar zinc-blende cubic crystals
were calculated in [9]. According to the selection rules

SEMICONDUCTORS  Vol. 34

No. 4 2000

407

E(,), eV
2.55¢

2.50

2.45¢
y=2306+0.19x .
2.40

2.35

2300

Fig. 2. Composition variation of the emission peak position
on the short-wavelength line E(l,) in the cathodolumines-
cence spectraof Ga, _,Al,Pat T=14K andj, = 0.1A/cm?.

Dots represent the experimenta data; the dashed line, the
linear approximation; the solid line, the parabolic approxi-
mation with the inflection parameter equal to 0.13.

following from the analysis of these tensors, only lon-
gitudinal phonons must manifest themselves in the
polarized spectra (with parallel polarization of the
exciting and scattered light) for excitation in the [1110]
direction. In the depolarized spectra (cross polariza-
tions), both longitudinal and transverse phonons may

appear.

An example of the spectrum of the alloy with x=0.5
is shown in Fig. 5. The upper curve is related to the

polarized spectrum Z(X, X) Z , and the lower one, to the

depolarized spectrum Z(X, X)Z. It is seen that the

intensity of the bands at w = 405 and ~480 cm™ in the
second case is significantly lower, which permits us to
relate them to LO phonons.

As a result of the analysis of the Ga, _,Al,P-film
experimental spectra, the dependences of the TO- and
LO-phonon frequencies on the aloy composition x
were obtained (Fig. 6). It can be seen that the AlP-like
vibrations (two upper curves) exhibit classical two-
mode behavior as the phonon spectrum is transformed.
For low concentration of Al, the TO and LO branches
converge to the local mode frequency w ~ 440 cmr™ of
Al substituting P in the GaP lattice. This is in good
agreement with the value w = 438 cm™ experimentally
obtained in [10]. For the GaP-like vibrations, three TO
branches and one L O branch are observed. It is signifi-
cant that, asthe Ga concentration decreases, the TO and
L O branches do not converge to the gap-mode of Gain
the AIP lattice. One of the plausible reasons for such
behavior could be related to the absence of the energy
gap between the allowed acoustic and optical energy
bands in the AIP lattice. Unfortunately the phonon
spectrum of this compound has not been studied. We do
not know the origin of the fragment of the branch in the
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Fig. 4. Raman spectrum of the Gag 75Alq o5P epitaxial film.

vicinity of w= 393 cm™ that is observed for the alloy
compositions x = 0.15-0.25. We should note a good
agreement between the concentration dependences of
the TO-branches obtained from the RS and infrared
measurements [5]. Thus, two independent optical
methods show the existence of three branches of trans-
verse optical phononsin a system of (GaAl)P aloys.

A similar rearrangement of the phonon spectrum
was previously observed in the well-studied system of
Hg, _,Cd, Tedloys[11, 12]. This behavior is explained
on the basi s of the quasi-molecular model, according to

Intensity, arb. units
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Fig. 5. Polarized Z(X, X)Z and depolarized Z(X, Y)Z
Raman spectra of the Gag 5Alq 5P epitaxial film.

which the aloy crystal structure is considered to origi-
nate from five tetrahedral basic cells with a shared
anion in the tetrahedron center and different configura-
tions of cations in the tetrahedron vertexes. For each
Hg-Teand Cd-Tevibration, four vibrational modes are
possible, depending on the cell configuration. As the
elementary cells are assumed to be noninteracting (in
view of the predominantly covalent short-range nature
of the bond in the tetrahedral compounds), the frequen-
cies of these modes are independent of the alloy com-
position. The concentration dependence of the vibra
tional spectrum of the crystal is determined by theratio
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Fig. 6. Composition (x) variation of the Ga; _ ,Al,P phonon
spectrum.

of the number of cells with different configurations.
However, not all modes may be resolved by measuring
the vibrational spectrum, because, for different elemen-
tary cells, the mode splitting largely depends on the cat-
ion mass ratio as well as on the cation to anion mass
ratio for each pair. Thisis probably the reason why, in
the system of Ga, _,Al,P aloysin our experiment, we
observe one mode of Al-P-like and three modes of
Ga—P-like vibrations.

CONCLUSION

In conclusion, the low-temperature cathodolumi-
nescence studies of the Ga, _,Al,P epitaxia layers in
the composition range of 0 < x < 0.8 provide evidence
of the nonlinear dependence of the indirect energy gap
on the solid solution composition at an inflection
parameter equal to 0.13. Raman scattering studies show
that the Ga, _,Al,P phonon spectrum consists of one
Al-P vibrational mode and three Ga—P modes.
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Abstract—The reactions of defect-complex decomposition in semiconductors are considered. The contribu-
tion from the electron subsystem to the reaction rate is taken into account by adding a change in the electron-
subsystem energy of acrystal (asaresult the reaction) to the energy barrier of the reaction. The theoretical and
experimental data are compared by the example of the reactions of E-center decomposition in the n-type phos-
phorus-doped silicon. The dependence of temperature of isochronous annealing of E centers on a donor-impu-
rity concentration is explained. The first stage of annealing (T,,, = 400 K) in alow-resistivity siliconis caused
by the decomposition of the E center and can be explained using the model of avacancy as the double acceptor
center with anegative correlation energy and values of vacancy charge-exchange levelsE,(0/-) = E.—0.09 eV,
Ey(—/—) = E;, = —0.39 V. From the comparison between calculated and experimental data, the dissociation

energy of E center and the degeneracy factor are obtained to be U, = 0.96 €V and g/ gg = 1/16, respectively.

© 2000 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

In a number of studies (see, for example, [1, 2]),
attention was drawn to the fact that, as a rule, the
defects participating in quasi-chemical reactions in
semiconductorsare electrically charged and must affect
the rates of forward and reverse reactions and, conse-
quently, the concentrations of particular types of com-
plexes.

In particular, the reactions between charged centers
were considered in study [3] in which the expressions
were obtained for the rate constants of formation and
decomposition reactions for defect complexes in semi-
conductors. In a theoretical consideration of the
decomposition reactions for multicharged centers car-
ried out in [3], the energy expenditure associated with
capturing and ejecting charge carriers by initial compo-
nents of the reaction were taken into account by adding
this expenditure to the energy barrier of the reaction.

However, the disappearance and appearance of a
multicharged center in any of its possible charge states
violates the quasi-equilibrium distribution of these cen-
ters over charge states. For example, even in the case of
the “electron-neutral” reaction considered in [3],

CO—~ A0+ BO (1)

(here, A, B, and C are the reactants; the superscripts
indicate their charge states), a change in the concentra-
tion of any neutral multicharge centers (A, B, or C)
causes a change in the distribution of this center over
charge states. The reestablishment of the quasi-equilib-
rium according to a Fermi-level position by means of

exchanging electrons between reactants and allowed
bands (the conduction and valence bands) is associated
with energy expenditure, which is neglected in this
work.

Here, we propose away for taking into account the
energy expenditure associated with rearrangement of
the crystal electron subsystem in the reactions of
defect-complex decomposition in semiconductors.

2. CONSIDERATION OF THE CONTRIBUTION
FROM THE ELECTRON SUBSYSTEM
OF A CRYSTAL TO THE RATE OF REACTION
OF A DEFECT-COMPLEX DECOMPOSITION

Our consideration is based on the example of the
reaction, asaresult of which atwo-particle defect com-
plex C decomposes into its constituents:

C -~ A+B, 2

where v isthe rate constant of thisreaction.

Following [3], we assume that reaction (2) proceeds
simultaneously along the mutually independent chan-
nels differing in charge states Z of decomposing com-
plex C:

2 Ve
C?— A +B+Ng (©)]

where vé is the rate constant of this reaction and the
term Ne characterizes the “electron yield” of this reac-

tion (N is the function of the parameters Z and vé;
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e stands for the electron). The charge states of formed
centersA and B are specified by their charge-state func-
tions.

The rates of reactions (2) and (3) can be written as
d[C]

g = ~vel€l, 4
d[C*] _ .z 2
G - ~VelCl, (5

where [C] and [C?] arethetotal and Z-charge-state con-
centrations of complex C, respectively. It isevident that

[C] = z[cz]. (6)
z
From relationships (4) and (6), we obtain
d[C] _ < dC]
dat 2 dt

(7)
= =3 velc] == vefelal,

where f(Z: is the probability of finding complex C in
charge state Z. Comparing relationships (4) and (7), we
express the constant v as

Ve = § vefe. ®
4

Asreaction (3) proceeds, the concentrations of cen-
ters A, B, and C vary. Following these variations, the
centers exchange charges for reestablishing the vio-
lated quasi-equilibrium. We assume that this charge
exchange progresses reasonably fast, so that itstime 1,
ismuch lessthan the reaction time t,. Qualitatively, this
assumption follows from the known adiabatic approxi-
mation. The energy spent by the reactantsin the charge
exchange amounts to a fraction of the reaction energy
barrier. This energy is equal to a variation in the elec-
tron-subsystem energy of a crystal as a result of this
reaction. In this case, the expression for rate constants

V& iswritten as

6WZe
Vi = eéexpg— kTCEf (9)

where 8% isthe rate constant for the reaction of decom-
position of complex C in charge state Z, without taking
into account a contribution from the electron subsystem
of a crystal, and E')WCZ;e is the change in electron-sub-
system energy asaresult of reaction (3) per one decom-
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posed complex C. For the constant eé , We Use expres-
sion (2.12) from [3] to obtain

z

U
8¢ = BoeXP T (10)

where Ué is the energy barrier of the reaction of

decomposition of complex C in charge state Z without
taking into account the electron-subsystem contribu-

tion and eéo isthe preexponential factor depending on

the reaction radius and the frequency of oscillation of
defects, which are the components of the complex.

A change 5Wée in the el ectron-subsystem energy of

a crystal as a result of reaction (3) is determined by a
change in concentrations of charged centers A, B, and
C. For the sake of definiteness, we consider a crystal
with the n-type conduction. As complex C decays in
amounts equal to d[C] and centers A and B are formed
in amounts of d[A] = 9[B] = 9[C], the following hum-
ber of electrons pass from the conduction band to the
levels of newly formed centers A and B:

3, = (fa+2fn +...—fh—2f—.)3[A],
A ( A A A A ) [ ] (11)
dng = (fg+2f5 +...— fL—2f5"...)3[B],

and the number of electrons equal to
dne = (fe+2fg +...—fe—2f"—..)3[C] (12

pass into the conduction band from decomposed com-
plexes C.

In this case, a change in the electron-subsystem
energy per one decomposed complex C amounts to

WSS = (AW +AWg +AWE)/3[C],  (13)
where
AWZ = [Teifi+ (s +e)fr +..
A+ +[[iA++(A++ A)A ] (14)
+[enfa+(En+en)fa +...118[A],
AWE® = [[e5fs+ (5 +€5) 5 + ...
B+ +[[?B++(B++ B)B ] (15)
+[eafe+ (eg+eg)fg +...119[B],
AWZ = [[eofo+(so+e)fo + ...
c [[ecfc+(ec+ec)fc ] (16)

—[ecfc+(ec+ec)fe +...118[Cl.

Eventually, we can express the change in the elec-
tron-subsystem energy as

W = —[eafa+(En+ten)fa +...]

+leafa+(ea+en)fa +..]
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Fig. 1. Fraction of the unrecovered concentration of elec-
trons in the conduction band of an irradiated n-type silicon
as a function of isochronous-annealing temperature T,

Curves 16 represent the calculation; dots and curves 7-9
drawn through them are experimental [1]. Resistivity of ini-
tial silicon p = (1), (4), and (7) 0.1; (2), (5), and (8) 1.0; and
(3), (6), and (9) 10 Q cm. An initia pre-annealing electron
concentration Ny = (1), (4), and (7) 500 x 10'4; (2), (5), and

(8) 37 x 10 and (3), (6), and (9) 2.1 x 10 cm™3.

—[egfa+(eg+ez )fg +...
[ B'B ( B B) B ] (17)
+[epfa+(ep+es)fs +...]

+lecfc+(ec+ec)fc +...]
—lecfc+(ec+ec)fe + .1

It can be seen that 5Wée depends on temperature and on

the Fermi-level position in the forbidden band but isthe
same for all the charge states of decomposing complex

C;i.e, dWS = dwg. Expressions (9) and (8) take the
form

WL
VE = G(Z;expg— kTCEf (18)
WL
ve = 3 Ocfcepg =5 (19)
z

3. ANNEALING OF E CENTERS:
CALCULATION AND COMPARISON
WITH THE EXPERIMENT

In order to compare the result obtained with the
experimental data, we consider a particular example of
the decomposition of the E center in silicon (the com-

BOYARKINA

plex consisting of vacancy V and an atom of the doping
donor impurity D from Group V of elements):

E--V+D, (20)

where v isthe rate constant for thisreaction. From for-
mulas (19), (17), and (10), we obtain the expression
for vg:

Ve = exp(—-dwE/KT) (022 + 05 f7), (21)
where
owg = eefe+epfp—e fy—(ev+ey)fy; (22
2 _ 0z . 0V
— E -

The results of calculations of recovery of the elec-
tron concentration in the conduction band of a silicon
crystal with various levels of doping during isochro-
nous annealing of E centers are shown in Fig. 1. The
calculations were performed according to formulas
(21)—(23). The annealing was assumed to proceed by
the mechanism of decomposition of a complex into its
constituents. The activation energy for the annealing of

the E center in both charge states [neutral (u‘;) and

negative (Ug)] was taken to be the same and equal to
U, = 0.96 eV. In Fig. 1, we present a fraction of the
unrecovered electron concentration

f = Ng—nNy
no_nrad’

where ny, Ny, and n; are the electron concentrations
before the irradiation, following the irradiation, and
following the annealing at temperature T = T, respec-
tively, and where (n, — n,,q)/ny = 0.25 is the degree of
compensation after irradiation.

Experimentally, the annealing of the E center was
investigated in many studies (see, for example, [1, 4-8]).
Theauthors of [4] proposed amechanism for annealing
the E center by means of its migration as a whole to
sinks and obtained a value of annealing-activation
energy for the neutral E center to be equal to (0.93 £
0.05) eV. In[5], from the results of isochronous anneal -
ing for a high-resistivity silicon (p = 50 Q cm) irradi-
ated with y-quanta, the annealing process was found to
correspond to a first-order reaction with activation
energies E, = 0.94 eV for the phosphorus-doped silicon
and E, = 1.5 eV for the arsenic-doped silicon. The
authors of [1] presented some reasoning in favor of
another mechanism, namely, the dissociation of the E
center into its constituents; an atom of the doping donor
impurity and avacancy migrating acrossthe crystal fol-
lowing the E-center dissociation. In study [6], based on
the analysis of results for annealing E centers intro-
duced into the arsenic-doped silicon by electron irradi-
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ation, it was concluded that the dominant processin the
E-center removal isits dissociation.

An experimentally observed increasein temperature
of the corresponding isochronous-annealing stage of E
centers with increasing donor concentration was
explained in [1] by theinfluence of acharge state of the
centers on the rate of their thermal decomposition. In
the same study, the activation energies for E-center
annealing were estimated asE, = 0.9-1.2 €V in the neu-
tral state and as E, = 1.2-1.6 €V in the negative charge
state.

The experiments with the annealing of E centers
(see, for example, [1]) showed that alow-resistivity sil-
icon (p <1 Q cm) isanneded in two stages: at Ty, =
400 K and at T = 460 K, with both stages caused by
E-center annealing, as was assumed in [1] and shown

in[7].

Ontheassumptionthat Ug = U(é = U,o, an effective
activation energy US" for the E-center-annealing pro-
cess is determined by the following expression:

off _
U, =

where U, is the dissociation energy for a complex
without taking into account an el ectron-subsystem con-

tribution; dwg is the change in the electron-subsystem
energy of acrystal as aresult of the reaction; and U,
is the migration energy for a vacancy released on the

Uqo+ OWE + Uy, (24)

decomposition of the complex (U ~ = U_ _ =
018eV,and U  , =0.38¢V).
Thus,

US = Uy +eefe+epfp—gyfy 25
—(gp +&)fy +Upy.

It can be seen that US" depends on the Fermi-level
position and temperature. The dependence of charac-
teristics of annealing on the doping level of a material

is caused by the fact that an effective activation energy

Uff of the process depends on the Fermi-level posi-

tion. The same reason can account for different kinetics
of annealing of the E center inamaterial irradiated with
different doses and, thus, differently compensated (see,
for example, Fig. 3in[8]).

The effective activation energy also varies in the
course of anneadling. The anneadling stage a T,,, =
400 K in alow-resistivity silicon is caused by a varia-
tion in US", when the Fermi level passes through the
level corresponding to a change in the vacancy charge
state (E.— &y ) or (E.— €). In this case, the variation

ESUiff in the activation energy is equal to either €, or
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Fig. 2. Caculation of an effective activation energy (UZff )

for the process of the annealing of the E center asafunction
of the Fermi-level position (eg) in the energy gap of n-Si at

temperature T =390 K (U, = 0.96, gE/gg = 1/16) for the

cases when avacancy represents:. (a) a conventional double
acceptor center, and (b) a double acceptor center with the
negative correlation energy.

€y, respectively. The Fermi-level position found from
experimental data [1] for which this variation in US"
takes place amounts to g = 0.24 eV. The variation
dUZ" in activation energy is defined by this value.
However, it follows from the calculations that such a
value of 3US" isinsufficient for observing the anneal-
ing stage at T,,, = 400 K.

A better agreement with the experiment was
obtained if the concept of the vacancy as a system
{\W°, V-, V—} with a negative correlation energy (see

[9]) was used. In thiscase, f,, < 1 and position of the
energy level in the forbidden band, such that a value

U™ changes when the Fermi level passes through this
energy level, amountsto (g, + €, )/2=0.24¢eV. Inthis
case, the variation 6U§ff in the activation energy
amountsto (g, + €, )/2=10.48 eV. If we assume that
ey = E.— E/(0/-) = 0.09 eV, we obtain €, = E; —
Ey(-/—) =0.39 eV. InFig. 2, we show the dependence

of US" on the Fermi level position &¢. These depen-

denceswere calculated by formula(25) at T=390K for
the cases:

(a) avacancy is adouble acceptor center
E,(0/-) = E.—¢&y = E.—0.24 ¢V,
Ey(—/—) = E.—¢&, = E.—0.09 eV;

(26)
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(b) avacancy isadouble acceptor center with aneg-
ative correlation energy

E,(0/-) = E,.—&y = E.—0.09 eV,
E,(-/—) = E.—&, = E.,—0.39¢eV.

Curves 1-3in Fig. 1 represent the results of calcula-
tions to recovery of the electron concentration in the
conduction band of n-Si on annealing of the E center, on
the assumption that a vacancy is a double acceptor cen-
ter with a negative correlation energy. Dotted curves 46
aretheresult of calculations carried out on the assump-
tion that a vacancy is a conventional double acceptor
center. The results of calculations performed without
taking into account an el ectron-subsystem contribution
and activation energies of annealing of the E center
equal to 1.19 eV inthe neutral stateandto 1.6 eV inthe
negative charge state (see [1]) virtualy coincide with
the results obtained, with allowances made for an elec-
tron-subsystem contribution and the vacancy model as
a conventional double acceptor center (curves 4—6 in
Fig. 1). In Fig. 1, we also show experimental data
obtained in [1] on annealing of n-Si irradiated with
electrons; these are curves 7-9 drawn through experi-
mental points. It can be seen that the results of calcula-
tions (curves 1-3) agree well with the experimental
data on annealing of the E center in the irradiated n-Si
(curves 7-9).

(27)

4. CONCLUSION

Using the mechanism proposed in this study for the
participation of the electron subsystem of a crysta in
the reactions of defect-complex decomposition in
semiconductors, we explained the dependence of the
temperature corresponding to effective annealing of E
centers in irradiated n-Si on the donor-impurity con-
centration. Using the model of a vacancy as a double
acceptor center with a negative correlation energy, we
explained the two-stage annealing of E centersin alow-
resistivity silicon. Values of certain parameters were
determined for E centers and a vacancy in the phospho-

BOYARKINA

rus-doped n-Si: the dissociation energy U,, = 0.96 eV
of the E center, the degeneracy factor gg/ gg = 1/16,

E(0/-) =E.—&, =E.-0.09, E(—/—) =E.— ¢, =
E.—0.39eV.

The satisfactory agreement between the calculated
and experimental data favors the proposed mechanism
of participation of the el ectron subsystem of acrystal in
the reactions of the defect-complex decomposition in
semiconductors.
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Abstract—The main band parameters of HgCdMnTe and HgCdZnTe quaternary solid solutions were theoret-
ically and experimentally studied. Empirical formulas were proposed for the bandgap and intrinsic carrier con-
centration in awide range of temperatures and compositions. Cal cul ated values were found to conform well to
experimental data. © 2000 MAIK “ Nauka/Interperiodica” .

HgCdTe solid solutions have a number of unique
physical properties, which make such materials prom-
ising for the development of infrared radiation detec-
tors. However, theinstability of this material hindersits
widespread application. This instability was theoreti-
cally shown in [1] to be caused by a marked difference
in the Cd and Hg atomic radii. Hence, the material sta-
bility can beincreased by introducing Mn or Zn, whose
atomic radiusis closer to that of Hg atoms.

Although such materials as HgCdMnTe and
HgCdZnTe are promising, their basic parameters, first
of all, the bandgap, intrinsic carrier concentration, and
effective electron mass are not adequately studied.

The basic band parameters of HgCdMnTe and
HgCdznTe quaternary solid solutions can be calcul ated
by the method proposed in[2], where aninitial solution
was considered as a combination of three ternary ones.
However, since that calculation is rather cumbersome,
we use a simpler method (see [3]), where a quaternary
material is represented as a set of two ternary ones. For
instance, the expression for the HgCdMnTe bandgap is
written as

Eq(Hg,Cd,Mn,Te) = 0.5E4(Hg,_,Cd,Te)

D
+0.5E4(Hg; _,Mn,Te),

whereu = 2x, w =2y, and z= 1 -x-Y. Using the empir-
ica formulas for HgCdTe [4], HgZnTe [5], and
HgMnTe [6] bandgaps, the values of E; in
Hg, -«-,Cd,Mn,Te and Hg, _,_,Cd,Zn,Te are respec-
tively given by

_ —4
Ey(x y,T) = —0.302+5.125x 10T
—(x+2287y) x 10°T + 1.93(x + 2, 197y)  (2)

—1.62(X° +2.728y°) + 0.272(12.235x° - y%),

and

Eg(x Yy, T) = —0.301 + 1.93x + 2.29 x 10 2y*?

+2.731y—1.62x° +5.35 x 10T
x (1-2x—0.35y"* —1.28y)

+3.328x° — 1.248y° + 2.132y°.

The accuracy of formula(2) was checked by comparing
itwiththedatain[7] aa T=7K (seeFig. 1) and [§] at
T = 300 K. Formula (3) was checked by comparison
with the datain [9] for HQCdZnTe (see Table 1).

As follows from Fig. 1 and Table 1, empirical for-
mulas (2) and (3) quite accurately describe HgCdMnTe
and HgCdZnTe bandgaps at various compositions and
temperatures.

Using (2) and (3), we calculated the intrinsic carrier
concentration, Fermi level position, and effective elec-
tron mass for studied materials. The calculation tech-
nique based on the k—p method was outlined in detail
in[6].

The calculated carrier concentrations were com-
pared to the data [10] of Hall measurements in
HgCdMnTe and HgCdZnTe crystals grown by modi-

©)

Table 1. Comparison of the results of calculations by for-
mula (3) to the data of [9] for HgCdZnTeat T = 95K

Composition Ey, eV
X y Ca c[Lg ]at|on Exp?g]ment %)?I]?grl%th?g
(©)
0.07 | 0.17 0.322 0.328 0.301
0.07 | 0.20 0.382 0.383 0.374
0.12 | 0.18 0.416 0.409 0.406
0.07 | 0.16 0.282 0.277 0.276

1063-7826/00/3404-0415%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Eg, eV
0.3r
Hg,_,_,CdMn,Te

02f T=7K

[m]

0.1

OF

-0.11

-0.2+

-0.3 1 1 1 1 1
0 0.01 0.02 0.03 0.04

Fig. 1. Dependences of the HgCdMnTe bandgap on Mn
content, calculated by formula (2) (solid lines) and accord-
ing to the experimental data of [7] (dots). Molefractions Cd
() andMn (y) are (1) 12and 7, (2) 6.9 and 1.2, (3) 10.7 and
1.6, and (4) 21.5 and 2.2%.

fied zone melting. Ingots 12—20 mm in diameter and
12-18 cm long had axial and radial inhomogeneities
Ax, =< £0.01 and Axg < £0.005, respectively, in the
fairly homogeneous region in the middl e of the sample.
Mechanical and chemical treatment of the samples to
be measured did not differ from the conventional pro-
cedure for HgCdTe wafers and did not introduce any
damaged layers. The HgCdTe composition determined
using a Camscan-4DV microanalyzer was found to
vary along the sample within Ax = £0.003.

Calculated concentrations of intrinsic carriers in
comparison with the Hall measurements are plotted in
Figs. 2 and 3. Asis evident, a reasonably good agree-
ment with the experimental data is observed in the
domain of intrinsic conduction. An additional compar-
ison with the data of [9] shows that the values of n
coincide within 3-4%, notwithstanding the different
bandgap cal culation techniques.

The above estimates show that the conduction band
instability is low in the considered materials (a para
bolic equivalent of the effective mass differs from the
exact values by no more than 30%), which alows usto
apply the parabolic approximation to calculate the
intrinsic carrier concentration. The least-squares
method was used to find the following empirical rela-
tionships for the concentration n;.

For Hg, _,_,CdMn,Te within the ranges of 0 < x <
0.5, 003<y<02an 50<T< 350K,

ni(x1 yv T)
= [5.84—4.42x +2.87y + 253 x 10°(1+ x +y)] (4)

x 101E; T  exp(-E,/ 2KT),

-3

n;, 10'%m

106_

104_

102_

100_

02k Hg, _,_,Cd,Mn,Te
1, o x=0.14,y=0.03
2, m x=0.17,y=0.03
107 4 3, x=0.15, y = 0.05
4, x=0.15,y=0.07
5, x=0.15,y = 0.09
10-°

1 1 1 1 1
50 100 150 200 250 300
T,.K

Fig. 2. Cdculated and experimental temperature depen-
dences of the intrinsic carrier concentration in the
Hg; - - yCdyMnyTe solid solution.

n;, cm—
1018 —

1015 -

1012 -

106k 3 HgCdZnTe
1, o x=0.12,y=0.02
2, m x=0.12,y=0.04
3k ? 3, ® x=0.15,y=008
4, x=0.15,y=0.1
5, x=02,y=0.1
100_

50 100 150 200 250 300
T,K

Fig. 3. Cdculated and experimental temperature depen-
dences of the intrinsic carrier concentration in the
Hg; - x - yCdyZnyTe solid solution.
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Table 2. Coefficients A, B, C, and D in formula (6) for
HgCdMnTe and HgCdZnTe

Material A B C D
HgCdMnTe| 6.48 -4.42 | -6.54 1.42 x 1073
HgCdznTe | 5.84 -4.42 2.87 253x10°3

and for Hg, _,_,Cd,Zn Te within the ranges of 0 < x <
0.5,0.03<y<0.5,and50< T< 350K,

ni(x1 y! T)
= [6.48—4.42x—6.54y + 1.42 x 10 (1 + x +y)] (5)

x 101Ey T  exp(~E,/ 2KT).

Thus, the intrinsic carrier concentration in HgCdMnTe
and HgCdZnTein the parabolic approximation is given
by the empirical formula

n(xy,T) = [A+Bx+Cy+DT(1+x+Y)]
x 10™ES T  exp(~Eg/ 2KT)

with coefficients A, B, C, and D listed in Table 2.

The use of formula (6) with these coefficientsto cal-
culate the intrinsic carrier concentration in HgCdMnTe
and HgCdznTe in the parabolic approximation yields

(6)
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an error no greater than 4% in the temperature range
50-350 K for avariety of compositions.
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Abstract—The behavior of longitudinal autosolitonsin InSh in aweak magnetic field was studied. It is shown
experimentally that a weak longitudinal magnetic field affects significantly the behavior of longitudinal auto-
soliton in InSb samples. In al samples, sharp changes in the current due to fission of longitudinal autosoliton
were observed for certain values of amagnetic field. It was found that the magnitude of initial autosoliton cur-
rent took adifferent stable value under the effect of amagnetic field. Theinitial value of the autosoliton current
isrecovered if a magnetic field of opposite orientation is applied to the sample. © 2000 MAIK “ Nauka/lnter-

periodica” .

It is known that the homogeneous state of nonequi-
librium electron-hole plasma (EHP) is disturbed under
high-intensity excitation; as a result, inhomogeneous
steady states (thermal-diffusion autosolitons) are
formed inthe plasma[1-4]. In adense EHP, these inho-
mogeneities have the form of current sheets extended
aong the electric field (longitudinal autosolitons)
[5, 6], whereas autosolitons in the shape of electric-
field sheets perpendicular to the lines of current (trans-
verse autosolitons) [7-9] are formed in a low-density
EHP.

Experiments with n-GaAs show [10-14] that anon-
equilibrium EHP formed in the samples as a result of
impact ionization or injection is stratified in an electric
field E into current filaments and electric-field
domains. Autosolitons traveling in a photogenerated
EHP heated by an electric field were experimentally
observed in n-Ge [15, 16].

Asshownin[17, 18], anonequilibrium EHP can be
formed in InSb by thermal generation and both longitu-
dinal and transverse autosolitons appear in this EHP as
a result of excitation by an electric field. Due to the
asymmetry of EHPin InSb (the relation between effec-
tive masses of holes and electrons is given by the ine-

quality mjj > my ), transverse autosolitons move from

cathode to anode and give rise to oscillations of current
inan externa circuit of the sample. It was shownin[19]
that a magnetic field of moderate magnitude brings
about a significant variation in the frequency and
amplitude of these oscillations.

In[6], heating of a uniformly generated dense EHP
was considered. It was shown that, irrespective of the

mechanisms of the momentum and energy relaxation,
uniform distribution of EHP became unstable towards
fluctuations with the wave vector k, = (IL)~2 directed
perpendicularly to the lines of current. In such an EHP,
current filaments are observed even at a low level of
heating.

In thiswork, we studied the behavior of longitudinal
autosolitonsin InSh samples subjected to alongitudinal
magnetic field that had a strength as high asH = 1.4 x
10* A/m and was excited in a coil. Samples having con-
centration of charge carriers (holes) p = (2-4) x 10% cn3
and mobility p, = 4000 cm? V- s at 77 K were used
in the experiments. The applied magnetic field was
weak both for holes (u,H/c= 5 x 10-%) and for electrons
(the ratio between the electron and hole mobilities was
He/H, ~ 100, so that pH/c = 0.5). A nonequilibrium
EHP was formed in the samples by Joule heating under
the effect of a slowly varying electric field. The EHP
was excited on a further increase in the electric-field
strength. As a result, longitudinal autosolitons in the
form of current filaments appeared in the hot zone of
EHP (pe and p, O T*2) and transverse autosolitons in
the form of moving sheets of strong electric field
appeared in the EHP zone with lower temperature and
density [17].

The dependence of longitudinal-autosoliton current
on the strength of parallel and antiparallel magnetic
fields(H 1t EandH 11 E) was studied. Variationsin
the autosoliton current in relation to the magnetic field
were recorded with a strip-chart recorder.

In what follows, we report experimental results for
an InB-bl sample that had dimensions of 5.1 mm x

1063-7826/00/3404-0418%20.00 © 2000 MAIK “Nauka/Interperiodica’
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1.9 mm x 1.3 mm and aresistance of R=7.9kQ. Inthe
presence of autosolitons, the resistance was RAS =
3.5-5.5kQ, depending on the excitation level.

Figure 1 shows the current-voltage characteristic
[(U) of the InSb-bl sample. Hysteresis in current,
which is indicative of an autosoliton origin of current
filaments, is characteristic of the I(U) curve [20]. The
initial values of the current of longitudinal autosolitons,
whose behavior in a magnetic field was studied, are
indicated by the numbered pointsin the | (U) curve.

Figure 2 shows the dependences of the longitudinal-
autosoliton current on the magnetic field. The numeral
at the origin of acurveindicatesthe number of the point
in the I(U) characteristic; the value of current at this
point was taken asinitial.

It can be seen from Fig. 2a that the dependence of
autosoliton current on the magnetic-field strength is
sublinear. As the strength of the parallel magnetic field
increases (curve |, H tt E), the current sharply
increases at a certain value of H and then again varies
smoothly. If the magnetic-field strength is decreased, a
reverse drastic change (a decrease) in current is
observed, but now at a lower value of magnetic-field
strength. Similar hysteresis-type behavior of current
with drastic changes in the course of forward and
reverse variations in magnetic-field strength is aso
observed in the case of an antiparallel magnetic field
(curvell,H i1 E).

We also observed the following phenomenon: in the
course of forward- and reverse-directed variations in
the magnetic-field strength, the autosoliton current
acquired a different initial value, which is then pre-
served on subsequent forward and reverse variationsin
amagnetic field having paralel (H 11 E) or antiparal-
lel (H it E) orientations. This can be seen from
Fig. 2b. As the magnetic-field strength increases and
decreases (curve Il, H |t E), the autosoliton current
undergoes two hysteresis sharp changes and returns
again to point 11. However, under the same conditions,
curvel'(H 11 E)finaly arrivesat point 11'; i.e., theini-
tial autosoliton current becomes larger. The value of
thisinitial autosoliton current (point 11') is retained at
zero magnetic field and on forward- and reverse-
directed variations of the magnetic field for both paral-
lel and antiparallel orientations. In this case, curves I'
(Htt E)andIl' (H 11 E) describing the autosoliton-
current variations become dissimilar. If the measure-
ments of current-voltage characteristics are repeated
(Fig. 1), the autosoliton current at point 11 returnsto its
previous value.

In some cases, the initial autosoliton current
acquires anew vaue if the magnetic-field strength var-
iesin forward and reverse directions for a certain mag-
netic-field orientation, whereasthe value of initial auto-
soliton current is recovered on forward and reverse
variations of magnetic field having another orientation.

As can be seen from Fig. 2c, curve | (H 11 E)
describing the variations in the autosoliton current is
SEMICONDUCTORS  Vol. 34
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Fig. 1. Current-voltage characteristics of the InSb-b1 sam-
ple.

reproduced on the forward- and reverse-directed
changesin the magnetic-field strength. Theinitial value
of current (Fig. 2c, point 9) remains unchanged.
Curvell (H 11 E) describing the variationsin the auto-
soliton current on forward and reverse runs of mag-
netic-field strength reaches point 9 in this case.
A repeated forward and reverse variation in the strength
of the magnetic field with the same orientation induces
the autosoliton-current curve to return to point 9'; i.e.,
curvell'isreproduced. A switching-off of the magnetic
field does not affect the new value of initial autosoliton
current at all. A forward variation in the magnetic field
withH 11 E orientation resultsin curve |’ for autosoli-
ton current, whereas, for areverse variation in H, curve
| is obtained; i.e., the original value of initial autosoli-
ton current is recovered (point 9).

Similar experimental results were obtained in stud-
ies of the behavior of longitudinal-autosoliton current
under amagnetic field in numerous other samples.

The observed sharp changes in the longitudinal-
autosoliton current for certain values of magnetic-field
strength are most likely caused by fission or coales-
cence of autosolitons [20].

Longitudinal autosolitons are, in fact, localized
domains with elevated temperature and a large temper-
aturegradient 0T = 4 x 10° K/cm [19]. In alongitudinal
magnetic field (H = 8 x 10° A/m), the presence of trans-
versetemperature gradient in alongitudinal autosoliton
gives rise to transverse potential difference E; = 0.4V
[19] as aresult of the Nernst-Ettingshausen effect.

The existence and stability of a hot autosoliton is
defined by dynamic balance between the thermal -diffu-
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Fig. 2. Variations in the longitudinal-autosoliton current in
the InSb-b1l sample subjected to a longitudinal magnetic
field. Curves | and I' correspond to H 11 E, and curves 1
and II' correspondtoH 11 E.

sion flux from the central hot zone of autosoliton and
thereverse diffusion flux to the autosoliton regionswith
sizesof & < L [20], where & isthe autosoliton size and
L isthe diffusion length. The balance between the ther-
mal-diffusion and diffusion fluxes causes the density of
current perpendicular to the autosoliton to tend to zero.
An appearance of transverse potential difference Ej
would bring about an enhancement in one of the fluxes
and the establishment of the corresponding dynamic
balance between the fluxes. As aresult, the autosoliton
current would increase or decrease with increasing or
decreasing strength of the longitudinal magnetic field.
A variation in the autosoliton current implies an
increase or decrease in the corresponding excitation
level. In adense EHP, the mean value of current density
in the sample is [0~ T(x)]¥?C] as shown in [20], an
increase in the excitation level of a hot autosoliton in a
sampleof finitesizeresultsinajumplikeincreaseinthe
mean current, whereas a decrease in the excitation level

KAMILOV et al.

of autosoliton brings about a jumplike decrease in the
mean current.

It was also shown in [20] that a jumplike change in
current on gradual variation in the excitation parameter
implies fission of autosolitons, their coalescence, or
their disappearance. In the case under consideration
(Fig. 2, point 2, curves|, I1; point 11, curves|, I, 1), a
longitudinal autosoliton ispresumably splitinto two for
a certain value of magnetic-field strength if the latter
increases; at a smaller value of the magnetic-field
strength when the magnetic field decreases, the new
autosolitons either coalesce or some of several auto-
solitons cease to exist.

Thus, the experiments showed that a weak longitu-
dinal magnetic field affects significantly the behavior of
longitudinal autosoliton in indium antimonide samples.
In al samples, sharp changesin current were observed
for certain magnitudes of the magnetic field; these
changes are most likely due to the fission of alongitu-
dinal autosoliton. It was also found that the initial auto-
soliton current acquires a new stable value under the
effect of a magnetic field. In addition, we discovered
that the value of initial autosoliton current was restored
under a magnetic field with opposite orientation.
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Abstract—The absorption coefficient for surface acoustic waveI” and variation in the wave vel ocity AV/V were
measured in GaAgAlGaAs heterostructures; the above quantities are related to interaction of the wave with
two-dimensional electron gas and depend nonlinearly on the power of the wave. M easurements were performed
under conditions of the integer quantum Hall effect (IQHE), in which case the two-dimensional electron gas
was locaized in a random fluctuation potential of impurities. The dependences of the components o,(E) and
0,(E) of high-frequency conductivity o = g, —ig, on the electric field of the surface wave were determined. In
the range of the conductivity obeying the Arrheniuslaw (0, > 05), the results obtained are interpreted in terms
of the Shklovskii theory of nonlinear percolation-based conductivity, which makes it possible to estimate the
magnitude of the fluctuation potential of impurities. The dependences a4(E) and o,(E) in the range of high-fre-
guency hopping electrical conductivity, in which case 0; <€ 0, and the theory of nonlinearities has not been yet
developed, are reported. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Studies of the kinetic effects in GaAs/AlGaAs het-
erostructures with two-dimensional (2D) electron gas
in strong constant electric fields[1-4] show that nonlin-
ear effects are adeguately accounted for by heating of
electron gas. The main issue of controversy in theinter-
pretation of the above resultsis related to identification
of the relevant mechanism of electron-energy relax-
ation. The theory of electron-gas heating and the
energy-relaxation mechanisms in the 2D case were
considered in [5]. In [6], the dependence of the coeffi-
cient of absorption of a surface acoustic wave (SAW)
by 2D electron gas in a GaAsAlGaAs heterostructure
on the SAW intensity was also explained by heating of
2D electron gas by the SAW alternating electric field; it
was a so shown that the el ectron-energy relaxation time
is controlled by energy dissipation at the piezoelectric
potential of acoustic phonons under conditions of
strong screening.

In the magnetic-field range where electrons are
localized (i.e., under the conditions of IQHE), Kinetic
effects were also actively studied in a strong constant
electric field [ 7-11]. However, notwithstanding the fact
that nonlinear dependences of current on voltage were
similar in all cases, these dependences have not been
unambiguoudly interpreted so far. Thus, these nonlin-
earities were explained by the heating of 2D electron
gas [7-9], by impurity breakdown in homogeneous

electric field [8], and by resonance tunneling of elec-
trons between the Landau levels [10]; still another
explanation was based on the theory of variable-range
hopping conductionin astrong electricfield [11, 12]. In
[13], in order to explain the nonlinearities in the depen-
dence of the width of the IQHE step on the current den-
sity in a GaAg/AlGaAs heterostructure at T = 2.05 K,
the model of heating of 2D electron gas was used. It
was found that the dependence of electron temperature
T, on the current | coincided with T(I) measured in the
absence of a magnetic field. As a plausible reason for
this behavior, the authors of [13] could only suggest
that it arose from the injection of hot charge carriers
from near-contact regions where the Hall voltage was
shorted out by the current contacts.

In connection with the above, the acoustic method
seems to hold considerable promise for studying the
nonlinear effects under the conditions of IQHE; this
method is particularly convenient owing to the fact that
thereisno need for electrical contactsin such measure-
ments.

In thiswork, we studied the dependences of absorp-
tivity I and variations AV/V in the velocity of SAWSsin
a piezoel ectric due to the interaction of SAWs with 2D
electron gas in GaAs/AlGaAs heterostructures on the
SAW power W absorbed in the sample (or on the SAW
electric field E) under the conditions of IQHE (T =
1.5K), which corresponds to the carrier-localization

1063-7826/00/3404-0422%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Dependences of (a) relative velocity variation AV/V and (b) absorption coefficient I of a surface acoustic wave on power P
at the output of a generator in magnetic fields of (0D and A) 5.5, (0 and @) 2.7, and (A and m) 1.8 T. Theinsert illustrates the depen-

dences of (a) I and (b) AV/V on the magnetic field H at T = 1.5 K for power P at the generator output equal to (a) 10~ and (b) 2 x
1078 W (shown by solid lines) and equal to (a) 2 x 10~ and (b) 10°* W (shown by dashed lines).

domain. The experimental dependences '(E) and
AVIV(E) were used to calculate the real and imaginary
components of high-frequency electrical conductivity
0,(E) and 0,(E), as the high-frequency conductivity is
written in the complex form [14] o(E) = 0,(E) —io,(E)
under the electron-localization conditions. The mecha
nisms of the nonlinearities were studied by analyzing
the dependences of the components of the high-fre-
guency electrical conductivity on the strength (i.e., on
absorbed power) of a high-frequency electric field.

2. EXPERIMENTAL METHODS
AND RESULTS

In this work, the effect of the SAW power intro-
duced into sample (f = 30 MHZz) on the absorption coef-
ficient I and on the relative variation in the SAW veloc-
ity AV/V was measured at T = 1.5 K in magnetic fields
corresponding to the midpoint of the Hall plateau (i.e.,
under the conditions of IQHE). We used the
GaAg/AlGaAs heterostructures d-doped with silicon;
the density of electronsin 2D gas in the channel was
n=(1.3-2.7) x 10" cm, and their mobility was p =
2 x 10° cm?/(V 9). The heterostructures were grown by
molecular-beam epitaxy and involved a spacer layer
4 x 1078 cm in width. The experimental procedure was
described in detail elsewhere [15]. Here, we only note

SEMICONDUCTORS  Vol. 34

No. 4 2000

that the structure with 2D electron gas was grown on
the piezoelectric (lithium niobate) surface over which
the SAWSs propagated. An alternating electric field hav-
ing the frequency of SAW and accompanying the strain
wave penetrates into the channel with 2D electron gas,
induces electric currents and, correspondingly, intro-
duces ohmic losses. As aresult of such an interaction,
the wave energy is absorbed. Experimentally, we mea-
sured the absorption coefficient I and the relative vari-
ation in the SAW velocity AV/V in relation to the mag-
netic induction. Since the measured quantities I' and
AV/IV are defined by the electric conductivity of 2D
electron gas, electron-spectrum quantization resulting
in the Shubnikov-de Haas oscillations brings about
oscillations in the above effects as well.

Figure 1 shows the dependences of I and AV/V on
the power P at the output of the RF generator (for afre-
guency of f =30 MHZz) for the filling numbersv = 2, 4,
and 6 for a sample with the 2D-electron gas density of
n = 2.8 x 10! cm=2. Here, v = nch/eH, where H is the
magnetic field strength. In the insert in Fig. 1, the
dependences of ' and AV/V on the magnetic field are
shown for several values of the SAW power at a tem-
perature of 1.5K.

The form of the dependences of I on the magnetic
fieldisanalyzed in detail in [15]: positions of the peaks
inthe " (H) and AV/V(H) curves are equidistant in 1/H,
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Fig. 2. Dependences of (a) real o, and (b) imaginary o,
components of high-frequency electrical conductivity on

electric field E for sample AG106 (n = 1.3 x 101! cm™) at
T=15K.

and the splitting of the " (H) peaks under the IQHE con-
ditionsis related to its relaxation origin. It can be seen
from Fig. 1 that an increase in the supplied SAW power
results invariably in a decrease in AV/V irrespective of
the filling number, which corresponds to an increasein
electrical conductivity [6]. The form of dependences
I"(P) for dissimilar filling numbers is different: absorp-
tion increases with increasing P for v = 2, whereas, for
v =4 and 6, ' increases initidly as the SAW power
increases, attains a maximum, and then decreases. The
smaller the filling number, the higher the power corre-
sponding to the maximum in I". It is also evident from
Fig. 1 that the higher the magnetic field (the smaller the
filling number), the higher is power P corresponding to
the onset of the dependences I (P) and AV/V(P).

3. DISCUSSION OF THE RESULTS

In the experimental configuration of this work, the
guantities " and AV/V are defined [16, 17] by the for-
mulas

2
r= 8.68%qA
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[4m0,t(q)/ V]
[1+4m0,t(q)/ e V] + [4T0,t(q)/ e V]

X

A = 8b(a)(E; + £o)Eoesexp[—2q(a+d)],
[1+4mo,t(q)/eV]
[1+4T0,t(q)/eV]? + [4T0,t(q)/ e V]
b(a) = [by(a)[bx(q) —bs(q)]]™
t(q) = [bx(q) —bs(a)]/[2b,(a)],
by(a) = (&1 +€o)(Es+ €o)
—(&1— &) (&s— &) exp(—2qa),
bo(q) = (e, +€0)(Es+ &)
+ (&1 —€0) (&5 — &) exp(—2qd),
bs(d) = (&1—€0)(€s—€o)
x exp(—29a) + (&1 — &) (&5 + €o) exp(—-2q(a +d)),

AV _ K
\ 2

)

where the absorption coefficient I is expressed in
dB/cm; K? is the piezoelectric constant of LiNbO3; q
and V are the wave vector and the velocity of SAW,
respectively; a is the distance between the dielectric
and the heterostructure under consideration; d is the
depth of the position of the 2D electron-gaslayer; €4, €,
and &, are the permittivities of lithium niobate, vacuum,
and gallium arsenide, respectively; and o, and o, are
the components of the complex high-frequency electri-
cal conductivity of 2D electron gas: 0':; =0,—i0, The
necessity of considering both components of high-fre-
guency conductivity was demonstrated in [14] and was
related to localization of electrons under the conditions
of IQHE. These formulas make it possibleto determine
0, and o, from the quantities ' and AV/V measured
experimentally.

Figure 2 shows the dependences of o, and o, on the
strength of high-frequency electric field E accompany-
ing the SAW for the sample with n = 1.3 x 10! cm™
and thefilling numbersv = 2 and 1. It can be seen from
Fig. 2 that, for v = 2 (orbital splitting), o, and o, ini-
tialy increase with increasing electric field and, begin-
ning with a certain E, ¢, decreases rapidly while o,
continues to increase. In magnetic fields corresponding
to the spin splitting (v = 1), o; increases and o,
decreases with increasing E.

Figure 3 shows the dependences of o, and g, on the
strength of high-frequency electric field E for the sam-
ple with n = 2.8 x 10* cm for the filling numbers of
v =2, 4, and 6. It can be seen from Fig. 3 that, in the
magnetic field H amounting to 5.5 T (v = 2), both com-
ponents of high-frequency conductivity are indepen-
dent of E in a wide range of electric fields; for fields

SEMICONDUCTORS Vol. 34 No. 4 2000
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higher than a certain value E;, these components
increase with E. In amagnetic fieldof H=2.7T (v =
4), anincreasein 0, and 0, setsin an electric field E, <
E,,and,forH=1.8T (v =6), 0, increasesinitially with
increasing E, attains a maximum, and then decreases
(similarly towhat isshowninFig. 2for H=2.7T inthe
caseof v = 2).

The high-frequency electric field of SAW is calcu-
lated here with the formula reported in [6]. The only
difference isthat we have o = 0, —i0y; i.e,

321
|E| KZ“_(el +€,)

» zqexp[—2q(a+ d)] W 2
41102 o, .
(1 V@] [
Z=[(&; +&)(&s + so) — exp(—20a) (€1 — €o)(Es — €91 %

where W is the SAW power supplied to the sample and
referred to the sound-scan width.

In order to explain the above dependences of o, and
0, on E, we should rely on the fact that, as was shown
in [14], electrical conduction in the temperature range
of T=1.54.2K issimultaneously governed by thefol-
lowing two mechanisms: (i) the Arrhenius-type mecha
nism related to activation of charge carriers from the
Fermi level, wherethese carriers arein localized states,
to the percolation level and (ii) the mechanism of hop-
ping over localized states in the vicinity of the Fermi
level. For T = 1.5 K, the contributions of these two
mechanisms vary in relation to the filling number (the
magnetic field). The smaller the filling number (the
higher the magnetic field), the larger the activation
energy defined by the value of 0.5/ w (w; is the cyclo-
tron frequency) and the smaller the Arrhenius contribu-
tion to the conductivity. In the case of hopping high-fre-
quency conduction, the imaginary component has the
value of 0, = 100, > o, [14] and begins to decrease
with an increasing number of delocalized electronsasa
result of the activation process. Thus, theratio o,/ 0, is
a quantity characterizing the contribution of the above
two mechanisms to conduction: if ,/0, = 0.1, the hop-
ping conduction is dominant, wheress, if 0,/ 0, > 1,
the Arrhenius-law conduction is dominant and the hop-
ping conduction may be ignored.

In view of the above, the nonlinearities should be
analyzed separately for two different domains.

3.1. Nonlinearities in the Region of Arrhenius-Type
Conduction (o, / 0, > 1)

The influence of a strong constant electric field on
electrical conductivity stemming from activation of
charge carriers to the percolation level of the conduc-
tion band distorted by random fluctuation potential of
charged impurities was considered by Shklovskii in
[18]. In fact, we study here the influence of a strong
2000
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Fig. 3. Dependences of the (a) real o4 and (b) imaginary o,
components of high-frequency electrical conductivity on

electricfield E for sampleAG49 (n=2.8x 10t cm) at T =
15K.

electric field on conduction over the percolation level,
with the role of the electric field limited to a reduction
of activation energy, which may beinterpreted asalow-
ering of the percolation threshold.

Inthis case, anincrease in eectrical conductivity in
astrong electric field with decreasing activation energy
is given by

0,/0% = exp[(CeEIVy)"**V/kT], )

where 0(1) isthe conductivity inthelinear mode, Eisthe

electric-field strength, T is temperature, C is a numeri-
cal coefficient, V, isthe amplitude of fluctuationsin the
potential-relief pattern (the characteristic spatial scale
of a potential), and y is the coefficient that depends on
dimensionality: y = 0.9 for the three-dimensional (3D)
case and y = 4/3 for the 2D case [19].

Thus, in the 2D case under consideration, formula
(3) can be rewritten as

0,/0% = exp(aE¥/KT), 4)

where
a = (Celg,Vo)?, (5)
and |, isthe characteristic spatial scale of the potential,

which may be taken as equal to the spacer thickness
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components of high-frequency electrical conductivity o4/0,
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T=15K.

[20] g, in the heterostructures we studied (Ig, = 4 %
1076 cm).

In the experiment we performed, the following con-
ditions were satisfied:

g, <1, wr<1l (6)

Here, q and w are the wave vector and frequency of

SAW, respectively, and T is the electron-momentum

relaxation time. Therefore, we may regard the wave as

standing and we can use the formulas obtained for the

DRICHKO et al.

constant electric field in the analysis of dependences of
high-frequency conductivity on the alternating SAW
electric field.

Figure 4 shows the dependences of g,/0, on elec-
tric-field strength E calculated according to (2) for two
samplesin different magnetic fields. It can be seen from
Fig. 4 that the condition ,/a, ismet for sample AG106

alone; therefore, the dependences o,/ 02 on E can be
analyzed on the basis of [18] only for this sample. Fig-

ure 5 shows the dependence of In(o,/ 02) on E¥. It can

be seen that the dependence is linear; the slope of the
corresponding straight line makes it possible to deter-
mine (to within a numerical factor) V,, i.e., the ampli-
tude of fluctuations in the potential relief pattern. We
found that V, = 1.5 meV.

Calculation of the fluctuation amplitude by the for-
mula[21]

Vo = (7/g5) 4/, @)

where nisthe density of ionized impurities equal in our
case to the carrier density in the 2D channel with n =
1.3 x 10" cm?, yields V, = 4.5 meV, which coincides
by an order of magnitude with V, determined experi-
mentally to within anumerical factor.

It is stated in [18] that the electric-field range in
which formula (3) isvalid is limited by the inequalities

Vo > eElg, > KT(KT/ V)™, (8)

Using the experimental value of V,, we can estimate the
guantitiesin thisinequality:

1.5meV > 3 x 102 meV =5 x 10° meV at the
threshold of nonlinearities; and

1.5meV > 7 x 102 meV > 5 x 10° meV at the
upper limit in our measurements.

Taking into account that the fluctuation amplitudeis
determined to within a numerical factor, we may con-
sider that theinequality holds and we can usethetheory
[18] tointerpret nonlinearities arising in the case where
the conductivity obeysthe Arrhenius law.

It is worth noting here that the nonlinearities under
a constant electric field E were studied for E >
5-10V/cm.

The results reported here were obtained for electric
fields lower than 2 VV/cm. Thus, the following general
pattern emerges. In electric fields E = 1 V/cm corre-
sponding to the prebreakdown region, electrical con-
ductivity increases owing to an increase in concentra-
tion in the empty Landau band due to activation of
localized electrons from the Fermi level; in this case,
the activation energy depends on the electric field (the
higher the electric field, the lower the activation
energy). In electric fieldsE = 10 V/cm, asharp increase
in electron concentration in the empty L andau band due
to the impurity breakdown sets in (this phenomenon
was clearly observed, for example, in [9]). Electrons

SEMICONDUCTORS Vol. 34 No. 4 2000
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brought into delocalized states of the Landau band are
heated in astrong electric field applied to the sample.

3.2 Nonlinearities in the Region of High-Frequency
Hopping Conduction (o,/0, = 0.1)

In the case of electrical conductivity limited by acti-
vation, we could use the nonlinearity theory developed
for constant fields to interpret the nonlinearities in
high-frequency conductivity, because this theory
described the influence of a strong electric field on the
motion of quasi-free electrons activated to the percola
tion level. The mechanism of conduction in a constant
electric field and that in a high-frequency field are
found to be the same. However, in the case where the
electrons are localized, the mechanisms of high-fre-
guency hopping conduction and dc hopping conduction
are different: in the dc mode, the conduction is accom-
plished by hops of electrons between two edges of the
sample, whereas, in ahigh-frequency electric field with
electronslocalized at separate impurity atoms, conduc-
tion can be effected by hops of electrons between two
impurity atoms separated by a distance smaller than the
average one (within an impurity pair with asingle elec-
tron); in this case, transitions of electrons between dif-
ferent pairs do not occur (a neighbor-site model).
Therefore, it is understandable that the theory devel-
oped for nonlinearities in the mode of dc hopping con-
duction [12] cannot be used to interpret the nonlineari-
tieswe observed in high-frequency hopping conduction
(Figs. 2, 3).

The dependences of resistivities p,, and p,, on the
current density in aGaAs/AlGaAs heterostructure were
observed under the IQHE conditions in the region of
variable-range hopping conduction at T < 1 K [11].
These dependences were analyzed using the theory
[12] for variable-range hopping conduction in a strong
electric field for 2D electron gas under conditions of the
guantum Hall effect. An introduction of effective tem-
perature for hopping conduction in terms of [12] makes
it possible to use the above measurements to determine
the value of localization length. However, it was found
that the value thus obtained was by almost an order of
magnitude larger than the localization length deter-
mined from the temperature dependence of p,inalin-
ear conduction mode. Thisfact wasrelated [11] to non-
uniformity in the distribution of the electric field.

The theory of nonlinear high-frequency electrical
conduction was developed in [22] for the 3D case.
However, the dependences Aofz/oiz O W2 we
observed are stronger than those predicted in [21]

(Ao O W). Here, 02,2 is the conductivity in linear

mode, AG} , =0, ,(E)— 0 ,, 01 ,(E) isthe conductiv-
ity measured experimentally, and W is the SAW power
absorbed in the sample. At present, the absence of athe-
ory for the 2D case prevents us from anayzing the
obtained results. The dependences of o, and o, on the
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SAW electric field under conditions of hopping con-
duction set in under the electric field, which becomes
lower as the magnetic-field increases; thisfact is quali-
tatively well explained by assuming that the magnetic
field affects the overlap integral for localized states at
different impurities and, thus, brings about adepression
of hopping conduction and a decrease in the relative
nonlinear component [22].

Dependence of absorpitivity of SAW by 2D electron
gas on the SAW power in GaAs/AlGaAs heterostruc-
tures was previously observed [23, 24] in magnetic
fields corresponding to small integer filling numbers
when the Fermi level was in midposition between the
neighboring Landau levels and when the electrons were
localized. However, it is hardly possible to accept the
interpretation [23, 24] of these dependences as due to
the heating of 2D electron gas, which, as was men-
tioned above, manifestsitself only in the case wherethe
electronsin 2D configuration are delocalized.

4. CONCLUSION

We studied nonlinear dependences of absorptivity
and variation in the SAW velacity induced by 2D elec-
tron gas on the intensity of sound under the conditions
of the integer quantum Hall effect in GaAgAlGaAs
heterostructures.
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The nonlinearities were analyzed on the basis of
high-frequency electrical conductivity that had a com-
plex form and was cal culated from experimental data.

It is shown that the electric-field range correspond-
ing to nonlinearities can be divided into two domains.

In the eectric-field domain where Reo; > Img =
0,, the dependence o,(E) is not only adequately
accounted for by the Shklovskii dc nonlinearity theory
[18] describing the influence of a strong electric field
on the motion of quasi-free electrons activated to the
percolation level, but also makesit possible to evaluate
the magnitude of the fluctuation impurity potential.

In the electric-field domain where Imo = o, >
Reo = o3, the 2D high-frequency hopping conduction
apparently takes place; as of yet, the nonlinearity the-
ory for thistype of conduction has not been developed.
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Abstract—Variations in the minority-carrier lifetime, photoluminescence spectra, dark current and photocur-
rent temperature dependences of high-resistivity p-CdTe crystals under the action of the laser shock wave are
investigated. It isshown that the variationsin the af orementioned characteristi cs during the passage of the shock
wave are defined by the generation of the nonequilibrium carriers from deep centers, and, after that, the varia-
tions are defined by the formation of intrinsic defects and their subsequent interaction with the defects existing
intheinitial crystals. © 2000 MAIK “ Nauka/Interperiodica” .

Irradiation of 11-VI crystals, specifically p-CdTe,
with ruby laser nanosecond pulses with the power den-
sity below the damage threshold leads to the variation
in their electrical, photoelectrical, and optical proper-
ties. These variations occur both in the near-surface
region of the material and at the depth of ~5 um, which
ismuch larger than the light absorption depth (10-° cm™)
[1-5]. These variations are caused by the formation of
intrinsic lattice defects dueto lattice “ heat-up,” the gen-
eration of the thermal elastic stresses, and the action of
the acoustic and shock waves in the course of irradia-
tion of the crystal. Theimmediate influence of the laser
irradiation on the physical properties of the CdTe crys-
tals is investigated adequately. However, the influence
of each phenomenon, which proceeds in the course of
the laser irradiation, specifically under the action of the
shock wave, is investigated inadequately [5].

In this paper, we report the results of investigation of
electrical and photoelectrical properties of high-resis-
tivity p-CdTe single crystalsboth in the course of action
of the shock wave with the nondestructive amplitude
and after the passage of the wave through the crystal.
The shock waves were generated by the ruby laser
pulseswith the duration of 20 nhsand power density var-
ied in the range 10"-10° W/cn. The procedures of pre-
paring and irradiating the samples are similar to those
described in [4, 5]. The studied sample in the shape of
parallelepiped 2 x 3 x 2 mm?3 was placed between the
copper foil and quartz substrate. The spacing between
the foil and substrate was filled with the epoxy resin so
that the distance from the crystal to the foil and sub-
strate would be 25 pum. The copper foil served as an
inhibitor of the undesired photoeffect from the forward
or scattered laser emission, and the quartz substrate
served for outputting the unload wave. The irradiation
of the samples was carried out at room temperature.

The shock wave pressure was evaluated from the for-
mulareported in [6]:

_ y—1 piU;pPoU; DUZ
P = , 1
EO Y piu; +pyud @)

where |, is the laser-radiation power density; vy is the
effective specific-heat ratio of the plasma formed; p;u;
and p,u, are the shock impedances of the condensed
medium and absorbing substance, respectively; p isthe
substance density; and u is the velocity of the shock
wave.

The shock wave pressure was determined from the
ratio of pressures of the transmitted wave P, and inci-
dent wave P, taking into account the reflection from
the interfaces foil-resin and resin-crystal [6]:

P, 2

i 2
P, 1+puy/piuy @)

EXPERIMENTAL RESULTS AND DISCUSSION

The dependence of the concentration variation (Ap)
of nonequilibrium charge carriers on the shock wave
pressure is shown in Fig. 1 (curve 1). At low shock
wave pressures, the concentration of nonequilibrium
charge carriersincreases exponentially and reaches sat-
uration at the shock wave pressure higher than 3 kbar.
The relaxation time of the nonequilibrium charge carri-
ers depends on the pressure of the shock wave propa-
gating through the crystal. The relaxation timeinitialy
decreases with the shock wave pressure up to 2.5 kbar.
On the further increase in the shock wave pressure,
namely, in the region of Ap saturation, the relaxation
timevariesonly dlightly (Fig. 1, curve 2). The observed
initial increase in Ap can be explained by anincreasein
the concentration of nonequilibrium charge carriers
because of the propagation of the thermal and shock

1063-7826/00/3404-0429%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Dependences of (1) concentration Ap and (2) relax-
ation time 1 of nonequilibrium charge carriers in the CdTe
single crystal on the shock wave pressure P.
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Fig. 2. Spectral dependences of photoconductivity for the
CdTe single crystal (1) before and (2) after the passage of
the shock wave with the pressure P > 2 kbar. The curve 3
was measured after the irradiated sample was kept in air for
one month.

waves, which areformed in the course of theirradiation
of the crystals by the laser emission.

The penetration depth of the thermal wave, whichis
formed under irradiation of the samples, was ~1.5 pm,
much less than the foil thickness. For this reason, the
variation in concentration of the nonequilibrium charge

BAIDULLAEVA et al.

carriers in the crystals cannot result from heating. The
energy of defect ionization decreases because of a
decrease in the bandgap energy E, under the shock
wave action. The estimate shows that the variation of E,
in the studied range of the shock wave pressures
amounts to ~0.01 eV, whereas the conductivity
increases by a factor of 2-2.5. This indicates that the
concentration of the nonequilibrium charge carriers
released from the traps is comparable to the equilib-
rium concentration. However, the slight variation of E
cannot bring about ionization of all traps. In relation to
the af orementioned, theincrease in the concentration of
the nonequilibrium charge carriers at low (below
2 kbar) pressures can be explained by their generation
from deep-level point defects (traps). The saturation of
the concentration with the increase in the shock wave
pressure above 3 kbar can be explained by the accumu-
lation of residual defects generated by the shock
wave [4].

The photoconductivity spectra, as well as the tem-
perature dependences of the photocurrent and dark cur-
rent before and after the passage of the shock wave
through the crystal, were also investigated. We note
that, in the course of investigations of the photoconduc-
tivity and photocurrent, the samples were illuminated
from the back side. The spectral dependences of the
photoconductivity of CdTe single crystals before and
after the passage of the shock wave with P > 2 kbar, as
well as after keeping the samplesin air for one month,
are presented in Fig. 2. The photoconductivity spec-
trum of the initial sample includes a single band with
the peak at A, = 840 nm. Subsequent to the shock
wave action, the photoconductivity diminishes. The
shape and position of the photoconductivity band
remain unchanged. The photoconductivity increases as
aresult of keeping the samples for one month after the
shock wave action. However, photoconductivity does
not reach the initial value.

The photocurrent of initial crystals depends only
dightly on temperature in the range of 100-300 K. At
higher temperatures, the photocurrent becomes ther-
mally activated and the dependence 1,,(T) follows the
Arrhenius law with the activation energy E; = 0.8-0.9 eV
(Fig. 3, curve 1). Subsequent to the passage of the
shock wave with the pressure p < 2 kbar, quenching of
the photoconduction with the activation energy E,; =
0.13 eV isobserved in the low-temperature region. The
thermal activation region of the photocurrent remains
unchanged above room temperature, and the photocur-
rent decreases by almost an order of magnitude (Fig. 3,
curve 2). The appearance of the temperature range of
guenching of the photocurrent subsequent to the pas-
sage of the shock wave with P < 2 kbar can be related
to the formation of shallow-level centers with the acti-
vation energy of ~0.13 eV. At low temperatures and low
excitation levelsin the region of intrinsic light absorp-
tion, a strong optical charge redistribution between
r-centers (E, = 0.9 eV) and shalow acceptors (E,; =

SEMICONDUCTORS Vol. 34 No. 4 2000
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Fig. 3. Temperature dependences of the photocurrent | 5, for
the CdTe single crystal (1) before and (2) after the passage
of the shock wave.

0.13 eV) proceedsin CdTe crystals. Namely, the photo-
holes are trapped by shallow levels, and the hole popu-
lation of r-centersis decreased; i.e., the quasi-dark for-
mation of the center population by the minority carriers

with the concentration N? takes place [7]. Conse-
quently, the rise in N? causes a decrease in 1 (1 O

i N?) and in the photocurrent. This is aso evidenced

by an increase in T after the passage of the shock wave
with a pressure of P < 2 kbar. The photocurrent
decreases further by an order of magnitude after the
repeated passage of the shock wave with P > 2 kbar. In
this case, the form of the temperature dependence is
retained, excluding the region of the temperature
quenching of the photoconductivity, which disappears.

A region with the activation energy E; = 0.6 eV is
observed in the temperature dependence of the dark
current (1) of thecrystal (Fig. 4, curve1). Thedark cur-
rent remains unchanged after the passage of the shock
wave with the pressure P < 2 kbar. However, the addi-
tiona region with E, = 0.14 eV appears (Fig. 4, curve 2).
The dark current decreases with further increase in the
shock wave pressure, and the activation energies E; and
E, disappear in the temperature dependence of the dark
current. However, the level with the energy E; = 0.8 eV
corresponding to deep r-centers (Fig. 4, curve 3)
emerges. Thisfact testifies that, after the passage of the
shock wave with P > 2 kbar, charge carriers are gener-
ated from the deeper levels compared to the case of the
initial crystal. Thelevel withtheenergy E, =0.14 €V in
CdTe crystals corresponds to the energy position of the
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Fig. 4. Temperature dependences of the dark current 14 for
the CdTe single crystal (1) before and (2, 3) after the pas-
sage of the shock wave.

acceptor, which is known to be the cadmium vacancy
[8], andthelevel E; = 0.6 eV correspondsto the double-
charged cadmium vacancy [9].

Since the metal vacancies (acceptors) in p-type
crystals manifest themselves in the equilibrium con-
ductivity, we can suppose that a decrease in the equilib-
rium conductivity after the passage of the shock wave
with P > 2 kbar isrelated to the variation in the concen-
tration of acceptor centersin crystals. Let us consider
the behavior of the acceptor centers after the repeated
passage of the laser shock wave. The Frenkel pairs, iso-
lated vacancies, and interstitial atoms are formed in the
crystal under the wave action. They can interact with
impurity atoms and form stable defect complexes[10].
In the course of the multiple passage of the shock wave,
these stabl e defects accumulate as the number of pulses
of the laser radiation increases. This process is similar
to that in the case of high-energy radiation of semicon-
ductors [11]. It is possible that the cadmium vacancy
forms during the first passage of the shock wave asis
evidenced by the appearance of the level with E, =
0.14 eV (Fig. 3 and 4, curves 2). The cadmium vacan-
cies are transferred to dislocations at the second pas-
sage of the shock wave with P > 2 kbar. The energy of
the vacancy formation decreases because of the
repeated passage of the shock wave through the crystal.
For this reason, a large amount of excess vacancies
form, which brings about the additional distortion of
material [12]. This distortion can in turn bring about
concentration fluxes and cause “uphill” diffusion. The
formed eastically strained layer dramatically enhances
the vacancy diffusion in abulk material. The enhanced
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diffusion can be related to the crowdion mechanism of
displacement of the lattice site atoms, the diffusion to
sinks, the diffusion along the dislocations with the
enhanced diffusivity, or the drift in the gradient of elas-
tic strains, i.e., the “uphill” diffusion [12]. The migra-
tion rate of atoms within the local volumes during the
uphill diffusion can be several orders of magnitude
higher than the average mobility level of atomsin crys-
tals at a given temperature. As a result, the vacancies
are localized in the compressed regions, which are
formed by both the vacancies themsel ves and the shock
wave, and form clusters. Depending on the number of
vacancies, the clusters take a form of the sphere or the
disk of monoatomic thickness, i.e., the dislocation
loop. We previously observed the formation of the dis-
location loop and appearance of theband A, = 840 nm
in the photoluminescence spectra, which was related to
the disdlocation loop [5]. In many works of other
authors, this dislocation-related band is associated with
the point centers of recombination, which include cad-
mium vacancies [13]. Notice that the appearance of the
dislocation loop and band A, = 840 nm was observed
only after the repeated passage of the shock wave. This
agrees with the results of thiswork.

Thus, we can conclude that the shock wave, which
isformed on irradiation of crystals by the laser pulses,
is one of the mechanisms of defect formation in
p-CdTe.
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Owing to its unique properties, silicon carbide is a
rather promising material for near-UV optoel ectronics
and high-temperature and radiation-resistant electron-
ics. Theoretically, this material isof interest asthe only
compound formed by Group IV elements. It is charac-
terized by agreat number of polytypes and awide spec-
tral region of changeover from indirect to direct optical
transitions [1, 2]. Therefore, the recent upsurge of the-
oretical calculations of itsband structureis not acciden-
tal [3-11]. However, only two experimental investiga-
tions of reflectivity and dielectric constant have been
performed recently in awide energy range of 4-9.5 eV
[112, 12].

In thiswork, afull set of optical functions has been
calculated for cubic silicon carbide (3C-SiC). A com-
plete set of transitions and parameters of these have
been determined, and a theoretical analysis of the data
obtained was performed.

1. CALCULATION PROCEDURE

The most comprehensive information about the spe-
cific features of the electronic structure in awide range
of characteristic absorption energies is contained in a
set of fundamental optical functions [13]. These
include the spectra of reflection (R); refractive index
(n); extinction coefficient (k); rea (g,) and imaginary
(,) parts of the dielectric constant; bulk (<Ime™) and
surface (-Im[1 + €]™) losses; absorption coefficient ;
electrooptical functions a and B; and also €,E2, 6, Ny,
and €.

Generally, only the reflection spectrum is measured
in awide spectral range, with the same done for €4, €,
and —Ime spectravery rarely. That is why the spectra
of afull set of functions are most commonly calculated
using the integra Kramers—Kronig relations and an
experimental reflection spectrum. For this purpose, we
used the known procedure [13, 14] with the reflection
spectrum reported in [15] asinput data.

Fundamental absorption of cubic SIC at the longest
wavelengths is due to indirect transitions correspond-
ing to an energy gap Ey = 2.4 eV [16-18]. At shorter
wavelengths, the absorption exceeds the value calcu-
|ated for indirect transitions. Therefore, the existence of
two more indirect-transition edges has been assumed:
at E; = 3.55 and 4.20 eV [16]. However, the second
edge is very weakly pronounced and may have some
other nature. The region of the third indirect-transition
edge has been measured at unacceptably large optical
densities (ud = 4-9), and, therefore, these data are
guestionable. It should be emphasized that indirect
transitions can be revealed conclusively only in the fol-
lowing way. Temperature dependences of p(E, T) spec-
tra should be measured in awide temperature (T) range
on perfect samples, with any influence of impurities or
imperfections ruled out, and a theoretical analysis of
the spectra should be made. This has not been done for
the spectral region E > 2.5 eV. Therefore, the issue con-
cerning the u(E) spectrum for E > 3.2 eV and its nature
remains open.

3C-SiC reflection spectra have been taken at room
temperaturein the spectral ranges 3-13[15], 1-12[17],
1-12.5[19],and 4-9.5¢eV [11]. Thedataof [15, 17, 19]
were analyzed in [2, 19]. The spectrum of [17] is
strongly distorted for unknown reasons. The refractive
index can be used to readily calculate the expected R
values at 1.8 eV: R = 0.20. Therefore, the reflection in
[11] is markedly underestimated, with all spectral fea-
tures strongly broadened. Curves having the most dis-
tinct structure were obtained in [15, 19], with peak
positions in good agreement. The strongest reflection
was observed in [15]. Therefore, just these data were
used to calculate the set of optical functions.

2. RESULTS AND DISCUSSION

Let us briefly discuss the main results (Figs. 1, 2).
The experimental reflectance spectrum of 3C-SiC in
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Fig. 1. (@) Experimental spectrum of reflectance R (1), and
calculated spectraof n (2) and g4 (3). (b) Calculated spectra

of (4) k, (5) M, (6) &5, and (7) 82E2. (c) Calculated spectra of
(8) Nett, (9) —-Ime™L, and (10) -im[1 + &] .

Fig. 1lashowsthe strongest peak at E =7.75 eV; abroad
peak at E = 9.7 eV; and weak features at ~4.6, 6.0, 7.1,
and 8.3 eV. Extrapolation of the reflectance to shorter
and longer wavel engths gives approximately equal val-
uesat E=0.2 and 16 eV (R = 0.2). For the main peak

SOBOLEV, SHESTAKOV

at 7.75 eV, R = 0.58. The calculated n(E) and &,(E)
spectra (Fig. 1a) are rather similar in shape. It looks as
if they are shifted to lower energieswith respect to R by
approximately 0.5 eV with peak intensitiesin the 5.5—
9.0 eV range redistributed in favor of longer-wave-
length peaks. Consequently, analogues of weak reflec-
tion peaks become strongest in these spectra. For peaks
a~6and9.2eV,n=4.84and 2.10, and g, = 22.7 and
1.1, respectively. At E = 16 eV, these values decrease to
n=1landg, =0.2

The calculated spectraof k, W, €,, and €,E?inFig. 1b
are similar in shape. They include a doublet—triplet
main band with a maximum at ~7.5 eV and a separate
peak at ~9.6 eV. Thek, U, and €, values are 3.4, 2.7 x
108 cm™, and 24, respectively, for the first band, and
2.1, 2 x 105 cm™, and 8.3, for the second. With the
energy increasing to 16 eV, these values decreaseto 1.1,
1.8 x 105 cm™, and 2.6. The n(E) and k(E) spectra cal-
culated from experimental datain the 5-12.5 eV range
[21] are erroneous: n < 1 for E > 10 eV instead of the
expectedn>1,andk~0.2(i.e, p=10°cm™) at 5 eV
instead of the expected p < 10° cm™. AtE=3.5-5¢V,
the €, values reported in [12] are markedly overesti-
mated (whereas the values of €, are underestimated) as
compared with those expected on the basis of absorp-
tion [16, 17] and refraction data [20].

With increasing energy, the effective number ng(E)
of valence electronsinvolved in transitions to the given
energy E (Fig. 1c) increasesfrom 0.1 at E=6€eV to 2,
4, and 6 for E = 7.5, 10.3, and 14.7 eV, respectively.
Thisagreeswell with the known theoretical band-struc-
ture calculations: al four electrons of the uppermost
valence bands participate in transitions at E < 10.3 eV.
At higher energies, el ectrons from lower valence bands
become involved.

The spectra of bulk and surface characteristic |osses
—Ime? and -Im[1 + €] in Fig. 1c nearly coincide.
Their peak at E = 8.8 eV is shifted by ~1.1 eV with
respect to the main absorption peak, which isindicative
of avery strong, longitudinal—transverse splitting of the
related transitions.

Inthe E = 2-6 €V range, the electrooptical function
B is very small. Therefore, the contribution from
changesin the imaginary part of the dielectric constant
can be neglected in analyzing modul ated spectra. In the
rest of the spectral region, the functions a and 3 nearly
coincide.

In the available publications, theoretical spectra
have been reported for R (4-10 eV) [10] and €, (5.5~
12 eV [10],4.5-10eV [9],5-17eV [7],5.7-11 eV [§],
and 3-13 eV [22]). With normalization used, the theo-
retical reflectance spectrum nearly coincides with the
experimental one in the 4—7.6 eV range. In the vicinity
of broad experimenta bands (E = 685 and
9.2-11eV), the theoretical spectrum aso contains
bands with arather intricate structure, each comprising
four components. The main contradiction between the
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Parameters E;, H;, S, and f; of oscillators O; for 3C-SiC crystal, their possible interpretation and energies in band diagrams,

according to [3-8, 10, 22]
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ume of BZ X 7.9
8| 8.24/054|008|091|>83 LM 8.5 X91 | rkss| A82 | TrL90 8.7
KM82:87 | rs4
r8.1 85 L 9.0
9| 95(092|021|27 |92 LM 9.5 L97 | rx93| rxe2 | x9.2 L9.4
A9.3;A10| LA 10 XW9.0 | rL9.2
10]109 |242|037|51 |z 12 MK 105 MK 110 TK 10| KW10.7| rX102 | 99volume| =10
KM 10.5 L10 | XwW10.3 of BZ
L 10.4
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A133  |LM127 L124
K 155

Note: All energiesaregivenineV.

theoretical and experimental spectra of R is that the
intensities of both the theoretical bands are strongly
overestimated. Both these bands are rather broad, and,
therefore, the contradiction cannot be eliminated in a
conventional manner by taking into account their addi-
tiona broadening.

All the reported theoretical €, spectra contain two
bands in the vicinity of the bands calculated in this
work from the reflection spectrum. However, these
spectra widely vary in absolute intensity, ratio of the
intensities of these two bands, their half-widths, area
under the bands, and band positions. This is no acci-
dent. Up to now, there have not been any adequate the-
oretical &,(E) spectraeven for the simplest model crys-
tals, such as Si and C [13]. Thisis due to the necessity
of calculating the band structure over the entire volume
of the Brillouin zone (BZ), taking into account the
dependences of oscillator strengths on the energy and
wave vector, f(E, K), and many-particle effects. There-
fore, the knowledge of a set of spectra of fundamental
optical functions in a wide range of fundamenta
absorption energies, including the set obtained by us
for cubic silicon carbide, is of particular importance for
solving these rather complicated problems.

Further stepsin obtaining information about thefine
structure of optical spectra and the related transitions
SEMICONDUCTORS  Vol. 34

No. 4 2000

involve the problem of resolving these spectra into
components[13]. TheArgand diagram method [13, 14]
was used to resolve the total €,(E) spectrum of a
3C-SIC crystal in the 5.5-16 eV range into 11 Lorentz
oscillators O;, with three parameters determined for
each of these: peak energy E;, half-width H;, and oscil-
lator strength f; (Fig. 2, table). Commonly, the ny(E)

&
20
4 6
101
51 9
1 5\\ "\ 7 PPN 1]
3 VRN X 10 C~. I
0 4 M&Q\ \-I’—’———— _———X\I ————— - -
5 7 9 11 13 15
E, eV

Fig. 2. Integral spectrum of €, (the upper curve) and itscom-
ponents for a3C-SiC crystal.
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spectrum is unavailable and, therefore, the oscillator
strength is determined asthe area S under apeak in the
£,(E) spectrum divided by the total number of valence
electrons. In the case under consideration, thetransition
intensities are determined in both ways, using § and f.
On decomposing the &,(E) spectrum into components,
not only a very weakly pronounced triplet structure of
the main intensive band was resolved (2, 4, 6), but also
new bands (1, 3, 5, 7, 8, 10, 11) were reveaed, totally
hidden in theintegral curve dueto their strong overlap-
ping.

In the Argand method, this decomposition is per-
formed in a unique manner without any fitting parame-
ters. True, the model of symmetric Lorentzian oscilla-
tors, used in the process, is rather simplified. It can be
adopted as a zero approximation for devel oping further,
more perfect approaches. Each component combines
transitions with close energies, but not necessarily of
the same nature. In the general case, the employed
method gives the smallest number of components.
Their theoretical analysis may suggest whether the
obtained components should be resolved into several
more parts.

In[21], the k(E) and n(E) spectraof aSiC crystal in
the range 5-12 eV were reproduced with a set of four
oscillators, using 14 fitting parameters. For this pur-
pose, analytical formulas proposed for k(E) and n(E)
were derived in arather artificial approximation of par-
abolic bands in terms of the model of Lorentzian sym-
metric oscillators. The set of oscillators proposed in
[21] markedly differs from our data in all the three
parameters (E;, H;, f). This confirms the arbitrariness
and ambiguity of reproduction of the n(E) and k(E)
spectra in [13], as was expected [13]. Only simulta
neous use of spectra of two functions, €,(E) and &,(E),
allows us to resolve, in terms of the Argand diagram,
the integral curves g,(E) and &,(E) into components in
a unigue manner and without fitting parameters. No
unambiguous and conclusive interpretation can be pro-
posed yet for each of the 11 components of the €,(E)
spectrum. Above, a brief mention was made of wide
discrepancies between theoretical integral €,(E) spectra
of 3C-SiC crystal, reported in different works, and also
between theoretical and experimental R(E) and €,(E)
spectra. Thiscan be explained by oversimplificationsin
theoretical calculations commonly based on the model
of direct interband transitions as the best devel oped and
simplest. Another extreme model, based on metastable
excitons, is considered rather promising. However, it
has only been used up to now for obtaining integrated
&,(E) spectrafor silicon and diamonds, without resolv-
ing the spectrainto components [13].

According to the genera theory, the most intense
transitions must be observed between pairs of bands
that are paralel in a certain volume of the Brillouin
zone. We used this model to analyze the theoretical
schemes proposed in [3—-10, 22]. For brevity, the table
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lists energy spacings between different pairs of bands
in the vicinity of the points T, X, K, L, W, U, Z, A, and
A\ without indicating the upper and lower bands. Anal-
ysis of these dataindicates a pronounced inconsistency
of band schemes employed in different works and their
substantia faults. Therefore, the proposed interpreta-
tion of 11 &,(E) componentsfor the 3C-SiC crystal (see
table) is one of the first attempts to compare in detail
the predictions of the band theory with the fine struc-
ture of transitionsin the £,(E) spectrum calculated from
experimental data.

The long history of theoretical calculations has
shown that the problem of the electronic structure of
solids is rather complicated. Until recently, the possi-
bility of fitting and selecting tentative model concepts
for a crystal was limited to the integral curve of the
reflection spectrum. The compl ete set of optical funda:
mental functions and components of the dielectric con-
stant spectrum supplements the available experimental
data, providing very thorough and extensive informa-
tion. This provides afundamentally new basisfor much
more precise theoretical calculations of a detailed elec-
tronic structure of crystals, including those for cubic
silicon carbide.

The principal results of thiswork are the following.
A complete set of optical fundamental functions of the
3C-SiC crystal was obtained for the first time in the
range of 2-16 eV at 300 K. The ¢, spectrum was found
to comprise 11 components. Parameters of these com-
ponents were determined, and a general scheme was
proposed that is applicable to their interpretation based
on the known theoretical band cal culation procedures.
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Abstract—Steady- and nonsteady-state photovoltages appearing in a multilayer structure with p—n junctions
under the conditions of nonuniform illumination are considered for an arbitrary ratio between the diffusion
length L and the sizes d of the p- and n-regions. It is shown that, for d <€ L, the photovoltage is substantially
lower (by d%/12L2 times) than in the case of d > L owing to the mutual influence of neighboring p—n junctions.
Relaxation of the photovoltage is controlled by recharging of the barrier capacitances of p—n junctions, and the
relaxation time exceeds by several orders of magnitude the lifetime of nonequilibrium charge carriersin the p-
and n-regions. The results obtained make it possible to explain the special features of the effect of anomalous
photovoltage in polycrystalline films. © 2000 MAIK “ Nauka/Interperiodica” .

The effect of anomalous photovoltage has been
observed in polycrystaline films based on various
materials[1-4]. Thiseffect is caused by thefact that the
film includes a large number of crystallites with p—n
junctions [1]. If the film isilluminated at an angle, the
neighboring p—n junctions are illuminated nonuni-
formly owing to the irregular relief pattern of the sur-
face. Asaresult, the photovoltage arises acrossthefilm;
this photovoltage is equal to the sum of the differences
between photovoltages across the neighboring p—n
junctions. A multilayer structure with p—n junctionsis
aconvenient model of apolycrystallinefilm. Recently, in
connection with the development of the d-doping tech-
nology, additional interest in fabricated multilayer struc-
tures with specified properties has been aroused [5].

The largest photovoltage in a multilayer structure
can attain values on the order of mkT/e (2misthe num-
ber of p—njunctions). However, the actual values of the
photovoltage observed experimentally are lower by an
order of magnitude [2, 4]. In order to explain this fact,
it was assumed in [1] that a conducting bypass existed
in the bulk of the film. The relaxation time of the pho-
tovoltage is much longer than the lifetime of the non-
equilibrium charge carriers, which is explained in [2]
by the presence of capture levels. The influence of bar-
rier capacitances and the assembly capacitance of con-
nections on the photovoltage-relaxation time was con-
sidered phenomenologically in [3, 4]. In the latter, a
multilayer structure composed of uncoupled p—n junc-
tions was considered; it was shown that the relaxation
time of photovoltage is defined by the largest of two
characteristic times: 1, (the relaxation time of the pho-
tocurrent) and T, (the time it takes to recharge the bar-
rier capacitances).

Since the crystallites have dimensions on the order
of 104-10-° cm, the issue concerning the ratio between

the crystallite size d and the diffusion length L is open
to discussion. In [1], it was invariably assumed that
d > L. Itisobviousthat, if d <L, theinfluence of neigh-
boring p—n junctions can reduce the photovoltage.

Transient processes in a multilayer structure with
coupled p—n junctions (for d < L) were studied in detail
in[6-8] whereit was shown that theinfluence of barrier
capacitances brought about an appreciable increase in
the relaxation time of nonequilibrium electrical con-
ductivity and photoconductivity.

In this work, we studied a multilayer structure with
nonuniformly illuminated p—n junctions for an arbi-
trary value of d/L. We consider a one-dimensional
homogeneous multilayer structure with 2m p—n junc-
tions having the same thicknesses for the p- and
n-regions (d, = d, = d). We assume that the parameters
of charge carriers are identical in the p and n regions;
i.e., we have 1, = 1, = T for the lifetime of nonequilib-
rium charge carriers, D, = D, = D for the diffusion coef-
ficient, L, =L, = L for the diffusion length, and P, = N,
for the equilibrium concentration of holes in n-regions
and electronsin p-regions. We also assume that the rate
of bulk generation of charge carriers by light in the
p- and n-regions decreases linearly from the value of g
in the vicinity of p—n junctions to the value of ag
(a < 1) away from p—n junctions. The continuity equa-
tion and the boundary conditions for the concentration
of equilibrium charge carriers in the n-region between
thejth and (j + 1)th p—n junctions can be written as

d’Ap _ Ap_g[, (1-o)x
el

1063-7826/00/3404-0438%$20.00 © 2000 MAIK “Nauka/Interperiodica’



ON THE THEORY OF ANOMALOUS PHOTOVOLTAGE

Ap(0) = P, = Pn[ ﬂﬂ—l}, 1)

XPOT O

ap(d) = Py, = P expl 1],

Solving equation (1), we find the currents of the jth
and (j + 1)th p—n junctions, and we then determine the
total photovoltage across the multilayer structure under
the open-circuit conditions as

mkT
e

x|n§1+gt[1 (1- a)d%;ot cosechﬁ%ﬂ/[l(z)

gt L dge
+Pn[a+(1—a)d%:oth cosechLDHg

For low intensities of illumination (gt < P,), the
photovoltage across the structure is given by

Vph - m(V VJ+1) =

mkT gt
Vin = T gnu- )
d 3
[1 2—= %:oth——cosechl_m}
whence, for d > L, we have
_ MKTgr(l-a)
Voo = o (4)

Inthecase of d < L, we arrive at

= mkTgr(1-a)l &’ (5)
m= e P, M2

Thus, it can be seen from (4) and (5) that, for small
sizes of crystallites as compared to the diffusion length
(d < L), the influence of neighboring p—n junctions
brings about an appreciable decrease in photovoltage.
For moderate sizes of crystallites (d < L), the variation
in charge at barrier capacitances of p—-n junctions
(when the voltage applied to them is varied) substan-
tially exceedsthe variation in charge of nonequilibrium
electrons and holesin the p- and n-regions [6].

We now consider the relaxation of charge at the bar-
rier capacitances of p—n junctions after switching off
the illumination. Voltages across the p—n junctions in
the course of relaxation are defined by the charges at
barrier capacitances; i.e.,

V

Qv = 2 [1-42,
Qo [, Vj+alt) ©
Qj+1(t) = ?O 1—1+T1,
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where ¢ isthe contact potential difference, Q,=eNWis
the equilibrium charge at barrier capacitances, N isthe
concentration of the majority charge carriers, and Wis
the thickness of the space-charge layer of the p—n junc-
tion. Charges at the barrier capacitances vary under the
effect of currents through the p—n junctions; thus,

dQ _ . dQu. _

dt I dt

Sincevariation in the diffusion currents of p—njunc-
tionsin response to changesin the boundary concentra-
tions occurs with a characteristic time on the order of
d?2D, which is much shorter than the photovoltage-
relaxation time [6], we may assume that the currents
through p—n junctions are quasi-equilibrium; i.e.,

_|j+1- (7)

Ii(t) = _% J+lcos;echd—P cothﬁ%
lia(t) = _e_L[_) j+1coth%—chosech%Er

®
Pi(t) = Ap(0) = P [eXDSE\ﬁT(t)E 1},

P,..(t) = Ap(d) = P [expD 'k*Tl(t)E 1}.

For low illumination intensities (V; < KT/e and
V; +1 < KT/€), system (6)—8) has the following anal yti-
cal solution:

V() = ﬁv (0)+V,.1(0) cosechd]

0 d, Ot
X exp[D—cothE + 1[*[0}

+ [vj(O) ~V,14(0) cosechﬂ

0ood_q0t1E
X eXp|:[| COtL 1D'[Oi| B

1 .. d
Via() = 0V, @St +V,.,0)]
< d, .0t
exp[ cothL + 1[*[0}

#[ V1200 —vj(O)sjnhﬂ
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x exp| /cot=—1

Pl Footf - 117 a
Here, V;(0) and V; . 1(0) are solutions to time-indepen-
dent equation (1) and are given by

kTgr dg
V;(0) = [(1 a)= %:osech cothLD+ 1}

Vi.1(0) = kTgT[(1 a)= %;oth - cosecth+ a}

The relaxation time T, is defined by recharging of
the barrier capacitances; i.e., we have

1NWkT

o= 2P, Lep™

For kT/ep = 102, W/L = 1072, and N/P,, = 10%/10%, we
have1,= 10'°r; i.e., the characteristic relaxation time 1,
for the photovoltage exceeds the lifetime of nonequilib-
rium charge carriers by many orders of magnitude.

For d < L, the photovoltage-relaxation time T, =
Tod/L decreases with decreasing d/L; however, Ton still
remains much larger than 1.

Thus, the model of a multilayer structure with
small-size p- and n-regions (d < L or d < L) accounts

AGAREV, STEPANOVA

adequately both for the value of the steady-state photo-
voltage and for the long photovoltage-relaxation time
without using additional assumptions concerning the
conducting bypasses and capture levels.

REFERENCES

1. E. I. Adirovich, E. M. Mastov, and Yu. M. Yuabov, Fiz.
Tekh. Poluprovodn. 5 (7), 1415 (1971) [ Sov. Phys. Semi-
cond. 5, 1241 (1971)].

2. E. |. Adirovich, Fiz. Tekh. Poluprovodn. 4 (4), 745
(1970) [Sov. Phys. Semicond. 4, 629 (1970)].

3. E.I.Adirovich, E. M. Mastov, and Yu. M. Yuabov, Dokl.
Akad. Nauk SSSR 188, 1254 (1969).

4. 1. A. Karpovich and M. V. Shilova, 1zv. Vyssh. Uchebn.
Zaved., Fiz. 4, 128 (1969).

5. V. V. Osipov, A.Yu. Selyakov, and M. Foygel, Fiz. Tekh.
Poluprovodn. 32 (2), 221 (1998) [Semicond. 32, 201
(1998)].

6. V. |. Stafeev, Fiz. Tekh. Poluprovodn. 6, 2134 (1972)
[Sov. Phys. Semicond. 6, 1811 (1972)].

7. V. N. Agarev and V. |. Stafeev, Radiotekh. Elektron. 22
(1), 169 (1977).

8. V. N. Agarev and V. |. Stafeev, Radiotekh. Elektron. 22
(11), 2335 (1977).

Trangdlated by A. Spitsyn

SEMICONDUCTORS Vol. 34 No. 4 2000



Semiconductors, Vol. 34, No. 4, 2000, pp. 441-444. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 34, No. 4, 2000, pp. 455-458.

Original Russian Text Copyright © 2000 by Gavrilovets, Bondarenko, Kudinov, Korablev.

SEMICONDUCTOR STRUCTURES, INTERFACES,
AND SURFACES

Equilibrium Distributions of Shallow-Level Impurity
and Potential in the Near-Surface Region of a Semiconductor
in a Model with a Completely Depleted Layer

V.V. Gavrilovets, V. B. Bondarenko, Yu. A. Kudinov, and V. V. Korablev

. Petersburg State Technical University, ul. Politekhnicheskaya 29, S. Petersburg, 195251 Russia
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Abstract—A model of completely depleted layer was used to derive analytical expressionsfor equilibrium dis-
tributions of shallow-level impurity, electric field, and potential in the near-surface region of a semiconductor.
The results of calculation were used to estimate the variation in the parameters of afinite-size structure. It was
found that, in the approximation used, it was possible to reduce the concentration of electrically active defects
by several times for semiconductor layers ~1 um thick. © 2000 MAIK “ Nauka/Interperiodica” .

A model according to which the doping impurity is
distributed uniformly and the coordinate dependence of
potential is either parabolic (for a completely depleted
layer) or exponential (for the case of Debye screening)
istypically used in analyzing the processesin the near-
surface depleted layers in semiconductors and contact
structures. At the same time, it is evident that such a
state of a semiconductor is basically far from equilib-
rium; as shown in [1-6], in any uniformly doped semi-
conductor crystal, redistribution of charged impurity
caused by diffusion and drift occursinthefield initiated
by the surface charge after the crystal was cleaved. For
example, in the surface-cleaning stage (often con-
ducted at temperatures departing widely from those
corresponding to intrinsic conduction), charged impu-
rity is bound to be redistributed in the space-charge
region (SCR), which would influence the potential-
relief pattern of the band bending. Distribution of
impurity by the time the diffusion and drift components
of ionic current are balanced tends to a nonuniform
state. A uniform state is realized if the driving force
(electric field) is absent or if the ultimate solubility of
impurity in agiven matrix is attained.

In the majority of cases, the problem of equilibrium
distributions of impurity and potential at the surface
and interfaces of semiconductors can be only solved
numerically; an analytical solution can be derived only
inrare cases. For example, in[6], asolution of the prob-
lem in the case of deep impurity levels is outlined in
detail, with consistent presentation based on a low
degree of ionization of impurity and on linear screening
of space chargein most of the near-surface region. Itis
noteworthy that this model is invalid for large band
bendings and for doping with shallow-level impurity,
which is characteristic of awide range of semiconduc-
tor structures. As will be shown below, an analytical
solution is also possible in this case if certain condi-
tions are met.

The equilibrium state of the SCR in a semiconduc-
tor can be described if the time-independent diffusion
equation and the Poisson equation are solved simulta-
neously. For the sake of definiteness, we consider a
semi-infinite semiconductor doped with donor impu-
rity. In the case where the impurity is completely and
singly ionized, the electron gas in the conduction band
is nondegenerate, and the space charge of holesin the
valence band isignored, we have

dN(z)

N
A _etRH = 0, ®

4me’]

dZU(Z) = —DN(Z) NOexp[

dz

Uk(TZ)}E (2)

Here, z is the coordinate along the axis directed from
the surface to the bulk of the semiconductor; N(2) isthe
donor concentration; Ny = N(e) is the doping level;
U(2) isthe potential energy in the electric field; €(2) =
(/e)dU(2)/dz is the eectric field in the band-bending
region; and € is the permittivity of the semiconductor
(for elemental semiconductors, 111-V, IV-VI, and some
other compounds, € ~ 10). Differential equation (1) is
written under the assumption that [€(2)| in the main
region of its existence is small; i.e., we have at least
e[é(2)|la < kT (a is the diffusion-jump length of an
impurity atom [7, 8] and, as such, is typically on the
order of interatomic distance), which is virtualy
aways valid for the near-surface fields lower than
10° V/cm. Theright-hand side of equation (2) iswritten
similarly to the case of auniformly distributed shall ow-
level impurity of a single type (see, for example, [9]).
Henceforth, we measure the potential from the conduc-
tion-band bottom.

System (1)—2) should be supplemented with physi-
cally meaningful boundary conditions. Equation (1)

1063-7826/00/3404-0441$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Equilibrium distribution of shallow-level impurity in
the SCR for constant magnitude of band bending (the solid
curve) and the uniform distribution (the dashed straight line)

with the parameters Ng = 106 cm™, Uy = 0.3 eV, and T =
600 K.

implies that the transport is steady-state, in which case
thetotal flux of particlesisequal to zero. Therefore, the
most reasonabl e condition at the surface correspondsto
the requirement that there is a balance between the dif-
fusion- and drift-related components of the charged-
impurity flux, which is equivalent to the case of reflect-
ing interface. Correspondingly, for z= o, the diffusion
flux equals zero, because € () = 0. It is noteworthy that
such a boundary condition at the surface for equation
(2) presupposes aknown and constant €(0). Thisisfea
sible if the surface charge remains unchanged in the
course of redistribution of the space charge. This situa-
tion can berealized if either the surface states are com-
pletely occupied or the so-called dow surface states
brought about by an adsorbate or a passivating coating
are present at the surface. There exist intrinsic states at
atomically clean surfaces; typically, these states have a
high density, which brings about a pinning of the Fermi
level. In this case, avariation in the space charge in the
near-surface region only dightly affects the magnitude
of the band bending. It is apparent that, in this case, the
boundary condition at the surface consists in the
requirement that the potential be constant. Under any
physically meaningful boundary conditions, the gen-
eral solution to equations (1) and (2) can be obtained
only numerically. However, there exists a model sim-
plification which admits of analytical integration of the
system and derivation of a self-consistent solution; we
have in mind the model with a completely depleted
layer. This approximation is valid for appropriate mag-
nitudes of the band bending.

Let the magnitude of the band bending be U, > KT
and let it be unchanged on redistribution of the charged
impurity. We also assume that there are no electronsin
a certain near-surface layer. We may then ignore the
exponentially small term accounting for the screening

GAVRILOVETS et al.

of ionized donors on the right-hand side of (2). In this
case, the problem is formulated in the following way:

dN(z) _dU(z)N(z) _

dz dz kT 0, )
d’U(z2) _ 4me’
R N(2), (4)
NI,-L = No, dN =0, Ul,-o = Uy,
z=L
U,.,=0 dY =o
dz|,-.

The parameter L corresponds to the width of the deple-
tion region. We now separate out the logarithmic deriv-
ative of N(2 in (3) and differentiate the obtained
expression with respect to z. On substituting (4) and
introducing anew function W(2) = In[N(2)/N], we have

d’W(z) _ 4me’
d22 8kT

with homogeneous boundary conditions W|,-, = 0 and
dw

NoexpW(2) ©)

= 0. Applying the conventional agorithm for

dz |-,
solving anonlinear equation to (5), we arrive at
expW = cos’ ELZ__IZE
or

N(z) = Nocos_zd‘—_Z

U2l
wherel = EkZT .
8me"N,

Thus, we obtained the distribution of the charged
impurity in the SCR. In order to determine the poten-
tial, we can now rewrite (4) with the known coordinate
dependence on the right-hand side; i.e.,

d’U(2) _ 4ne’
dz

Thefirst integration of (7) with allowance made for the
condition dU/dz(L) = O yields the electric-field distri-
bution

(6)

0O

2k —70
N, cos o1 O (7

du _ KT b—2z0
4z - T @osro (8)

The second integration under the condition that U(L) = 0
resultsin

_ -7
U= —2kTIncosD RN, 9
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The condition U(0) = U, completes the definition of
parameter L:

S0 (10)

— Uo O
L =2l arccos[expD K }
Thus, the self-consistent (and, consequently, equi-
librium) solution to the problem defined by (3) and (4)
in the depletion-layer model involvesthefunctionsN(2)
and U(2). It is noteworthy that these dependences (they
are shown in Figs. 1 and 2, respectively) are signifi-
cantly different from those in the case of uniformly dis-
tributed impurity. The impurity-atom concentration in
the immediate vicinity of the surface can attain values
on the order of N(0) = Nyexp(Uy/kT). For example, if
Up=0.3eV and T = 600 K, N(0)/N, = 320. As can be
seen from aplot of U(2), in this case [N, = 10'® cm and
€ = 12 (9], the €eectric field becomes appreciably
higher (in the case under consideration, by a factor of
about 8) at the semiconductor surface. Itisworth noting
that the result was obtained without taking into account
the restrictions imposed on the near-surface impurity
concentration at comparatively low temperatures
(~300-400 K) and for high doping levels (~10%-
10%° cm~3). Apparently, under these conditions, the ulti-
mate solubility of impurity in a semiconductor crystal
can be attained.

The distribution of impurity in the case of a large
magnitude of the band bending (6) was abtained on the
assumption that the electric fields in the SCR are low.
However, if, in the case of a uniform distribution of
impurity, the initial electric-field strength is moderate
(<10° V/cm), the equilibrium electric field at the sur-
face (z= 0) as defined by expressions (8) and (10)

_ / EPOD
exp 1
z=0 D(

can exceed in magnitude the fields for which E appears
linearly in diffusion equation (1) [or (3)]. For example,
for Np =107 cm™=3,U,=0.3eV,e=12,and T= 600K,

the value of €(0) is attained at the order of 10° V/cm,
whereas, if the equilibrium state is attained at T =
500 K, the field at the surface exceeds the above value.
In such cases, a substantial asymmetry in the impurity-
atom jumps along and opposite to the field should be
taken into account.

Distributions of impurity and potentia in a finite
layer of a semiconductor are also of theoretical and
practical interest, as an appreciable redistribution of
impurity in the SCR can bring about a variation in the
doping level of semiconductor structures with
micrometer and submicrometer sizes. The specificity of
the above-outlined model and the results obtained
make it possible to assess rather easily the influence of
impurity diffusion within the in-built field of the band
bending on the el ectron concentration in the conduction

du
dz
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Fig. 2. The equilibrium band-bending profile (the solid line)
for aconstant potential at the surface and the parabolic band

bending (the dashed line) with the parameters N = 1016 cm™
Up=0.3eV, and T =600 K.

band; this concentration is an important electrical
parameter of the system.

The following condition for a balance of impurity
atoms should be fulfilled for a finite semiconductor

layer:
L

NOD = IN(z)dz+ N(D - L). (11)
0

Here, D isthelayer thicknessand N&* and N{” arethe

initial and fina impurity concentrations in the bulk. In
this case, it is assumed that the electric field is zero for
any value of the coordinate zin theinterval [L, D]. Itis
significant that the distribution N(2), the SCR width L,
and other dependences (those of field and potential)
have forms similar to (6) and (8)—(10), although with
different parameters. This is related to the equivalence
of the systems and boundary conditions in the adopted
model of SCR.

On evaluating the integral in equation (11), we
obtain

On — N L.~ O
NOD = N %ItanZI +D-L§ (12)
where now | = % and L =
8me"Ng

U(l)
2l arccos[expD 2kTD} When the equilibrium state is

attained, the magnitude of the band bending is changed
as

ul? = Ul +AE,, (13)
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Fig. 3. Dependences of concentration of shallow-level
impurity on the structure size D for several temperatures T
inthe state of equilibrium. T = (1) 400, (2) 500, (3) 600, and
(4) 700K.

(1)

No
where AE; = kTInN( isavariation in the position of

0)
the Fermi level in the system. Here, as above, it is
assumed that the concentrations of donors and free
electrons are equal in value in the bulk of the sample.

In what follows, we perform calculations for thick
layers: D > | and D > L (for large magnitudes of band
bending, L = mi). In these cases, the third term in the
right-hand side of equation (12) can beignored. Inview
of expression (13), we can simplify thefirst termin (12)
as

L

(l)
2ltan: = 0_1

eXpDkT 0

(0) (1) (0) ckT
:ZIGXpEQkTD <0> pEQkTDA/Zne NO

As aresult of the above simplifications, we obtain the
following explicit expression for the so-far unknown
parameter of the system (the impurity concentration in
the bulk of afinite layer under the conditions of equi-
librium):

(0) ekT o™
N = NOD exp%) 5|—— POl - (14
2me?NY O
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We now replace the relevant parameters (the band
bending and the bulk concentration of impurity) in
expressions (6) and (8)—10) by the corresponding
expressions (13) and (14) and derive the equilibrium
distributions of impurity, field, and potential in the SCR
of afinite structure.

We now analyze the resulting expression (14). We
notefirst of all that, inthelimit of D —» oo (asemi-infi-
nite sample), the bulk impurity concentration tends

towards its initial value. Typica dependences of Nél)
on structure size and on the temperature corresponding
to the establishment of equilibrium are shownin Fig. 3.
The presence of a term that increases exponentialy
with decreasing temperature in the denominator in
expression (14) causes the concentration to decrease
severa times. The temperature for which the quantity

N{" ishalf theinitial concentration can be found from
the following transcendental equation:

(O)D ekT
pEQkTD 2me N(O)

For the aforementioned values of the parameters
(N =105 cm3, UL =03 eV, =12, and D = 2 x
10 cm), such a variation occurs at =540 K and, for
D=1x10*cm, at ~700 K.
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Abstract—The low-frequency portion of electrical conductivity in a disordered quantum system with the mir-
ror symmetry is examined. The system is described by the Hubbard Hamiltonian, and the number of electrons
is assumed to be equal to the number of sites. It is demonstrated that, given the strong attraction of electrons
residing at the same site and the strong repulsion of electrons at the neighboring sites, the conductivity of the
system at T = O increases with its size. It is shown that the metal-insulator transition does not occur in such a

system. © 2000 MAIK “ Nauka/Interperiodica’ .

As noted in [1], a disordered one-dimensional sys-
tem undergoes a metal-insulator transitionat T — 0.
In this author’s opinion, the occurrence of such atran-
sition is not a universal property featured by any one-
dimensional disordered system. Thus, in a disordered
mirror-symmetrical system with strong electron attrac-
tion at the same site and strong repulsion at neighboring
sites, the low-frequency portion of conductivity
diverges with an increase in the length of the system at
T — 0, provided the number of electronisequal to the
number of the sites. The metal-insulator transition at
T — 0 does not occur in such a system. Conductivity
of the one-dimensional disordered system with mirror
symmetry was studied in [2, 3]. In [2], the electron-
electron interaction was neglected. It wasfound that, in
an unbounded medium, an e ectron located at —co can,
inaninfinitely long time, be transferred to +eo. Thisdis-
tinguishes a disordered system with the mirror symme-
try from a disordered system uniform on average,
where an electron cannot escape to infinity [4]. Mean-
while, the static conductivity of the disordered system
considered in [2] vanishesat T — 0. In [3], the con-
ductivity of a disordered system with the mirror sym-
metry has been studied for the case of strong repulsion
between the electrons occupying the same site, the
number of electrons being equal to the number of sites.
In this situation, the static conductivity also amountsto
zero, and the system proves to be an insulator. How-
ever, the conductivity diverges at a certain frequency of
the external field.

In this paper, we study the conductivity of the mir-
ror-symmetrical disordered system with the number of
electrons equal to the number of sites. Strong attraction
between electrons occupying the same site and strong
repul sion between el ectrons occupying the neighboring
sites is assumed. The system’s Hamiltonian is written

in the context of the Hubbard model as

At A
Z n( n; T Cn; lcﬂ; 1 + C—n; TC—n; 1

At N At N At N
+C—n;¢C—n;1)_|U| Z Cn;TCn;rCn J.Cr‘l !

n=-N
n=N-1
— At A At N At A At ~
+|U| Z (Cn; rcn; TCn+1; Tcn+l;1 +Cn; rcn; TCI‘]+1; LCn+1;¢

(1)
A+ A At a PPN At A
+Cn;¢cn;¢cn+1;TCn+1;T+Cn;¢cn;1cn+1;¢cn+1;¢)

n=N
At PN A+ N At N At PN
+ Z 1:n(cn; TC—n; 1 + Cn; LC—n; 1 + C—n; TCn; 1 + C—n; Tcn; T)'
n=1

Here, €, are random negative quantities, 2N is the total
number of sites (N being an even quantity), t, =
Aexp(—aa,), a isthe distance between the sites, nisthe
number of asite, and a,, = a(h—0.5) isthe coordinate of
the nth site (n = 1). The model Hamiltonian (1)
accounts for the transitions between the mirror-sym-
metrical sites (n, —n) only, which are characterized by
equal energy parameters: €, = €.

Since two electrons experience a strong attraction
when they occupy the same site and a strong repulsion
when they occupy neighboring sites, they pair up by
two electrons with opposite spins at a site, with an
empty site between each pair. Then, if t < Ae < |U| =
|U | (where At isthe spread in €,), the following vector
basis |1and |2[are appropriate for the treatment of the
ground and the first excited states:
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[10= |0 ! ..t 0 t 0rO0.. 0 0
-N; —=N+1;..-3;-2;-1;1;2;3; ... N—=1 N
2
[20= | 0 ... 0t 0trto0ot .. t o0
—N; -=N+1;...-3;-2;-1;1:2;3; ... N—=1 N

Here, numerals represent the site number and arrows
indicate the spin direction. To compose the ground and
the first excited state from vectors [10and |20] we intro-

duce an effective Hamiltonian Ho, represented in the
basis |100and |200as

A 10= 2|Ad20= e,

The eigenvectors and eigenvalues
Hamiltonian are then given by

{wlm (110+ 120/ /2, g0—|A,

2|Ao 10= —|A.
of the effective

€ =

©)

lp,0= (113-[20/ /2, g0+ Al

To analyze the conductivity of the system under
study, one needs to calculate the transition amplitude
2|0 (t)]20 (where U (t) is the evolution operator)
between the states |10and |20and the rate

2| 2[Ad 10
h
of the transition between the states |,Jand |yn1 It is

expedient to express the model Hamiltonian (1) as a
sum

&

@ = 2|A/4 =

H=H+V, 4

where the operator V describes the electron transitions
between the mirror-symmetrical sites:

N
™ At A At A
V= Z ta(Cn; 1 Gyt + Gk oy
n=1 ©)
At A A+ A
+Cp 1 Gy HCp, lcn;l)'

Then, the evolution operator in the interaction repre-
sentation can be expressed as

U(t) = exp(—iVt/#). (6)

Nonvanishing transition amplitude 2|0 (t')|10appears

only in the 2Nth order of the perturbation theory and is
equal to

2|0 (t)10= <2

n=N

=T {A*(t)exp(—2aa,)]/ A} .

The product of exponentialsin (7) can be expressed as
an exponential of the sum argument

n:z (—2aa,).

For even N, this expression can be calculated as a sum
of the arithmetical progression:

n=N

Z (-2aa,) = —aaN’.

n=1
This makes it possible to write the transition amplitude
2|U (t)]1Cas
A"

2|0(t),0= o exp(—aaN?).

(8

It can be seen from (8) that, for small t' (i.e., At'/# < 1),
the transition amplitude becomes zero at N —» co:

lim2|0(t)|10= 0 for N — oo.

The off-diagonal Hamiltonian matrix element [2|Ho |10
and, thus, the transition rate, &, = 2|(2|Ho |10I% can be

evaluated from the requirement that for small t'

2|0(t)|10= —% [2|Fo 1. 9)

Since, according to (8), for small t' the transition ampli-

tude [2]U (t')|10approaches zero asN — oo faster than
exp(—aaN?), then, according to (9), the matrix element
[2|Ho |10also approaches zero as N —» oo faster than
exp(—aaN?). Thus, one can argue that, in along system
(i.e, for large N), the transition rate @, is bounded by
an exponentially small quantity:

&, < Qexp(-aaN?). (10)

Conducting the calculations, we assume that @, s
asteady state with the energy E; = ¢, — |A| and that |0
is a state with the finite lifetime t and complex energy
given by

E, = g, +|A +il. (11

SEMICONDUCTORS Vol. 34 No. 4 2000
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Theimaginary part I' of the energy isrelated to thelife-
timet by

r_p-_1

7 = r= < (12
The finite lifetime T may be related to the natural level
broadening due to the spontaneous emission of a pho-
ton accompanied by atransition of the system from the

state [,Lxo [y, [15]:

1 4wo
T

Imuzldlwlth

(13)
where d isthe di pole moment operator

N
" At A
d - Z n(Cn 1 n;LCn;i
1

~At ~

_C—n 1C—n ¢)

To calculate the conductivity, we introduce the

Hamiltonian W (t) describing the interaction of the dis-
ordered system with the external electric field

At

—Cp; wén 1

W(t) = 0 (t<0); W(t) = Wecos(wt) (t<O0), (14)
where We = —an , and E, isthe component of the elec-

tric field strength along the axis of the system. The sys-
tem state is represented by the vector

Bl (1)
A TRELLE K0)

The amplitudes C,(t) and C,(t) can be calculated by the
perturbation theory with theinitial condition |(t = 0)C=
|yl

W(O0= e

(15

Ci(t) = 1,
I We @, 1 - expi(op—o)t]  (16)
Cy(1) = 7 ((Do—(j)) )

Here, wy = 6 + il . Using the expressions for Cy(t)
and C,(t), one can calculate the average electron coor-
dinate X (t):

X = wlXwmo (17)
o 1 ~
where X = NG,
tron coordinate of the disordered system. Taking the
SEMICONDUCTORS  Vol. 34 No.4 2000
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expression for C,(t) into account, one obtains the fol-
lowing formulafor X(t):

aWy, [ exp(—i wygt) — exp (- wt)]
44 Wy — W

In the steady state (t — o),

X(t) =

+c.c. (18)

aW,,; (w— @) cos(wt) + I sin(wt)
2h (@—w)’+T"

X(t) = (19)

where Wy, = m,|We|yy| = —g.E,aN. The electron
velocity is X (1), and the steady-state (t — ) electric
current density J(t) at resonance (w = @, ) isgiven by

o

J(t) = -k, ﬁaNrcos(ooot) = E,0,c0s(,t). (20)

In view of expressions by (12) and (13) for T, the res-
onance conductivity g, is given by
3¢

G = éNac‘o

_ 3 o
4|_—2’

(21)

where L = 2aN is the length of the system.

Based on the deduced formula (21) for g, and the
upper estimate (10) for @, , we can state that, in avery
long system, (i.e., for large N) the resonance conductiv-

1 2
N exp(2aaN?).

Thus, a metal-insulator transition does not occur at
T — Ointheinvestigated disordered system with mir-
ror symmetry.

ity increases with N faster than
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Abstract—Auger recombination coefficients are calculated numerically for InGaAsP/InP quantum well
heterostructures. In narrow quantum wells, the quasi-threshold and threshol dless mechanisms mainly contrib-
ute to the Auger recombination coefficient. For the processes involving two electrons and a heavy hole (CHCC)
or an electron and two heavy holeswith atransition of one of the holes to the spin—orbit split-off band (CHHS),
the Auger recombination coefficients depend on temperature only dlightly in a wide temperature range.
The dependence of the Auger coefficient on the quantum well width is analyzed and found to be nonmonotonic.

© 2000 MAIK * Nauka/Interperiodica” .

1. INTRODUCTION

Two recombination processes, radiative recombina-
tion and nonradiative Auger recombination (AR), are
dominant in semiconductors at high excitation levels
[1, 2]. Usually, the AR processin narrow gap semicon-
ductors predominates over radiative recombination at
high concentrations of nonequilibrium carriers[2-9]. In
particular, the current of Auger recombination consti-
tutes a significant part of the total threshold current in
long-wavelength lasers [1]. The AR current affects not
only the laser threshold current but also its temperature
dependence (i.e,, the characteristic temperature T)
[1, 2]. The stronger the temperature dependence of the
AR rate, thelower the characteristic temperature and the
lower the temperature stability of the laser [1, 2].

For homogeneous semiconductors, mechanisms of
AR have been extensively studied [3-8]. For quantum
well (QW) heterostructures, this has been done theoret-
ically by the authors of thiswork [9, 10]. It was shown
that three AR mechanisms of threshold, quasi-thresh-
old, and thresholdless types exist in QWs. For suffi-
ciently narrow QWs, the two latter mechanisms prevail.
Therefore, the temperature dependence of the overall
AR coefficient is weak and the recombination process
is enhanced as compared with the same AR processin
bulk semiconductors (the thresholdless AR mechanism
for QWSs has been studied by Dyakonov et al. [11]).
However, no results of numerical calculations of the
AR coefficients for particular structures were reported
in[9, 10]. Meanwhile, such calculations are necessary
for analyzing the effect of AR on the operation of opto-
el ectronic devices with QWSs.

Thiswork isconcerned with anumerical calculation
of AR coefficients for QWSs. The results for the best-
known InGaAsP/InP heterostructures are presented.
The dependence of the AR coefficients on temperature
and QW width is given.

2. MODEL

To adequately describe electron and hole wave func-
tions in 111-V semiconductors, one should use Kane's
model. The wave functions and energy spectrum of
charge carriers in QWs have been studied in detail
[9, 10]. Here, we note only that, if m, > m.and T, E; >
(As, Eg), heavy holes do not mix with light and
spin—orbit split-off holes (m, and m, are the heavy hole
and electron masses, E; is the electron size-quantiza-
tion energy, Ay, isthe constant of spin—orbit interaction,
and E, isthe band gap). Because of the relatively large
mass of heavy holes, their penetration into barrier
regions can be neglected.

The derivation of the matrix element of an Auger
transition for the CHCC process (involving two elec-
tronsand a heavy hole) was outlined in detail in [9, 10].
It was shown that the matrix element for the transition
of an excited particle into the continuous spectrum
splitsinto two terms corresponding to the thresholdless
(M®) and quasi-threshold (M®) AR processes:

M= MY +MP, )
where
MO = 8mne’
Ko(Q” + K3 (0 + K3)
|]3Vc+VV_KO_Rq1 *
o 4E, Ko+ RFNJ“ (a72)y,(a72)] (2

x[W3(a/2) W (a/2)]'(1xe™).
Here V,, V, are the barrier heights for electrons and
holes, respectively; aisthe QW width; qisthein-plane
heavy hole quasi-momentum component; K, and K, are
the dielectric constants of semiconductors inside the
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QW and in the barrier region, respectively; J,(x) isthe
Fourier amplitude of the wave function of the bound
electron (a = 1, 2), the highly excited electron (a = 4),
and the hole (a = 3); k; isthe size-quantization momen-
tum for the heavy hole; k, is the excited-electron
momentum component perpendicular to the quantum
well plane. The signs “+” and “—" correspond to even
and odd parities, respectively, of the product

W3 (X)Wy(X). In the case of ga > 1, the exponent in (2)
is close to zero and the matrix element M then corre-
sponds to independent scattering from the two heter-
oboundaries. The term (k, — Ko)/(Ko + Ko) appears
owing to consideration of the additional Coulomb
potential ® (r4, r,) associated with the presence of het-
eroboundaries [10]. It should be noted that the matrix
element M@ is zero if the parities of the products
g3 (W,(X) and gy ()P, (X) differ. For the quasi-
threshold process, the matrix element is given by

2
@__ Te ishyl+2/3a
M Ko(q2+ ki) Eg 1+CX AcAfAcAh
 Sin(ky ke — kg —kp)a/ 2 .
kf _kcl_kcz_kh

XEQhkcel.(pz'3+quh: Ve = vy,
[0c.An SN, 3,

Here, d is an insignificant phase coefficient, A are nor-
malization constants, v, and v, arethe spin indexes, @, 5
isthe angle between the lateral wave vectors of electron
and hole, and y is Kane's matrix element. From (3) it
followsthat, inthelimit of a — o, the matrix element
M® is proportional to d(k; — k; — k, — ki) and, hence,
becomes the bulk matrix e ement. On the other hand,
M@ has no extremum in the same limit and vanishes as
a — oo, That iswhy the Auger processes correspond-
ing to M® and M®@ are referred to as thresholdless and
quasi-threshold processes, respectively.

Thus, the matrix element of the Auger transition
splits into two parts. The first of these corresponds to
scattering from heteroboundaries and the second, to
scattering by the short-range Coulomb potential with
large momentum transfer. We note that both M® and
M@ are in fact thresholdless matrix elements. Indeed,
they do not obey the conservation law for the localized
particles momenta k;, k,, and k;. However, the mecha
nismsresponsiblefor lifting the restrictionsimposed by
the momentum conservation law (with k; + k, # k; + k)
in M® and M@ are different. For M@, the momentum
nonconservation is associated with the electron scatter-
ing from heteroboundaries. The same mechanism gives
rise to athresholdless Auger process in scattering from
asingle heterobarrier [12]. The reason why the momen-

Ve = TV,
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tum conservation law breaks down for M@ is that the
carriers are localized in the QW and, hence, their
momenta have an uncertainty on the order of #/a.

The threshold Auger process is associated with the
transition of an excited electron into the discrete spec-
trum. The corresponding matrix element M® describes
the transition without change in the degree of electron
size quantization:

M = 4ne

I (W7 W) (W3 Y,)dx. (4)
2+ k4)

As a rule, the threshold Auger process is of minor
importance for QWs and, therefore, no explicit expres-
sion for M® will be presented here. Thefollowing three
AR coefficients are related to the three AR mecha-
nisms:

C=C,+C,+Cy, 5)

where C, corresponds to the thresholdless process with
the matrix element M@; C,, to the quasi-threshold pro-
cess with the matrix element M®@); and C;, to the thresh-
old process with the matrix element M®,

Let us consider expressions for the coefficients
associated with different Auger processes. For the
CHCC process, we have

3216’ ﬁy F(A/Ey)  keke Ve
Ko E a(a+2/k,)’ (K2 +|<C)2E

B K—K0D2<

C,.=

(6)

LBVetV,
0 4E,

< qhkh 1
Ko+ Ko\ (qf + k2)*Ka(h)/”
where

L+2x/3F 1+7x/9+x/6
O1+x O@Q+x/2)(1+4x/9)

F(x) =

X = Dy (Ey).

The broken bracketsin (6) and below denote averaging
over the heavy hole distribution function.

For the CHHS process (involving an electron and
two heavy holes, one of which is transferred to the
spin—orbit split-off band), the expression for the coeffi-
cient C, takesthe form

2lee4\i; kgKi IE(ASO/ Eg)

kah Eo(k2+k?)’a’(a+2/k)

C.=

3 2,2 2,2 2 ()
fi / Kn1Kh2Gh1(Gha * Gh)

mgo(Eg _Aso)g\ (Cﬁl + kﬁl)S(Qﬁz + kﬁz) ,

X
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where C o~ e'n’y’ F(Ay/Ey)
27772 5 2
Ko E; a(a+2/k
E(x) = [2x+3(1-x)(1-my,/m)]” 1+2x/3 - ° o ( 2°)
2%+ [x+3(1-x)(1-my/my)]* 1+x x<q°kh+qh2[k°-2(1/2)q°] (8)
(dn + Kn)Ks

In the latter case, averaging is performed over the dis- x 1- cos(kf —Kn— 2k°)a
tribution functions of two heavy holes. In deriving (7), 2(k; —k, — 2k )

we assumed that E; — Ay, > T(M/my,).

L et us now consider the quasi-threshold AR mecha
nism. In the case of the CHCC process, the coefficient
C,isgiven by

_TCe'E 73

For the CHHS process, d| rect calculation of the coeffi-
cient C, yields a cumbersome result. Therefore, we
restrict our consideration to the case of relatively nar-
row QWswith k. > q.; thus, we have

F(As/ Ey)

4KO ngO(E A) a(a+ 2/K¢)

(9)

—kno—ko)a th{ (KZ + K1) Ol + GnoKn + 2Kpg(GnaGing) + [y X Grol }

N < 1 - cos(ke, —
2(kso - k kh2 c)

Finally, for the CHCC process, the coefficient C; is
written as

1+ (7/9)x+ (1/6)X°
(1+x/3)°

/G2
e th TG ’
n

where a is a multiplier on the order of unity. In (10),
averaging is only done over different discrete states of
heavy holes. The threshold momentum is found from
the conservation law for the energy and the longitudinal
component of the momentum:

O = J4mE 3% +—°k

If the QW width tendsto infinity, the threshold momen-
tum approachesits bulk value [4].

We notethat, for narrow QWSs, the threshold process
is much less intense than thresholdless and quasi-
threshold processes and makes practically no contribu-
tion to the overall AR coefficient. For this reason, no
corresponding expressions are given for the coefficient
C;inthe case of the CHHS process. Such an expression
can befoundin[9, 10]. The quasi-threshold and thresh-
oldless coefficients depend on temperature only

_32r’e’ a
KohEg(a+1/K,)°
(Lt (2/3)x/dn_ a2

1+x | (o +10)

(10)

(11)

(th + khl)(th + kh2) Kso

dlightly, thereby leading to a weak temperature depen-
dence of the overall Auger coefficient.

3. NUMERICAL RESULTS

L et us make anumerical analysisfor a strained QW
based on the Ing 533G& 467A Y 1NP compound (numerical
results for some other compounds can be found in the
database [13]). The following parameters of the hetero-
structure are used: x = 0467, E; = 0.75 eV, V, =
0.234eV,V,=0.366eV, A, =0.32€V, kK =12.68, m. =
0.041m,; my, = 0.144m,, my, = 0.432m,, and m, =
0.052m.

Figure 1 shows the overall AR coefficient C=C; +
C, = C;for the CHCC process as afunction of the QW
width a at different temperatures. The dependence of C
on a exhibhits a clearly pronounced maximum. It issig-
nificant that the position of the maximum is virtualy
temperature-independent. For small a and low temper-
atures, the main contribution to the coefficient C comes
from the thresholdless and quasi-threshold AR pro-
cesses. The thresholdless AR coefficient C, shows a
more pronounced dependence on the QW width a than
does the coefficient C, for the quasi-threshold process.
The coefficient C, decreases with increasing a as 1/a°,
1/ab, or 1/a’. In any case, even on passing to the three-
dimensional case (by way of multiplication by a2), C;
remains a decreasing function of the QW width. Thus,
the threshol dless process can be dominant only for suf-
ficiently narrow quantum wells. For a = 1/k., C has a
maximum associated with the fact that, with the QW
width decreasing further, the overlap of the electron

SEMICONDUCTORS Vol. 34 No. 4 2000
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C, 1077 cm?/s

40 60 80 100

QW width, A

Fig. 1. AR coefficient C asafunction of quantumwell (QW)
width for the CHCC process at different temperatures.
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Fig. 3. Temperature dependence of the AR coefficient C for
the CHCC process at different quantum well widths.

and hole wave functions becomes less pronounced.
With increasing temperature, the quasi-threshold AR
process becomes more important than the thresholdless
one. In the limit of a —= oo, the sum of the quasi-
threshold and threshold AR coefficients multiplied by
sguared QW width, C,a? + C;a?, tendsto its bulk value
Cyo [9, 10]. Figure 2 shows the dependence of the AR
coefficient on the QW width for the CHHS process.
The shape of the dependence C(a) coincides qualita-
tively with that for the CHCC process. However, for
small a, the AR coefficient for the CHHS process
diminishes with decreasing a faster than in the case of
the CHCC process.

Figure 3 shows the temperature dependence of the
overall AR coefficient for the CHCC process at differ-
ent QW widths. It can be seen that, for any of the QW
widths considered, the temperature dependence of the
AR coefficient is weak in conformity with the above
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3.0r 320K
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Fig. 2. AR coefficient C asafunction of quantum well (QW)
width for the CHHS process at different temperatures.
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O + t T T T
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Fig. 4. Temperature dependence of the AR coefficient C for
the CHHS process at different quantum well widths.

analysis. The temperature dependence of the AR coef-
ficient for the CHHS process is qualitatively the same
as that observed for the CHCC process (see Fig. 4).

4. SUMMARY

Our investigation has shown that in QW hetero-
structures the quasi-threshold and thresholdless AR
mechanisms make the major contribution to the AR
coefficient. For sufficiently narrow QWSs, it isthe prev-
alence of the thresholdless and quasi-threshold AR pro-
cesses that is responsible for the fact that the two-
dimensional AR coefficient multiplied by a? exceeds
the corresponding bulk value. Thus, in the case of QWSs,
the AR process is enhanced as compared to a homoge-
neous semiconductor. This enhancement is more pro-
nounced at low temperatures. Under these conditions,
the bulk AR coefficient C5y is small because of the
presence of asmall exponential multiplier [9, 10]. More
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detailed numerical data for QW heterostructures are
given in the database [13].
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Abstract—Photoluminescence (PL) spectraof INASGaAs heteroepitaxial structures with quantum dots (QDs)
have been studied. The structures were grown by submonolayer migration-enhanced epitaxy on vicinal sub-
strates with the amount of deposited InAs closeto thecritical value of 1.8 monolayer (ML). The origin and evo-
[ution of the structure of PL spectra were studied in relation to the direction and angle of misorientation, tem-
perature, and power density and spectrum of the exciting radiation. A blue shift and narrowing of the PL band
with increasing misorientation angle was established experimentally. The fact that QDs become smaller and
more uniform in size is explained in terms of alateral confinement of QDs on terraces with account taken of
the step bunching effect. The temperature dependences of the positions and full widths at half-maximum
(FWHM) of PL bands are fundamentally different for isolated and associated QDs. The exciton ground states
contribute to all low-temperature spectral components. The excited exciton state contributes to the recombina-
tion emission from QDs, as evidenced by the temperature dependence of the integrated intensity of the PL
bands. A quantitative estimate is given of the electronic structure of different families of InAs QDs grown on

GaAs substrates misoriented by 7° in the [001] direction. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The interest in low-dimensional semiconductor
structures is mainly due to the demand of modern
microelectronics for efficient solid-state light emitters.
The possibility of a technologically directed adjust-
ment of the emission spectrum of heteroepitaxial struc-
turesisthe best pronounced for self-organized arrays of
guantum dots (QDs).

The occurrence of self-organization effectsin 111-V
semiconductor structures grown by molecular-beam
epitaxy and its varieties has been confirmed experimen-
tally in recent years (see review [1]). The influence of
the lateral size, surface density, and ordering of QDson
the photoluminescence (PL) spectrum has been estab-
lished. In turn, most of these factors are governed by
technological conditions and growth kinetics. For
example, the use of submonolayer migration-stimu-
lated epitaxy (SMSE) and vicinal GaAs substrates
yields arrays of InAs QDs with the closest lateral
dimensions and the resulting narrowing of the PL band
[2-8].

A more complicated QD PL spectrumisobservedin
some cases. the main band, assigned to excitonic
recombination of an electron and a heavy hole in the
ground state of a QD, is inhomogeneously broadened.

Additional emission peaks are occasionally observed.
The origin of these peaks is being actively discussed
[9-14].

The nature of various spectral components of the PL
from two-dimensional InNAsQD arraysonvicinal GaAs
substrates is the subject of this communication. The
structure of the PL spectrum is shown to be due to QD
families belonging to terraces having discrete widths
because of mono-atomic step bunching. The intense
high-energy PL component observed in samples with
relatively large misorientation angles (5° and 7°) is
interpreted as the recombination emission of QDs iso-
lated from the base array through the wetting-layer
(WL) continuity disruptions at terrace edges. The
dependence of the PL spectrum structure on tempera-
ture and on the spectral composition of the exciting
radiation agrees with the proposed model. From the
temperature dependence of the PL spectra compo-
nents, their excitonic nature is inferred and the excited
exciton state is shown to be responsible, among other
factors, for the QD recombination emission spectrum.
A guantitative estimate is made of the energy structure
of different InAs QD groups on GaAs substrates mis-
oriented by 7° in the [001] direction (INAS/GaAs 7°
[001]).

1063-7826/00/3404-0453%$20.00 © 2000 MAIK “Nauka/Interperiodica’



2. EXPERIMENTAL

InAs QD arrays were grown by SMSE [15]. Semi-
insulating (100) GaAs substrates without surface mis-
orientation (singular) and misoriented (vicina) by 3°,

5°, and 7° in the [001], [010], [011], and [011] direc-
tions were used.

The epitaxial structures under study consisted of a
two-dimensional array of InAs QDs confined on the
substrate side with a 300-nm-thick buffer GaAslayer, a
AlgsGay 7sAs/GaAs superlattice (5 2 nm/2 nm peri-
ods), and a 6-nm-thick GaAs layer. On the other side,
the active QD layer was overgrown symmetrically with
a GaAs layer (6 nm) and a superlattice of a similar
thickness. The lower confining superlattice was grown
to suppress carrier diffusion into the substrate, with the
upper one eliminating the influence of surface recombi-
nation.

In preparing the active INAs QD layer by SMSE, the
shutters of In and As molecular sources were openedin
the following order. On depositing an In layer neces-
sary to form a0.5 monolayer (ML) of InAs, the surface
was exposed to Asflux for T = 10 s. The total thickness
of the InAs active layer was between 1 (2 cycles) and
3 ML (6 cycles). The growth conditions were main-
tained the same in al technological experiments:
arsenic vapor pressure ~4 x 107 Pa, InAs growth rate
0.1 ML s, InAs growth temperature 470°C, and Ag/In
flux ratio maintained at 10. The state of the surface was
monitored in situ using the reflection high-energy elec-
tron diffraction (RHEED) technique.

The PL spectra were studied with a DFS-12 auto-
mated spectrometer. A cooled photomultiplier was used
as the photodetector; the signal received was amplified
and fed into a computer. The PL was excited with
helium—neon and argon lasers. The exciting radiation
power was attenuated with calibrated optical filters. It
was also possible to vary the exciting radiation spec-
trum by using a halogen lamp and an MDR-12 wide-
aperture monochromator matched to the basic detec-
tion system. L ow-temperature measurements were car-
ried out in special cryostats, with the temperature var-
ied in the range T = 5-300 K and maintained constant
towithin 0.1 K.

3. RESULTS AND DISCUSSION

A study of additional recombination emission peaks
implies that they are separated from the main PL band
either instrumentally (resolution criterion is satisfied)
or by computer processing (if an adequate algorithm of
spectral resolution is known). For the latter purpose, a
QD PL spectrumis commonly deconvoluted into Gaus-
sian components under the assumption that the emis-
sion line contour describes the statistical size distribu-
tion of QDs. In this case, the spectral position of the
peak characterizes the mean QD size, and itsfull width
at half-maximum (FWHM) characterizes the QD size
variance.

TALALAEV et al.

In order to use the instrumental factor to full advan-
tage, we carried out a preliminary study aimed at
obtaining QD arrays with the narrowest possible band
of radiation recombination. Among the technigques and
conditions that allow the achievement of this goa are
the SM SE process|[2, 4], vicinal substrates[3, 8], initial
stages of QD self-organization [4, 8, 16], and high-tem-
perature annealing [17-20].

It is known [21-23] that QDs are formed in the
INAS/GaAs system on singular and vicinal surfaces by
mol ecul ar-beam epitaxy in two stages. In thefirst stage,
a pseudomorphic strained InAs layer is formed. After
itsthickness attains the critical value (1.5-1.7) ML, the
second stage sets in. The pseudomorphic layer sponta-
neously disintegrates into a system of crystal islands
(QDs) and a wetting InAs layer with a thickness of
about 1 ML, in accordance with the Stranski—K rastanov
growth mechanism. Up to thicknesses of (3-4) ML, the
guasi-three-dimensional islands remain coherently
strained, i.e., dislocation-free. Simultaneously, the sur-
face density of QDs and their mean size increase,
attaining a limiting (equilibrium) value. Further InAs
growth leads to emergence of mesoscopic clusters con-
taining dislocations.

In submonolayer InAs deposition on avicinal GaAs
surface, QDs can be formed following a different sce-
nario. The structural features of the vicinal surface
(steps and terraces) limit the surface-potential continu-
ity [24]. Terrace edges form a system of potential barri-
ers hindering the migration of adsorbed substance over
the WL surface. Under certain SMSE conditions (low
flux rates and appropriate growth temperature), this
may lead to rupture of the submonolayer coating at ter-
race edges and produce InAs clusters bounded by these
terraces[7, 24]. Pseudomorphic-layer continuity viola-
tions are rather likely if the terrace edges have irregu-
larities of height amounting to 2 nm, as observed in
[21]. Therefore, QDs can be formed in SMSE on the
vicinal surface at smaller amounts of the deposited sub-
stance. In the case of conventional molecular beam epi-
taxy (in the absence of WL continuity violation), the
critical InAslayer isthicker on vicinal surfaces[26].

In our experiments, SMSE on vicina substrates
with a misorientation angle of 5° produced QD arrays
for InAs layers thicker than 1.8 ML. Well-defined
RHEED reflections and a pronounced QD PL in the
range of 1.1-1.45 eV were aways observed in this
case. At the same time, only PL from a strained GaAs
barrier layer was detected around 1.5 €V (photon emis-
sion by excitons and carbon impurities) for smaller
InAs layer thicknesses. Making the InAs pseudomor-
phic layer thicker (3 ML instead of 1.8 ML) caused,
along with a shift of the QD PL band to longer wave-
lengths, its broadening. This indicates that the QDs
become larger and less uniform in size and shape. For
this reason, all investigations of the InAs QD PL fine
structure were carried out on QD arrays grown by
SMSE on vicinal GaAs substratesfrom a 1.8-ML-thick
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Intensity, arb. units
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Fig. 1. PL spectra of InAs QDs grown on vicinal GaAs
(100) substrates with avaried angle of misorientation in the
[011] direction. T=5K.

InAs layer. With all these factors combined, we could
achieve the highest hardware resol ution of the PL spec-
trum for such QDs and investigate its additiona fine
structure.

3.1. Groups of Quantum Dots on Misoriented
Substrates

Experiments with vicinal substrates demonstrated
that, technological conditions being the same, INnAsQD
size and its variance depend on the angle and direction
of GaAs substrate misorientation. Analysis of the low-
temperature PL spectra reveals a general tendency for
all the studied directions and angles of misorientation:
ashort-wavel ength shift of the QD PL peak, its narrow-
ing, and appearance of an additional feature in the
emission spectrum.

In a set of samples misoriented in the [011] direc-
tion, a steady short-wave shift of the QD emission peak
(from 1.255to 1.375 eV) and its narrowing (from 95 to
33 meV) were observed with the misorientation angle
increasing from 0° to 7° (see Fig. 1). Another character-
istic feature of the PL spectra of QDs grown on sub-

strates misoriented in the [011] and [011] directionsis

awide structurel esswing on the long-wave slope of the
main band (Fig. 2).

A somewhat different evolution of the low-temper-
ature PL spectrum was observed for samples with
larger misorientation in the [001] and [010] directions.
The spectral features of PL were changing nonmono-
tonically. The PL band of InAs QDsfor avicinal sam-
ple misoriented by 3° corresponded to the radiation
band of InAs QDs prepared on the singular GaAs sur-
face. The PL spectra of the samples misoriented by 5°
and 7° were identical and showed a sharp intense band
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Fig. 2. PL spectrum of INASGaAs5° [011] QDsat T=5K
and its Gaussian decomposition. Excitation by a 20 mW
He-Ne laser. WL denotes the spectral feature related to the
wetting layer; the same for Figs. 2-5.

at 1.37 eV and a low-intensity structure on the low-
energy side of the spectrum (Fig. 3).

The observed behavior obviously stems from the
presence of stepped terraces restricting the QD size on
the vicinal surfaces. With alowance made for the
growth conditions used, it seems unlikely that asingle
QD could occupy several terraces, although participa-
tion of neighboring terraces in QD formation is con-
ceivable. Nevertheless, direct comparison of the QD
pedestal size and terrace width suggests that the QD
distribution over areal vicinal surfaceisfar from being
ideal. Indeed, it followsfrom datareported in [3, 8] that
the width of terraces on the vicinal surface samples
with misorientation angle A must be W = 5.2 nm for
A=3° 35 nm for 5°, and 2.3 nm for 7°. At the same
time, an estimate of the lateral QD size from the spec-
tral position of the main PL peak (see [27]) and from
the data of scanning tunneling spectroscopy yields for
our singular samples B = 8-9 nm. The coincidence of
growth conditions and QD lateral sizes of this work
with the data of [28] gives us reason to believe that, in
our case, QDs are pyramidal with a square base and
height H = B/2. From the relation between the sizes of
QDsand those of terraces, it follows that the INnAsQDs
are to be formed on vicinal GaAs surfaces with terrace
width exceeding severafold that calculated for the
ideal case.

It is known [29] that monoatomic step bunching
occurs on actual vicinal surfaces, which makes the ter-
races several timeswider. The frequency and amount of
bunching are mainly determined by the surface diffu-
sion length of adsorbed atoms in the GaAs buffer layer
in comparison with the terrace width determined by the
misorientation angle. According to experimental data
[26], the steps on the GaAs vicinal surface misoriented
by 6° may be as high as10 ML. This meansthat for the
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Fig. 3. PL spectrum of INASGaAs 7° [001] QDsat T=5K
and its Gaussian decomposition. Excitation by a 20 mW

Art laser.

structures with misorientation angle in the range of
3°-7°, studied in this work, the terrace width may
exceed the critical value necessary for pyramidal InAs
QDsto be formed.

This model was applied to the case of a quasi-two-
dimensional network of square terraces (GaAs misori-
ented in the [001] and [010Q] directions), which allowed
us to explain the features of InAs QD PL spectra.
A component with the longest wavelength QD, was
found in the Gaussian decomposition of low-tempera-
ture PL spectraof INAS/GaAs QDs grown on substrates
with different misorientation anglesin the above direc-
tions (Fig. 3). The spectral position of this band
(1.265 eV) coincides with that for the PL band of asin-
gular-surface sample (Fig. 1). Thisallowsusto identify
this component as an emission from wide terraces on
which thelargest QDs grow, characteristic of the singu-
lar surface (B = 8-9 nm). It may be supposed that such
QDs start to grow by the Stranski-Krastanov mecha-
nism on terraces broadened by a factor Q = 3 (W =
10.5nm) for a sample misoriented by 5° and Q = 4
(W= 9.2 nm) for asample misoriented by 7°.

Interms of the proposed model, the QD, component
(1.345 eV) of the PL spectrum (Fig. 3) is the emission
from the QDs confined to terraces with broadening fac-
tor Q smaller by unity than that for QD,, i.e, Q = 2
(W=7 nm) for misorientation angle A=5°and Q =3
(W=6.9 nm) for A = 7°. The nanosize islands formed
under these lateral confinement conditions must differ
from those in the limiting case of asingular surface not
only in base length but also in strain distribution, which
must inevitably affect their energy-band structure. For
example, in passing from QDs characterized by QD to
those with QD,, the energy separation of the electron
and heavy-hole levelsincreases by 80 meV.

For a vicinal GaAs surface misoriented by 3°, ter-
races with Q = 2 (W = 10.4 nm) ensure necessary and

TALALAEV et al.
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Fig. 4. PL of INAS/GaAs 7° [001] QDs at T =80 K and its
Gaussian decomposition. Excitation by a 20 mwW He-Ne
laser.

sufficient conditions for growth of InAs QDs of the
largest size (B = 8-9 nm), corresponding to the singular
surface.

It should be noted that a set of terraces with a Gaus-
sian size distribution corresponds to a given terrace-
broadening factor Q for an actual vicina surface. This
spread in sizes, in turn, gives rise to fluctuations of the
QD base side length. Moreover, QDs show intrinsic
height variance that can be reduced by increasing the
misorientation angle [26]. All this|leads to a narrowing
of the radiative recombination band in the InAs QD PL
spectrawith increasing GaAs surface misorientation.

The modulation of the InAs QD size distribution

function for misorientation in the [011] and [011]
directions may be very weak. Lowering the terrace
symmetry changes not only the size but also the shape
of QDs. A corrugated island structure may form in this
case [30], with emergence of quantum wires being

more likely for misorientation in the [011] direction
[5]. These are the reasons why the QD size distribution
function must be broadened for terraces with agiven Q.
Another apparent consequence is the structureless
asymmietric shape of the QD,; QD PL band observed on
INAS/GaAs (100) samples misoriented in the[011] and

[011] directions. For samples misoriented in the [001]
and [010] directions, the structure of the PL spectrawas
preserved even at higher temperatures and was best
resolved in the range of 80-90 K (Fig. 4).

Thus, the adopted model describes well the experi-
mentally observed dependence of the QD PL on the
direction and angle of misorientation of thevicinal sub-
strate. In the context of this model, the QD bands (QD,
and QD,) are ascribed to InNAs QD arrays emitting from
terraces having closely related broadening factors
because of the monostep bunching effect on the misori-
ented GaAs surface.
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3.2. Isolated Quantum Dots

Of certain interest isthe situation on narrow terraces
with small broadening factor (Q = 1 for A= 3°, 5° and
Q =1, 2for A= 7°). The corresponding QD sizes are
below the threshold (B = 6 nm) above which localized
electron states exist in QDs [27, 31, 32]. Such QDs
must not luminesce even in the case of their clearly pro-
nounced faceting. It is more probable that, by analogy
with the case of submonolayer coatings [5, 33], nano-
sizeislands of asmall height areformed without clearly
pronounced faceting, which can be regarded as WL
islands of varied thickness. In any case, so intense a
band of recombination emission as the band related to
isolated quantum dots (IQDs) at 1.37 eV in samples
misoriented by 5° and 7° (Figs. 2 and 3) must not be
observed in such samples.

The intense band in the high-energy part of the PL
spectrum may be associated with several processes
[34]. In the case of inefficient phonon relaxation (“bot-
tleneck” effect), this may be a manifestation of QD
excited states even for alow excitation level of PL. For
this reason, in our previous work [35], the IQD band
was assigned to radiative recombination involving
excited QD states. However, further investigation failed
to confirm this interpretation. No intensity redistribu-
tion between QD and 1QD bands was observed in the
low-temperature PL spectra of INAS/GaAs QDs. Emis-
sion in the region of 1.37 eV has aso been observed in
similar structures by other authors [5, 36, 37], but its
origin was not explained. Elucidating the origin of this
emission band was the subject of aspecia investigation
in this work.

Comparison of the PL spectra of the INAS/GaAs 7°
[001] sample (Figs. 3 and 5) shows that the low-tem-
perature intensity distribution is reproduced at higher
temperatures and high excitation densities. This means
that both cases reflect the relative density-of-states dis-
tribution in the QD groups. The stability of the spectral
position and width of the QD and 1QD bands in such
experiments rules out any contribution from many-par-
ticle mechanisms (biexcitons and exciton complexes).
In addition, the growth conditions used (low over-
growth temperature and no postgrowth annealing) rule
out any significant contribution to the PL spectrum
from such a mechanism of inhomogeneous broadening
as indium segregation at the surface [11, 38]. The mul-
ticomponent nature of the PL spectrum, dueto the non-
uniform thickness of a deposited layer [10, 28], was
excluded by rotating substrates during sample growth.

The nature of the QD band was established in stud-
ies of the PL spectrum in relation to the temperature
and spectrum of exciting light. Figures 6 and 7 show the
FWHMs and peak energy positions (E,) of the PL
spectrum components as functions of the INAS/GaAs 7°
[001] sample temperature. A fundamental differenceis
observed between the QD and 1QD bands. The QD,, (at
T>120K) and QD, (at T > 80 K) bands are narrowing,
and the 1QD band is broadening (at T > 80 K) with
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Fig. 5. PL spectrum of INnAS/GaAs 7° [001] QDs a T =

155K at different excitation levels by Ar* |aser. Excitation
power is equal to (1) 200 and (2) 400 mW.
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Fig. 6. FWHM for different PL bands of INnASGaAs 7°
[001] QDs as a function of temperature for (1) QDg,

(2) QD4, and (3) 1QD.

increasing sample temperature (Fig. 6). The relative
constancy of the FWHM for all components of the PL
spectrum at temperatures lower than those mentioned
above indicates that exciton states are involved in the
emission process [39]. The temperature dependence of
the peak position E,, of the IQD band foll ows the band-
gap E4 behavior for InAs [40] over the entire tempera-
ture range studied, whereas the QD, band peak startsto
deviate from the Varshni law at T = 80 K. A similar
behavior of E,, is observed for the QD, band above
120K (Fig. 7).

The above evolution of the QD bands with increas-
ing temperaturefitsthe concept of arandom occupation
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Fig. 7. Spectral peak positions E,, for different bandsin PL
spectraof INAs/GaAs 7° [001] QDsas afunction of temper-
ature under excitation by an Ar* laser (100 mW). Experi-
mental data correspond to (1) QDg, (2) QD4, (3) IQD, and
(4) GaAs; calculated dependences are for (5) Egy(T) for
GaAs and (6, 7) Ey(T) for InAs (shifted along the energy
axis).
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Fig. 8. PL spectraof INAs/GaAs 7° [001] QDs at excitation
energy equal to (1) 1.46 and (2) 1.52eV. T=5K.

by carriers of localized QD states at |low temperatures,
their thermal activation (mainly from shallow QDs)
into the WL, and subsequent capture of the carriers by
localized states of larger QD [9, 41]. Because of carrier
redistribution in favor of larger QD, the situation
approaches the thermodynamic equilibrium. An impor-
tant point is that there exists a transport mechanism
ensuring carrier exchange between neighboring QD for
QD families emitting from terraces with broadening
factors differing by unity. In our opinion, the InAsWL
isinvolved in this mechanism.

Quite a different situation takes place on terraces
with QDsresponsiblefor the emission in the QD band.
The absence of carrier exchange between QDs of this
family suggests that there are no alowed states in the
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WL because of its becoming thinner and/or lack of a
WL itself because of ruptures. As mentioned above, the
WL continuity violations are most likely at terrace
edges. Studies of the QD growth kinetics have shown
[20, 21, 23, 42, 43] that QDs mainly nucleate at base, at
step edges. When a pseudomorphic layer shrinksinto a
QD in accordance with the Stranski-K rastanov mecha-
nism, layer discontinuities (ruptures) are formed at the
terrace edges and places of thinning (constrictions)
appear at “gateways’ connecting neighboring terraces.
Hence, we believe that IQDs are mainly formed on ter-
races with small broadening factors. Thus, the QDs
emitting in the QD, and QD bands are confined to ter-
races with equal broadening factors, but the former are
connected viaWL while the latter are isolated.

This conjecture was confirmed by a study of the PL
spectrawith excitation by light of varied spectrum. The
emission in the QD bands appeared upon excitation of
the InAs WL, and that in the IQD band, only when
exciting the GaAs barrier. This feature isillustrated in
Fig. 8.

The above-barrier excitation of the IQD band can
also be explained in terms of the indirect transitions
[@ectron in GaAs barrier[3-Tole in InAs QDLAN ana-
logue of atype-1l heterostructurein the INAS/GaAs QD
system may appear in two cases. Significant strain
arises near the lateral faces of the pyramidal QDs
deformed both through lateral confinement on terraces
and because of overgrowth [37, 44—46]. Thisstrain may
lead to inversion of the " and X valleys of the conduc-
tion band at the InNAS/GaAsinterface[47]. Another pos-
sibility [48] isthat QDs on narrow terraces (W< 6 nm)
have localized states only for holes. Remaining spa-
tially separated from QDs, barrier electrons are con-
fined to the vicinity of QDs by the Coulomb interac-
tion. However, the recombination emission spectrum
must depend on the excitation density in both cases
[49, 50]. No dependence of this kind was observed for
the IQD band.

3.3. Secific Manifestations of Excited States
in Quantum Dots

The results obtained in studying the temperature
dependence of the integrated intensity of the QD PL
spectral components for INAs/GaAs 7° [001] are pre-
sented in Fig. 9 and in the table.

The parameters of the PL spectral bands and of the
corresponding QD families were determined using the
Arrhenius equation:

1/1, = [1+Bexp(—Ex/KT)] " =F, 1)
where | is the integrated intensity of a given PL band,
|,isthe peak intensity, and k isthe Boltzmann constant.

The activation energy E, was estimated from the
slope of the dependence of -In(l,,/l1 — 1) on V/KT. For

each QD family, two temperature intervals with con-
stant slopes, E,y and E,,;, were found (see table). The
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obtained E,, values were used to fit the function F to
the experimental dataon I/1,, by varying the parameter
B. The results of thefit are presented in the table.

The obtained temperature dependences (Figs. 6, 7, 9)
suggest that all components of the low-temperature QD
PL spectrum for INAS/GaAs 7° [001] are related to the
radiative recombination of the exciton in the ground
staten=0.

If the thermal dissociation energy (binding energy)
G of the exciton is estimated as in [51, 52], from the
onset of the QD PL band intensity decrease, then the
Arrhenius law (Fig. 9, curves 2) yields G = 5 meV for
QD families related to QD; and G = 6 meV for QD,
QDs. Thesevalues of G arein agreement with the avail-
able published data [51-53]. The coincidence of the
exciton-binding energiesfor QD and 1QD QDsmay be
due to the existence of ahigh latera potential for QDs
confined to terraces with a small broadening factor. In
this case, excitons become insensitive to the QD
size[54].

Noteworthy in Fig. 9 is the deviation of the I/I,
experimental dependence from the Arrhenius law, the
most pronounced for the IQD band. A similar phenom-
enon was observed in[19]. We attribute this behavior to
the influence of the excited (n = 1) electron state in the
QD. Direct observation of this state is difficult, since
the transition €200 hh|000Li s not all owed because of
the weak overlapping of the excited electron state with
the ground state of a heavy hole [31, 55, 56]. With
increasing temperature, one of the channelsfor the pop-
ulation of the ground state n = 0 by carriers disappears
because of the thermally activated depletion of the
higher (n = 1) level. The deviation of the experimental
dependence I/1,, (curve 1) from the function F calcu-
lated for E,q (curve 2) depends on the efficiency of this
channel.

Thus, the thermal activation energy E,, corresponds
to the depth AE, of the electron ground state in a QD
(see table): relative to the InAs WL level (Ey, =
1.46 eV) for QD families and relative to the GaAs bar-
rier level (Egg = 1.52 eV) for 1QDs. Following the
approach used in [57], we calculated the hole level
depth (AE;) for various QD families (see table): AE, =
Er - (E, + AEy), where Er = E, for QDs and E; =
Egg for IQDs, and AE, accounts for the Coulomb inter-
action (exciton binding energy G). The results obtained
for the ionization energy of the electron and hole states
in INAgGaAs QDs agree with the known published
data[9, 27, 31, 47, 49, 51, 57-60] and are representa-
tive of the dependences of AE, on the QD volume and
AE,;, on the QD shape [31, 61]. Indeed, simple calcula-
tions show that the volume of the deposited substance
forming an 1QD on a 7-nm-wide terrace exceeds that
for the pyramidal QD associated with QD, with a base
length of 89 nm. It is also evident that, under the con-
ditions of lateral confinement by the terrace edges,
|QDs must be characterized by an H/B ratio larger than
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Fig. 9. Fitting of the function F (2) to the experimental
dependence of I/1,,(1) onreciprocal temperature for thefol-
lowing bands in the PL spectrum of INAS/GaAs 7° [001]
QDs: () QDg, (b) QD4, and (c) 1QD. Excitation by an

Ar* laser (100 mWw).

that in QD-related QDs and, consequently, have ashal-
lower hole level [61].

The difference between the contributions from
excited statesto the temperature dependence of /1, for
the PL bands associated with different QD families can
be understood if the energy spacing AE; _, between the
first excited and the ground electronic states is esti-
mated. Assuming, as before, for AE,, that the electron
and hole levels approach each other in exciton forma-
tion through lowering of the electron level, we obtain
for IQDsaAE; _, value of 35 meV coinciding with the
energy of the LO phonon at the INAS/GaAs interface
[62]. It may be expected that this resonance leads to a
rather effective relaxation of the electronic excitation to
the ground state, i.e., to avery short electron lifetimein
the excited state. The low-level occupancy is another
reason for the absence of contribution to the PL spec-



460

Characteristics of the PL spectrum components and of the
corresponding QD groupsin INASGaAs 7° [001]

Parameter QD QD; 1QD
E, eV 1.265 1.345 137
Epp = AEp, meV 50 43 56
Ear = AE;, meV 14 12 16
G, meV 6 5 5
AE,_, meV 30 26 35
AE,, meV 145 72 94
B 350 750 7500

Note: Epgand Epq arethe activation energies, AE istheionization
energy (level depth) of the ground (AEg) and thefirst excited
(AE;) electronic states, G is the energy of thermal dissocia-
tion (binding energy) of the exciton, AE;_g is the energy
spacing between the first excited and the ground electronic
states in a QD, AE, is the heavy-hole level depth, and B is
the fitting parameter for the Arrhenius function F.

trum from transitions involving the excited electronic
state. Naturally, the disappearance of such arelaxation
mechanism with increasing temperature leads to a sub-
stantial distortion of the temperature dependence of
I/1,, for the PL spectrum of 1QDs (Fig. 9¢). A sharp
decrease in the relative intensity of the 1IQD band for
IQDs in the temperature range 5-80 K is shown in
Figs. 3 and 4. The AE; _, values obtained in this work
for all QD families (see table) agree with the results of
[63], where an energy spacing of 30 meV between the
excited and ground states of “ultrasmall” InAs/GaAs
QDs under lateral confinement conditions was
obtained.

A study of the role played by excited states and
other competing channels for excitation relaxation in
InAs QDs grown on vicinal GaAs (100) surfaces by
measuring excitation spectra and PL decay times is
underway.
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Abstract—Quantized conductance as a function of the charge carrier energy in modulated quantum wiresis
investigated for the first time. The energy dependence of the coefficient of transit through a modulated quantum
wire was calculated, with the &-potential approximation used to describe the charge carrier quantum interfer-
enceinthe system of ultrasteep internal barriers. The current stepsand oscillationsin the quantized conductance
plateaus, observable as the oscillating features in the quantum wire conductance under varying longitudinal
voltage, are predicted. Such oscillations, resulting from the quantum interference of the balistic holes, are
observed experimentally for thefirst time by recording quantized conductance plateaus as afunction of the volt-
age applied along the silicon modulated quantum wire. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

With the high level of nanotechnology achieved in
recent years, quantum wires with one or several one-
dimensional (1D) channels with a shorter length than
the charge-carrier free-path length can be fabricated by
the split-gate technique[1-3], cleaved edge overgrowth
[4], as well as by the use of metallic point contacts [5]
or electrostatic ordering of the impurity dipoles [6].
Due to the suppression of the inelastic scattering pro-
cesses, the charge carrier transport in such channelsis
not accompanied by Joule losses. Thus, ballistic elec-
tron and hole motion can take place in the case of the
1D transport [7, 8].

One of the most important achievements resulting
from the fabrication of the 1D ballistic channels, based
on the GaAs-AlGaAs heterostructures [2-5] and sili-
con superlattices [6], was the observation of the quan-
tum wire conductance quantization. It reveas itself
through a series of plateaus in the 1D conductance
recorded as a function of the gate voltage controlling
the wire width (see Figs. 1a and 1b); the plateaus are
separated by steps of height gg,€%h (g and g, being
the spin and the valley degeneracy factors, respec-
tively) [7, 8]. Increasing the gate voltage results in an
increase of the quantum wire width, which leads to an
increase in the number of the occupied quantum-con-
finement subbands. Hence, we have a clearly pro-
nounced steplike shape of the G(V,,) dependence: astep
in the wire conductance occurs each time the Fermi
level crosses the bottom of a quantum-confinement
subband [2-6]; i.e.,

2
e

Go = 6N, D

where N is the number of occupied subbands, which
corresponds to the serial number of the highest occu-
pied 1D subband in the quantum wire.

It should be noted that the actual height of the quan-
tized conductance steps is usually slightly smaller than
9.9,€%/h (Fig. 1b), which may result from the influence
of the zero-magnetic-field spin polarization of the
charge carriers [9] or from the coherence destruction
due to electron—electron interaction, as well as due to
impurity scattering [4, 10-13]. Furthermore, it is the
residual impurities distributed along the quantum wire
boundaries that provide the basis for the formation of
the internal barriers modulating the 1D transport char-
acteristics. The srength of these barriers can be
adjusted by the voltage on the gate controlling the
width of the quantum wire and, especialy effectively,
by the additional “finger” gates (see Fig. 1a) [13],
which are used to form quantum dots between two
neighboring barriers. It is important that the existence
of modulating barriers results in the appearance of the
periodic oscillations in the regions of the quantized
conductance plateau as a function of the gate voltage
[6, 12-17]. Two types of such oscillations related to the
transit of the individual charge carriers through the
modulated quantum wire were observed experimen-
tally. One of them, the Coulomb oscillations, occur due
to the recharging of the quantum dots formed between
the fixed barriers, whose parameters are determined by
the charge correlations and the quantum confinement
conditions [12-14, 17, 18]. In this case, recharging of
the quantum dots is performed by varying the barrier
potential viafinger gates (Fig. 1a) under the given con-
stant energy of the tunneling carriers (U, = const).
Another type of oscillations in the quantized conduc-
tance plateaus is related to the interference effects

1063-7826/00/3404-0462%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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induced by the elastic backscattering between the mod-
ulating barriers [15]. Interference of the ballistic carri-
ers should be most pronounced, if their kinetic energy
varies with the voltage on the main and (or) finger gates
(which is often the case in submicron-scale nanoelec-
tronics devices). Thus, identification of theinterference
effects against the background of the Coulomb oscilla-
tionsisquite complicated. To solveit here, we precisely
adjusted the kinetic energy of the carriers tunneling
through the quantum wire, so that this energy increased
linearly and directly during the recording of the quan-
tized conductance plateaus.

In what follows, we first analyze the energy depen-
dence of the transit coefficient T(E) through a modu-
lated quantum wire to demonstrate the existence of the
oscillations in the quantized conductance

G =GoI(B), @)

which appear due to the ballistic carrier interference.
Next, we present experimental data on the observation
of the oscillations in the quantized conductance pla-
teaus as a function of the source-drain voltage applied
along the axis of an electrostatically modulated quan-
tum wire formed within a self-organized silicon quan-
tum well. Since the ballistic-carrier kinetic energy is
largely determined by the source-drain voltage, we
show the observation of such oscillations to be proof
that charge carrier interference in the modulated quan-
tum wires does occur.

2. ENERGY DEPENDENCE
OF THE COEFFICIENT OF TRANSIT
THROUGH A SYSTEM OF -LIKE BARRIERS
IN A MODULATED QUANTUM WIRE

We assume that the modulated quantum wire may
be regarded asaregular quantum 1D structure, i.e., that
the potential of this system (with no external fields
applied) can be expressed as a sum corresponding to a
finite set of equally spaced barriers. The actual profile
V(x) of each barrier can be, to a certain approximation,
substituted by the &-like one. Then, the single-barrier
potential is given by ad(x — R), where R represents the
barrier location and a is determined from the condition

[

a= J’V(x)dx, 3

which represents the strength equality of the actual and
the model (d-like) barriers. Thus, the quantum wire
potential can be expressed as

n-1

U(x) = aZé(x—Lj), 4
i=o0

where n is the number of barriers and L is the distance
between them. Below, this potential is used to calculate
the energy dependence of the transit coefficient T(E)
viathe transfer matrix technique [19, 20].
SEMICONDUCTORS  Vol. 34
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1 J
100 120
Ug, mV

Fig. 1. (9) Layout of the split gate (under the bias of Ug)
employed to create modul ated quantum wires in a quantum
well. The voltages Uy, and Ug, are applied to the “finger”
gates used to form quantum dots[13, 27]. (b) Quantized con-
ductance G(Ug) observed at T=77 K inanarrow (2 x 2 nm?)

1D channel in ap-type self-organized silicon quantum well.
The Fermi level position corresponds to the filling of the

heavy-hole 1D subbands, thus G = (26%/h) T(E).

2.1. T(E) Dependence in the Absence
of the Longitudinal Electric Field

In this case, the scattering potential can be repre-
sented by (4), and the T(E) dependence can be derived
analytically.

In the context of the model under consideration, itis
expedient to separate the x-axis (coinciding with the
wireaxis) into n + 1 segments (seetheinset in Fig. 2b);
let us number them by O, 1,..., n. The particle wave
function ;(x) in the jth region can be represented as a
linear combination of the two counterpropagating
plane waves:

Pi(x) = Ajexp(ikx) + B;exp(—ikx), 5)

where k is the particle wave vector, related to its
momentum by p = #k. The reflected wave should be
absent at the exit from thewire; thus, B, = 0. Setting the
incident wave amplitude equal to unity (A, = 1), we
obtain for the transit coefficient

An

*= A2<1. 6)
Ao

T =
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Fig. 2. Oscillations caused by the charge carrier quantum
interference in the plateau of the quantized conductance G
in relation to the source-drain voltage Ugyg applied to the
modulated quantum wire. The curves are calculated for the
following parameters. (a) barrier strength a = 1, distance
between the barriers L = 1, and number of the barriers
Mn=2and (2) n=3; (b) L =2, n= 3, and the barrier
strength () a =1and (2) a =2; and (c) a =1,n=3, and the
distance between the barriers (1) L=1and (2) L = 2. The
parameters a and L are expressed in atomic units. Fig. 1b,
inset: a 1D system of separate 6-like barriersin the absence
of an external electric field.

At each barrier, the wave function is continuous and its
derivative, discontinuous; the functions ; and ;. ,
should be sewn together at the point x = Lj according to
the following conditions, which result from the defini-
tion of the &-potential:

(LIJj+1_qu)|x:|_j =0,

W -y | =2

)

X=Lj

Let usexpressA ., and B;, ; intermsof A and B;. The
following set of two linear algebraic equations can be
derived from the boundary conditions (7):

A, 1exp(ikLj) + B, exp(—ikLj)

= Ajexp(ikLj) + B;exp(—ikLj),
IK[A; .+ 1exp(ikLj) — B;. ;exp(-ikLj)] 8

—ik[A exp(ikLj) —B;exp(—ikLj)]

_ 2ma

= =7 [Aep(ikL]) + B em(-ikL)].

Substituting the variables

Aii1 = Ajexp(ikLj),
B',; = B.,,exp(—ikLj),
j+1 j+1 p( J) (9)
A; = Ajexp(ikLj),
B; = Bjexp(-ikLj),
we get
A 1+Bj. = Aj+B;,
. . . .o 2ma, . . (10)
Ai.1—-Bj. —Aj+B; = @(AﬁBj).
Therefore,
. imar,, ima .,
(11)

Co_ima . ima,.
B = e B g P

Employment of the matrix notation will be appropriate
in the further treatment for the sake of convenience.
Thus, we introduce the column of new complex ampli-
tude as

1 |:Al+ |:| v |:A‘|:|

Xi.2=0'"6 Xi=0b
[Bj.,H [B;H (12)

L= Oag x - OO

Xim=m, 0 %= ma

SEMICONDUCTORS Vol. 34 No. 4 2000
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In the Oth region, the incident wave amplitude is set
equal to 1, and, in the nth region, the reflected wave is
absent; thus,

Xo = 3 X

Next, using (9), we have
Xiv1 = CiXjiy,

- [AO

n— [OD (13)

(14
X} = CX;,

where the matrix C; is defined as

c = geeiky) 0 4
O 0 exp(—ikLj) O
(15)
cit=gePiky) 0 g
O 0 exp(ikLj) O

The relationship between X, ; and X; can be found
from (11) as

X}, = DX,
where
Hq_ima _ima U
D=0 k& ki O_ H1-ip —ip 5(16)
0o . . 0 . .
O ima ,_imag O i 1+ip0
0O k#® k#n® O
and B = ma/k#2. Then,
CX;.1 = DC)X;,
(17)

1
X;.1 = C;'DCX;.

Thematrix C; can be represented asthejth power of the
matrix C, so that the following relationships are valid
for the equally spaced barriers:

- j -1 _ —1\]
C = (C), Ci"=(C). (18)
Using (18), we can express X, in terms of X, as
C,_.X, = (DC)" 'DX,. (19)

Setting the position of the first barrier at x = L (instead
of x = 0), we obtain, similar to (19):

C.X, = (DC)"X,. (20)

It isthisexpression that we usein thefollowing pre-
sentation. To calculate (DC)", we diagonaize the
matrix DC:

O 0
pc = cgM 0 &,

00 A, O
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where A; and A, are the eigenvalues of the matrix DC
and the transfer matrix G is composed of the eigenvec-
torsY; andY,: G ={Y;; Y,;}. We now determine the
eigenvalues and eigenvectors; we have

Dczg(l—iB)eXrJ(ikL) iBexp(—ikL) E
O

O iBexp(ikL) (1+ip)exp(—ikL)
G v g
Ob aO
where
a=(1+ip)exp(-ikL), b = ipexp(ikL). (22)

The eigenvalues are determined from the equation

a*r—-A b*
= (a* —=A)(a—\) —bb*
b a-A\ (23)
= A= (a+a*)\ +(aa* —bb*) = 0.
It can be easily shown that
A, = coskL + BsinkL + /[ coskL + BsinkL]z—l,(24)
A, = coskL + BsinkL — /[ coskL + BsinkL]?—1.
Then, using the transformation matrix
G = E b b B (25)
o1 1 O

and the corresponding inverse matrix F = G and tak-
ing (20) into account, we arrive at

FC.X, = diag{A3; Az} FX,, (26)

C.X, = Eexp(iknL) 0

5
0 0  exp(-iknL) %m

2 exp(iknL)E*SEr

(27)

FX0 = 3508) -

- _1 pAQ
det(G)-AD



466

a-A»A
" _ 2 [||:|
1 D)\l%' b BDE

det(G)%\nD M-age

diag{ A%; A5} FX, = (29)

271+ —5 By

From (13) and (26), we obtain a set of two linear equa-
tions for the amplitudes A and B of the transmitted and
reflected waves:

)\'{%l—a_)\ZBD = Aexp(iknL),

b O
\ (30)
A;%l—a_b 180 = Aexp(iknL).
Therefore,
o bOdoN) (a1)
A(a—=A1)—A(a=Ay)
Thus, the transit coefficient
T = 1-BB* (32)

depends primarily on the wave vector k of the incident
particle.

In the specific case of asingle barrier inside a quan-
tum wire, equation (31) is reduced to the known for-
mula

- 2
AK) = —E—
ikA”—ma (33)
_ ma .
B(k) = _ikﬁ—manp(ZlkXO)’
where X, indicates the location of the barrier. Hence,
K*n*
T(K) = AA* = —————, 34
(9 mfa® + K*4* (39

One can see that the transit coefficient increases
steadily from zero to unity as the charge-carrier kinetic
energy increases.

When several barriers are present, damped oscilla-
tions appear in the T(K) curve, with their frequency and
amplitude being dependent on the number and strength
of the barriers and the distance between them (see
Fig. 2, where the dependences for the quantized con-
ductance plateau calculated from (2) and (32) are
shown). These oscillations are related to the interfer-
ence of the waves that experienced multiple scattering
between the barriers. To illustrate more conveniently
the influence of interference on the shape of the T(E)
curve (k being proportional to E), let us consider the
particular case of a 1D system with two barriers that
need not be either identical or o-like.

Let t; and t, be the absolute values of the transit
amplitude and let r, and r,, be the absol ute values of the

BAGRAEV et al.

reflection amplitude from the first and second barrier,
respectively. Next, let ¢,, and ¢,, stand for the phase
change of the wave transmitted through the first and
second barrier, respectively; ¢,,, for the phase change
of the wave propagating from the right to the left upon
reflection from the first barrier; and ¢,,, for the phase
change of the wave propagating from the left to the
right upon reflection from the second barrier. Then, the
amplitude of the wave transmitted through the double-
barrier system is given by

A = titexpli(dy + )] Z rarexpli(dy, + ¢5)]
j=1 (35)
_ ttexpli(dy + §)]
1—ryrexpli(dp+ )]

Due to the presence of the factor exp[i(d,, + ¢,,)], the
transmission coefficient of the double-barrier system
can, at certain energies of the incident particle,
increase, as compared to the single-barrier case. The
transmission coefficient reaches unity for certain inci-
dent particle energies, their spectrum being determined
by the different combinations of the multiple scattering
events. Treating multiple-barrier systems, it is conve-
nient to use the following terminology: if a particle
residing between the barriers undergoes many scatter-
ing events before it escapes, its energy is said to corre-
spond to a quasi-level. The time spent by the particle
between the barriers is then increased, i.e., a quasi-
bound state is formed. If the incident particle energy is
in resonance with some quasi-level energy of the sys-
tem, then the transmission coefficient becomes equal to
unity. The transmission amplitude in the resonance
neighborhood is expressed by the Breit-Wigner for-
mula[21, 22]:

ir/2

A= T2

(36)

where € is the particle energy and €, and I are the nth
quasi-level energy position and width, respectively.

One can see that interference effects change the T(K)
dependence dramatically, leading to an increase in the
transmission probability up to unity for some values of
k and to its significant reduction for others. Note that,
for small k, interference resultsin asignificant decrease
of the transmission coefficient.

Let us note some regular featurestypical of the cal-
culated dependences presented in Fig. 2.1 The values of
the wave vector corresponding to zero reflection from

1 The calculations were carried out in the context of the 3-like bar-
rier model assuming a zero voltage drop along the quantum wire,
G= (4e2/h)T(E), and correspond to the case of the 1D subband
filling in a (100)-oriented n-type silicon wirewithgg=2and g, = 2,
aswell asto the Fermi level position on 1D light- and heavy-hole
subband filling in the p-type silicon wire.
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the barrier system with the number of barriersn > 1 can
be separated into groups of n — 1 elements each. The
dips between the quasi-levels belonging to the same
group are rather shallow, while those between the dif-
ferent groups are much deeper. The depth of the dips
within a group depends on the barrier strength and the
distance between the barriers. The dips between groups
also become deeper with an increase in these parame-
ters. The energy of a given quasi-level increases with
barrier strength and decreases with the distance
between the barriers, the former dependence being
much weaker than the latter. It can be easily inferred
from (31) that the quasi-level spectrum of asystem with
an even number of barriers comprises a subset corre-
sponding to the quasi-levels of adouble-barrier system.
This statement is illustrated in Fig. 3a: the quasi-level
spectrum (i.e., the set of k values corresponding to the
transmission coefficient of unity) of a six-barrier sys-
tem comprisesall quasi-levels of the double- and triple-
barrier systems, as well as additional ones. Other fea
tures, already noted above, can also be deduced from
(31): the quasi-levels of a system with an arbitrary
number of barriers are grouped naturally by n—1 ele-
ments, and the energy of aquasi-level with some given
number p decreases with an increase in the distance
between the barriers.

The model outlined, which implies that no potential
drop occurs between the barriers, isvalid if the external
electric field only accelerates the carriers prior to their
injection in the interbarrier region, their further motion
being purely balistic. Then, the wave vector k is pro-
portional to the applied field E: k 0 E [0 U, where Uy
is the source-drain voltage. The wire conductivity is
calculated as

T(K)k

I _ Ty TOOK 1y,

o(E) = = = 37

where J; and J, denote the incident and the transmitted
carrier flux, respectively.

We note that the shape of the conductance depen-
dence on the longitudinal electric field strength (which
is determined by the source-drain voltage) is identical
to the dependence of the transmission coefficient on the
carrier wave vector. Thus, dueto theinterference of the
tunneling charge carriers, the modulated quantum wire
conductance should exhibit oscillating behavior as a
function of their kinetic energy (Fig. 3b).

2.2. Energy Dependence of the Transmission
Coefficient T(E) in the Presence
of the Longitudinal Electric Field

If the potential drop between the barriers is to be
accounted for, the model has to become more compli-
cated. Inthis case, the potential U,,;(X) dueto the exter-
nal sources should be taken into consideration, along
with the potential (4) describing thewireitself. Itisrea
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Fig. 3. (8) The shape of asingle oscillation in the quantized
conductance plateau in a modulated quantum wire, calcu-
lated for a = 1, L = 2, and the number of barriers equal to
(1) 2, (2) 3, and (3) 6. (b) The quantized conductance G in
the plateau region as a function of the source-drain voltage
Ugs applied to the modulated quantum wire, calculated

(1) with and (2) without considering the charge carrier
quantum interference. Curve (3) is calculated for the modu-
lated quantum wire with asingle barrier.

sonable to assume that U, depends linearly on the
external electric field applied along the quantum wire:

Uei = —€EX. (38
However, the wave function would then be given by a
superposition of the Airy functions Ai(x) and Bi(x)
instead of the plane waves, which makes further analy-
sis very complicated. Thus, we consider a simplified
model, assuming a stepwise potential drop along the
wire. Then, the scattering potential takes the following
form (seetheinset in Fig. 4b):

n-1
U) = 5 3(x=Lj) +Ue(x),
i=0
0, x<0,
—EjL, x0O[(j—Da, ja],
—eEnL, x>(n-1)a.

(39)
Uea(X) =
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Fig. 4. Periodic oscillations in the regions of the current
steps and quantized conductance plateaus numerically cal-
culated for the following parameters of the structure (here,
o and L are the strength and the distance between the barri-
ers, respectively, given in atomic units, and n is the number
of thebarriers): (@ n=2,L=20,anda =0.2; (b)n=2,L =
40,and a = 0.4; and (c) n=3,L =15, and a = 0.2. Fig. 4b,
inset: a 1D system of separate &-like barriers under applied
external electric field.

The wave number of the incident charge carrier is pro-
portional to the field strength

ko OE, (40)
with the proportionality coefficient being the free
parameter of the model. The wave number varies dur-
ing the particle motion. In the jth region (between the
barriersj andj + 1), itisequa to

k; = ko +2meELj.

(41)
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Then, the wave function in this region can be expressed
as

Pi(x) = Ajexp(ik;x) + Byexp(-ik;x). (42)

Accordingly, the sewing conditions at the boundary of
theregionsj andj + 1 are

A 1exp(iki, Lj) + By, exp(—ikj.Lj)
= Ajexp(ik;Lj) + Byexp(-ik;Lj),
ik s 1 (A 1exp(iky .1 L) — By, iexp(=ik;. 1 Lj)) (43)
—ik;[Ajexp(ik;Lj) — B;exp(-ik;Lj)]
2ma oo oo
—[Ajexp(ik;Lj) + B;exp(-ik;Lj)].

Next, introducing [similar to (12)] the vectors

_ —DAJ+1E| DAJD
X1 D3,+1Dandx B
we get
Xj1 = DXy, (44)
where
0 O
p,=gMNg (45)
0Q SO
_Qima, 1,

M =5 ﬁ2+2 l+1%exp[|(k K+ L],
N=E M2 pL-i(k, + ;. )L,
Dﬁ2k1+1 2 2kJ+lEex ah
Q= Hma X Coplik + k. oLil,

Ehzk”l 2 2kj+l
ima
S= g3t 1+— 2k —epl-itk =k )L

The amplltudes of the transmitted and reflected waves
are determined from the system of two linear algebraic
equations that are written in the matrix notation as fol-
lows:

Xn = DnoaXy1 = DaoiDis.. DX = O X,
n-1
= |_|D]-, (46)
mm - [AO
Xo = o % = oo
The solution is given by
Uy U1l
B=——, A=0,- 47
Dzz 11 Dzz ( )
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Unlike the case considered in the previous section, the
matrix product O = D,_;D,_,...D, cannot be calcu-
lated analytically for arbitrary n; only numerical analy-
sisispossible.

The transmission coefficient is calculated as aratio
of the transmitted and incident particle flux densities:

_Jtr_&

Ji ko

The current—voltage characteristics |(Uy) and con-
ductance G calculated for different parameters of the
modulated wire are shown in Fig. 4. Periodic oscilla
tionsin | and G appear owing to the quantum interfer-
ence of the charge carriers between the modulated
guantum wire barriers. It can be seen that, for some
parameter values, the voltage dependence of the con-
ductance is similar to that obtained for the case of no
potential drop between the barriers; for others, the
curvesareradically different. An example of the second
type is given in Fig. 4c, where additional, higher-fre-
guency modulation of the oscillations in the quantized
conductance plateau is evident. Interestingly, such a
modulation also arises in the G(V,) dependences
obtained in the split-gate technique experiments dem-
onstrating Coulomb oscillations in quantized conduc-
tance plateaus [12, 13]. It should be emphasized that
the condition necessary for the manifestation of ballis-
tic carrier interference, evidenced by the conductance
oscillations, is the abruptness of the potential barriers
formed in the modulated quantum wire. With this
requirement violated, the interference vanishes, which
is caused by the suppression of the ballistic carrier
backscattering between the barriers, as well as by the
enhanced carrier scattering within the single-particle
subbands. Similar problems also arise in detecting the
Coulomb oscillations in the system of the quantized
conductance plateaus [13].

Thus, with the proposed model of the modulated
guantum wire, it is possible to describe the oscillations
in the quantized conductance plateau by the effects of
the charge carrier quantum interference between the
ultrasteep internal barriers. Thisisexperimentally dem-
onstrated for the first time in this work by the results
obtained with the modulated silicon quantum wires.

A, (48)

3. QUANTIZED CONDUCTANCE
IN MODULATED SILICON QUANTUM WIRES:
EXPERIMENTAL RESULTS

Quantum wires of this type are formed el ectrostati-
cally in the ultrashallow p*-diffusion profiles at the sin-
gle-crystalline Si(100) surface [6, 23, 24]. Such impu-
rity profiles were obtained by nonequilibrium boron
diffusion by precisely controlling the self-intertitial
and vacancy fluxes generated by the S—-SiO, interface.
The presence of these defects stimulate the dopant dif-
fusion via a kick-out or a dissociative vacancy mecha-
nism, respectively [6, 24, 25]. Varying the parameters
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of the surface oxide layer, changing the chlorine-con-
taining component concentration in the gas phase and
the diffusion temperature, one can define the conditions
leading to the balance of these two competing mecha
nisms. Due to the strong reduction of the diffusion rate,
which occurs under the conditions of balance, we man-
aged to obtain ultrashallow p*-profiles on the (100) sur-
face of the n-type (bulk concentration of phosphorus
N(P) = 2 x 10* cm3) silicon by performing short-term
boron diffusion from the gas phase at 900°C. The front
and back surfaces of the wafer were previously ther-
mally oxidized. The impurity diffusion was carried out
at the front surface of the wafer through the Hall-
bridge-shaped window in the oxide mask defined by
photolithography (Fig. 53). The depth and the boron
concentration within the hyperabrupt diffusion profile,
as measured by the secondary-ion mass-spectroscopy,
were 7 nm and 10% cm 3, respectively.

The p*-ultrashallow diffusion profiles thus obtained
were studied by the cyclotron resonance (CR) and the
guantized conductance measurements. The CR angle
dependences were recorded at 3.8 K with an X-band
9.1-9.5 GHz EPR spectrometer [26]. The 180° symme-
try of the CR line quenching and shift under magnetic
field rotation in the {110} plane (perpendicular to the
p*— junction plane) was established. Thisindicatesthe
existence of asingle, self-organized longitudinal quan-
tum well (LQW) located between the highly doped
two-dimensional impurity barriers within an ultrashal-
low diffusion p*-profile (Fig. 5b).

The EPR and thermal-emf measurements revealed
pyroelectric properties of such ultraheavily boron-
doped two-dimensional barriers, caused by the exist-
ence of the reconstructed trigonal-symmetry impurity
B*—B-dipoles (Fig. 5¢c) [6]. As electrostatic ordering in
the pyroelectric barriers occurs, the reconstructed
boron dipoles impose restrictions on the transverse
charge-carrier motion in the plane of the LQW, which
results in the formation of the quantum wires, either
smooth or modulated (see [6]). Such atype of quantum
wire is formed under the external voltage Ups = Ug +
U applied along the LQW (Fig. 5b). The voltage com-
ponent U, serves to maintain the transverse confine-
ment because of the impurity dipole ordering, and U
servesto initiate the individual charge carrier transport.

The width of a dynamic quantum wire formed
between the two pyroelectric barriers should increase
as electrostatic ordering of the impurity dipoles pro-
ceeds, while the depth of the wire modulation is deter-
mined by the number of unreconstructed dipoles,
which can be considered as &-like barriers. It should be
noted that the number of unreconstructed dipoles can
be controlled by varying the concentrations of the Cl-
containing compounds, which are responsible for the
uniform dopant distribution inside the 2D pyroelectric
barriers.

The quantized conductance resulting from the 1D
transport of individual holeswas observed at 77 K, both
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Fig. 5. (@) Layout of the planar Hall-geometry p*—n structure fabricated for the studies of the quantized conductance as a function
of the source-drain voltage. (b) Three-dimensional representation of an ultrashallow p*-profile with asingle quantum well confined

between the heavily doped ultrathin barriers. (c) A system of the reconstructed trigonal B*—B dipoles within the pyroelectric
ultrathin barriers; under an applied external electric field, these dipoles confine the transverse motion of the charge carriersin the

self-organized quantum well.

in the smooth and modulated quantum wires formed in
the LQW under applied Upg voltage (Fig. 6). The cross
section of the dynamic quantum wires under study is
determined by the width of the LQW and the width of
the electrostatically induced lateral-channel, which are
close to the distance between the dipoles (about 2 nm)
defined by the boron concentration in the pyroelectric
barriers. These parameters, along with the 2D hole con-
centration (1.6 x 10° cm2) and the effective 1D channel
length (5 um, much less than the inelastic backscatter-
ing length), determine the contribution of the light and

heavy holes to the quantized conductance, which is
reflected in the height of the conductance steps (com-
pare the data in Fig. 6 and Fig. 1b). The widths of the
LQW and of the 1D channel can also be determined
from the CR angle dependences [26], as well as from
the characteristics of the Coulomb oscillations observed
in the split-gate technique experiments on a pyroelec-
tric-barrier-confined quantum well (Fig. 5a) [6].

Since the cross section of the quantum wireis small
(2 x 2 nm?), one can expect that the energy gaps

SEMICONDUCTORS Vol. 34 No. 4 2000
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Fig. 6. The quantized conductance G observed at 77 K asa
function of the voltages Uy and Ugs () in & smooth and

(b), (c) inmodulated 2 x 2 nm? quantum wiresformed in the
self-organized p-type silicon quantum wells. The Fermi
level position corresponds to the filling of both heavy- and
light-hole subbands.

between the 1D subbands are large, much greater than
the temperature broadening at 77 K. Nevertheless, the
conductance quantization decays with an increase in
the number of the highest occupied subband. Appar-
2000
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ently, thisis caused by the nonlinear noise fluctuations
of the conductance that develop when eU, becomes
comparable to the energy gaps between the subbands
[27]. This assumption was verified by the technique
employed in [27] to study the nonlinear behavior of the
guantized conductance as afunction of the source-drain
voltage. Both Ups components (U, and Ug), as well as
the value of the energy gap between the 1D subbands
(96 meV, in good agreement with the cal culation based
on the known wire cross section) were deduced from
the data on the quenching of the quantized conductance
with the growth of Upg, It should be noted that the lin-
ear variation of U, and U, was observed in the entire
range of the Upg variation, up to the region where the
quantum staircase disappears in the dependence G(U,)
(Fig. 6); this fact is very important for identifying the
mechanism responsible for the oscillations in the quan-
tized conductance plateaus by varying the charge car-
rier kinetic energy.

It follows from the above discussion that the oscilla-
tions observed in the plateaus of the quantized conduc-
tance of the modulated quantum wires develop if the
kinetic energy of the ballistic holes varies (Figs. 6b, 6¢).
Apparently, the oscillations are caused by the interfer-
ence effects brought about by the elastic backscattering
from the &-like barriers, their damping with an increase
in the highest occupied state number (Fig. 6b) being
atributable to the extreme sensitivity of the ballistic
hole interference to the width of the quantum wire and
the abruptness of the modulating barriers. It should be
mentioned that the oscillating behavior of the conduc-
tance as afunction of Uy in the plateau region appears
to present an experimental test to recognize the quan-
tum interference effects in modulated quantum wires
againgt the background of the Coulomb oscillations
that arise owing to the formation of the quantum dots
between the &-barriers. Such an interplay between the
Coulomb oscillations and interference effects has been
observed previously in split-gate structures [15], which
was possibly caused by small deviationsin U on vary-
ing the gate voltage U,

4. CONCLUSION

Thus, the proposed model for the conductance of a
modulated quantum wire, based on the use of the
O-potential to describe the elastic backscattering of the
charge carriers from the ultrasteep internal barriers,
makes identifying the quantum interference contribu-
tion to the experimentally observed oscillations in the
guantized conductance plateaus possible.

The appearance of stepsin the current—voltage char-
acteristics and oscillations in the region of the quan-
tized conductance plateaus, which should reveal them-
selves as oscillating features in the quantum wire con-
ductance as a function of the longitudina voltage,
follows from the energy dependence of the charge car-
rier transit through a modulated quantum wire, calcu-
lated in the context of this model.
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Such conductance oscillations resulting from the
guantum interference of the ballistic holes at the &-like
potential barrierswere observed in thiswork by record-
ing the quantized conductance plateaus as a function of
voltage applied along the modulated quantum wire.
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Abstract—The model of self-consistent el ectron-deformation coupling was used to show that additional peri-
odic local electron-deformation wells and barriers arise in the vicinity of heterocontact in astrained ZnSe/ZnS
superlattice within the main quantum well (ZnSe) and above the main barrier (ZnS). It is found that, for the
thickness of the ZnSe overgrown layer in the range from 10 to 20 A, the electron ground-state energy Ej.
decreases steadily with increasing conduction-electron concentration n;; however, for the layer thickness
exceeding 20 A, the concentration dependence E,. = f(n.) becomes nonmonotonic and features a maximum,
which shiftsto lower concentrationsn. asthelayer thicknessincreases. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Semiconductor heterostructures, including those
subjected to strain, are widely used in modern micro-
electronics [1, 2]. A number of technologies (such as,
e.g., molecular-beam epitaxy) aimed at fabricating the
strained heterostructures have been developed [2-5].
The phenomena related to the strained layer in hetero-
systems are actively studied; the results of these studies
make it possible, on the one hand, to suppressthe unde-
sirable effects and, on the other hand, to use these phe-
nomenain the design of microel ectronic devices having
the specified characteristics.

The deformation model describing the heterostruc-
tures with strains takes into account the lattice distor-
tionsthat arisein the vicinity of contacts between crys-
talline systems owing to a mismatch of lattice parame-
tersor as aresult of fluctuations either in the thickness
of an overgrown layer or in the solid-solution composi-
tion [3-7].

Actually, interaction between lattice distortions and
conduction electrons also affects the strained state of a
heterosystem. The electron-deformation interaction,
which depends appreciably on the charge-carrier con-
centration, may be taken into account on the basis of
the so-called electron-deformation model [8]. It is this
model that is used in this work to describe the strained
states of heterosystems.

2. THEORY

We consider a superlattice whose layers are under
strain arising as a result of a mismatch in lattice con-
stants or other crystallographic characteristics of the
materialsin contact. Asis known, such a situation takes
place in the case of ZnSe/ZnS heterostructures [5, 9].

Calculation of energy spectrum of a strained super-
lattice with allowance made for electron-deformation

interaction is based on solving the time-independent
Schrddinger equation

7’ 9
[—Zm* B Va(x Ly, b, na)i|
o

€y
x WA(E, x) = EWR(E, x),

where the subscript o = ¢ or v refers to the conduction
or vaence bands, respectively; 3 =i or j, with the super-
script i corresponding to theregion—L,, < x< 0 of anar-
row-gap materia (ZnSe with the bandgap of Egy =
2.822 eV) with the layer thickness L, (see Fig. 1) and
superscript j corresponding to theregion0<x<bina
wide-gap material (ZnS with the bandgap of Eqy =

3.840 eV) with the layer thickness equal to b; m;? is
the effective mass of an electron (hole); n, is the

charge-carrier concentration; and Vg (X, Ly b, ny) isthe
periodic superlattice potential given by

VE(X, LW' b1 na) = AEOG +AE0( mech(l—w' b)

. 2
+AEg 4.4(X, Ly, b, Ng).
Thefirst termin (2) AEy, = E, — Ej, accounts for
the discontinuity in the conduction or valence bands of
contacting materials in an unstrained superlattice.

The second term AE, jneen(Lus b) accounts for avari-
ation in the potentia energy of electrons (holes) as a
result of lattice distortions arising at the heterobound-
ary owing to the mismatch in the | attice constants a' and
a; thus,

AEG mech(Lw’ b)

- g ©
= (_1) [ajc18:11ech(|—wa b) - aasmech(l—w’ b)] .
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Fig. 1. Schematic representation of an energy-band diagram
for a strained superlattice with local electron-deformation
wells and barriers (the modified Kronig-Penney model).
The dashed line shows an approximation of the periodic

potential Vg (2) of a strained superlattice with alowance
made for electron-deformation interaction.

Here, n=0fora=candn=1fora =v; a{, andaia
are the constants of the homogeneous deformation
potential for the a band of the jth and ith materials,

1
Emect(Lun ) = SPEhe, = —l2ay+ -3, (9

where g is the lattice constant in the heterocontact

plane and a% is the lattice constant along the superlat-
tice axis[6]. For the above lattice constants, we have

aG'L,+ba G
a(L,, b) = ———, 5
i( ) oL +bC 5)

with G' and G/ standing for the shear moduli in the ith
and jth materials and

b = aﬁ[l—DBDEU—lm}, ©6)

Ly O

where DP is a coefficient that is defined by the ratio of
elastic constants and depends on the crystallographic
orientation of the lattice (in particular, we have DP =

2Ck,/C5, [6] for the [001] orientation).

The third term in (2) accounts for a variation in the
potential energy of charge carriers in the band a; this
variation is caused by local redistribution of the elec-

tron density Ang (X, Ly b, ng) inthe vicinity of the het-

eroboundary strained locally as aresult of the electron-
deformation interaction [8]. In other words, the above

PELESHCHAK, LUKIYANETS

correspondsto alocal distortion in profile of the poten-
tial VE (x, Ly, b, ny); i.e., we have

AED 4 4(X Ly b, ng) = — b(x% Ly b ng), (7)

(a8)°
KB

where KP is the uniform elastic constant of material 3
andAnf (An, >0,An., <0)isthelocal variationinthe

electron (hole) density. Expressions for Anﬁ were

obtained by the Fourier transforms of the relevant corr-
elatorson the basis of single-particle Green's functions.
Such Green's functions can be derived as a result of
searching for a self-consistent solution to a system of
five equations [10] involving the following quantities:
(i) charge-carrier concentration; (ii) el ectrostatic poten-
tial emerging in the vicinity of the strained heter-
oboundary owing to a variation in the electron (hole)

density Anﬁ ; (i) the wave function of electron (hole)

in the vicinity of the strained heteroboundary; (iv) the
Green functions; and (v) the chemical potential.

Finally, we have

And(x, Ly, b, ny)

(8
= RE[ed5(X) —[AEqq + AEL peen(Lys D11,
where
R - 03 02MES (L P
Lt 42 1-(3/2)P§nj,f3[1+|3§n3,13]’(9)
PE = —————Z(a“)z i )
(3r12)°h2KP

Electrostatic potential ¢E (X) arising in the vicinity
of the strained heteroboundary asaresult of local redis-
tribution of electrons (holes) can be derived by solving
the Poisson equations for the ith and jth regions of the
superlattice.

Asthe origin of potential in the quantum well of the
strained superlattice, we choose the bottom of the well
for electrons and the top of the barrier for holes; thus,
we have

d
Ty, = 0,
dx (10)
(A = &R, /e'e, for —L,<x<0;
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2
8 [AEgq + AE) meen( Ly D)1,
(12)

d ¢a (Aé)

A =
e ~(A)9) =

(\)? = &Rl/ele, for 0<x<h.

Here, €P are the static permittivities. Solutions to equa-
tions (10) and (11) can be written as

by = Ayexp(A,x) + B exp(—AyX), (12)
o) = Al exp(Ax) + Bl exp(-ALx)
1 j (13

+ é[AEOG + AEu mech(l—wv b)] ’

where A, B,, A, and B! are constants that are
determined from the condition for the continuity of the
electrostatic potential ¢’ (x) and ¢ (x) at the heter-
oboundary (i.e., for x = 0) and the condition for the peri-
odicity of the potential

du(b) = du(-Ly,)

and the normal component of the el ectric-displacement
vector

Dy(0) = DX'(0) and D'(b) = Dy'(-L,,).

: _ _(aor) Ry
AEq g.4(X Ly, b, ng) = [Acexp(ra) (24)
+Byexp(-AyX)] for —L,<x<0;
j _ _(a(,) R, j
AEq g9(X Lu b, Ng) = (AP (15)

+ Bl exp(-Alx)] for 0<x<b.

3. RESULTS OF CALCULATION
AND DISCUSSION

The spectrum of charge carriersin a strained super-
lattice with periodic potential accounting for the elec-
tron-deformation interaction is defined as a solution to
the one-dimensional Schrédinger equation (1) with an
approximating piecewise constant electron-deforma-

tion potential \75 (x, L, b, ny) (Fig. 1, the dashed line),
which describes the periodic potential \75 (x, Ly b, ny)
(2) of a strained superlattice. The latter potential is
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Fig. 2. The energy of the electron ground-state energy in a
strained ZnSe/ZnS superlattice as a function of conduction-
€lectron concentration n, for the thickness of the ZnSe over-

grown layer L,, = (1) 12, (2) 20, (3) 30, (4) 40, and (5) 60 A.

obtained by the method of self-consistent electron-
deformation coupling [8] as

VA(X, Ly b, ny)
CAVy (Emeery N) fOr —L,<x<-L,+d,
0a -L,+d<x<-d,
~AVy (Emeers Ng) for —d<x<0,

Vou(Emeen) + AV (Emeers Ny) fOr 0<x<d,
Voo (Emeen) fOr d<x<b-—d,

VOa(smech) + AVgx(emecha na) for b—d<x<hb,

(16)

where AV, (Emec Ng) =AEg g (X —= 0= L, b, ny) is
the depth of the additional local well formed at the het-
erocontact in the main quantum well (ZnSe) as aresult
of electron-deformation interaction (see Fig. 1). In par-
ticular, for aZnSe/ZnS superlattice with n, = 1017 cm™3

and L,, = 10 A, we have AVZ"* = 0.07 meV, and we
have AV2"* = 0.3 meV for n, = 10 cm3 and L,, =

10 A. Here AV, (e Ng) SAE! 4. q (X—= 0+ L, b, 1)
isthe height of local additional barrier appearing at the
heteroboundary abovethe main barrier (ZnS) asaresult
of electron-deformation interaction, and Vou(€mecr) =
AEOu + AEa mech(l—vw b)

The width of the local additional electron-deforma-
tionwell d, (of thelocal barrier d.,) was chosen from
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the condition dg = (ﬂe)A/sBso/RE, where €P is the
static permittivity of the Bth material and g, is the per-
mittivity of vacuum.

We used the condition for the continuity of the wave

function W% (E, X) and its derivative at the boundaries
between theregions (x=-L,, +d,x=-d, x=0,and x =
b —d) of the superlattice and the condition for periodic-
ity WP (b) = WP (L,)exp[ik(L,, + b)] to derive the dis-
persion equation; the latter was solved to determine the
dependence of the charge-carrier spectrum on the aver-
age carrier concentration n, for various values of the
thickness L, of the ZnSe overgrown layer.

Figure 2 shows the results of numerical calculation
of the electron ground-state energy E,. in a strained
ZnSe/lZnS superlattice. The following parameters of
the materials and their energy-band structure were used

in the calculations; me2"™® = 0.17my, a>™° =-2.78 eV,

al™* =-3.65eV, K2 = 0,379 eV/A3, aZ1%e = 56687 A,
a?"s = 54093 A, b =59.5 A, AE,, = 0.198 €V, £2" =

8.1, and 7= 8.3[5, 6]. Asfollowsfrom Fig. 2, for the
range of electron concentrations under consideration
(10'>-10% cm3), the dependence of the position of the
ground-state level on concentration is dissimilar for
different values of thickness L,, of the overgrown layer.
For the thickness of 10-20 A, this dependence is mono-
tonic, whereas, for thethicknessL,, exceeding 20 A, the
dependence becomes nonmonotonic and features a
minimum whose position is defined by the thickness
L, the larger is L,, the lower is the concentration cor-
responding to the minimum in the ground-state level.
Such nontrivial behavior of the ground-state level can
be quantitatively accounted for using the following rea-
soning. The ground-state energy is defined by two fac-
torsrelated to a variation in the charge-carrier concen-
tration. On the one hand, an increase in this concentra-
tion is accompanied by alowering of the potential-well
bottom owing to the electron-deformation interaction.
This effect by itself brings about a lowering of the
ground-state level. On the other hand, an increase in
charge-carrier concentration causes a decrease in the
width d (see Fig. 1) and, as aresult, arisein the level.
Thus, the final position of the level is defined by com-
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petition between the af orementioned opposing factors.
As follows from the above, the first factor of these is

proportional to nij ®  whereasthe second is proportional

to n;”3 , Whichisresponsiblefor the fact that the result-

ing dependence becomes honmonotonic. On the basis
of the above reasoning, we may assume that the depen-
dence of the position of the ground-state level on carrier
concentration would also be nonmonotonic for the
thickness L, in the range of 10-20 A but for concentra-
tions higher than those considered in this work.

The above reasoning makes it possible to qualita-
tively account for the existence of a minimum in the
dependence Ey.(n,). Quantitatively, the level positionis
defined by effects that were not adequately taken into
account in this work.
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Abstract—Amorphous hydrogenated silicon films obtained by cyclic deposition with intermediate annealing
in hydrogen plasma were studied. a-Si:H films deposited under optimal conditions are photosensitive (photo-

conductivity to dark conductivity ratio opy,/04 is as high as 107 under 20 mW cm~2 illumination in the visible
region of the spectrum) and have an optical gap (Eg) and activation energy of conductivity (E,) of 1.85 and

0.91 eV, respectively. Electron microscopy studies revealed a clearly pronounced layered structure of a-Si:H
films and the presence of nanocrystalline inclusions in the amorphous matrix. © 2000 MAIK * Nauka/Interpe-

riodica” .

INTRODUCTION

As compared to other amorphous semiconductors,
amorphous hydrogenated silicon (a-Si:H) possesses
such properties as high photoconductivity, a high
absorption coefficient, and the possibility of being
effectively doped. However, despite the fact that a-Si:H
has been used for more than twenty years, the problem
of obtaining high-quality material with well-reproduc-
ible and stable parameters still remains to be solved.

One way to obtain high-quality i-layers of a-Si:H at
relatively low substrate temperatures consists in using
the intermittent (cyclic) deposition regime, when a
cycle of plasma-enhanced chemica vapor deposition
(PECVD) of a 1-10-nm-thick layer of a-Si:H from
monosilane is followed by its “annealing” in hydrogen
plasma[1]. It has been noticed that optimizing theratio
of the deposition and annealing times markedly
improves the photosensitivity of i-layers. However,
when this ratio is made lower than a certain critical
value, the volume fraction of microcrystalline silicon
increases and photosensitivity falls[1-4].

The authors devel oped and then modified a techno-
logical system that allows varying cyclic PECVD
regimes over wide range [5]. Placing the rf PECVD
system on the lateral surface of a cylindrical vacuum
chamber and substrates on a rotating substrate-holder
drum enabled depositing of thin layers of the material,
which could be subjected to layer-by-layer thermal
annealing in hydrogen plasmato produce a-Si:H films
of ahighly uniform thickness.

GROWTH TECHNOLOGY AND MEASUREMENT
PROCEDURE

Undoped a-Si:H films were deposited onto Pyroce-
ram, quartz, and silicon substrates by cyclic PECVD in
a diode rf system (13.56 MHZz). The technological
regimes used were the optimal for cyclic depositionin a
constant-composition gas mixture (80% Ar + 20% SiH,)
[5]: substrate temperature 250°C, rf discharge power
40 W, rotation velocity of substrate-holder drum 4 rpm,
and gas mixture pressure 25 Pa.

In optimizing the cyclic deposition process, the gas
mixture composition was varied using leak valves con-
trolled by timerelays, with the times of deposition (1)
and thermal treatment in hydrogen (t,) preset and the
ratio of these also varied. The annealing time was con-
stant and equal to 2 min. The layer thickness deposited
in asingle run was varied by changing the deposition
time in the range from 1 to 4 min. In the process, the
transition to asteady gas mixture composition took sev-
eral tens of seconds, i.e., was comparable to the times
of deposition and annealing. This led to fundamentally
nonequilibrium conditions of film deposition.

The thickness, absorption coefficient, and refractive
index of a-Si:H films deposited onto quartz substrates
were determined from transmission spectra of the sam-
ples by a procedure described in [6]. The optical gap
was found using the Tauc method from the spectral
dependence of the absorption coefficient.

The dark conductivity o4 and photoconductivity oy,
of a-Si:H films on Pyroceram substrates were deter-
mined using aluminum electrodes with interelectrode
spacing of 0.2 mm and form factor of 0.018. Since the

1063-7826/00/3404-0477$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Dark conductivity oy and photoconductivity oy, of
a-Si:H filmsand theratio a,/oy in relation to the thickness
L of alayer deposited in arun. Curves 1 and 2 correspond to
Oph; 3 and 4, to cphlcd; and dashed curve, to ay. Illumina-
tion wavelength A was (1, 3) 436 and (2, 4) 365 nm. Vertical
straight line corresponds to uninterrupted deposition mode;
the same for Figs. 3 and 4.

Fig. 2. Micrographs taken by (&) scanning and (b) transmis-
sion electron microscopy of an a-Si:H film (thickness of
layer deposited in asingle run was 16 nm).

thicknesses of the deposited films varied within
0.47-0.63 pm, it was necessary to eliminate the effect
of thickness on the photosensitivity of a-Si:H films. For
this purpose, the photoconductivity was measured at

AFANAS’EV et al.

365 and 463 nm, with photons mainly absorbed in a
100-nm-thick near-surface layer. The measurements
were done on a probing setup, which enabled photo-
electric studiesin two illumination modes (i) at 365 and
436 nm with light intensity of 0.17 mwW cm and (ii) in
the visible region of the spectrum with intensity of
20 mW cm2,

Temperature dependences of the dark conductivity
were used to determine its activation energy.

By processing IR absorption spectra of a-Si:H films
deposited onto silicon substrates, the concentrations
and the bonding configuration of hydrogen were deter-
mined.

Structural features of the films were studied by
scanning and transmission electron microscopy (SEM
and TEM, respectively).

RESULTS AND DISCUSSION

The dark o4 and photoconductivity ,,, and the ratio
of these o,/04 are shownin Fig. 1 as functions of layer
thickness deposited in asingle cycle. It can be seen that,
as the layer thickness decreases, the photosensitivity
Op/04 increases, with this increase resulting from a
decrease in dark conductivity. Such behavior of the
dark conductivity of a-Si:H films obtained in this work
by cyclic deposition is a distinctive feature of the films.
Other authors, conversely, have reported that the dark
conductivity of a-Si:H films either increases [2] or
remains unchanged [1] with decreasing layer thickness
deposited in asingle run.

In our previous work [7], we suggested that the
observed behavior of the dark conductivity is associ-
ated with the following. The distribution of hydrogenis
nonuniform, and, therefore, the energy gap varies
across the layer deposited in a single run under tran-
sient conditions. This results in a layered variable-gap
structure with potential barriers at layer boundaries,
and it is the presence of these barriers that possibly
reduces the dark conductivity by making smaller the
effective area of a film possessing higher conductivity.

Thisassumption is supported by the results obtained
in an SEM study of a section of an a-Si:H film depos-
ited in the cyclic mode (Fig. 2a). The micrograph
clearly demonstrates the layered structure of the film,
with thicknesses of separate layers corresponding to the
layer thickness deposited in a single run. Light stripes
in the film image apparently correspond to regions cre-
ated in the film during treatment in hydrogen plasma
and enriched with hydrogen to the greatest extent. With
the thickness L of a layer deposited in a single cycle
decreasing further, the dark conductivity starts to
increase, which may be due to an increase in the frac-
tion of the nanocrystalline phaseinthe a-Si:H film. The
formation of nanocrystalline inclusions in the a-Si:H
filmsis confirmed by TEM data (Fig. 2b). The micro-
graph clearly shows crystalline inclusions several tens
of nanometersin size.

SEMICONDUCTORS Vol. 34 No. 4 2000
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Fig. 3. Averaged content of hydrogen C; and SIH/SiH, ratio

in a-Si:H films in relation to the thickness L of a layer
deposited in asingle run.
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Fig. 4. Optical gap Eg and activation energy of conductivity
E, of a-Si:H films in relation to the thickness L of a layer
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Fig. 5. Relative photoconductivity spectra of a-Si:H films
deposited (1) in uninterrupted mode and in cyclic modewith
the thickness L of alayer deposited in a single cycle equal
to (2) 26 and (3) 16 nm.
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To gaininsight into the processes occurring in cyclic
deposition, it is of interest to study such characteristics
of a-Si:H films as hydrogen content, ratio of SiH/SiH,
bond concentrations (Fig. 3), optical gap, and activa-
tion energy of conductivity (Fig. 4) in relation to the
thickness L of alayer deposited in asingle run. It can
be seen that, with decreasing layer thickness, the
hydrogen concentration increases, with the optical gap
and activation energy of conductivity also increasing
and the fraction of the SiH, bonds becoming larger.
Then, the hydrogen concentration passes through a
maximum and starts to decrease, as do the optical gap,
activation energy of conductivity, and fraction of SiH,
bonds. In our opinion, the decreasing hydrogen concen-
tration furnishes additional evidence that the fraction of
the nanocrystalline phase increases with decreasing
thickness of a film subjected to hydrogen plasma treat-
ment. According to [8], adecreasein the SiH/SiH, con-
centration ratio with increasing hydrogen concentration
may be due to passivation of the surface of silicon
nanocrystals by hydrogen forming SiH, bonds.

A specific feature of the obtained a-Si:H filmsisthe
presence of doubletsin their photoconductivity spectra,
previously observed in [9]. This feature is clearly seen
from the spectraof relative photoconductivity of a-Si:H
films prepared by the cyclic method with different
thicknesses of layers deposited in asingle run (Fig. 5).
We believe that the occurrence of doubletsis associated
with the variable-gap structure of the film. This
assumption is confirmed by the energy separation of
0.1-0.3 eV between the peaks, corresponding to opti-
cal-gap fluctuations caused by nonuniform distribution
of hydrogen across the film.

CONCLUSION

A study of the structural and electrical properties of
a-Si:H films shows that intermediate annealing in
hydrogen plasma in the course of cyclic deposition
enriches the films with hydrogen, thereby making the
optical gap wider and the activation energy of conduc-
tivity higher. The distribution of hydrogen across the
a-Si:H film is not uniform, which, in turn, leads to a
variable-gap structure of the film and gives rise to
potential barriers at boundaries of layers subjected to
annealing.

At the same time, a nanocrystalline silicon phaseis
formed on increasing hydrogen content in the films.
With a film subjected to treatment in hydrogen plasma
becoming thinner, the fraction of the nanocrystalline
phase increases.

The dependences of o4, Ej E, Cy, and the
[SIH]/[SiH,] ratio on the thickness of alayer deposited
inasingle run can be described in terms of two compet-
ing processes: (i) film enrichment with hydrogen passi-
vating dangling bonds and (ii) formation of nanocrys-
tals. On the basis of the results obtained, the optimal
thickness (corresponding to the maximum photosensi-
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tivity, optical gap, and activation energy of dark con-
ductivity of the resulting a-Si:H films) of layers sub-
jected to hydrogen plasma treatment can be estimated
as 14-16 nm.
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Abstract—InGaN/GaN structures with dense arrays of InGaN nanodomains were grown by metallorganic
chemical vapor deposition. Lasing in vertical direction occurs at low temperatures, indicating ultrahigh gains
(~ 10° cm™Y) in the active region. Fabrication of an effective AlGaN/GaN distributed Bragg reflector with reflec-
tivity exceeding 90% enables vertical lasing at room temperature in structures with a bottom distributed Bragg
reflector, despite the absence of awell-reflecting upper mirror. The lasing wavelength is 401 nm, and the thresh-
old excitation density is 400 kW/cm?. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Currently, much attention is given to the fabrication
and study of semiconductor lasers based on hetero-
structures with quantum dots [1, 2]. Semiconductor
lasers based on the Group 111 nitrides (111-N) emitting
in the UV spectral region appear to be the most prom-
ising for the fabrication of optical devicesto be used for
data recording and storage. To obtain high-quality
structures, the following difficulties are to be sur-
mounted:

(i) the high density of defects [currently, epitaxial
lateral overgrowth technique (ELOG [3]) is used,
which strongly complicates the technology of laser
structure fabrication];

(ii) the absence of the appropriate cleavage planes
for creating mirrorsin the stripe-geometry lasers grown
on the best technologically developed sapphire sub-
strates of (0001) orientation; and

(iii) the high series resistance of thick GaN layers
with p-type conduction.

In addition, for these devices to become widely
used, their cost would have to be substantially reduced,
their laser beam characteristics improved, and high
device integration should be realized on a single chip.
Vertical cavity surface emitting lasers (VCSELS) make
it possible to solve many of the above-listed problems.
Multilayer distributed Bragg reflectors (DBR) inte-
grated in the laser structure eliminate the problem of
cleavage planes. The possibility of preparing VCSELSs

1 0n leave from the | offe Ingtitute.

with very small lateral dimensions makes the require-
ments to the density of threading dislocations in the
structure less stringent.

The basic elements of the VCSEL s are high-reflec-
tivity DBRs that make the external optical |osses lower
than the possible maximum gain, and thus ensuring the
conditions for lasing. In structures with quantum wells
(QWs), the maximum gain is limited by the effect of
gain saturation at arelatively low level, which requires
the use of DBRs with very high reflectivity, 99% or
higher. It is difficult to obtain such a reflectivity in the
GaN/AlGaN system because of the strong GaN and
AIN lattice mismatch and the small difference between
the refractive indices of these materials. The use of
dielectric DBRs as a bottom mirror involves a very
complicated lift-off fabrication technique [4].

Thus, moderately reflecting (~90%) mirrors are to
be used in fabricating the monolithic GaN-V SCELSs,
which requires obtaining a mode gain saturation level
of no less than 2 x 10* cm. The most promising way
to achieve high gainsisto use dense arrays of quantum
dots (QD) as the active region of the device [1]. For
example, in the case of an inhomogeneous broadening
of ~100 meV and aQD concentration of ~10'® cm3, the
mode gain may exceed 10° cm. Such QD densitiesare
quite attainable for wide-gap semiconductors having a
Bohr radius for an exciton of less than 5 nm [5]. The
total three-dimensional localization of excitonsin QDs
eliminates the problem of radiative recombination of
nonzero-momentum excitons predominant at high
excitation densities [6]. Also eliminated, through the
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Fig. 1. Cross-sectional TEM image (a), schematic representation (b), and temperature cycling diagram (c) for a structure without

DBR.

suppression of transport in the lateral direction, is the
problem of nonradiative recombination via defects and
dislocations. In the present work, dense QD arrayswere
obtained by means of the vertical stacking of ultrathin
InGaN layersthat disintegrate into QDs.

2. EXPERIMENTAL

The structures studied in this work were grown by
metalorganic chemical vapor deposition onto (0001)
sapphire substrates, using a low-temperature AlGaN
nucleation layer. Ammonia, trimethylgallium (TMG),
trimethylaluminum (TMA), and trimethylindium
(TMI) served as precursors. Hydrogen and argon were
used as carrier gases in GaN-AlGaN and InGaN
growth, respectively.

Figure 1b schematically shows a sample without a
bottom DBR, with an InGaN/GaN active region sand-
wiched between a 2.5-um-thick GaN buffer layer and a
0.1-um-GaN cap layer, both grown at 1050°C. The
active region comprised a relaxed 25-nm-thick InGaN
sublayer with a low In content (~10%), grown at
800°C, and a 12-period InGaN/GaN structure, grown
on this sublayer, and, on the average, lattice-matched
with it. The structure was formed by a cyclic variation
of the substrate temperature between 730 and 860°C,
with all gas flow rates in the reactor maintained con-
stant (see Fig. 1c) [7]. Since incorporation of indium
into a growing layer heavily depends on temperature,
the temperature cycling at constant flow rates of the
source compounds produces a periodical InGaN/GaN
heterostructure.

For structures containing DBR, a 1.1-um-thick
Alg0sGaygoN layer grown directly on the low-tempera-
ture nucleation layer was used as abuffer [8]. The DBR
contained 37 pairs of quarter-wave GaN/Al15Gay N
layers. The average content of aluminum in the DBR
corresponded to the buffer layer composition, and the
thickness of the quarter-wave layers was substantially
smaller than the critical thickness for amismatch dislo-
cation to be formed in the AlIGaN/GaN system [9]. The
use of a strain-compensated DBR made it possible to
avoid having cracks appear in the case of DBR grown
on the GaN buffer layer [10]. An active region similar
to that described above was grown on the DBR, except
that different growth temperatures were used: 850°C
for the InGaN sublayer with low indium content and
780-910°C during temperature cycling. The distance
between the DBR (bottom mirror) and the surface of
the entire structure (upper mirror) was equal to two
wavelengths of light in the crystal.

A Philips EM 420 microscope with 100 kV acceler-
ating voltage was used for transmission electron
microscopy (TEM). High resolution TEM (HRTEM)
was performed with a Philips CM 200 FEG/ST micro-
scope with a 0.24-nm resolution. The distribution of
indium in the structureswas studied by means of digital

image processing of cross-sectional [ 1100] images by
the DALI program [11].

Photoluminescence spectra were taken at 16-300 K
in a closed-cycle helium cryostat. The excitation was
effected by an N, pulse laser (A = 337.1 nm) beam
focused onto the sample. The excitation density was
varied using neutral glass filters. The emitted radiation
was detected using an MDR-23 monochromator, a

SEMICONDUCTORS Vol. 34 No.4 2000
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cooled FEU-83 photomultiplier, and a lock-in ampli-
fier. Optical reflectivity spectra were obtained in nor-
mal-incidence geometry using a halogen lamp.

3. RESULTS AND DISCUSSION

3.1. Sructural Properties
of InGaN Incorporations

As can be seen from Fig. 1a demonstrating a TEM
image of a structure without DBR, thermal cycling
leads to formation of In-enriched (dark regions) and In-
depleted (light regions) layers. The layer thicknesses
found from this micrograph are 5 and 6 nm, respec-
tively. These values agree both with the growth-rate
calibrations and with X-ray diffraction data, the latter
indicating a structure period of 11 nm [12]. Yet, these
visualization conditions give no way of evaluating the
type of In distribution within a single InGaN layer. To
tackle this problem, thin (~20 nm) samples were stud-
ied by HRTEM with subsequent digital processing
(DALLI) of the obtained cross-sectional images. Figure
2 presentsthe results obtained by treating the cross-sec-
tional images. Black color correspondsto GaN, and the
gradations of gray, to InGaN of different compositions
(thelighter the shade of gray, the higher the In content).
It followsfrom the structural analysisthat InGaN incor-
porations are dense arrays of nanodomains with
increased (up to 60%) In content. The vertical dimen-
sion of nanodomains is 2-3 nm; two typica nan-
odomain dimensions are revealed in the latera direc-
tion: 34 and 6-9 nm. The surface density of nan-
odomainsin each layer is (2-5) x 10* cm.

3.2. Lasing in Structures without DBR

The high density of nanodomains, (2—4) x 10 cmr3
with regard for the vertical stacking, makes possible
vertical lasing from the structure surface even without
DBR at low temperatures (T < 200 K). The dependence
of photoluminescence (PL) spectra on the excitation
density P a T = 150 K is presented in Fig. 3a. It is
clearly seen that the PL spectra are modulated by
modes of the Fabry—Perot microcavity formed by the
GaN/Al,O; heterointerface and the GaN/air interface.
For high excitation densities (P, > 600 kW/cm?), one
of the cavity modes becomes dominant in the PL spec-
tra, with the intensity of this mode increasing superlin-
early with excitation density (see Fig. 3b). The single-
mode character of the emission and the threshold
behavior of the differential efficiency is indicative of
the appearance of a feedback in this structure, despite
the very low Q-factor of the cavity [13].

A specific feature of the given cavity consists in
high external optical losses (a,), which can be calcu-
lated by the following formula:

Ooe = (1/2L)In(1/R,R), 1)
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Fig. 2. Mathematically processed (DALI) HRTEM image.

where L is the cavity length, and R, and R, are the
reflectivities of the bottom and upper mirrors, respec-
tively. The threshold modal gain in the structure (gy,)
should be equal to the optical losses determined by (1)
(notethat, here, theinternal optical |osses are neglected
as compared with the very high external losses) divided
by the optical confinement factor (I"). Accordingly, we
obtain:

1 1
gth = Fa‘:')(t = TIn(l/RbRt), (2)
act

where L is the thickness of the active region of the
structure. With aknowledge of the refractive indices of
Al,O; (1.75), GaN (2.4), and air (1), one can determine
the reflectivities of the Al,O4/GaN heterointerface,
2.4%, and the GaN/air interface, 17%. Taking into
account that the active region thickness is 150 nm, we
obtain the mode gain of 2 x 10° cm™, which is neces-
sary to compensate for the exit losses.

As follows from Fig. 3a, a shift of the microcavity
mode to shorter wavelengths occurs with increasing
excitation density. The maximum shift is characteristic
of modes with higher photon energies, with low-energy
modes hardly shifting at all. This effect is described in
terms of the Kramers—Kronig formulas relating the real
and imaginary parts of the dielectric constant of the
material. Since the gain (absorption) spectrum has a
sharp feature near the lasing energy, the refractive
index modulation occurs in the same spectral region
[14]. For the cavity mode to be shifted so significantly
(3.2 nm), the refractive index must change by 0.4.
However, asfollowsfrom[15], such adrastic change of
the refractive index agrees with the calculated gain
(~10° cm™) necessary for the onset of lasing. In addi-
tion, theoretical estimates [16] show that, for small
(~4 nm) InGaN nanodomains, the maximum gain and
the variation of the refractive index may be ~1.6 x
10° cm™ and (0.2-0.5), respectively. Thus, the theoret-
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ical assumptions of [15, 16] are well confirmed by the
experiment.

The temperature dependence of the threshold exci-

tation density (Pg;c) is presented in Fig. 4. In the tem-

perature range T = 16110 K, the threshold excitation

density depends only dlightly on temperature, but, at

higher temperatures, this dependence becomes very

/ strong. In both regions, the temperature dependence is

Ty=70K / well approximated by the following empirical relation:
/

// Pth = Pyex DID 3

exc 0 p DI-ODv ( )

[ with T, =480 K in the low-temperature region and T, =

i' 70K in the high-temperature one. The high values of T,

/ at low temperatures are associated with lasing viathe QD

/ dtates, with the abrupt decrease of this parameter due to
,i the thermal emission of carriers from the QDs[17].

-
-
-
-
-

3.3. Influence of Bottom DBR on Lasing

In spite of the very high gain achieved at low tem-
peratures in structures without DBR, the threshold
excitation density grows sharply with increasing tem-
perature. To minimize this effect, it seems of interest to

! use a DBR with anarrow spectral region of high reflec-

200 300 tivity, which coincideswith the region of emission from
T.K QDs having the maximum energy of exciton localiza-
tion. Figure 5 presents optical reflectivity spectra of a

Fig. 4. Temperature dependence of the threshold excitation structure grown in the form of an AlGaN/GaN DBR.
density for a structure without DBR. No specid effort was made to reduce the nonuniformity
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Fig. 5. Experimental spectraof optical reflectance from AlIGaN/GaN DBR, obtained at different points of the substrate p1—3 (bold

lines), and their numerical fits (fine lines).

of layer thickness during growth, which led to a depen-
dence of the reflectivity peak position on the coordi-
nate. In addition, the peak reflectivity valueincreases as
the peak wavelength becomes shorter (Fig. 5). Thisis
due to a noticeable dispersion of the GaN refractive
index near the interband absorption edge [18], and the
difference between the GaN and AlGaN refractive indi-
ces near this edge greatly exceeds that far from the
edge. By fitting the calculated reflectivity spectra (the
fine line in Fig. 5) to the experimental data, the thick-
ness of the quarter-wave AlGaN and GaN layers was
determined: (39 £ 1.5) and (43 + 1.5) nm for point p1;
(36.5 = 1.0) and (40.5 = 1.0) nm for point p2; and
(345% 0.5) and (38.5 + 0.5) nm for point p3, respec-
tively. These values agree with growth calibration data
and results of X-ray diffraction analysis[19].
SEMICONDUCTORS  Vol. 34

No. 4 2000

Fabrication of an efficient DBR (with maximum
reflectivity > 90%) made possible vertical lasing at
room temperature. Similar resultswere obtained in [20]
using an upper dielectric mirror. In our case, with QDs
used as an active medium, there is no need to form a
high-Q cavity, which simplifies the technology and
alows the GaN/air interface to act as an upper mirror.
The dependence of PL spectraon the excitation density
at room temperature is presented in Fig. 6. It can be
seen that, with an increasing excitation density, the PL
line becomes narrower and a threshold-like rise in dif-
ferential efficiency is observed. Both these facts are
indicative of the appearance of a stimulated vertical
emission, with a threshold excitation density of
400 kW/cn?.
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Fig. 6. PL spectra of structures with DBR at room temperature and Pg,. = (1) 1000, (2) 700, (3) 480, and (4) 63 KW/cm2. Inset:
dependence of the intensity of the PL lasing mode on excitation density is shown for the cases of (1) DBR matched with the active

region and (2) no matching.

As mentioned above, the layer thickness gradient
givesriseto adependence of the spectral position of the
reflectivity peak on the coordinate. At the same time,
the wavelength of the emission from the InGaN/GaN
active region is practically constant over the entire
structure area. Thisalowed usto study the influence of
the DBR reflectivity on the threshold excitation density.
Theinset in Fig. 6 presents the PL intensity as a func-
tion of excitation density for two different points. In the
first case (point 1), the emission wavelength of the
InGaN/GaN active region coincideswith the peak DBR
reflectivity wavelength, while, in the second case
(point 2), it does not. Thisinconsistency leadsto asub-
stantial increase in the threshold excitation density
(from 400 to 700 kW/cm?) and to atwofold decrease of
the differential efficiency. These facts point to the
important role of an efficient DBR in lowering the las-
ing threshold [21].

In some cases, it seems important to distinguish the
lasing and the stimulated emission. The stimulated
emission can aso exhibit a threshold dependence on
the excitation density, followed by a narrowing of the
luminescence spectrum. The stimulated emission and
the lasing have a common origin, determined by the
existence of a gain in the system. However, the role of
the cavity isfundamentally different in these two cases.
Laser emission has a narrow far-field distribution and,

accordingly, a selected direction associated with the
existence of afeedback in the system. At the sametime,
the far fields of stimulated and spontaneous emissions
from the surface have similar angular dependences,
since light propagating at any angle with the surfaceis
amplified. In our case, the PL spectrain Figs. 6 and 7a
wererecorded using ashort-focus lenswith acollecting
aperture amounting to 60°. In this geometry, al kinds
of emission-spontaneous, stimulated, and lasing emis-
sions—enter the detecting system. Figure 7a shows
both the narrow line of stimulated emission and the
broad spectrum of spontaneous emission. Of impor-
tance is the fact that, when the collecting angle is nar-
rowed to 10°, the PL spectra change substantially
(Fig. 7b): the relative intensity of the broad band of
spontaneous emission decreases sharply, with the
intensity of the narrow line remaining practically
unchanged (Fig. 7b, solid line). However, even a small
tilt of the sample, with the normal to the sample surface
making an angle of 15° with the optical axis of the
detection system, makes the narrow PL line disappear
completely (Fig. 7b, dashed ling). At the same time, the
intensity of spontaneous emission remains unchanged
[22]. It follows from these results that the narrow PL
line, which demonstrates a superlinear increase in
intensity with increasing excitation density (see insert
in Fig. 6), corresponds to vertical lasing from the sam-

SEMICONDUCTORS Vol. 34 No. 4 2000
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Fig. 7. PL spectra of structureswith DBR at room tempera-

ture and Pg, = 1000 kW/cm?. Detection system collecting

angle 60° (a) or 10° (b). The solid line corresponds to nor-
mal-incidence geometry (the normal of the sampleis paral-
lel to the detection system axis), and the dashed line corre-
sponds to a 15° tilt of the normal from the axis.

ple surface, sinceit has anarrower far-field distribution
compared with awide far-field distribution of the spon-
taneous or stimulated emission.

4. CONCLUSIONS

(1) Ultrathin InGaN incorporations in GaN disinte-
grate to give arrays of nanoislands with typical dimen-
sions of 2-3 nm in the vertical direction and 34 and
6-9 nm in the lateral direction, with a surface density
of (2-5) x 10 cmr2.

(11) The ultrahigh modal gain (~10° cm™) in the
structures with InGaN QDs makes possible lasing in
vertical direction at low temperatures (<200 K), evenin
structures without DBR.

(111 Fabrication of an effective AlIGaN/GaN DBR
and growth of the active region based on InGaN QDs
produce a vertically emitting laser operating at room
temperature.
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Abstract—It is shown that an increase in the internal losses beyond the lasing threshold in the lasers based on
INGaAsSh/InAsSbP double heterostructures (wavelength range A = 3.0-3.6 um, temperature T = 77 K) causes
the current-related shift of the laser mode to shorter wavelengths. This shift is as large as 80 cm™Y/A and can
explain the broadening of the laser line from 5 to 7 MGz as the pump current increases. © 2000 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

Infrared injection lasers find applications in spec-
troscopy, atmospheric pollution monitoring, and fibre-
optics communication. The strongest absorption bands
of methane CH,, formaldehyde H,CO, and other
hydrocarbons fall within the wavelength range A =
3-4 um. This determines the prospects of the applica-
tion of the lasers emitting in this range as the tunable
sources of radiation for diode-laser spectroscopy and
gas anaysis.

More than 30 years have passed from the fabrication
of the first semiconductor diode lasers emitting near
A= 3 um [1]. The lasers on the basis of lead salts
(IV=VI compounds) emitting in the wavelength region
A > 3 um operate in a pulsed mode up to atemperature
T=290K [2] and in continuous wave mode, upto T =
223 K [3]. However, such lasers have low power due to
the low thermal conductivity of 1V-VI solid solutions
and their tendency to degrade. For narrow-gap 11-VI
semiconductors, such as HgCdTe, the diode lasers
emitting at A = 2.86 um up to 90 K were reported. The
materials on the basis of I11-V solid solutions possess a
high therma conductivity and structural perfection.
Because of this, the development of 11—V semiconduc-
tor lasers seems to be the most promising. More atten-
tion is focused on the studies of low-dimensional
(lasers on the basis of superlattices and quantum dots),
guantum cascade, vertical (VCSEL) lasers, and others.
However, the traditional |asers based on double hetero-
structures [4—7] are still the objects of intense interest.

In this paper, the spectral characteristics of the
lasers based on InGaAsSh/INASSbP double hetero-
structures and emitting in the range A = 34 pm are
considered. It was shown previoudly [8, 9] that themain
mechanism of the internal losses in these lasers was an
intraband absorption by holes with their transition to
the spin—orbit split-off band. The intraband-absorption

factor ky= 5.6 x 1071 cm? ismore than an order of mag-
nitude higher than that of InGaAsP (A = 1.55 um), since
the bandgap and the energy of spin—orbit splitting are
close in solid solutions based on InAs. Thiswork is a
continuation of the above studies and shows that the
current tuning of the lasing wavelength and broadening
of the laser line with pumping current can be explained
by the increase in the internal losses beyond the lasing
threshold due to the intraband absorption.

2. EXPERIMENTAL

The double heterostructures were grown by liquid
epitaxy. They consisted of an undoped n-InAs(111)A
substrate with an electron concentration n = (1-2) x
10% cm and three epitaxial layers. The latter included
awide-gap n-InAs; _,_,Sb,P, (0.05 < x<0.09, 0.09 <
y< 0.18) confining layer adjacent to the substrate,
n-In,_,GaAs, _,,Sh, (v £ 0.07, w < 0.07) active laser
layer, and a wide-gap p(Zn)-InAs; _,_,Sh,P, (0.05 <
x < 0.09, 0.09 < y < 0.18) contact layer of an emitter.
The thicknesses of the wide-gap layers were 46 um,
while an active layer was 1-4 pmthick. Thelaserswere
similar to those described in [10] and had a deep mesas-
tripe design with the stripe width w = 20 um and reso-
nator length L = 100-300 pm.

The measurements were performed in the continu-
ous-wave mode at a temperature T = 80 K. The elec-
troluminescence spectrawere recorded with aspectral res-
olution no worse than 0.75 cn™. The laser linewidth was
measured with a heterodyne detection technique [11].

3. EXPERIMENTAL RESULTS AND DISCUSSION
3.1. Emission Spectra

A single-mode operation is retained, as a rule, at
currents which exceed the threshold current 1, by no

1063-7826/00/3404-0488%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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more than Al = (2-3)l, = 30—100 mA; in this case, the
ratio of the power of a dominant mode to the total radi-
ation power was as large as ~96%. At larger currents,
the multimode spectra are usually observed regardless
of Iy with a spacing between the longitudinal modes
AN = 2090 A according to AN = A%/2nL (n is the
refractive index of the active region). A decreasein the
resonator length causes only one resonance frequency
to be available in the amplification loop due to an
increase in AA. A simultaneous reduction in the p—n
junction area increases the probability of obtaining the
homogeneous active region. Because of this, thesingle-
mode lasing in the current range Al = 100 mA and the
monotonic current dependence of the output power
without kinks are more often attainable for lasers with
L <200 pm. For L < 75 pm, an increase in the internal
losses because of an increase in the threshold concen-
tration [8] rendered the lasing impossible.

The evolution of the emission spectraof alaser with
a resonator length L = 275 um from the spontaneous
emission to the lasing mode at 2l is shown in Fig. 1.
The spontaneous emission is modulated by the condi-
tion for the longitudinal resonance. The ratio of the
intensities of spontaneous and laser emission reaches
1%at | = 2l Anincrease in the intensity of spontane-
ous emission beyond the lasing threshold is readily
seen. This attests that an increase in the intensity of
laser emission with current is accompanied by an
increase in absorption and, correspondingly, in the car-
rier concentration in the active region, which is neces-
sary for the fulfillment of the threshold condition for
the gain and internal losses equality.

3.2. Current Tuning

The current tuning of the wavel ength of the longitu-
dinal modes of the Fabry—Perot resonator is known to
occur due to the variation of the refractive index in an
active region according to A = 2nL/q (q is an integer).
The variation of the refractive index of an active region
n with the current | is defined by the effect of the
injected carriers N and temperature T and described by
the formula

dn _ dnoN A onoT
dl ~ aNal TaTal” )
The current dependences of the intensity of a spon-
taneous emission Pg, and of the wave number v of the
longitudinal mode of resonator, at which the lasing
occurs, are compared in Fig. 2. The dependence Pgy(1)
similar to that characterizing the current tuning of the
wavelength (wave number) has a kink near the lasing
threshold | = I, In addition, the rate of current tuning
of the resonator mode tends to diminish with a decrease
inaPgy(l) sope. Theincreasein theintensity of aspon-
taneous emission beyond the threshold can be associ-
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(4) 0.15A.
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Fig. 2. Current dependences of the spontaneous-emission
intensity (&) and of the mode shift of the Fabry-Perot reso-
nator (b).

ated with the increase in the concentration of minority
carriers[12]:
dPy, _ Pg(ln)dN
a2 Ny dl’ 2

where Pg(ly,) istheintensity of aspontaneous emission
at alasing threshold, and Ny, = 2 x 10%” cm2 [8] isthe
threshold concentration. Using the data of Fig. 2a, we



490
LA
0.101
0.08F f f‘ {
0.06F f §
0.04 1 1 AI 1 1 IA 1 1 Il 1 1 1 £I 1 ]
2995 3000 3005 V, cm!

Fig. 3. Modes of the laser emission. The rate of current tun-
ing isdv /dl = 60 cmY/A. Vertical lines are the intensities
of the laser mode.

obtain dN/dl = 3 x 10" cm3/A. The variation of the
refractive index of the narrow-gap semiconductorswith
acarrier injection is mainly due to the saturation of the
fundamental absorption. The contribution of the latter
can be reduced to the form [13]

on 171 -2
IN ==-3x107"T “(hv) “J(hv). 3

Here, J(hv) is a dimensionless function of the photon
energy hv, which is equal to unity at the expected
absorption edge and decreases approximately fivefold
at adistance of about KT from it. The effect of free car-
riers on the refractive index with a consideration of the
saturation of the fundamental absorption, band-gap
narrowing, and effect of plasma transitions for indium
arsenide was studied in [14]. The estimations based on
(2) and (3) yield 0n/ON ~ (1018-107'%) cm?® and the
magnitude of thefirst termin (1) (9N /ON)(ON/A1) ~1 A

The Auger recombination and intraband absorption
increase the temperature of the active region, which has
an opposite effect on the refractive index [13, 15]; i.e.,

g—_? =4x10°-3x10° K™, 4)

The estimates of the heating up of the active region
made in [16] (0T/0l = 10? K A1) allow usto conclude
that the contribution of the temperature term in (1) is
insignificant, being no more than 10-* A, The conclu-
sion on the predominant influence of the change in the
concentration of the injected carriers on the refractive
index was aso confirmed by the current tuning in such
lasersin [17]. Thus, the evaluations of the effect of the
injected carriers on the refractive index yield the value
of the current tuning dv /dI, which comprises hundreds

of cm~Y/A and agrees with the experimental values by
an order of magnitude (see Fig. 3).
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Fig. 4. Dependence of the rate of current tuning on the res-
onator length for the lasers fabricated from the same epitax-
ial wafer.

We relate the increase in the concentration of the
minority carriers beyond the lasing threshold to the
intraband transitionsin the valence band. Theintraband
absorption and the amount of the current tuning would
thus be expected to decrease with the reduction of the
band gap of material in the active region and corre-
sponding violation of the resonance between the ener-
gies of the band gap and spin—orbit splitting. It seems
likely that for this reason the smallest mean magnitude
of the current tuning is observed in lasers on the basis of
InAsSh/InAsSbP double heterostructures (A = 3.6 um).

As the resonator length decreases, the threshold
concentration of the minority carriers and accordingly
the intraband absorption increase. As a consequence, in
lasers with a short resonator (L < 150 um), the rate of
current tuning is observed to increase as compared to
lasershaving L = 300 um (see Fig. 4). The dependences
of therate of current tuning on the relationship between
the energies of the band gap and spin—orbit splitting
and on the threshold concentration of carriers support
the assumption that the increase in the minority-carrier
concentration beyond the lasing threshold and, by this
means, the current tuning of the laser mode are associ-
ated with the intraband transitionsin the valence band.

The effect of gain on the current tuning must be
taken into account in addition to the nonlinearities
described above. In the lasing mode, the condition for
the equality of the gain and total losses g = q; + q,
should be met, where q; are the total losses, a, =
LIn(1/R), and Ris the reflectivity. As a consequence,
an increase in the internal losses beyond the lasing
threshold results in the current dependence of the

extinction coefficient k (an imaginary part of the com-
plex refractiveindex N = n —ik); thus,

—g = 41K/ A,

SEMICONDUCTORS Vol. 34 No. 4 2000
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Fig. 5. Frequency dependence of the laser line on the screen
of spectrum analyzer for (a) | = 58 mA, Af = 5.1 MHz and
(b) I =130 mA, Af = 7.5 MHz.

where A, isthewavelength in afree space. It was shown
in [8] that, in the lasers studied, dg/dl is about 1.5 x
10° cm™Y/A beyond the lasing threshold. This resultsin
the current dependence of the extinction coefficient

dk/dl ~ 0.01 A-* and appears to be much less signifi-
cant than the contribution described by (1). Therefore,
the effect of gain on the current tuning can be
neglected.

3.3. Linewidth of Laser Emission

It iswell known that the laser linewidth isinversely
proportional to the emission power and, being caused
by the fluctuations of the phase and intensity of a spon-
taneous emission, is defined by [18]

2 2
_ vghvgngoi(1+a”) _An
Af o , a A 5)

Substituting vy = ¢/n, 1 = 352, a; = 40 cm?, g =
80cm™, hv = 0.33 eV, spontaneous-emission factor
Ng, = 1, and the emission power P = 1 mW in (5), we
obtain Af/(1+a?) =7 MGz
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In Fig. 5, the spectrograms obtai ned on the screen of
a spectrum analyzer for currents | = (a) 58 and
(b) 130 mA, which correspond to the FWHM of the
laser line Af = 5.1 and 7.5 MGz, are shown.

Theinternal losses can be expressed intheforma; =
0, + kN, where o, aretheinternal lossesin the absence
of injection, k, = 5.6 x 107 cm? is the intraband-
absorption factor, and N isthe carrier concentration [8].
Anincreasein the current from 58 to 130 mA isaccom-
panied by anincreasein a; from 40 to 100 cm. On the
other hand, the power of the laser mode obtained by
integrating the frequency-distribution curve of the laser
line increases approximately twofold in this case. The
narrowing of the laser line with an increase in power is
not observed experimentally. Thisis presumably dueto
the increase in Af, caused by the rise in ;. The line
shape is approximated well by a Gaussian function.
The transition from the Lorentzian to Gaussian shape
can be caused by the fluctuations of a pumping current
[19]. The parameter a is generally taken to be equal to
4.6-6.2 [18]; thus, a small experimental value of Af is
still unexplained. This issue will be studied in a sepa-
rate paper.

4. CONCLUSION

It was shown that, in the lasers based on
InGaAsSh/InAsSbP double heterostructures (A =
3.0-3.6 um), the intraband absorption by holes in the
valence band caused the increase in the internal losses
beyond the laser threshold and was accompanied by the
current tuning of the laser line to shorter wavelengths
and its broadening. An increase in the rate of current
tuning approaching dv /dl = 80 cm%/A and in the spec-
tral range of single-modelasing up to Al =100 mA with
the decrease in the resonator length to 100 um were
observed. The laser characteristics obtained show that
the lasers based on InGaA sSh/InAsSbP doubl e hetero-
structures are promising for use in diode-laser spectros-

copy.
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IN MEMORIAM

Aleksandr Aleksandrovich Rogachev

Aleksandr Aleksandrovich Rogachev, a distin-
guished physicist, Doctor of Physics and Mathematics,
Professor, recipient of the Lenin and State Prizes of the
USSR, the head of alaboratory at the loffe Physicote-
chnical Institute of the Russian Academy of Sciences,
passed away on October 23, 1999.

A. A. Rogachev, widely renowned for his profound
knowledge and scientific intuition and daring, contrib-
uted significantly to the physics of semiconductors by
enriching it with a wealth of discoveries and fruitful
ideas in the areas of many-electron systems, optoel ec-
tronics, and semiconductor technol ogy.

A. A. Rogachev was born on December 18, 1937, in
Leningrad. He lived through all the hard 1941-1944
yearsin the besieged city. From 1955 to 1960, he stud-
ied at the Physical faculty of the Leningrad State Uni-
versity. For forty years, from 1960 to his untimely
death, he worked at the loffe Physicotechnical Institute
of the Academy of Sciences of the USSR (from 1992
onwards, the Russian Academy of Sciences), in succes-
sion, as a senior technician, a postgraduate student, a
junior researcher, asenior researcher, and asthe head of
a department; from 1974, he headed the Laboratory of
Electronic Semiconductors. In 1967, the Scientific
Council of the loffe Institute awarded A.A. Rogachev a
degree of Doctor of Science in Physics and Mathemat-
icsfor the work he submitted as his Candidate disserta-
tion. From 1973 onwards, he was afull professor at the
optoelectronics chair of the Leningrad Electrotechnical
Institute.

The scope of his scientific interests was extremely
broad, and the results achieved in his studies span
diverse branches of the physics of semiconductors.
Semiconductor lasers, infrared lasers based on type-I|
heterojunctions, exciton condensation and the elec-
tron-hole liquid, many-exciton complexes, many-elec-
tron phenomena at the insulator-metal transition, Auger
transistors—these are the areas covered by research at
the loffe Ingtitute that were enriched by his personal
achievements. Among A.A. Rogachev’s most brilliant
scientific contributions were the observation of exciton
condensation in electron—hole liquid drops in germa-
nium, which was made in 1964, and the discovery of
stimulated emission in gallium arsenide, a work for
which he, together with several colleagues, was
awarded the Lenin Prize. Aleksandr Rogachev was the
youngest scientist honored with this prize during the
history of its existence. In 1986, he was the first to

devise, together with agroup of co-workers, an efficient
infrared laser based on a type-ll heterojunction. In
1988, he was one of agroup of physicists who received
the USSR State Prize for a series of studies on many-
exciton complexes in semiconductors.

A. A. Rogachev belonged to the category of scien-
tists, never very large, which combine the rich talent of
a theoretician with the skills of atrue experimentalist.
He was a harmoniously educated, brilliant, and fasci-
nating person, who succeeded in generating a unique
creative atmaosphere in his laboratory and uniting quite
a number of able scientists around him. He was not
only an unguestionable leader in his team but a pioneer
in establishing a whole new direction in the physics of
many-electron systems as well. The scientific school
founded by him presently occupies a well-deserved
place in world science. Aleksandr Rogachev loved

1063-7826/00/3404-0493$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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music, had an intimate understanding of art, and was a
sparkling and witty companion. Friends and colleagues
often visited him just to talk about science and life in
general. His intellect, charm, and power of logic were
attractive to others. His unigue contributions to science
are well recognized by the world scientific community.

In appreciation of his scientific contributions, Ale-
ksandr Rogachev was selected by the Editorial Board
of the International Biographical Center (Cambridge,
UK) as one of 2000 Outstanding Intellectuals of the
20th Century and 2000 Outstanding Scientists of the
20th Century and by the Board of Directors of the
American Biographical Institute as one of the 1000
World Leaders of Influence. He was aso nominated by
the ABI as the 1999 Man of the Year, and by the IBC,
asthe International Man of the Millennium.

ALFEROV et al.

Aleksandr Rogachev will long be remembered by
those who were privileged to be his friends and col-
leagues.
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