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We study coherent Coulomb excitation of ultrarelativistic nuclei passing through an aligned crystal target. We
develop multiple-scattering description of this process, which consistently incorporates both the specific reso-
nant properties of particle–crystal interactions and the shadowing effect typical of the diffractive scattering. We
emphasize that the effect of quantum mechanical diffraction makes the physics of ultrarelativistic nuclear exci-
tations cardinally different from the physics of nonrelativistic atomic excitations experimentally studied so far.
It is found that, at small transverse momenta q⊥ , the shadowing effect drastically changes the dependence of
coherent amplitudes on crystal thickness L from the widely discussed growth ∝ L, typical of the Born approxi-
mation, to the inverse-thickness attenuation law. At relatively large q⊥ , no attenuation effect is found, but the
coherency condition is shown to pose stringent constraint on the increase in the transition rate with growing L.
© 2002 MAIK “Nauka/Interperiodica”.

PACS numbers: 25.75.-q; 61.18.Bn
1 1. There were several proposals for experiments on
coherent Coulomb excitation of relativistic nuclei in a
crystal target [1–4]

Aγ  A*. (1)

The central idea of [1–4] is that in a nucleus (ground
state |0〉  and excited state |1〉) under periodic perturba-
tion V sin νt, with the frequency ν equal to the level
splitting ∆E = E1 – E0, quantum beats are developed
with the oscillation frequency ω = 〈1|V|0〉 . If the pertur-
bation V is weak, then, for ωt ! 1, the |0〉  |1〉-tran-
sition probability P(t) increases rapidly with time,
P(t) ∝ ω 2t2. If one could subject nuclei to a high-fre-
quency field, ν . ∆E, the rates of transition would be
enhanced substantially. A high monochromaticity is an
evident condition for sustaining a fast increase in P(t)
over a large time scale. It was suggested in [1–4] that all
of the above requirements are best met in a Coulomb
interaction of a high-energy nucleus propagating in a
crystal along the crystallographic axis. Here, the role of
“time” is played by the crystal thickness L. For ultrarel-
ativistic particles, ν is enhanced due to the Doppler
shift ν' = γν, where γ is the Lorentz factor. It is the
Lorentz factor which can boost ν to the range of hun-
dreds of keV.

In [1–4], the Coulomb field of a crystal was calcu-
lated in the Weizsäker–Williams approximation and
then applied to the calculation of the transition ampli-
tude in the plane-wave Born approximation. It was
claimed in [1, 2, 4] that the law P(N) ∝  N2 holds up to
crystal thicknesses N = L/a ~ 104–105 (a stands for the

1 This article was submitted by the author in English.
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lattice spacing). However, in a consistent treatment of
coherent A  A* transitions, one must include distor-
tions due to Coulomb interactions in the initial state of
nucleus A and Coulomb interactions in the final state of
excited nucleus A*.

In this paper, we show that, at small transverse
momenta, the effect of these interactions (multiple dif-
fractive scattering by atomic row) is reminiscent of the
well-known Glauber–Gribov shadowing effect [5, 6]
and entails attenuation of the coherent excitation ampli-
tudes with increasing crystal thickness. The early dis-
cussion of shadowing in the total cross section of elastic
high-energy particle–crystal scattering can be found in
[7].

Here we emphasize that it is the diffraction phenom-
enon which makes the physics of ultrarelativistic
nuclear excitations with γ ~ 10 basically different from
the physics of coherent atomic excitation [8, 9], where
typically γ ! 1.

It should be noted, however, that in contrast to the
high-energy hadronic scattering, which is described by
the predominantly imaginary amplitudes, the shadow-
ing in Coulomb scattering does not imply a simple
“absorption,” but implies a redistribution of scattered
nuclear waves in the phase space. Therefore, the deple-
tion of the domain of small q⊥  means the enhancement
of the large-q⊥  region. At relatively large transverse
momenta, no shadowing occurs, but the nuclear waves
scattered by different atoms get out of tune easily. Here
the structure factor of a crystal poses stringent con-
straint on the coherent excitation rate, which, at the pro-
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jectile energies available, would not exhibit any sizable
enhancement effect.

2. Consider small-angle Coulomb scattering of an
ultrarelativistic nucleus (mass number A, charge Z1, and
four-momentum p) moving along the crystal axis. The
projectile nucleus undergoes a correlated series of soft
collisions, which give rise to diagonal (A  A,
A*  A*) and off-diagonal (A  A*, A*  A)
transitions. The interatomic distances, a ~ 3–5 Å, are
large compared to the Thomas–Fermi screening radius

r . 0.468  Å, where Z2 is the atomic number of the
target atom and α = 1/137. The amplitude 〈u2〉1/2 of ther-
mal vibrations of the lattice, as estimated from the
Debye approximation, is 〈u2〉1/2 ~ (0.05–0.1) Å for most
of the commonly studied crystals at room temperature
[10]. The relevant impact parameters, b, satisfy, as we
will see, condition b ! a. This implies that the ampli-
tudes of scattering by different atomic strings parallel
to a given crystallographic axis are incoherent.

In [3, 1, 2], the study of the electric dipole transition
from the ground state |Jπ = 1/2–〉  of 19F to its excited
state |1/2+〉  was proposed. Let us accept this proposal
and consider the phenomenological matrix element for
the transition 1/2+  1/2–

(2)

where both u(p') and u(p) are bispinors of initial and
final states of the projectile nucleus. By definition,

σµν = , d is the transition dipole moment, p' =

p + q, q = (q⊥ , κ), q⊥  = (q⊥ cosφ, q⊥ sinφ), and ε is the
photon polarization vector. Then, after a series of stan-
dard high-energy approximations, one readily finds the
helicity-flip Born amplitude tB(q⊥ ) of the transition
1/2+  1/2– in the nucleus–atom collision

(3)

where λ2 = µ2 + κ2 and µ = r–1. Here κ is denoted by the
longitudinal momentum transfer

(4)

which determines the coherency length lc ~ κ–1. In
Eq. (4), M is the mass of projectile-nucleus. The excita-
tion energy is ∆E . 110 keV. Amplitudes are normal-
ized such that

(5)

The integral σB =  diverges at large q⊥  and

must be regularized. The inverse amplitude of lattice
thermal vibrations is the natural regulator.

The use of the impact parameter representation sim-
plifies the summation of multiple Coulomb scattering

Z2
1/2–

} du p'( )γ5σµνu p( )qνεµ,=

1
2
--- γµ γν,[ ]

tB q⊥( ) αdZ2

q⊥ eiφ

q⊥
2 λ2+

-----------------,=

κ 2M∆E( q⊥
2 )/2 p,+=

dσ/dq⊥
2 t q⊥( ) 2.=

q⊥
2 tB q⊥( ) 2d∫
diagrams. Then, in the eikonal approximation, the full
nucleus–atom amplitude to all orders in αZ1Z2 reads

(6)

where J1(x) and K0, 1(x) are the Bessel functions, and the
screened Coulomb phase-shift function is

(7)

where β = 2αZ1Z2.

The only phenomenological parameter in Eq. (2) is
the dipole moment of the 1/2+  1/2– transition,
denoted by d; it can be determined from the width Γ of
the 110-keV 19F(1/2–) level, which is Γ = d2∆E3/π +
2(∆E/M). Then the measured lifetime τ = Γ–1 = (0.853 ±
0.010) × 10–9 s [11] yields d . 4.3 × 10–8 keV–1. Two
important conclusions can be drawn immediately. First,
because of a large value of τ, the decay of an excited
state inside the target can safely be neglected. Second,
due to the smallness of d, the excitation amplitude is
much smaller than the elastic Coulomb amplitude for

all q⊥  up to q⊥  ~ Z1/d and can be considered as a per-
turbation. Thus, the multichannel problem reduces to
the one-channel problem.

Now, in the static lattice approximation, the evalua-
tion of the total transition amplitude for a string of N
identical atoms reads [12]

(8)

where

(9)

In Eq. (8), S(q⊥ ) is the structure factor of the lattice

(10)

and κ is given by Eq. (4).
Let us split integration over b in Eq. (9) into two

domains: µ–1 & b & a and 0 < b < µ–1. In the former
domain, it would suffice to use the asymptotic form
K0, 1(x) ~ exp(–x), which, upon a slight readjustment of

screening parameters µ  µ' = µ

and λ  λ' = µ  with a relevant b ~

µ–1ξ, proves to be numerically very accurate. Hereafter,

ξ = log(βN/∆) and ∆ = λ/µ = . Then, the
steepest descent from the saddle-point at

t q⊥( ) α Z2λeiφd=

× b bJ1 q⊥ b( )K1 λb( ) iχ b( )[ ]expd∫ ,

χ b( ) βK0 µb( ),–=

α

T q⊥( ) αdZ2λS q⊥( )eiφI q⊥( ),=

I q⊥( ) b bJ1 q⊥ b( )K1 λb( ) iβNK0 µb( )–[ ] .expd∫=

S q⊥( )
κNa/2( )sin
κa/2( )sin

----------------------------,=

1
1
2
--- 2ξ /π( )log+ 

 

1
1
2
--- 2ξ /π( )log+ 

 

1 κ2/µ2+

b0 µ 1– ξ iπ/2+( )=
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yields for ξ2 ! µ/λ and q⊥  & µξ–1

(11)

Consequently, for small transverse momenta q⊥  @ µξ–1,
as soon as ξ @ 1, which holds for all practical purposes,
one has the attenuation of the coherent excitation
amplitude.

For higher transverse momenta q⊥  @ µξ–1, the use of
the stationary phase approximation, with the above res-
ervation about the substitution µ  µ' and λ  λ',
yields

(12)

where η = log(µβN/q⊥ ) @ 1. As before, we find no
enhancement but obtain the attenuation of the coherent
transition amplitude. Indeed, let the projectile momen-
tum satisfy the resonance condition [1–4]

(13)

In [1, 2, 4], a search for the coherent transitions in the
W crystal was suggested for n = 3. This regime corre-

sponds to γ . 10 and ∆ = λ/µ .  .
1.2. A still higher n discussed in [1–4] would corre-
spond to higher momentum transfers and to much
stronger suppression of the coherent excitation ampli-
tude.

Let us now consider the contribution to I(q⊥ ) from
the second domain, 0 < b < µ–1 ≡ r. The region of small
impact parameters is affected by the lattice thermal
vibrations, which are known to suppress the coherent
amplitude. Let us make use of the fact that for some
commonly used crystals at room temperature the root-
mean-square one-dimensional displacement u is such
that u ! r. For example, for the diamond lattice sug-
gested as a target in [3] u/r . 0.16 [10]. The integral on
the right-hand side of Eq. (9) reads

(14)

The contribution to I(q⊥ ), nonvanishing with increasing
N, comes from z ~ z0 = βN, where z0 is the point of sta-
tionary phase. Hence, the requirement is q⊥  @ µβN.

I q⊥( ) . 
q⊥

µ3
----- 2π

∆
------e ∆–

× iβN
∆

--------- 
 log

2 ∆
iβN
--------- 

 
∆

N
1
N
---- 

 
∆
.log

2∝

I q⊥( ) . 
η

µq⊥
--------- ∆η–( )exp

× i
q⊥

µ
----- η 1+( )– Nlog

1
N
---- 

 
∆
,∝exp

M∆E/ p 2πn/a, n 0 1 2 …, , ,= =

1 4π2n2/ aµ( )2+

I q⊥( ) b bJ1 q⊥ b( )K1 λb( )d

0

r

∫=

× iβNK0 µb( )–[ ]  . 
1

λq⊥
--------- µ

q⊥
----- 

  iβN

zJ1 z( )ziβN .d

0

rq⊥

∫exp
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The width δz .  of the region, from which the
major contribution comes to Eq. (14), is much smaller
than the interval of integration in Eq. (14), which is
∆z @ βN. Then, for βN @ 1 one has

(15)

where

(16)

Thus, for q⊥  @ µβN one finds no attenuation effect.
However, at large q⊥  the structure factor of crystal (10)
enters the game. The resonance condition (13) implies
fine tuning of phases of scattered waves. If q⊥  becomes
large, the phases get out of tune easily. At large projec-
tile momentum p, the structure factor (10) allows vari-

ation of  within a rather wide range which is, how-
ever, ∝ N–1. In the neighborhood of the resonance,

(17)

where B = aN/4 p. Hence, the excitation cross sec-

tion is σ = , which varies as

(18)

where

(19)

and pn = aM∆E/2πn. For example, for the W crystal,
N3 . 30 and for the diamond target crystal one has
N3 . 300. With certain reservations about the effect of
lattice thermal vibrations, one can conclude that not
only the q⊥  dependence of the coherent transition
amplitude differs dramatically from the early predic-
tions [2, 3] but the effect of coherent enhancement is
much weaker than that predicted in [1, 2, 4].

Note, that for N ! Nn one has

(20)

and the straight-path approximation, which we rely
upon in our analysis, holds true.

We conclude that, in quantitative analysis of high-
energy particle–crystal interactions, due allowance
must be made for the multiple scattering effects which
dramatically change the pattern of the coherent Cou-
lomb excitation, compared to widely used approaches
based on the Born approximation.
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2µ
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It is shown in the Markovian approximation that the relaxation of two atoms noninteracting with each other in
the field of a common thermostat results in the entanglement of atomic states. With time, this entanglement
either vanishes or takes a stationary value depending on the initial conditions. © 2002 MAIK “Nauka/Interpe-
riodica”.

PACS numbers: 03.65.Ud
In recent years, the problems of quantum informa-
tion, quantum teleportation, theory of measurements,
etc. [1, 2] have stimulated interest in so-called entan-
gled quantum states, for which the wave function (den-
sity matrix) of a system of particles noninteracting with
each other cannot be represented as the product of their
individual wave functions (density matrices). The well-
known Bell’s states are an example of completely
entangled states of a system of two two-level particles.
An example of entangled photon states is provided by
so-called squeezed light [3], which is used in experi-
ments on teleportation of photon states. The formation
of entangled atomic states was considered in recent
studies [4–8], and works devoted to the use of entan-
gled atomic states in optical effects are now emerging
in increasing number [9–11]. The inverse process of
destruction of the entangled atomic states is a part of
decoherence [12] and often attributed to relaxation pro-
cesses. In this work, it is demonstrated that the relax-
ation processes can lead not only to the decoherence but
also to an inverse process of entanglement of atomic
states, even if the atoms do not interact with each other
(in contrast to [4–6]). The presence of a common ther-
mostat is one of the basic conditions for entangling
atomic states in radiative decay. A simple example of
radiative decay of two noninteracting two-level atoms
in the field of a common thermostat at zero temperature
is considered in this work. In contrast to the well-
known Dicke model and other models of collective
atomic decay [13, 14], this process was described using
a new model based on the Lindblad equations. This
model accounts for the dynamics of both symmetric
and antisymmetric (in particles) atomic states. The gen-
eral solution was obtained for the equations of the
model. The Peres–Horodecki criterion [15, 16], which
is stronger than the Bell’s inequalities, was used as a
criterion for entanglement of atomic states. The eigen-
values of the two-particle atomic density matrix trans-
0021-3640/02/7503- $22.00 © 20123
posed according to Peres–Horodecki were calculated
and the domain of parameters, where the atomic states
resulting from the decay of nonentangled initial atomic
wave functions become entangled, was found. It is wor-
thy of note that, so far, by the entanglement of states in
radiative decay was meant the entanglement of an
atomic state with a state of thermostat particles (see,
e.g., recent work [17]).

Let us consider a two-atomic system consisting of
identical (not necessarily) two-level atoms in a com-
mon electromagnetic field and decompose the electric-
field operator into the longitudinal and transverse com-
ponents. The longitudinal component is responsible for
the dipole–dipole interaction. The transverse compo-
nent of an electromagnetic field is treated as a thermo-
stat field:

where  and bω are the photon creation and annihila-
tion operators, N(ω) is the photon density at a fre-
quency ω, and |Φ0〉  is the initial thermostat state. Under
the assumption that the interaction with atoms has a
Markovian character, the transverse electromagnetic
field is described by the Wiener quantum process [18,
19]. Writing Ito’s standard quantum stochastic equa-
tion, one obtains the following equation for the two-
atomic density matrix 5 (two-particle operators are
denoted by calligraphic letters):

(1)

Φ0 bω
+ bω' Φ0 N ω( )δ ω ω'–( ),=

Φ0 bωbω'
+ Φ0 1 N ω( )+( )δ ω ω'–( ),=

Φ0 bω Φ0〈 〉 Φ 0 bω
+ Φ0 0,= =

bω
+

5d
dt

--------
i
"
--- 5 *sys,[ ] Γ 5,–=

(
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where

is the Hamiltonian of the two-atomic system in the
absence of other external fields and interactions. Here,
ω0 is the atomic transition frequency; C3 = |1〉〈 1| –
|0〉〈 0|; vectors |0〉  and |1〉  correspond to the lower and
upper atomic states, respectively; 9d – d is the operator

of dipole–dipole interaction between atoms; and 
is the relaxation operator. Since our goal is to clarify the
role of a thermostat in the entanglement of atomic
states, we will consider a model situation and ignore the
dipole–dipole interaction. The thermostat is assumed to
be at zero temperature and free of photons; i.e., N(ω) = 0.
In this case, 9d – d = 0 and

(2)

where d10 is the matrix element of atomic dipole
moment, χ is the atom–thermostat coupling constant,
and

(3)

Here, C– = |0〉〈 1| and C+ = |1〉〈 0| are the annihilation and
creation operators for the excited state of a two-level
atom. In conjunction with the operator C3, they provide
the realization of the SU(2) algebra: [C+, C–] = C3,
[C3,C±] = ±2C±. The factor eiθ accounts for the possible
phase difference appearing in the electric field of the
thermostat because of the different spatial position of
atoms.

Note that form (2) of the relaxation operator is valid
for all kinetic equations describing relaxation in the
Markovian approximation, as was proved by Lindblad
[20] under very general assumptions on the thermostat
properties and the character of evolution of a dynamic
system.

Let us introduce the following notation: 5el =
〈e|5|l〉 , |g〉  = |0〉  ⊗  |0〉 , |f 〉  = |1〉  ⊗  |0〉 , |l 〉  = |0〉  ⊗  |1〉 , and
|e〉  = |1〉  ⊗  |1〉 , where |f 〉  is the state of the two-particle
system, in which the first atom is excited and the second
is in the ground state, and so on. In the matrix notation
5ij, the subscript i spans the values 1, 2, 3, 4 or g, f, l,
e. The one-particle density matrix of, e.g., the first

atom, ρ(f), is determined as ρf = Spl5,  = 5ee + 5ff,

 = 5ll + 5gg, and  = 5el + 5fg.

It is evident that the nonzero matrix elements of the
operator #± are

*sys

"ω0

2
--------- C3 1⊗ 1 C3⊗+( ) 9d d–+=

((

Γ5

(

Γ5
χ d10

2

2
--------------- 5#+#– #+#–5 2#–5#+–+( ),=

(

#± C± 1⊗ e iθ+− 1 C± .⊗+=

( (

ρ11
f

ρ00
f ρ10

f

f #+ g〈 〉 g #– f〈 〉 1,= =

l #+ g〈 〉 g #– l〈 〉 ∗ e–iθ,= =
Therefore, in the matrix form,

To find the stationary solution to Eqs. (1)–(3) note that
the matrix elements of the operators between the entan-

gled two-particle state |a〉  = (|f 〉  – e–iθ|l 〉) and the

state |g〉  or |e〉  are zero: 〈e|#+|a〉  = 〈g|#–|a〉 = 0. The vec-

tors |a〉  and |s〉  = (|f 〉  + e–iθ|l 〉), together with |g〉  and

|e〉 , form a new orthonormalized basis set for the states
of the two-atomic system. In this basis, Eqs. (1) and (2)
take the simplest form

(4)

where τ = χ|d10|2t is the dimensionless time and tilde
denotes the slow [compared to exp(±iω0t)] part of the

density matrix, e.g., 5sg = exp(–iω0t), 5eg =

exp(–2iω0t), and so on.

The general solution to Eqs. (4) has the form

e #+ f〈 〉 f #– e〈 〉 ∗ e–iθ,= =

e #+ l〈 〉 l #– e〈 〉 1.= =
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(5)

where the superscript (0) denotes the initial value of the
density matrix. There is the obvious relationship

(6)

Expressions (5) and (6) give the general solution for
the problem of radiative decay of two quiescent and
noninteracting identical atoms situated in a common
thermostat, whose effect on the atoms is described in
the Markovian approximation. Let us consider the sta-
tionary solution to Eqs. (1) and (2). The nonzero ele-
ments of the two-particle density matrix have the form

(7)

To determine whether the stationary solution (7) is
entangled, we will use the Peres–Horodecki criterion
[15, 16]; the latter is as follows. Consider a two-particle
density matrix transposed with respect to the indices of
one of the atoms, e.g., of the second atom. This matrix
will be referred to as the Peres–Horodecki matrix. The
necessary condition for the density matrix to be factor-
able is that all its eigenvalues are positive. For the
entangled states, at least one eigenvalue of this matrix
is negative. For example, the negative eigenvalue is
−1/2 for the entangled states |s〉  and |a〉 . The negative
eigenvalue of the Peres–Horodecki matrix can be
treated as a characteristic of the entangled state. The

5gg 1 5aa
0( )

– 5ss
0( ) 5ee

0( )
1 2τ+( )+{ } e 2τ– ,–=

5̃ag 5̃ag
0( )

, 5̃ae 5̃ae
0( )

e τ– , 5sa 5sa
0( )

e τ– ,= = =

5̃se 5̃se
0( )

e 2τ– , 5̃eg 5̃eg
0( )

e τ– ,= =

5sg 5sg
0( )

e τ– 2eiθ5̃es
0( )

e τ– e 2τ––( ),+=

5 ff
1
2
--- 5ss 5aa 5as 5sa+ + +{ } ,=

5ll
1
2
--- 5ss 5aa 5as– 5sa–+{ } ,=

5̃el
1

2
-------eiθ 5̃es 5̃ea–{ } ,=

5̃ef
1

2
------- 5̃ea 5̃es+{ } ,=

5̃gl = 
1

2
-------eiθ 5̃gs 5̃ga–{ } , 5̃gf  = 

1

2
------- 5̃ga 5̃gs+{ } ,

5 fl
1
2
---eiθ 5̃as 5ss 5aa 5sa––+{ } .=

5gg
st

1 5aa
0( )

, 5 ff
0( )

– 5ll
st 1

2
---5aa

0( )
,= = =

5̃gl
st 1

2
-------eiθ5̃ga

0( )
, 5̃gf

st
–

1

2
-------5̃ga

0( )
,= =

5 fl
st 1

2
---eiθ5aa

0( )
.–=
JETP LETTERS      Vol. 75      No. 3      2002
stationary Peres–Horodecki matrix has the form

Its eigenvalues are determined from the equations

(8)

An analysis of Eq. (8) indicates that there are
domains of parameters where one of the eigenvalues of
the Peres–Horodecki matrix is negative. This is most
evident in the case where each atom at zero time is in a
pure state and characterized by its own wave function
|ψf 〉  or |ψl 〉 . In this case, the minimum eigenvalue of the
Peres–Horodecki matrix is λmin = –0.17 for |ψf, l 〉  ~ |0〉
± c|1〉 .

The radiative decay of two atoms in a common ther-
mostat also gives rise to atomic correlations in the
absence of entanglement. The decay of the excited
atomic state |1〉  is an example. For a one-atomic system,
one deals with the usual radiative decay:

(9)

The collective decay of two excited atoms is described
by the expressions

(10)

or, in the g, f, l, and e variables,

Here, the initial condition is that both atoms are in the

excited state (only the matrix element  = 1 is non-
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zero). In this case, the one-particle density matrix of
each atom evolves as

(11)

According to the Peres–Horodecki criterion, state (10)
is not entangled, even though the equation for the one-
particle density matrix is not closed and is governed by
the dynamics of the two-particle density matrix:

The above examples indicate that the role of a com-
mon thermostat in the entanglement of atomic states
reduces to ensuring different dynamics for the atomic
states differing in the types of permutation symmetry.
The interaction of atoms with the common thermostat
is determined by operators (3), which are characterized
by certain types of permutation symmetry. At the same
time, among the two-atomic states, at least two types
(|s〉  and |a〉), differing in behavior with respect to atomic
permutations, are involved in the relaxational dynamics
in different ways. In the simplest case, the states of one
of the types (|a〉) evolve unitarily, whereas the dynamics
of the second type (|s〉) is not unitary. As a result, the
representation of the nonentangled initial state in terms
of the entangled basis vectors |s〉  and |a〉  is disbalanced.
For this reason, atomic states become entangled after a
time. Different dynamics can be manifested not only in
the unitary or nonunitary evolution of the entangled
basis atomic states but also in the different rates of their
relaxation in the common nonunitary evolution. The
decay of two atoms initially occupying the upper
excited level does not result in the entanglement of
atomic states, because the initial states are character-
ized only by one type of permutation symmetry.

Finally, if one-atomic dynamics serves as a quantum
channel, then the above conclusion about the entangle-
ment of atomic states agrees with recent results demon-
strating an increase in the information capacity of quan-
tum communication channels exposed to correlated
noises [21].
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Double sign inversion of the topological charge of an optical vortex was predicted and observed experimentally
for a beam focused by a cylindrical lens. Beam evolution after passing through the lens is analyzed by the
decomposition of the orbital angular momentum into the “vortical” and “mechanical” components. Topological
reactions in the beam wave resulting in the sign inversion of the optical vortex upon the intersection of the wave-
front edge dislocation are considered. © 2002 MAIK “Nauka/Interperiodica”.

PACS numbers: 41.85.-p
Light beams with optical vortices (OVs) are of inter-
est because of their unusual properties and possible
applications to the manipulation of microobjects [1].
The OV structure is determined by the phase circulation
about the vortex axis, on which the phase is indefinite
while the amplitude vanishes. The presence of the
orbital angular momentum (OAM) is a fundamental
property of a beam with OV [2, 3]. For an axially sym-
metric beam with a “longitudinal” OV [e.g., Laguerre–
Gaussian (LG) mode of laser cavity], the OAM is
caused by the helical shape of the wave front, and the
OAM is uniquely determined by the OV topological
charge. For the broken OV symmetry (e.g., after pass-
ing through an astigmatic optical system), the OV
structure can change noticeably, although the beam
OAM in the free space is conserved. The vortex can
even change its sign in the topological intersection
reaction of the OV axis and the wave-front edge dislo-
cation [4, 5] (this principle underlies the operation of
LG-mode π converter [2, 3]). At present, there is no
commonly accepted approach to the description of
these “variable” OVs. The concepts of “noncanonical
strength” of OV [5] or “anisotropic dislocation” [6],
although helpful in certain cases, characterize only
local features of the geometric structure of a beam and
are not directly related to its physical parameters. It is
the purpose of this work to analyze the transformations
of the orbital angular momentum of an OV beam in an
astigmatic system by introducing the concept of “vor-
tex” OAM and to observe experimentally the predicted
effects.

In the general case, OAM of a light beam also con-
tains the irrotational (“mechanical”) component arising
due to the misalignment of the symmetry axes of the
transverse distributions of intensity and phase (e.g., a
0021-3640/02/7503- $22.00 © 20127
rotating Gaussian beam is a vortex-free beam with
OAM [7]). The indicated components are fundamen-
tally different, because the mechanical OAM can
change upon passing through the corresponding phase
corrector, whereas the vortical OAM cannot.

As an illustration, we restrict ourselves only to the

simplest case of focusing a circular LG mode  by
a cylindrical lens. In this case, the distribution of the
electric-field complex amplitude at the lens entry has
the form

(1)

where x and y are the Cartesian coordinates in the cross-
sectional plane, ρ and ϕ are the corresponding polar
coordinates, Φ is the total energy flux in the beam, c is
the speed of light, and b is the parameter of the beam
cross-sectional size. It is convenient to analyze beam
evolution by using the properties of the matrix of sec-
ond moments [7, 8]

(2)

where I(r, p, z) is the Wigner function of the light beam

[8, 9], r =  is the transverse radius vector (|r| = ρ),
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p = , and ~ means transposition (the matrix of

moments Q = 2kM equivalent to Eq. (2) was used in
[8]). As was shown in [7], the OAM per unit beam
length is determined as

(3)

where M12 is the right upper block of the matrix of

moments (2) and J = . In particular, matrix (2)

for initial beam (1) has the form

, (4)

where I is the 2 × 2 unit matrix and k is the radiation
wave number. It follows from Eq. (3) that Λ = Φ/c2k in
accordance with the known results presented in [1].

Using Eq. (4) and formulas describing the transfor-
mation of the matrix of moments in an arbitrary optical
system [8], we find that, after passing through the astig-
matic lens with focal lengths fy, fx = ∞ and the free inter-
val of length z, the blocks of the matrix of beam
moments take the form

(5)

px
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 
 
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,=

Fig. 1. (a) The solid line corresponds to the zeros of Λν (vor-
tical OAM component) vs. the zR/fy ratio. Asymptotes are
shown by the dashed lines. (b) The diagram of the topolog-
ical intersection reaction between the longitudinal OV and
the edge dislocation for the degenerate case; the vortex does
not change its sign. (c) The same for the double inversion;
the vortex changes its sign upon each intersection. The
arrows indicate the direction of the circulation of the Poynt-
ing vector about the vortex axis.
(6)

where σ = z/zR, η = fy/zR, zR = kb2 is the Rayleigh length
of the initial beam.

It is seen from Eqs. (6) and (3) that the total OAM of
the beam retains its input value. To separate its vortical
component, let us consider the possibility of the OAM
transformation by a “smooth” phase corrector. The
matrix M12 changes under this transformation as

(7)

where Ω is the matrix of wave-front astigmatic correc-
tion [8]. The fact that the correction matrix is always
symmetric imposes restrictions on the possible changes
in OAM. In particular, it follows from Eq. (7) that

tr( J) = tr(M12J) for beam (1) with matrix of
moments (4); i.e., the vortical OAM of this beam is con-
served. To separate the vortical OAM for an arbitrary
beam, the OAM should be subjected to the transforma-
tion of type (7), under which the entire mechanical
OAM is “subtracted”; i.e., the beam wave front should
be made as plane as possible. With this aim, it is neces-
sary to compensate the effective wave-front curvature
K (see [8]), and the correction matrix should have the
form

(8)

In this case, the matrix  becomes antisymmetric
and, according to Eqs. (7) and (3), the beam OAM
proves to be equal to

(9)

The quantity (9) is conserved under transformations of
type (7); i.e., it cannot be changed by the quadratic
phase correlation. Moreover, it coincides with the total
OAM (3) for the axially symmetric vortex [e.g., for the
LG mode with matrix of moments (4)]. For this reason,
one can treat Eq. (9) as a definition of the vortical OAM
component of an axially symmetric beam with OV. For

the beam formed via focusing of the  mode by a
cylindrical lens, the substitution of the running values
of matrices (5) and (6) in Eq. (9) allows one to describe
the evolution of the vortical OAM component in the
space behind the lens:

(10)

This formula gives the quantitative characteristic of the
beam vortical OAM. In particular, zero Λν corresponds
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to the absence of OV, and a change in the Λν sign means
the inversion of the vortex sign. It is seen from Eq. (10)

that this occurs at σ = (1 ± )/2η, i.e., at those
points on the Z axis where

(11)

At fy < zR/2, there are two such inversion points,
whereas at fy > zR/2 no such point exist (Fig. 1a). The
critical relation fy = zR/2 between the lens focal length
and the Rayleigh length of the initial beam separates
these regions. If this relation is fulfilled, the quantity Λν
turns to zero only once at a distance z0 = zR (Fig. 1b).

In the transverse beam structure, a node line of zero
amplitude arises in the inversion planes determined by
Eq. (11). This signifies that the vortex inversion results
from the topological intersection reaction of an axial
OV and the wave-front edge dislocation representing a
“transverse” OV [10] (see Fig. 1c). If the lens power is
not too high, edge dislocations in the beam do not arise
and OV does not change its sign. In any case, the sign
of the axial OV in the far zone coincides with the sign
of the initial OV, as corroborated by calculating the
Fourier transform of the beam.

Each intersection leads to the inversion of both axial
and transverse OV. The dislocation topology uniquely
determines the signs of vortex charges (diagram in
Fig. 1c). It should be emphasized that a change in the
vortical OAM component is compensated by the
mechanical component, whose value may become
higher than the initial OAM of the beam upon the inver-
sion of the vortex sign.

In the experiments, a beam with an axial OV was
formed through the diffraction of a Gaussian beam
from an He–Ne laser by a specially synthesized diffrac-

tion grating [11] giving an  mode in the first dif-
fraction order. The beam was focused by a spherical
lens onto the plane of a cylindrical lens. The beam
diameter in the waist was 0.8 mm, which corresponds
to zR = 80 cm. The focal length of the cylindrical lens
was 33 cm. The lens axis was directed vertically. Figure
2 shows the intensity distributions and beam interfero-
grams for various distances. The OV position is identi-
fied through the splitting of an interference band [1].
Immediately behind the lens, the sign of the axial OV is
the same as in the initial beam, although it becomes
anisotropic (Figs. 2b, 2c). The first inversion is
observed behind the lens focal plane (Figs. 2d, 2e). The
splitting of the interference fringe in the interferogram
is directed oppositely. The clockwise rotation of the
pattern as a whole reflects the contribution from the
mechanical OAM component. The second inversion of
the vortex charge sign was detected at a distance of
155 cm (Figs. 2f, 2g). Thereafter, the intensity distribu-
tion shows no considerable changes and the sign of the
OV is retained.

1 4η2–

z
zR

2 f y

-------- zR zR
2 4 f y

2–±( ).=

LG0
1
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The positions of inversion planes (z1 ≈ 40 cm and
z2 ≈ 144 cm) are close to their calculated values (42 and
155 cm, respectively). Note that, although it is difficult
to accurately determine the positions of inversion
planes in the real experiment, it was distinctly demon-
strated that the vortex doubly inverts its sign and that
the conditions for its observation depend on the cross-

(a) (b) (c)

(d) (e)

(f)

(g)

Fig. 2. Intensity distributions and interferograms of the
beam with an axial OV. (a) Initial beam. (b, c) Beam at a dis-
tance of 29 cm behind the lens; the beam interferogram
indicates the presence of an anisotropic OV. (d, e) A dis-
tance of 67 cm from the lens; the vortex sign is inverted.
(f, g) A distance of 155 cm; the second sign inversion
occurred.
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sectional size of the initial beam and on the lens focal
length. Thus, the concept of decomposition of the beam
OAM into the vortical and mechanical components has
found its corroboration. The suggested approach can be
used for analyzing more complex situations, e.g., dif-
fraction of beams with OVs [12].

In conclusion, note that the single OV sign inversion
is also possible in the general case of astigmatic lens.
The necessary conditions for this to occur are different
signs of fx and fy and the relation

(12)
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The method of pulse duration control is proposed for intense molecular beams. The method is based on the
shortening of a primary molecular-beam pulse through the formation of a pressure shock ahead of a solid sur-
face through which the beam is passed. The method was used to obtain intense SF6, H2, He, SF6/H2 (1/10), and
SF6/He (1/10) molecular beams with a pulse duration of ≤10–15 µs and a spatial length of ≤1–2 cm. © 2002
MAIK “Nauka/Interperiodica”.
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1. Intense [≥1020 molecule/(sr s)] pulsed molecular
beams are used in various fields of fundamental and
applied investigations (chemical reactions with energy
barriers, elastic and inelastic collisions, interactions of
molecules with a surface, etc.) [1]. In recent years, they
have also been widely used in laser spectroscopy and
photochemistry [2, 3], including laser isotope separa-
tion [4, 5]. The most popular method of obtaining
intense molecular beams consists in the use of a skim-
mer for their separation from the gas-dynamically
cooled jets formed by pulsed nozzles [6]. Pulse inten-
sity, duration, velocity, and spread of molecular veloci-
ties in a beam (degree of gas cooling) are the main char-
acteristics of pulsed beams.

Several nozzle types are used for the formation of
pulsed molecular beams [6]. Among them, (1) nozzles
with solenoid control (the fuel injector of an automo-
bile is among this type), (2) nozzles with piezoelectric
control, and (3) nozzles of the current-loop type [6, 7]
are most popular. Pulses with a duration from several
hundreds of microseconds to several milliseconds are
typical of the first type, and pulses with a duration from
approximately 100 µs to 10 ms are typical of the second
type. Nozzles of the current-loop type are ordinarily
used to generate pulses with a duration from 50 to
200 µs. The designers of nozzles of this type have suc-
ceeded in obtaining molecular beams with the shortest
presently attainable pulse duration of ≅ 7 µs [8].

The formation of short pulses (≤20 µs) presents con-
siderable difficulties in designing the nozzles them-
selves and encounters serious problems associated with
the input of a high energy (≥20 J) for fast opening of the
nozzle [6]. At the same time, short-length (short-dura-
tion) molecular beams are required in many experi-
ments, especially in the experiments on excitation and
dissociation of molecular beams by high-intensity laser
pulses [9, 10]. In this work, a rather simple method of
pulse duration control is proposed for intense molecu-
0021-3640/02/7503- $22.00 © 20131
lar beams. This method can be used to form molecular
beams with a duration of ≤10 µs.

2. In the method proposed, the pulse duration of a
molecular beam is controlled by the pressure shock
(shock wave) [11–13] formed upon the interaction of
the primary molecular beam with a solid surface. The
shock plays the role of a high-speed gas-dynamic gate.
The essence of the method is illustrated in Fig. 1. In the
experiments, an intense [≥1020 molecule/(sr s)] wide-
aperture (divergence ω ≅  0.05 sr) pulsed molecular
beam was incident on the surface of a solid plate (a thin
≅ 100-µm metallic plate was used) with a hole in ≅ 2–
3 mm diameter in its center. An intense supersonic
molecular beam interacted with the plate to form a pres-
sure shock ahead of it [14, 15], with the characteristic
shock sizes on the order of the mean free path of mole-
cules [11, 12].

Fig. 1. Scheme of the experiment.

Turbomolecular
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For low-intensity beams (with molecular concentra-
tion N1 ≤ 3 × 1014 cm–3), the pressure shock did not form
ahead of the surface [16, 17]. In this case, the incident
molecular beam propagating inside a solid angle
defined by the hole area and the distance from the noz-
zle to the surface passed completely through the hole in
the plate. The molecules reflected from the surface only
slightly weakened the beam. As for the beam of rather
high intensity [I ≥ 1020 molecule/(sr s), N ≥ 1015 cm–3],
only the leading low-intensity portion of the pulse
passed through the hole in the plate, whereas the suc-
cessively more intense portion of the beam was com-
pletely scattered (“absorbed”) by the shock formed
ahead of the surface. As a result, the pulse duration of
the primary molecular beam shortened considerably.
Note that there is a certain analogy with the shortening
of the optical, e.g., laser pulse as a result of the onset of
optical breakdown in the lens or telescope focus, when
the trailing portion of the pulse is completely absorbed
in the formed plasma.

A pulsed nozzle of the current-loop type was used in
the experiments [7]. The nozzle outlet was 0.75 mm in
diameter. The opening time was equal to ≅ 70–100 µs
(FWHM), depending on the gas composition and pres-
sure in the nozzle. The gas pressure in the nozzle was
varied in the range from ≅ 0.1 to 7 atm. The nozzle cross
section was shaped like a cone with a cone angle of 15°.

Fig. 2. Time evolution of a pulse of the (SF6/H2 = 1/10)
molecular beam passing through a hole with a diameter of
2 mm in the plate for different gas pressures in the nozzle.
The distance from the nozzle to the surface is 68 mm, and
to the detector it is 143 mm. Gas pressure in the nozzle:
(a) l0.15, (b) 0.6, and (c) 1.5 atm.
The cone length was 35 mm. The vacuum chamber
where the molecular beam was formed was evacuated
to a pressure of ≅ 1 × 10–6 torr by a turbomolecular
pump. The number of molecules flowing out of the noz-
zle during a pulse depended on the gas pressure in the
nozzle and was varied in the experiments from ≅ 3 ×
1015 to ≅ 1.1 × 1017 molecule/pulse. The method of mea-
suring the number of molecules was described in detail
in [16, 17].

We studied the duration and intensity of the short-
ened molecular beams as functions of the incident
beam intensity and the hole diameter in the plate and
measured the mean molecular velocity in the shortened
beam and the spread of molecular velocities in it. Mea-
surements were performed by the time-of-flight method
based on the use of a pyrodetector (PD), with a time res-
olution of ≅ 3–5 µs, as a detector of the molecular beam
[18, 19]. The molecular time-of-flight spectra were
measured at different distances from the nozzle. They
were used to determine the beam velocities and the
spread of molecular velocities in the beams.

3. The experiments were carried out with the SF6,
H2, He, SF6/H2 (1/10), and SF6/He (1/10) molecular
beams. In all cases, the primary beam pulse shortened
appreciably (by 2–7 times). The time evolution of a
beam pulse (molecular time-of- flight spectrum) passed
through the hole in the plate is shown in Fig. 2 for dif-
ferent gas (SF6/He = 1/10) pressures in the nozzle. The
distance from the nozzle to the surface was 68 mm, and
to the detector it was 143 mm. At a low gas pressure
(p ≤ 0.15 atm), the incident beam intensity is low and
the shock is not formed ahead of the surface [16, 17];
accordingly, the beam does not shorten upon passing
through the hole in the plate (Fig. 2a). As the pressure
is built up, the shock appears ahead of the surface and
the incident pulse shortens (Fig. 2b). On further
increase in the primary beam intensity (gas pressure in
the nozzle), the pulse shortens even more (Fig. 2c), but
this is accompanied by the generation of a rather
intense secondary pulsed beam by the shock [20–22].

To suppress the formation of the secondary beam,
the plate was turned through the angle α ≅  50°–65°
about the incident beam. In this case, the shock ahead
of the plate became oblique and the gas density in it was
appreciably lower than in the normal shock [11, 13]. As
a result, the intensity of the secondary beam became
negligibly small compared to the intensity of the short-
ened primary beam. Note that, at large angles of inci-
dence (α ≥ 75°), the shock ahead of the surface did not
form [11–13] and the incident pulse did not shorten.

It was established experimentally that the higher the
intensity of the incident molecular beam and the smaller
the hole diameter, the shorter the beam. For the incident
intensity I ≥ 1021 molecule/(sr s) (N1 ≥ 1016 cm–3), the
duration of a pulse passed through the hole with a diam-
eter of 2 mm was shorter than 10–15 µs.
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The dependence of the pulse duration on the gas
pressure in the nozzle is demonstrated in Fig. 3 for the
H2 beam. The angle of incidence on the plate was α ≅
65°. The duration of the incident pulse was ~78 µs. One
can see that the pulse does not shorten at pressures
p ≤ 0.15 atm, and the duration of the passing pulse is
≤10–12 µs at a pressure of 4–5 atm.

The experimentally measured intensity, duration,
and mean velocity of molecular beams, as well as the
spread of molecular velocities in the beams obtained
upon passing the SF6/He (1/10) beam through the holes
of different diameter, are given in the table. The overall
gas pressure in the nozzle was 2.8 atm. The distance
from the nozzle to the surface was 68 mm, and to the
detector it was 143 mm. One can see that the pulse
duration decreases appreciably with decreasing diame-
ter of the hole through which the beam passes. Simul-
taneously, the mean beam velocity and the spread of
molecular velocities in the beam increase. The increase
in mean velocity is caused by fact that, as the pulse
shortened, the successively higher-velocity portion of
the primary beam passes through the hole, while the
increase in velocity spread is due to the enhanced effect
of beam scattering by the molecules reflected from the
surface and hole walls. In the shortened beam, the
velocity spread was 1.5–2 times greater than in the inci-
dent beam. Nevertheless, from the results given in the
table it follows that the gas in the shortened beam was
also quite cool (the Mach number was M ≅  v /∆v  ≅
4−8).

Note that the gas density in the shock depends on the
index γ = cp/cv, i.e., on the ratio of specific heats. For a
gas with a constant heat capacity, the maximum
increase in the density of the normal shock is given by
the relation [13] ρ2/ρ1 = (γ + 1)/(γ – 1), where ρ1 and ρ2
are the gas densities in the incident beam and the shock,
respectively. Because of this, a rather dense shock is
formed ahead of the surface in the case of molecules
with a small index γ [16, 17] (e.g., γ ≅  1.1 and ρ2/ρ1 ≅
21 for SF6 [23]). Such a shock considerably shortens
the primary pulse but simultaneously serves as the
source of an intense secondary beam. As for the mole-
cules with large index γ {e.g., He (γ ≅  1.66 [23]) and H2
JETP LETTERS      Vol. 75      No. 3      2002
(γ ≅  1.4 [23])}, the maximum increase in the density of
the shock is appreciably smaller (ρ2/ρ1 ≅  4 and 6,
respectively). In this case, the shock ahead of the sur-
face has a moderate density. For this reason, the inten-
sity of the secondary beam is appreciably lower than in
the case of SF6.

Thus, it has been shown in this work that the pulse
duration can be controlled by virtue of the formation of
a pressure shock ahead of the surface through which the
molecular beam passes. A method is proposed and used
to obtain molecular beams with a pulse duration of
≤10–15 µs and a spatial length of ≤1–2 cm. In the case
of short-length pulses, one can excite (dissociate)
almost all molecules in the beam by a high-intense laser
pulse and, thereby, considerably enhance the efficiency
of the laser action on the molecular beam [9, 10].

I am grateful to V.M. Apatin and V.V. Nesterov for
technical assistance. This work was supported in part
by the Russian Foundation for Basic Research (project
nos. 00-03-33003a and 02-02-16694a) and the Ameri-
can Foundation for CRDF (grant no. RC1-2206).

Fig. 3. Pulse duration of the H2 beam passing thorough a
hole of diameter 2 mm in the plate vs. gas pressure in the
nozzle. The angle of incidence of the beam on the plate is
α . 65°. The distance from the nozzle to the plate Lh =
68 mm and to the detector Ld = 143 mm.

H2 pressure (atm)
Experimental data on the shortening of the SF6 /He (1/10) beam pulse

d0, mm

Beam characteristics

beam duration, µs intensity, rel. units beam velocity
v, m/s

spread of molecular 
velocities in the 
beam ∆v, m/s

v /∆v

Unperturbed beam 78 100 980 105 9.3

4 68 60 1005 120 8.4

3 59 40 1040 150 6.8

2.5 51 22 1070 180 5.9

2 23 9 1095 240 4.6
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Oscillations of the absorbance of PbS nanocrystals point to the high uniformity of their sizes at the stage of
“normal” growth in the matrix. The size quantization energies of the ground and the first excited states of an
electron–hole pair are analyzed within the effective mass approximation. It is found that the mean radius of PbS
nanocrystals is r ≈ 1.7 nm and the potential barrier height at the contact between the semiconductor and the
matrix is Ve ≈ 4.5 eV. It is suggested that the finite barrier height is due to the action of electric fields of
~107 V/m in the contact regions upon breaking the polar symmetry of the dipole arrangement of matrix mole-
cules with respect to the surfaces of growing planar nanocrystals. © 2002 MAIK “Nauka/Interperiodica”.

PACS numbers: 78.67.-n; 73.22.-f; 68.47.Pc
Optical effects due to the size quantization of the
energy of an electron–hole (e–h) pair in semiconductor
nanocrystals of radius r < aex, where aex is the Bohr
radius of the bulk exciton, have been studied inten-
sively in recent years (see, for example, [1, 2]). The
short-wavelength (“blue”) shift of the optical absorp-
tion edge of nanocrystals has been studied most com-
prehensively [3–6]. Oscillations of the absorbance of a
nanocrystal due to transitions between its hole and elec-
tron levels with the same values of the principal (n) and
orbital (l) quantum numbers present more difficulties
for experimental observation. In order to observe this
effect, a high degree of uniformity of nanocrystal sizes
is required. Growing such nanocrystals in a dielectric
matrix is a complicated problem. These effects have
been observed so far in inorganic glass matrices [4].
This work reports on the observing and interpreting of
the oscillating character of absorbance variations of
PbS nanocrystals grown in Langmuir–Blodgett (LB)
films of lead stearate.

PbS nanocrystals in LB films were synthesized in
accordance with the procedure described in detail in
our work [7]. This process is matrix-controlled in the
sense that the synthesis of the inorganic phase is due to
the diffusion of S2– ions along interlayer spaces of the
LB structure (polar planes in which lead ions are
arranged). The morphology of these spaces determines
the shape of the growing nanocrystals as plates with the
thickness of the order of the semiconductor lattice con-
stant [8, 9]. The synthesis conditions were optimized to
obtain isolated nanocrystals in the matrix. Here, the
multilayer LB matrix must retain periodicity, which
was controlled by measuring small-angle reflection x-
ray diffraction patterns [9] and checking the period of
bilayer alternation (5.05 ± 0.05 nm). The synthesis con-
0021-3640/02/7503- $22.00 © 20135
ditions (T = 305 K, the exposure time texp = 15 min)
were maintained so that the dependence of the mean
radius of PbS nanocrystals on the exposure time had the
form r ~ t1/2 [7], which corresponded to the stage of
“normal” growth and to a Gaussian dispersion of
nanocrystal sizes [10].

A specific feature of the experimental absorption
spectrum of nanocrystals (Fig. 1; Specord M40 UV-
VIS; reference sample, an LB film of lead stearate of
similar thickness) is evidently its oscillating character
with a significant “blue” shift of ~1 eV of the absorp-
tion edge in reference to the spectrum of bulk PbS [5].
In order to interpret this feature quantitatively, we will
use the effective mass approximation for noninteracting
electrons and holes in a spherically symmetric potential
well with infinite walls at a Gaussian distribution of
nanocrystal radii [11]

(1)

where Eg is the energy band gap of the bulk semicon-
ductor (for PbS, Eg = 0.41 eV at 300 K [12]); " is the
Planck constant; kln = ϕln/r are the roots of the Bessel
function; ϕln is a universal set of numbers independent
of r, n = 1, 2, 3, … and l = 0, 1, 2, …; µ is the reduced
exciton mass in the bulk crystal; and Eln is the size
quantization energy of an e–h pair. The radius of parti-
cles and its standard deviation σ2 were varied. Estimat-
ing the mean radius from the position of the first exper-
imental peak of absorbance oscillations and the energy
by Eq. (1) for the ground state (n = 1, l = 0) gives r =
2.1 nm; that is, the condition r < aex is fulfilled well (in
PbS, aex = 0.53εm0/µ ≈ 19.6 nm [1], ε is the dielectric
constant of the semiconductor, and m0 is the free elec-
tron mass). However, Fig. 1 (curve 2) demonstrates that

hν ln Eg "
2 kln( )2/2µ Eg Eln,+≡+=
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Fig. 1. (1) Experimental absorption spectrum of PbS nanoc-
rystals in a 30-bilayer LB film of lead stearate and calcu-
lated spectral bands for the ground and the first excited
states of an e–h pair in the approximation (2) Ve = ∞ and

(3) Ve = 12Eg for σ2/2r2 = 5 × 10–3.

Fig. 2. Calculated energies of (1, 3) the ground and (2, 4) the
first excited states of an e–h pair as functions of the radius
of PbS nanocrystals, dashed lines correspond to Ve = ∞;
solid lines correspond to Ve = 12Eg.
the position of the second peak of the spectrum for tran-
sitions with l = 0 calculated by Eq. (1) differs signifi-
cantly from the experimental value. It may be sug-
gested that the decrease in the gap between the ground
and the excited states of an e–h pair observed in the
experiment is due to both an increase in the Coulomb
correlation of electrons and holes and the finite height
of the actual potential barriers at the phase boundaries.
At r < aex, the contribution of the Coulomb interaction
of carriers to the total energy of an e–h pair is small,
EC/Eln ~ e2µr/π3εε0"

2 [1] (ε0 is the electric constant),
and this contribution does not exceed 5% at r = 2.1 nm.
The polarization contribution of an interacting elec-
tron–hole pair to the potential energy of the e–h pair is
also small in spite of the significant (~1.5 order of mag-
nitude) difference in the dielectric constants of PbS and
the matrix material [13].

In our opinion, it is necessary to take into account
the fact that the motion of photoexcited carriers in
nanocrystals located in polar planes of the LB matrix is
affected by the confining potential generated by polar
groups of amphiphilic molecules having a large area of
contacts with planar boundaries of nanocrystals. Its
value is finite; therefore, in principal, wave functions of
carriers can penetrate the barrier at the boundary with
the matrix. Let us determine the energies of the two
lowest states E01 and E11 of an e–h pair as functions of
the nanocrystal size at a finite value of the potential Ve

at the nanocrystal–matrix boundary [14]

(2)

(3)

In Eq. (2), kiln = (2m1iEiln/"2)1/2 and qiln = [2m2i(Vi –
Eiln)/"]1/2; i = e, h; m1i is the carrier mass in the nanoc-
rystal; and m2i is the carrier mass in the matrix.

Figure 2 displays E01(r) and E11(r) curves for vari-
ous Ve obtained by numerically solving Eqs. (2) and (3)
for m1e/m0 = 0.085, m1h/m0 ≈ 0.101, and m2e/m0 ≈ 1. It is
assumed that m2e ≈ m0 and Vh = ∞ for holes. Electrons
in a real dielectric matrix are localized, and m2e/m0 > 1;
therefore, the ratio of effective electron masses in the
matrix to electron mass in the nanocrystal can actually
be smaller than the value m1e/m2e = 0.085 assumed in
calculations. However, it can be easily shown that a
decrease in m1e/m2e by a factor of, for example, two
leads to an insignificant change in the difference E11 –
E01 within the range ~ 6–7%; that is, the approximation
m2e ≈ m0 is quite acceptable. Figure 2 demonstrates that
a decrease in the potential barrier height leads to a
decrease in the size quantization energy. Owing to the
fact that, when Ve decreases, the excited state energy
decreases more rapidly than the ground state energy,
the difference E11(r, V) – E01(r, V) also decreases. A

ki01r( )tan / ki01r( ) 1 1 qi01r+( )mi1/mi2–{ } 1– ,=

ki11r( )tan / ki11r( ) 1 ki11r( )2/ mi1/mi2[{+{=

× 2 2qi11r qi11
2 r2+ +( )/ 1 qi11r+( ) ] 2– } } 1–

.
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comparison of the calculated values E01(r, Ve) and
E11(r, Ve) – E01(r, Ve) with the experimental E01 and
E11 – E01 values allows one to refine the mean radius of
PbS nanocrystals r ≈ 1.7 nm and to estimate Ve ≈ 12Eg.
The corresponding two bands of the calculated absorp-
tion spectrum are represented by curves 3 in Fig. 1.

An analysis of particular physical reasons for the
formation of a potential barrier at the boundaries of a
planar nanocrystal with the LB matrix is the subject of
a separate study; however, we would like to emphasize
here that an LB film, as a whole, retains its ordering in
the process of “normal” nanocrystal growth. However,
the polar matrix planes become distorted in the vicini-
ties of PbS nanocrystal formation and internal stresses
in the matrix increase [9]. It is evident that this will
result in a perturbation of the polar symmetry and, as a
consequence, in the occurrence of local regions of
spontaneous polarization and electric fields in the near-
est environment of nanocrystals. Estimates show that
the strength of the total electric field of the intrinsic and
induced (as a result of polarizing electron shells of the
oxygen bound in carbonyl and hydroxyl groups of
matrix molecules by the PbS lattice [15]) dipoles can
reach ~107 V/m at a density of polar stearic acid mole-
cules (dipole moments ≈2 D) of ~4 × 1018 cm–2 in the
simple case of azimuthal misalignment of their dipole
moments by ~10°. This is quite a real value [16] to
decrease the work function of the surface of PbS nanoc-
rystals in the polar environment of an LB matrix.
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Composites representing a network of random Josephson junctions and characterized by the compositions
92.5 at. % Y3/4Lu1/4Ba2Cu3O7 + 7.5 at. % NiTiO3 and 92.5 at. % Y3/4Lu1/4Ba2Cu3O7 + 7.5 at.% MgTiO3 are
synthesized, and their magnetoresistance properties are studied. The temperature dependence of the resistance
R(T) measured for the composite that contains the paramagnetic NiTiO3 compound exhibits a characteristic fea-
ture below the superconducting transition temperature Tc of the high-Tc superconductor, namely, a region where
R is independent of the current j and weakly depends on the magnetic field H. Below a certain temperature Tm,
a strong dependence of R on j and H is observed, which is peculiar to a network of Josephson junctions. The
dependences R(T, j, H) obtained for the “reference” samples with the nonmagnetic MgTiO3 compound exhibit
no such features. The anomalous behavior of the HTSC + NiTiO3 composite is explained by the effect produced
by the magnetic moments of Ni atoms in the insulating barriers on the transport current. © 2002 MAIK
“Nauka/Interperiodica”.

PACS numbers: 75.70.Cn; 74.50.+r; 74.80.Dm
Josephson structures with different types of mag-
netic ordering in the barriers (superconductor–ferro-
magnet–superconductor or superconductor–paramag-
net–superconductor) have been intensively studied on
the basis of conventional superconductors for years,
both theoretically and experimentally [1–13]. These
structures attract the interest of researchers, because
they exhibit such effects as the nonmonotone tempera-
ture dependence of the critical current [6, 7, 10–12], the
presence of π junctions [6, 7, 10–12], the reduction of
the superconducting properties, and the characteristic
behavior of magnetoresistance [13]. The strong chemi-
cal activity of high-Tc superconductors (HTSCs) hin-
ders the fabrication of single Josephson junctions of the
aforementioned kinds on their basis. However, the
characteristic features of the resistive state of such junc-
tions can be observed on two-phase composites whose
one ingredient is an HTSC and the other is a compound
with magnetic ordering. Technologically, the fabrica-
tion of such composites presents no difficulties. The
necessary condition for their synthesis is the absence of
strong chemical interaction between the initial ingredi-
ents of the composite. Earlier, it was shown [14–18]
that, below the transition temperature Tc of the super-
conducting grains, the transport properties of compos-
ite HTSCs prepared by the fast sintering technique rep-
resent a Josephson junction network.

We studied composite samples with the volume con-
tent of the HTSC 92.5 vol % and the content of NiTiO3
(or MgTiO3) 7.5 vol %. The samples were prepared as
0021-3640/02/7503- $22.00 © 0138
follows. First, the initial components were synthesized.
The Y3/4Lu1/4Ba2Cu3O7 superconductor was synthe-
sized by the conventional ceramic technology. The
NiTiO3 and MgTiO3 compounds were obtained from
NiO, MgO, and TiO2 (high purity grade) also by the
ceramic technology, by heating at 1250°C within 100 h
with five intermediate grindings. Then, the initial com-
ponents of the future composite were taken in the nec-
essary proportion and grinded and mixed in an agate
mortar, after which they were pressed into pellets. The
pellets were placed for 2 min in an furnace heated to
910°C and then placed in another furnace heated to
350°C, in which they were annealed within 3 h to satu-
rate them with oxygen. After this, the pellets were
cooled together with the furnace. For the samples used
in our study, we introduce he following notation:
S+7.5(Ni) for composites with NiTiO3, and S+7.5(Mg)
for composites with MgTiO3. Since the MgTiO3 com-
pound is nonmagnetic and isostructural with NiTiO3,
the S+7.5(Mg) composites were used as reference to
reveal the effect of the magnetic moments of nickel.

Magnetic measurements performed for the synthe-
sized NiTiO3 showed that this material is an antiferro-
magnet with the Néel point ~ 22 K and, above 22 K, it
is a paramagnet. The experimental value of the effective
moment per atom was found to be ~4 µB. These data
agree well with the results obtained in [19].

The X-ray structure studies of S+7.5(Ni) and
S+7.5(Mg) composite samples revealed the presence of
2002 MAIK “Nauka/Interperiodica”
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only two phases (within the accuracy of the X-ray anal-
ysis): the 1-2-3 structure and the ilmenite structure. No
foreign reflections were observed. The relative intensi-
ties of the reflections correspond to the volume contents
of the composite components. The measurements of the
temperature dependences of magnetization M(T) for
the S+7.5(Ni) and S+7.5(Mg) composite samples
showed that both composites have a single supercon-
ducting phase with the transition temperature Tc =
93.5 K, which coincides with Tc of the initial polycrys-
talline Y3/4Lu1/4Ba2Cu3O7 HTSC, which was annealed
in the same way as the composites.

Figure 1 presents the dependences R(T) measured
for the S+7.5(Mg) composite by the four-probe method
at different strengths of the external magnetic field (the
magnetic field is perpendicular to the current) (Fig. 1a)
and at different values of the transport current j
(Fig. 1b). The behavior of these dependences is typical
of the composites with an insulator, such as HTSC +
CuO [15] and HTSC + Pb2ScTaO6 [18], with a short
sintering time. The onset of the superconducting transi-
tion is observed at Tc = 93.5 K for all transport currents
in small magnetic fields (<1 kOe), which coincides
with Tc of the initial HTSC. At this temperature, the
superconducting transition of the HTSC grains is
observed in the form of a sharp decrease in the resis-
tance. The magnitude of the resistivity drop is indepen-
dent of both the external field and the current and is
determined by the volume content of the superconduct-
ing component in the composite. The inset in Fig. 1b
shows (on an enlarged scale) the dependences R(T, j)
for the composite. One can see that all these depen-
dences are functions of the transport current (the I–V
characteristics are nonlinear) immediately below the
superconducting transition temperature. The depen-
dences R(T, H) (Fig. 1a) behave in a similar way. The
broadening of the superconducting transition in mag-
netic fields 1–60 kOe is related to the penetration of the
magnetic field into the superconducting crystallites. As
the temperature decreases further, the resistance
smoothly decreases, which corresponds to the transi-
tion of the network of Josephson weak links. The tem-
perature at which the resistance becomes zero
decreases with increasing current and magnetic field.
These dependences, R(T, j) and R(T, H), can be
described in terms of the thermally activated phase slip-
page mechanism [20], as was done for HTSC + CuO
composites in [15].

Figure 2 shows the temperature dependences of the
resistance R(T) of the S+7.5(Ni) composite for different
strengths of the external magnetic field (0–60 kOe)
(Fig. 2a) and different transport currents j (Fig. 2b). The
onset of the superconducting transition looks similar to
that observed for the S+7.5(Mg) samples. However, as
the temperature decreases, the dependences R(T)
exhibit a plateau (see the inset in Fig. 2b) within which
the dependences R(T, j) are not functions of the current
(the I–V characteristics are linear) and R weakly
JETP LETTERS      Vol. 75      No. 3      2002
depends on the magnetic field. Only starting from a cer-
tain temperature Tm do the dependences R(T) become
functions strongly dependent on both the magnetic field
(Fig. 2a) and the current (Fig. 2b), as in the case of the
S+7.5(Mg) composites. In high magnetic fields
(<10 kOe), the point Tm becomes spread, but no dis-
placement of this temperature is observed. The latter is
confirmed by Fig. 3, which presents the temperature
dependence of the derivative dR/dT. As the transport
current and the magnetic field increase, the temperature
corresponding to the zero resistance value decreases.
We also note that the dependences R(T, H) and R(T, j)
behave in different ways, which is presumably related
to the effect of the distribution function of the parame-
ters of the Josephson junctions formed in the compos-
ites on the behavior of R(T). The dependences R(T, j)
for the S+7.5(Ni) composite (Fig. 2b) cannot be
described in the framework of the approach proposed in
[20] and used for the HTSC + CuO composites in [15].

Fig. 1. Temperature dependences of the resistivity of an
S+7.5(Mg) sample (a) for different strengths of the external
magnetic field H at j = 27 mA/cm2 and (b) for different val-
ues of the current density j at H = 0: (a) H = 20 Oe, 38 Oe,
80 Oe, 116 Oe, 1 kOe, 10 kOe, and 60 kOe (from right to
left); (b) j = 27, 135, 270, 407, and 520 mA/cm2 (from right
to left).
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The appearance of the aforementioned feature for
the S+7.5(Ni) composites, i.e., the appearance of the
temperature Tm, cannot be explained by any kind of
chemical mechanism (this statement is confirmed by
the S+7.5(Mg) sample used as reference). Taking into
account that both types of samples were prepared by
identical procedures, one can conclude that the feature
in question is associated with the use of the NiTiO3
paramagnet as the second component of the composite.
It is the presence of magnetic moments of nickel atoms
that gives rise to the anomalous behavior of the depen-
dences R(T).

This behavior can be explained by the mechanism
similar to that proposed in [21, 22]. The cited publica-
tions report on the resistance measurements along the c
axis of YBa2Cu3O7 [21] and Bi2Sr2CaCu2O8 [22] single
crystals placed in a strong magnetic field up to 18 T

Fig. 2. Temperature dependences of the resistivity of an
S+7.5(Ni) sample (a) for different strengths of the external
magnetic field H at j = 20 mA/cm2 and (b) for different val-
ues of the current density j at H = 0: (a) H = 0, 20 Oe, 38 Oe,
80 Oe, 116 Oe, 200 Oe, 1 kOe, 10 kOe, and 60 kOe (from
right to left); (b) j = 20, 100, 200, 300, and 400 mA/cm2

(from right to left).
coplanar with the a–b plane of the crystal. A broaden-
ing of the resistive transition was observed, and the
curves ρ(T) showed two characteristic regions: one
immediately below Tc with ρ independent of j and the
other below a certain point Tm with ρ not being a func-
tion of the current. The authors of these publications
[21, 22] believe that the point Tm is the melting temper-
ature of the Abrikosov vortex lattice. Evidently, in the
aforementioned geometry (H || a, b), the magnetic field
penetrates into the nonsuperconducting layers of the
quasi-two-dimensional single crystal to a greater extent
than into the superconducting layers with the genera-
tion of Abrikosov vortices. When the current flows
along the c axis, the charge carriers tunnel from the
superconducting layers through the nonsuperconduct-
ing ones, in which the spins of the carriers interact in
the Zeeman way with the external field. In addition,
Abrikosov vortices can move, and, at temperatures
above Tm, they move without pinning, which leads to a
specific form of the temperature dependence of magne-
toresistance.

Our HTSC + NiTiO3 composite can be considered
as a macroscopic analog of the experiment described
above. In fact, the charge carriers tunnel between the
superconducting grains through the paramagnet in
which the spins of the carriers become involved in the
exchange interaction (an approximate analog of the
Zeeman interaction) with the magnetic moments of
nickel. The probability of such an interaction is close to
unity, because a0 < ξ0, where a0 is the lattice constant of
NiTiO3, i.e., the distance between the magnetic
moments, and ξ0 is the coherence length. The paramag-
netic material NiTiO3 induces a fluctuating effective
magnetic field (evidently, its time average strength is
equal to zero), which penetrates into the superconduct-
ing grains to the depth λ (~1000 Å) [23]. This field
causes the formation of Abrikosov vortices in the near-

Fig. 3. Fragments of the temperature dependences of the
derivative dR/dT for the dependences obtained at H = 0 (tri-
angles) and 60 kOe (circles) for an S+7.5(Ni) sample.
JETP LETTERS      Vol. 75      No. 3      2002
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surface layer of the HTSC adjacent to NiTiO3. In the
interval between the melting temperature of the Abri-
kosov vortex lattice Tm and the superconducting transi-
tion temperature Tc, the resistance of the sample does
not depend on the transport current, as in the case of
[21, 22]. Below this interval, the Abrikosov vortices are
pinned inside the HTSC grains. In this case, the I–V
characteristic depends on the transport current density
and a strong dependence of the resistance on the mag-
netic field takes place (Fig. 2).

We note that the dependences we obtained resemble
the results reported in a recent publication [13] where
the transport properties of single Josephson junctions
with conventional superconductors, Nb/Al/Gd/Al/Nb
(superconductor–ferromagnet–superconductor), were
studied and similar dependences R(T) were obtained.
Below the superconducting transition temperature,
these dependences also displayed two characteristic
regions. Immediately below Tc, the dependences R(T)
in [13] did not depend on the transport current, and,
only starting from a certain temperature (analogous to
Tm), the curves R(T) were found to depend on j. How-
ever, the effect of the ferromagnetism of Gd on the tun-
neling of charge carriers through this kind of barrier
was unfortunately not analyzed in [13].

We are grateful to A.D. Balaev for his assistance in
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structure analysis.

The work was supported by a grant from the sixth
competition “Expertise of Young Scientists’ Projects”
of the Russian Academy of Sciences (grant no. 55) and
also in part by the Krasnoyarsk Regional Science Foun-
dation (grant no. 10F162M).

REFERENCES

1. I. O. Kulik, Zh. Éksp. Teor. Fiz. 49, 1211 (1965) [Sov.
Phys. JETP 22, 841 (1966)].

2. H. Shiba and T. Soda, Prog. Theor. Phys. 41, 25 (1969).
3. L. N. Bulaevskiœ, V. V. Kuziœ, and A. A. Sobyanin, Pis’ma

Zh. Éksp. Teor. Fiz. 25, 314 (1977) [JETP Lett. 25, 290
(1977)].

4. J. L. Paterson, J. Low Temp. Phys. 35, 371 (1979).
JETP LETTERS      Vol. 75      No. 3      2002
5. J. Niemeyr and G. von Minnigerode, Z. Phys. B 36, 57
(1979).

6. L. N. Bulaevskiœ, A. I. Buzdin, and S. V. Panjukov, Solid
State Commun. 44, 539 (1982).

7. A. I. Buzdin, B. Bujicic, and M. Yu. Kupriyanov, Zh.
Éksp. Teor. Fiz. 101, 231 (1992) [Sov. Phys. JETP 74,
124 (1992)].

8. S. V. Kuplevakhskiœ and I. I. Fal’ko, Fiz. Tverd. Tela
(St. Petersburg) 34, 183 (1992) [Sov. Phys. Solid State
34, 96 (1992)].

9. A. S. Borukhovich, Usp. Fiz. Nauk 169, 737 (1999).
10. M. Fogelström, Phys. Rev. B 62, 11812 (2000).
11. Y. Tanaka and S. Kashiwaya, J. Phys. Soc. Jpn. 69, 1152

(2000).
12. V. V. Ryazanov, V. A. Oboznov, A. Yu. Rusanov, et al.,

Phys. Rev. Lett. 86, 2427 (2001).
13. O. Bourgeois, P. Gandit, A. Sulpice, et al., Phys. Rev. B

63, 064517 (2001).
14. M. I. Petrov, D. A. Balaev, S. V. Ospishchev, et al., Phys.

Lett. A 237, 85 (1997).
15. M. I. Petrov, D. A. Balaev, K. A. Shaœkhutdinov, and

K. S. Aleksandrov, Fiz. Tverd. Tela (St. Petersburg) 41,
969 (1999) [Phys. Solid State 41, 881 (1999)].

16. M. I. Petrov, D. A. Balaev, K. A. Shaœkhutdinov, and
S. G. Ovchinnikov, Fiz. Tverd. Tela (St. Petersburg) 40,
1599 (1998) [Phys. Solid State 40, 1451 (1998)].

17. M. I. Petrov, D. A. Balaev, S. V. Ospishchev, and
K. S. Aleksandrov, Fiz. Tverd. Tela (St. Petersburg) 42,
791 (2000) [Phys. Solid State 42, 810 (2000)].

18. D. Berling, B. Loegel, A. Mehdaoui, et al., Supercond.
Sci. Technol. 11, 1292 (1998).

19. G. S. Heller, J. J. Stickler, S. Kern, and A. Wold, J. Appl.
Phys. 34, 1033 (1963).

20. V. Ambegaokar and B. I. Halperin, Phys. Rev. Lett. 22,
1364 (1969).

21. M. Charalambous, J. Chaussy, and P. Lejay, Phys. Rev.
B 45, 5091 (1992).

22. M. S. Fuhrer, K. Ino, K. Oka, et al., Physica C (Amster-
dam) 282–287, 2041 (1997).

23. A. P. Malozemoff, in Physical Properties of High Tem-
perature Superconductors, Ed. by D. M. Ginsberg
(World Scientific, Singapore, 1989; Mir, Moscow,
1990), Vol. I.

Translated by E. Golyamina



  

JETP Letters, Vol. 75, No. 3, 2002, pp. 142–145. Translated from Pis’ma v Zhurnal Éksperimental’no

 

œ

 

 i Teoretichesko

 

œ

 

 Fiziki, Vol. 75, No. 3, 2002, pp. 170–174.
Original Russian Text Copyright © 2002 by Me

 

œ

 

likhov, Farzetdinova.

                                                          
Ultrathin Co/Cu(110) Film as a Lattice of Ferromagnetic Grains 
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The well-known fact of magnetic ordering in ultrathin Co films (with an effective thickness of several mono-
atomic layers) on a single-crystal Cu(110) substrate is described quantitatively using the model according to
which the thin film is a lattice of three-dimensional ferromagnetic grains with dipole–dipole interactions. The
critical film thickness corresponding to the ferromagnetic transition and the corresponding Curie temperature
were calculated.© 2002 MAIK “Nauka/Interperiodica”.

PACS numbers: 75.70.Ak
To date, much experimental work has been devoted
to the study of magnetic ordering in ultrathin Fe, Co,
and Ni films [1]. Although it has been found that a long-
range ferromagnetic order is established in films having
a certain effective thickness, the nature and regularity
of this phenomenon still remain to be clarified. The
main difficulty in the generalization and adequate
description of the experimental results is caused by the
complex character of the film growth process, because
the morphology and properties of these films depend on
many factors and, in particular, on the type of substrate
(its material, crystallinity, surface orientation, cleanli-
ness, temperature, etc.) and growth conditions (atmo-
sphere pressure and composition, growth rate, methods
of material evaporation, etc.). For the results to be
reproducible, it is necessary to carefully control and
keep constant many parameters during the course of the
experiment. As for the development of a physical
notion of the mechanism for establishing magnetic
order in ultrathin films, the control of the topology of
such films and, in particular, the geometry and mag-
netic properties of “islands” composed of Co (Fe, Ni),
the substrate surface area covered by these islands, the
film structure, and the evolution of the relevant param-
eters during the film growth are highly important.

One recent work [2] is noteworthy in this respect. It
was shown in that work that, at a sufficiently high tem-
perature (e.g., 300 K) of a single-crystal Cu(110) sub-
strate, the deposited Co film grew through “natural
lithography,” i.e., through the formation of nuclei (dis-
tributed more or less homogeneously over the substrate
area) which transformed into ellipsoidal grains with
major axes aligned (to within a small scatter of ~5°–
10°) with the substrate [001] axes. It was established
that the size of these grains increased in the course of
film growth, but both the separation between their cen-
0021-3640/02/7503- $22.00 © 20142
ters and the grain shapes (i.e., their eccentricity)
remained unchanged.

The effective thickness d of such an inhomogeneous
film composed of grains is equal to the thickness of a
homogeneous film containing the same number of
atoms. It is the effective thickness d which is measured
in the experiments (from the amount of material depos-
ited on the substrate) and ordinarily described in terms
of the number of monoatomic layers (MLs). The exper-
iment shows that such films become ferromagnetic only
if their thickness is sufficiently large (critical). The
authors of [2] assume that the critical thickness dc is
equal to the thickness for which the hysteresis loop of
the film demonstrates nonzero coercivity for the first
time. According to their measurements, dc ≈ 4.6 ML,
although a noticeable nonlinearity in the magnetic-field
dependence of film magnetization, being the conse-
quence of intergrain interaction, appears even at d ≈
4 ML.

We assume that the process of transformation to the
ferromagnetic state can be associated with a change in
the magnetic state of the lattice of ellipsoidal Co grains
coupled together by the long-range dipole–dipole inter-
actions. The appropriate model is considered below.

Magnetic state of a system of ferromagnetic
grains coupled by the dipolar interaction and mag-
netism of ultrathin films. Let us consider a system of
identical magnetically anisotropic ferromagnetic
grains with magnetic moments µ and centers lying in
the x, z plane and positioned at the sites of a two-dimen-
sional rectangular lattice with lattice constants lx and lz.
Let the easy axes of the grains and, hence, their mag-
netic moments also lie in the x, z plane and let them be
parallel to each other and form angle θ with the x axis.
With allowance made for the long-range dipole–dipole
002 MAIK “Nauka/Interperiodica”
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interaction, the magnetic state of this system is deter-
mined by the magnetic field

created in the volume of an individual grain (for defi-
niteness, positioned at the origin of coordinates) by all
remaining grains. In this expression, Hmn is the field
component (parallel to the grain magnetic moments)
created at the origin by the grain centered at the point
(mlx, nlz), where m and n are integers; the sum does not
include the term with m = n = 0.

The interaction energy between the chosen grain
and the magnetic field Hd is

(1)

where the integration is over the volume of the central
grain. The ground state of the system corresponds to the
configuration of grain magnetic moments µmn, for
which the energy Wd is minimum. In our case, only one
ferromagnetic configuration (the grain magnetic
moments are aligned with their major axes and are par-
allel to each other) is possible. As to the antiferromag-
netic state of the system, we restrict ourselves to the sit-
uation where the grain magnetic moments form two
identical magnetic sublattices with antiparallel mag-
netic moments. Then µmn = µexp[i(φxm + φzn)], where
φx = φz = 0 for the ferromagnetic state. The antiferro-
magnetic states S10, S01, and S11 (Fig. 1) correspond,
respectively, to (φx = 0, φz = π), (φx = π, φz = 0), and (φx =
φz = π).

Let i1 be the absolute value of sublattice magnetiza-
tion (in the ferromagnetic state, the total magnetization
is i = 2i1, and i = 0 in the antiferromagnetic state).
According to the mean-field theory, the energy of
dipole–dipole interaction is proportional to the magne-
tization i1, i.e., Wd = –λi1. Of all the states considered
(ferromagnetic and three antiferromagnetic), the state
corresponding to the largest dipole–dipole interaction
parameter λ is energetically most favorable. Therefore,
to elucidate the character of the ground state of the sys-
tem, it would suffice to determine and compare with
each other these parameters for the ferromagnetic and
different antiferromagnetic configurations of the grain
magnetic moments.

As for the lattice magnetization i1, it is determined
from the self-consistent equation of the mean-field
theory

(2)

where i0 = (1/2)µN and N = 1/lxlz is the surface concen-
tration of grains. As usual, this equation determines the
Curie temperature TC = λi0/k for the system. However,
it should be noted that Eq. (2) applies only if the differ-
ence in energies Wd of the ferro- and antiferromagnetic

Hd Hmn

m n,
∑=

Wd µ/V( )– Hd r( ) V ,d

V

∫=

i1 i0 λ i1/kT[ ] ,tanh=
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states is large compared to kT. Otherwise the thermal
fluctuation of magnetic order must be taken into
account.

We will restrict ourselves to the consideration of
three-dimensional grains shaped like ellipsoids of rev-
olution with easy axes aligned with their major axes.
The method of approximate calculation of the inter-
grain dipole–dipole interaction energy Wd for the lattice
of such grains was developed in [3]. This method is
based on the use of the following (giving an accuracy of
~1%) expression for the energy wd of dipolar interac-
tion between two ellipsoidal grains, one of which is
centered at the origin of coordinates:

(3)

where

(4)

is the magnetic field potential produced by the “central”
grain on the axis of another grain centered at the point
with coordinates x0 = mlx, z0 = nlz ≡ βnlx (x' = x – x0); ξ
is the larger root of equation ((z0/a)2/(1 – e2 + ξ) + [(x0 +

x')/a]2/(1 + ξ) = 1;  = ; and

 = .

Therefore, the parameter λ governing the type of
magnetic order in the plane lattice of ellipsoidal mag-
netic grains has the form

(5)

wmn µHmn,–=

Hmn
1
2
--- 3

ψmn a( ) ψmn a–( )–
2a

----------------------------------------- 
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32
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t e/ 1 ξ+=
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ψmn''' 0( ) ∂3ψmn/∂x'3 x' 0=

λ 2
µβ
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------- 
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H0 µ/lx
3,=

Fig. 1. Antiferromagnetic structures S10, S01, and S11 of the
rectangular lattices of magnetic moments.
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where β = lz/lx is the lattice extension coefficient.

The magnetic phase diagram of the system can be
constructed after the calculation of the interaction
parameters λ for the different magnetic configurations
of grain magnetic moments and comparison of these
parameters with each other. For the rectangular ferro-
and antiferromagnetic lattices of ellipsoidal grains, the
dependences of these parameters on the tilt angle of
their magnetic moments are presented in Fig. 2. Exam-
ples of magnetic phase diagrams are given in Fig. 3 for
two lattices of ellipsoidal grains with different scale
ratios lx/a. For a sufficiently small value of this ratio, the
lattices exist whose ground states are ferromagnetic
even at θ = 0 (e.g., for lx/a = 2.5 all lattices with β < 1
are of this type). Moreover, one can see from the com-
parison of Figs. 3a and 3b that, at small angles θ, the
system may undergo transition from the antiferromag-
netic to the ferromagnetic state upon a decrease in this
ratio.

We assume that it is precisely this feature of the
phase diagrams of the lattices of ellipsoidal grains that
accounts for the magnetic phase transitions in thin films
of magnetic metals. Within the framework of our
model, the film growth process reduces only to a
change in the scale factor, which is equal to the length
a of the major semiaxis of the ellipsoidal grain in our
case.

For the quantitative description of the film growth
process, it is necessary to relate the parameters charac-
terizing grain size and shape (semiaxis length a and
eccentricity e) to the effective thickness of the film d. To
do this, one can use the experimentally determined (for
the same system) relation e = e(d) between the fraction
e of a free (unoccupied by the Co grains) substrate sur-

Fig. 2. Dipole–dipole interaction parameters for the rectan-
gular ferro- and antiferromagnetic grain lattices vs. tilt
angle of their magnetic moments. Ellipsoidal grains: e =
0.95 and lx/a = 3.
face and the film effective thickness [4]. Evidently, the
surface fraction covered by the grains is 1 – e = πab/lxlz.
Therefore, the desired expression for the parameter lx/a
determining the character of the magnetic phase dia-

gram is lx/a = [ /a(0)][(1 – e(d(0)))/e(d)], where the
parameters labeled (0) correspond to the thinnest film
(in the experiments in [4], d(0) = 0.9 ML). The corre-
sponding function constructed on the basis of the
experimental data reported in [4] for the Co film on a
Cu(110) substrate is shown in Fig. 4.

According to [2], the grain shape is close to the
ellipsoid with eccentricity e ≈ 0.95, and the ratio of the
average intergrain distances (“lattice constants”) is β =
lz/lx = 0.5–1. As for the angles θ of grain orientation, it

lx
0( )

Fig. 3. Magnetic phase diagrams of the rectangular lattices
of ellipsoidal grains with eccentricity e = 0.95 for lx/a = (a)
3 and (b) 2.5. The boundaries of the hatched regions, which
are “forbidden” by the geometry of the system, correspond
to the contacting grains. Because of the limited accuracy of
the model, the exact form of the interphase boundaries can-
not be determined in the region θ ! 10°, β > 1. It is only
known that these boundaries lie inside the lower hatched
regions.
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follows from the STM images obtained in [2] that they
are distributed within a rather narrow interval near θ =
0°. As the film effective thickness increases, the grain
size increases, while the lattice constants remain virtu-
ally constant (up to the intergrain contact). Hence, the

Fig. 4. (lower curve) Experimental dependence of the frac-
tion e(d) of the free (unoccupied by Co) surface of Cu(110)
substrate on the effective thickness of the Co film [4] and
(upper curve) the corresponding calculated values of the
parameter lx/a. The parameters labeled (0) refer to the thin-
nest film with thickness d0 ≈ 0.9 ML (indicated by the ver-
tical arrow). The experiment was approximated by the
exponential function e = exp(–d/2.56), and the calculation
was approximated by the hyperbolic function

[lx/a][ /a(0)] = [1 – e(d(0))]/[1 – e(d)] = 0.971/d0.289.lx
0( )

Fig. 5. Dependence of the Curie temperature TC(d) on the
film effective thickness. The major axes of the grains are
parallel to each other (θ = 0), and the eccentricity is e =

0.95; parameters of the grain lattice: β = 0.5 and /a(0) =

4 [4].

lx
0( )

C
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ratio lx/a decreases monotonically, resulting in the mag-
netic phase transition from the initial antiferromagnetic
state to the ferromagnetic state. The critical film thick-
ness dc corresponding to this transition and the subse-
quent behavior of the Curie temperature Tc in the ferro-
magnetic state are determined, as was pointed out
above, by the dipolar interaction parameter λ in differ-
ent magnetic states of the system.

On the basis of the STM images obtained for the Co
films in [2], it was assumed in our calculations that (1)
the grain axes are parallel to each other (θ = 0), (2) β ≡
lz/lx = 0.5, and (3) /a(0 = 4. The resulting TC(d) =
λ(d)i0/k dependence of the Curie temperature on the
film effective thickness is shown in Fig. 5. For the cho-
sen set of parameters, the transition of the grain system
from the antiferromagnetic to the ferromagnetic state
occurs at the critical thickness dc ≈ 4.3 ML, which is
close to the corresponding value reported in [2]. As the
critical thickness is achieved, the Curie temperature of
the arisen ferromagnetic state becomes finite jumpwise
and then increases with further film growth. The scale
of the initial critical temperature is determined by the
quantity µi0, giving TC ~ 300 K for µ = 300µB and i0 =
10–4 Oe cm (this corresponds to a grain volume of
40 nm3 and grain concentration N = 10–14 cm–2). This
estimate agrees well with the results obtained in works
[1], where a sharp rise in the Curie temperature to Tc =
200–300 K was experimentally observed for ultrathin
Co films as their thicknesses achieved the critical value.

Thus, the model suggested properly predicts both
the character of transition and its quantitative character-
istics.

This work was supported by the Russian Foundation
for Basic Research, project nos. 00-02-17191, 99-02-
16955, and 01-02-16420.
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Interference phenomena closely related to asym-
metric Fano resonances [1] have been widely studied,
both theoretically and experimentally, in such pro-
cesses as photoionization of atoms [2], electron and
neutron scattering [3, 4], Raman scattering [5], and
photoabsorption in quantum wells and superlattices [6–
8]. Recently, Fano resonances were also observed in
electron transport through a 1D quantum channel [9,
10]. The resonances can be considered as quantum
“probes” that provide important information on the
geometric relief and internal potential fields of low-
dimensional structures. Therefore, the search for new
effects related to the configuration interaction of differ-
ent kinds of states in low-dimensional systems may be
of interest.

In this paper, we study the Fano resonances in 2D
systems and calculate their contribution to the resid-
ual resistance. As a model, we consider a quantum
well with the states that interfere with nanocenters
(e.g., with donor states of the δ layer or with quantum
dot states). It is demonstrated that the states localized
at the centers give rise to additional asymmetric peaks
in the dependence of the resistance on the Fermi
energy.

We assume that the states ϕn(z) with the motion
along the z axis (where the z axis is perpendicular to the
2D layer plane) and the corresponding energy levels En

of electrons in an ideal quantum well of width W are
known. Let an isolated quantum center be described by
the function V(x, y, z – Z0), where Z0 determines the
position of the center with respect to the symmetry
plane of the quantum well. The wave function can be
represented as a series expansion in the complete basis

of the functions ϕn(z): Ψ(x, y, z) = .ψn x y,( )ϕn z( )
n 1=
∞∑
0021-3640/02/7503- $22.00 © 20146
Then, the Schrödinger equation yields

(1)

where

(2)

are the matrix elements of the center potential and m*
is the effective electron mass.

Assuming that the scattering center possesses a
symmetry axis, we consider the electron states in the
energy interval E1 < E < E2. The wave function in an
open scattering channel can be represented as

(3)

where k1 = /" is the wave vector in the
first zone and r and θ are the coordinates of the layer
plane. We represent the wave functions in the form

(4)

From Eq. (1), we can derive equations for the ampli-
tudes ψn, m(r). The amplitude expansion coefficients
f(θ) are expressed through the S matrix or through the
scattering phases:

(5)

–
"

2
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and the partial cross sections are determined by the
expression

(6)

Using the approach described in [11], we express the
residual resistance determined by the ensemble of
quantum dots through the scattering phases:

(7)

where ni is the 2D density of scatterers and n is the elec-
tron concentration.

If the electron energy is close to the group of levels
in the potential well V22(r), it is precisely these bound
states that will most strongly interfere with the incident
wave. In the resonance approximation [12], we can
retain only the terms that are closest in energy (the res-
onance terms) in the system of equations (1). In doing
so, we take into account the arbitrary number of possi-
ble localized states in the field of the center. In other
words, in Eq. (1) we retain the terms that contain ψ1, m
and ψ2, m:

(8)

(9)

where the diagonal matrix elements V11, m and V22, m
involve the centrifugal energy. Note that we assume the
matrix element V12, which describes the coupling of the
channels, to be small compared to the gap between the
quantization subbands.

First, we construct the states for the potential scat-
tering in the case of the 1D equation:

(10)

For a finite-radius potential, as linearly independent

solutions we can choose the functions , which
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have the following asymptotics at r  +∞:

(11)

where  is the phase shift at the potential scattering.
The formal solution to Eq. (8) can be represented in the
form

(12)

where the Green function is expressed as

(13)

Now, we consider Eq. (9). If we ignore the term with
V21 in Eq. (9), the latter will take the form of a 1D
Schrödinger equation. Depending on the parameters of
the attracting well V22(r), in the effective potential
V22, m(r) at some energy values %j, m, the existence of
bound states uj, m (j = 1, …, N) and continuous spectrum
states uν, m(r) is possible. Taking into account the local-
ized states and the continuous spectrum states, we write
the solution to Eq. (8) in the form

(14)

where Aλ, m = (Aj, m, Aν, m) are arbitrary (as yet) ampli-
tudes, λ = (j, ν) is a complete set of quantum numbers,
and uλ, m = (uj, m, uν, m).

Substituting Eqs. (12) and (14) in Eq. (9) and taking
into account the orthogonality of the states uλ, m(x), we
obtain an equation for the determination of the ampli-
tudes Aλ, m:

, (15)

where

(16)

In its turn, the function ψ1, m is obtained from Eq. (12)
by substituting ψ2, m, determined by Eq. (14), on the
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right-hand side of Eq. (12):

(17)

Consider the asymptotics of the wave function ψ1, m(r)
at r  +∞. With allowance for Eqs. (11) and (13),
from Eq. (17), we obtain

(18)

where  is the additional phase shift determined by
the expression

(19)

ψ1 m, r( ) χm
1 r( )=

+ r'r'G1 m, r r',( )V12 r'( )uλ m, r'( )d

0

∞

∫ 
 
 

Aλ m, .
λ
∑

ψ1 m, r( ) 2
πk1r
----------- k1r

πm
2

-------– π
4
---– δm

p+ 
 cos

=

+ δm
f k1r

πm
2

-------– π
4
---– δm

p+ 
 sintan 

 ,

δm
f

δm
ftan

πm∗
"

2
---------- Fλ m, Aλ m, .

λ
∑=

Fig. 1. (a) Partial cross sections with m = 0, 1, 2 and (b) the
resistance of the system versus the electron energy. The
Fano resonances can be seen at %R, 0 = 3.3113E1 (m = 0)

and %R, 1 = 3.7602E1 (m = 1). The units of measurement for
the cross sections, the resistance, and the energy are σ0 = W,

ρ0 = 2"ni/e
2n, and E1 = π2"2/2m*W2, respectively.
Thus, the scattering phases caused by interference can
be found from Eqs. (15) and (19). Note that the scatter-

ing characteristics depend on the total phase δm =  +

.

The partial cross section is determined by the states
with a given moment projection m. If the center has a
characteristic size ~R in the radial direction, a notice-
able contribution to the potential phase shift and partial
scattering cross section is made by the states with m ~
k1R. Then, in the field of the potential V11, m(r), Breit–
Wigner resonances may occur due to the interference of
radial waves propagating in opposite directions. The
discrete levels in the well V22, m(r) give rise to additional
resonances, which are determined by the phase shift

. Let us consider the behavior of the phase near an
isolated level. In this case, we have

(20)

One can easily show that, near the given level, the func-
tions F1, m and U1, 1; m slowly vary with energy and they
can be considered as approximately constant. Then, we
can write the following expressions:

(21)

Hence, the behavior of the partial cross sections near
the resonance can be described by the formula

(22)

where e = (E – %R, m)/  and qm = . As one can
see from Eq. (22), near the now virtual level, asymmet-
ric Fano resonances arise in the scattering cross section
[1]. Note that, both the width and the shift of the initial
position of the level depend on the configuration inter-
action of the discrete level with the continuum.

As an illustration, we present the results obtained by
calculating the partial cross sections and the resistance
for the case of centers modeled by potential wells with
cylindrical shape (with the depth V0, the height Wa and
the radius R). The solutions to the equations inside and
outside the center can be expressed through the Bessel
functions for both bound and scattering states. Thus, for
the problem under consideration, one can easily deter-
mine the phases of the potential scattering and the dis-
crete levels and derive an explicit expression for the
matrix elements involved in Eq. (15). The numerical
solution of the system of linear equations (15) is per-
formed in a standard way. We present the results of such
calculations for the simplest case. We assume that, in a
quantum well of width W, identical quantum dots exist
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at the distance Z0 = 0.1W from the well symmetry plane
(z = W/2) and their size is Wa = 0.4W. Let the depth of
the initial well be such that the conditions V11 =
1.515E1, V12 = 0.521E1, and V22 = 1.0E1 are satisfied. As
the energy unit, we choose E1 = π2/2m*W2. If the radius
of the center is R = W, two levels can exist in the field
of the center: with m = 0, %1, 0 = 3.326E1, and with
m = 1, %1, 1 = 3.777E1. As one can see from Fig. 1a,
each level gives rise to Fano resonances in the partial
cross sections at %R, 0 = 3.3113E1 (m = 0) and %R, 1 =
3.7602E1 (m = 1); the resonance widths are 0.0064E1
and 0.0059E1, respectively. Other partial cross sections
monotonically vary with energy in the energy interval
under consideration. Note that, for the energy close to
the bottom of the band with n = 1, a Breit–Wigner res-
onance is observed (%BW, 3 = 1.51E1 with m = 3; its
width is 0.42E1).

Each Fano resonance makes a contribution to the
resistance in the form of additional characteristic pro-
files (Fig. 1b shows two resonance peaks near the sepa-
rated levels). Since the contribution to the resistance is
determined by the transport scattering cross section, it

consists of two components:  –

. The behavior of each component

near the Fano resonance is similar to that in the case of
partial cross sections. However, the minimum in the
cross section difference corresponds to the maximum in
the resistance and vice versa; i.e., in the residual resis-
tance, inverted (with respect to the partial cross sec-
tions) Fano resonances must be observed.

When the parameters of the center are such that the
center contains several levels (resonances), new effects
caused by the interference of waves near the center
become possible. For example, an intersection of Breit–
Wigner resonances with Fano resonances may occur,
which will lead to a collapse of the Fano resonances. In
this case, the Fano resonance swing may take place
with the change from the zero–pole sequence to the
pole–zero one. The effects indicated above are similar
to the effects that occur in a quasi-one-dimensional sys-
tem [13].

θ f θ( ) 2d
0

2π∫
θ f θ( ) 2d

0

2π∫ θcos
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Thus, nanocenters of finite size give rise to a series
of quasi-localized states, which manifest themselves as
resonance–antiresonance pairs in the scattering cross
sections and in the resistance. The characteristics of the
Fano resonances determine the magnitude of the con-
figuration coupling of the states in a nanostructure. The
resonance contribution to the resistance can be
revealed, e.g., by the dependence of the resistance on
the position of the Fermi level.

We are grateful to V.Ya. Aleshkin for useful discus-
sions. This work was supported by the Russian Founda-
tion for Basic Research, project no. 01-02-16569.

REFERENCES

1. U. Fano, Phys. Rev. 104, 1866 (1961).
2. U. Fano and J. W. Cooper, Phys. Rev. A 137, 1364

(1965).
3. R. K. Adair, C. K. Bockelman, and R. E. Peterson, Phys.

Rev. 76, 308 (1949).
4. J. A. Simpson and U. Fano, Phys. Rev. Lett. 11, 158

(1963).
5. F. Cardeira, T. A. Fjeldly, and M. Cardona, Phys. Rev. B

8, 4734 (1973).
6. J. Feist, F. Capasso, C. Sirtori, et al., Nature (London)

390, 589 (1997).
7. H. Schmidt, K. L. Campman, A. C. Gossard, and A. Ima-

moglu, Appl. Phys. Lett. 70, 3455 (1997).
8. C. P. Holfeld, F. Löser, M. Sudzius, et al., Phys. Rev.

Lett. 81, 874 (1998).
9. J. Göres, D. Goldhaber-Gordon, S. Heemeyer, et al.,

Phys. Rev. B 62, 2188 (2000).
10. O. A. Tkachenko, V. A. Tkachenko, D. G. Baksheev,

et al., Pis’ma Zh. Éksp. Teor. Fiz. 71, 366 (2000) [JETP
Lett. 71, 255 (2000)].

11. C. Kittel, Quantum Theory of Solids (Wiley, New York,
1963; Nauka, Moscow, 1967).

12. H. Feshbach, Ann. Phys. 5, 357 (1958).
13. C. S. Kim, A. M. Satanin, Y. S. Joe, and R. M. Cosby,

Phys. Rev. B 60, 10962 (1999).

Translated by E. Golyamina



  

JETP Letters, Vol. 75, No. 3, 2002, pp. 150–154. Translated from Pis’ma v Zhurnal Éksperimental’no

 

œ

 

 i Teoretichesko

 

œ

 

 Fiziki, Vol. 75, No. 3, 2002, pp. 179–183.
Original Russian Text Copyright © 2002 by Erukhimovich, Tamm.

                             
Spontaneous Breaking of Molecular Identity and Phase 
Diagrams of Thermally Reversible Association Systems 

with Alternating Molecules
I. Ya. Erukhimovich and M. V. Tamm*

Moscow State University, Vorob’evy gory, Moscow, 119899 Russia
Nesmeyanov Institute of Organoelement Compounds, Russian Academy of Sciences, 

ul. Vavilova 28, Moscow, GSP-1, 117813 Russia
* e-mail: ierukhs@polly.phys.msu.su

Received January 4, 2002

The global phase behavior of a mixture of molecules Af and Bf, each containing f functional groups of, respec-
tively, types A and B capable of forming thermally reversible chemical bonds, is considered. Contrary to the
traditional approach based on the consideration of an infinite cluster of labile bonds that appears in such systems
on the Bethe lattice (i.e., in the Cayley tree approximation) under certain conditions, we additionally take into
account the contribution to the thermodynamics from the cluster fragments forming mesoscopic cycles. It is
shown, within the framework of the suggested mesoscopic cyclization approximation, which is based on the
concept of spontaneous breaking of molecular identity upon the formation of an infinite cluster, that this con-
tribution is finite. Phase diagrams are constructed for the systems considered. The presence of a point of equal
concentrations, where two liquid phases coexist and one of them contains an infinite cluster of thermally revers-
ible bonds, is the specific feature of the phase diagrams in the approximation suggested. © 2002 MAIK
“Nauka/Interperiodica”.

PACS numbers: 82.30.Nr; 05.70.Fh; 64.70.Ja
The statistical description of molecular systems
capable of forming thermally reversible intermolecular
chemical bonds is of great interest primarily in the con-
text of the theory of fluids. It is precisely the association
solutions that often exhibit the nontrivial phase behav-
ior such as a decrease in solubility upon an increase in
temperature. This manifests itself in the appearance of
lower critical points of solubility and high-temperature
insolubility corridors or closed loops [1]. In this con-
nection, of particular interest is the description of the
contribution to the thermodynamics from an infinite
cluster (IC) of labile bonds (gel) that appears under cer-
tain conditions in the association solutions.

In most works on the thermodynamics of associa-
tion systems, free energy of the latter in the postgel
region is taken as an analytic continuation of the free
energy of a system of finite tree-like clusters (sol frac-
tion) [2–8]. In other words, the description of IC on the
Bethe lattice is assumed to be adequate in the mean-
field approximation [9]. In [10], we proposed a basi-
cally different approach [mesoscopic cyclization (MC)
approximation] and refined it in [11, 12]. This approach
is based on the obvious fact that the tree-like IC cannot
be put in a real finite-dimensional space without form-
ing cycles by a finite fraction of bonds. If the number of
monomers, to which each monomer can be bonded, is
large enough, then the size of these cycles is also large
0021-3640/02/7503- $22.00 © 20150
compared to the bond length. For this reason, these
(mesoscopic) cycles show up as trees on small (com-
pared to the cycle size) scales. However, the combina-
torial analyses of the tree-like fragments and of the
fragments forming mesoscopic cycles are different
(this fact is ignored in the classical approach ordinarily
ascribed to Flory [13]). In the MC approximation,
which generalizes the mean-field approximation to the
case of IC with mesoscopic cycles, we take this distinc-
tion into account by ascribing different symmetry indi-
ces to the monomers belonging to different structural
fragments of IC. Then, the thermodynamically equilib-
rium IC structure is found by minimizing the free
energy as a function of the densities of monomers in the
structurally different fragments (this method of calcu-
lating the free energy of association systems has much
in common with the calculation of the contribution
from the high-order diagrams to the Gell-Mann–Low
function [14]).

The thermodynamically equilibrium fraction of
cycle-forming monomers becomes finite simulta-
neously with the IC formation in association systems
composed of molecules Af, whose any two A groups can
form thermally reversible chemical bonds A–A [10–
12]. Therefore, in the MC approximation, the appear-
ance of IC is nothing but the phase transition accompa-
002 MAIK “Nauka/Interperiodica”
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nied by spontaneous breaking of monomer identity. An
important experimentally observed consequence of the
MC approximation is that the phase diagrams of such
systems may contain points corresponding to a pure
substance and triple points characteristic of the liquid–
solid phase equilibrium [15]. As for the Flory approach,
it allows only the critical points corresponding to the
liquid–liquid phase equilibrium [15].

In this work, we demonstrate that the spontaneous
breaking of monomer identity upon the IC formation
can occur in one more class of association systems and
lead to phase diagrams containing points of equal con-
centrations [16].

Let us consider an association system of clusters
consisting of molecules of two types Af and Bf, each
bearing f functional groups of, respectively, types A and
B capable of forming thermally reversible bonds:

(1)

where k(T) is the temperature-dependent equilibrium
constant for the corresponding reaction.

In the mean-field approximation, the free energy of
this system is the sum of the energetic contribution to
the free energy of a nonassociation mixture and the
structural (caused by association) contribution,

(2)

In the simplest case, the first term in Eq. (2) can be writ-
ten as

(3)

where θ is the characteristic van der Waals interaction
energy of molecules, N is the total number of mole-
cules, and φA, B are the volume fractions of components
satisfying the incompressibility condition

(4)

By analogy with [12], the second term can be repre-
sented as

(5)

where κ = k/ν is the equilibrium constant (normalized
to the molecular volume) for the bond-formation reac-

tion (1) and  is the free energy of a sys-
tem for which the monomer association is the only
interaction and which is in the partial equilibrium state
with a given total volume fraction φC of all AB bonds
involved in the cyclic fragments. As in [11, 12], this

A B AB,+ k(T)

F F∗ Fstr.+=

F∗ NθφAφB/2,=

φA φB+ 1.=

Fstr φA φB N T, , ,( ) NTminF̃ φA φB φC κ, , ,( ),
φC{ }

=

F̃ φA φB φC κ, , ,( )
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free energy can be written in the form

(6)

where  is the volume fraction of molecules Sf whose
i and j functional groups underwent a reaction to form
tree-like and cyclic fragments, respectively; and φT is
the total volume fraction of the bonds involved in the
tree-like fragments. The first term in the braces in
Eq. (6) corresponds to the translational entropy of mol-
ecules (with account taken of the above-mentioned dis-
tinctions in the symmetry coefficients and the fact that
the monomer cannot be involved in the cyclic fragment
through the formation of less than two bonds), and the
last two terms correspond to the free energy of forma-
tion of the AB bonds [12] for the groups involved in the
tree-like and cyclic fragments, respectively. By mini-

mizing Eq. (6) with respect to the { } and φT vari-
ables and taking into account the conservation laws

(7)

one obtains the following expression for the structural
free energy:

(8)

In this expression, the chemical potentials (Lagrange

multipliers) µS, , and  corresponding to condi-

tions (7), the activities ΦS = exp( /T) and ΨS =

exp( /T), and the density φT are given by the relations

(9a)

(9b)

(9c)
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(9d)

where Af(x) = (1 + x)f – fx (an unusual form of the func-
tion Af follows from the above-mentioned fact that the
monomers cannot be involved in the cycle through the
formation of only a single bond).

The function  can reach its extre-
mum either at the edge of the interval of physical values
of φC, i.e., at φC = 0, or at φC satisfying equation

(9e)

where ΨS(φA, φB, φC) is determined by Eqs. (9b) and
(9d).

In the case of the Bethe lattice (Flory approxima-

tion), the cycles are absent (  = φC = 0) and
Eq. (8) takes the form

(10)

κ f φA φC–( ) φB ΦAΦB;+=

κ f φB φC–( ) ΦA ΦAΦB,+=

F̃ φA φB φC κ, , ,( )

κφC ΨAΨB,=

φi j,
S

j 0≠
S

Fstr
Fl NT φS f !φS/e( )ln{

S A B,=

∑=

+ f φS 1 ΓS–( ) φSΓS/2( )–ln( ) } ,

Fig. 1. The ∆(φA) function for f = 3 and different κ values.

The dotted lines correspond to the maxima of  (abso-

lutely unstable barrier tops between the phases). The region
of small ∆ is given in the inset on a larger scale. At κ = 1.21
(curve 1), the MC gel can only be metastable (FMC > FFl)
in a narrow region near φ = 0.5. The region of thermody-
namically stable MC gel appears at κ = 1.24 (curve 2).
Curve 3 [κ = κF(0.5) = 4/3] corresponds to the classical gel
point at φ = 0.5. The region near φ = 0.5, where the tree-like
IC is absolutely unstable against an increase in the fraction
φC of bonds involved in the cycle-forming fragments,
appears at κ = 1.4 > κF(0.5) (curve 4). The boundary of this
region is indicated by an asterisk.

Fstr
MC
where ΓS = φT/fφS = ΦS/(1 + ΦS) (S = A, B) are related
to φS by the mass action law:

(11)

At φC ≠ 0, the minimum value of function

 is equal to

(12)

where µC, φT, and φC are given by Eqs. (9).
The direct calculation shows that, under the condi-

tion

(13)

corresponding to the formation of an infinite tree-like
cluster in the Flory approximation, the point φC = 0 is
not even the point of a local minimum of the function

. In other words, the classical (on the
Bethe lattice) solution the (10) and (11) corresponding
to the zero volume fraction φC of the bonds forming
mesoscopic cycles is absolutely unstable against the
increase in φC in the gel phase.

As for the interval κ1 ≈ 0.9kF < κ < κF , the free

energy  has two minima in it. This sig-
nifies that two thermodynamically stable (or metasta-
ble) states occur in this interval: sol phase and gel phase
with mesoscopic cyclization described, respectively, by
Eqs. (9), (12) and (10), (11). The first-order phase tran-
sition between these states (for a given φA) occurs as the
association constant increases to a certain value κ =
κtr(f, φA), which depends only slightly on f and strongly
on φA and reaches its minimum at φA = 0.5, where,
hence, the gel phase appears for the first time upon
increasing κ. The numerical solution of the equation

(14)

yields, e.g., for f = 3, κtr ≈ 1.2195,  ≈ 0.1844, and

 ≈ 0.4851.

A quantitative estimate of the correction to the
structural free energy caused by the mesoscopic
cyclization is given in Fig. 1, where the concentration

dependences are shown for the differences ∆ =  –

 between the extremums of the structural free
energy calculated by Eqs. (10) and (11) for different
association constants κ with allowance for the incom-
pressibility condition (4).

fκφA Γ B/ 1 Γ A–( ) 1 Γ B–( );=

fκφB Γ A/ 1 Γ B–( ) 1 Γ A–( ).=

F̃ φA φB φC κ, , ,( )

Fstr
MC φA φB φC κ, , ,( )

=  φAµA φBµB T φT φC φA– φB–+( ),+ +

κ κ F φA φB,( )> 2 f 1–( )/ f( )=

× 1 φA φB–( )2
–( ) 1 f 1–( )2+[ ] 2 f 1–( )–( )

1–
,

F̃ φA φB φC κ, , ,( )

F̃ φA φB φC κ, , ,( )
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Fl κ tr φA φB 0.5= =,( )

=  Fstr
MC κ tr φA φB 0.5= =,( )

δA B,
tr

Γ A B,
tr

Fstr
MC

Fstr
Fl
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A variation in temperature generally results in the
phase separation into two phases of different composi-
tion, whose equilibrium is governed by the temperature
dependence of κ. When constructing the corresponding
phase diagrams, it is natural to express energy and tem-
perature in units θ and take κ in the simplest Arrhenius
form κ = κ0ln(–E/T). In this case, the phase behavior of
the system is governed solely by the parameters κ0 and E.

Two typical phase diagrams of the systems consid-
ered are presented in Fig. 2. One can see that the stabil-
ity of these systems against phase layering increases in
the region of compositions close to their stoichiometric
values (φA = φB = 0.5) [17], regardless of the chosen
approximation. Nevertheless, specific to the MC
approximation (compared to the Flory approximation)
is the presence of a point of equal concentrations,
which may be accompanied both by the disappearance

Fig. 2. Typical phase diagrams for f = 3. The heavy lines
correspond to the phase equilibrium curves in the MC
approximation, and the thin lines correspond to the Flory
approximation. Letters E, C, and T indicate the points of
equal concentrations, the critical points, and the triple
points, respectively. (a) lnκ0 = –2 and E = –0.175. The dot-
ted line corresponds to the sol–gel transition curve. It is seen
that the Flory’s critical points correspond to the sol phase,
and, hence, they can be metastable also in the MC approxi-
mation. (b) lnκ0 = –2.02 and E = –0.15.
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of a pair of critical points appearing in the Flory
approximation (more precisely, by their transformation
into the metastable points; see Fig. 2a) and by the
appearance of an additional pair of triple points lying
between the point of equal concentrations and the crit-
ical points (Fig. 2b).

One can clearly see in Fig. 3, where the concentra-
tion dependence of the total free energy (2) is shown for
the temperature corresponding to the triple point in
Fig. 2b, that the point of equal concentrations appears
due to the presence of a knee in the F(φA) curve at the
compositions satisfying the equation

In turn, the knee at the points, where the global mini-
mum of the structural free energy moves from the tree-
like sol-phase state to the gel-phase state with mesos-
copic cyclization, is caused by the presence of an order
parameter characterizing different partial equilibrium
states that can appear at a given temperature and com-
position of the system. It is conceivable that this mech-
anism also generates points of equal concentrations in
traditional phase diagrams describing thermodynamic
equilibrium between the liquid and solid phases, where
the role of the order parameter is played by the ampli-
tude of spatially inhomogeneous distribution of a com-
position with the symmetry of one or another spatial
lattice. As demonstrated above, such a situation can
also occur in the case of equilibrium between two liquid
phases in the systems with alternating associating par-
ticles, where the fraction of particles involved in the
fragments forming mesoscopic cycles in an IC of labile

Fstr
Fl κ tr φA 1 φA–, ,( ) Fstr

MC κ tr φA 1 φA–, ,( ).=

Fig. 3. Free energy as a function of volume fraction φA at
T = T3, where T3 is the temperature of triple points in the
phase diagram shown in Fig. 2b (κ = 1.2628 and T =
0.06657). The straight lines are the common tangents to the
graph of free energy. The region near the stoichiometric
relation φA = φB = 0.5 between the components is shown in
the inset on a larger scale.
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bonds serves as an order parameter, while the monomer
identity is the broken symmetry.

A complete classification of the phase diagrams for
arbitrary values of κ0 and E will be given elsewhere.
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It is found that the plastic deformation of lightly doped crystalline silicon samples (N < 6 × 1016 cm–3) with a
low compensation (K ~ 3 × 10–2) gives rise to nonohmic conduction σM in electric fields that differs radically
from conventional hopping conduction via the ground states of impurities (σ3). The values of σM can exceed
values of σ3 by a factor of 103–105. The value of σM and its dependence on the electric (E) and magnetic (H)
fields can be controlled by varying the density of dislocations and the mode of thermal sample treatment. A
strong anisotropy of σM is observed in samples with oriented dislocations: the conductivities along and across
dislocations can differ by a factor of 104. The results are explained by the occurrence of conduction via the
H−-like states of impurities concentrated in the vicinity of dislocations. The levels of these states lie between
the upper and the lower impurity Hubbard bands. © 2002 MAIK “Nauka/Interperiodica”.

PACS numbers: 72.20.-i; 72.80.Cw; 71.55.Cn
The static impurity conductivity in doped crystalline
semiconductors (σ) is commonly interpreted as a sum
of conductivities via the ground states of impurities (σ3)
and via the H–-like states (σ2) of the upper and the
lower impurity Hubbard bands, respectively. The latter
type of conductivity is observed at low compensation
degrees (K) within a narrow range of concentrations of
the major impurity (N) close to the Mott transition [1]
(for shallow impurities in silicon, N ~ 4 × 1018 cm–3).

Complex studies of impurity conduction were per-
formed in [2–7] at temperatures T < 15 K in silicon
crystals lightly doped with boron (1016 < N < 1017 cm–3)
with low compensation rates K < 10–3. It was originally
found that nonohmic conductivity σM emerges when
the electric field strength is increased up to values E >
E* = f(K, T) ~ 20–200 V/cm. Its dependences on N, K,
H, and T differ radically from those expected for the
conductivity σ3 [8]. The conductivity σM sharply
increases with increasing E and can exceed the conduc-
tivity σ3 by several orders of magnitude; σM decreases
with increasing K (σM ~ K–n, n > 1) and N (–lnσM ~
N−1/3) and is characterized by a high magnetoresistance.
Note that the level via which this conductivity is
effected (εtr) is separated by 10–15 meV from the
empty band bottom [4]; that is, it lies between the ener-
gies of the boron ground state (ε0 ~ –45 meV) and the
H–-like state (ε– ~ –2 meV). The main question that
0021-3640/02/7503- $22.00 © 20155
arises in connection with the σM conductivity is that of
the nature of the states lying very deep in the Mott–
Hubbard gap.

When studying the σM conductivity, we came up
against the fact that samples almost identical in their
parameters can strongly differ in the values of E* and
σM. This fact, as well as a number of other consider-
ations, led us to the hypothesis that the σM conductivity
is associated with defects of the crystal structure, pre-
sumably, with dislocations. In order to check this
hypothesis, we studied the effect of high-temperature
annealing and plastic deformations on the σ(E) rela-
tionships.

As an example, Fig. 1 demonstrates σ(E) curves
obtained at T = 8 K for a Si : B sample grown by cruci-
bleless zone melting (CZM) with N = 3.5 × 1016 cm–3,
K ~ 3 × 10–5, and the density of growth dislocations
ND ~ 104 cm–2 obtained using various annealing modes.
Ohmic contacts were coated by spark alloying of alu-
minum. During alloying, the sample was locally heated
up to t > 1000°C and then was cooled down to room
temperature within approximately 3 min. The flat sec-
tion in Fig. 1 (curve 1) corresponds to the σ3 conductiv-
ity, and the region of sharp growth at E > E* ~
120 V/cm corresponds to the σM conductivity. After
that, the sample was heated up to t = 700°C, was held at
this temperature for 2 h, and was slowly (for 3 h) cooled
002 MAIK “Nauka/Interperiodica”
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to room temperature. This annealing mode favored a
decrease in E* down to a value of ~ 20 V/cm (Fig. 1,
curve 1'). When the sample was repeatedly heated up to
t ~ 1000°C and rapidly cooled down to room tempera-
ture, the σ(E) dependence turned out to be close to
curve 1 (Fig. 1). Subsequent heating up to t = 700°C
and slow cooling down to room temperature led to a
σ(E) dependence close to curve 1' (Fig. 1). The ohmic
conductivity σ3 remained unchanged. 

For plastic deformation, we used Si : B single crys-
tals grown by the CZM method with N = 5.2 × 1016 cm–3

and K ~ 2.5 × 10–2, in which σM was not observed.
Chemically polished parallelepipeds 3.2 × 3.5 ×
10 mm3 in size were deformed at t = 800°C by com-
pression along the long edge, whose crystallographic
direction deviated by 10° from the [1, –1, 0] plane by
rotation around [110]. The density of dislocations was
determined by etch pits on the (110) face. The chosen
geometry provided plastic deformation at small applied
stresses due to the glide of the screw and 60-degree dis-
locations in one (111) plane, so that the preferred direc-
tion (D) of 60-degree dislocations was perpendicular to
the compression direction (P); that is P ⊥  D, D || [110]
(see Eq. [9]). Simultaneously, an unstrained (reference)
sample was subjected to heating up to t = 800°C. Next,

Fig. 1. Curves σ(E) for sample 1 with = 3.5 × 1016 cm–3 and
K ~ 3 × 10–5 at T = 8 K after annealing (1) at t = 1000°C and
(1') at t = 700°C.
both samples were cooled for ~ 10 min down to room
temperature. 

In a reference sample, the σ3(T) dependence in the
ohmic region and the form of the σ(E) curve at 4.2 K
(curve 1, Fig. 2) coincide with those for the initial sam-
ples and characterize the standard σ3 conductivity. In a
deformed sample (ND ~ 107 cm–2), the σ(E) curve was
measured for two orientations of the electric field E
with respect to the preferred direction of 60-degree dis-
locations D: E ⊥  D (along the compression axis, E || P)
and E || D (perpendicular to the compression axis,
E ⊥  P). In the case of E || D, the form of the σ(E)
dependence in this sample (Fig. 2, curve 2) changed
radically as compared with that in the reference sample.
In the case of E ⊥  D, the change was significantly
smaller (curve 3). In the case of E || D, the growth of σ
with increasing E started at E* ~ 15 V/cm. It is evident
that the difference in the values of σ for E ⊥  D and
E || D at E = 300 V/cm comprises ~104. Thus, there is
strong anisotropy of the nonohmic conductivity along
and across dislocations.

At a different geometry of the deformed sample
when dislocations moved over three intersecting glide
planes and there was no preferred direction of disloca-
tions, the nonohmic conductivity was also observed for
the E || P orientation (Fig. 3, curve 1, ND ~ 2 × 107 cm–2).

Fig. 2. Curves σ(E) for sample 2 with N = 5.2 × 1016 cm–3

and K ~ 2.5 × 10–2 at T = 4.2 K: (1) reference sample,
(2) and (3) deformed sample (ND ~ 107 cm–2); (2) E || D and
(3) E ⊥  D.
JETP LETTERS      Vol. 75      No. 3      2002



NEW MECHANISM OF IMPURITY CONDUCTION 157
Annealing at t = 700°C and the subsequent slow cool-
ing do not affect the value of E*. Differences arise at
higher values of E (curve 2). In this case, the depen-
dences of σ on E and H are qualitatively similar to those
observed previously in unstrained, weakly compen-
sated samples of Si [3].

Let us discuss the results obtained. Because the ref-
erence and the deformed samples in Figs. 2 and 3 differ
only in the density of dislocations, such factors as the
effects of the surface, contacts, thermal donors, oxygen
precipitates, etc. can be excluded from consideration
(in spite of the fact that this conclusion seems to be well
substantiated, special experiments were performed to
confirm that the surface and contacts are not important
here). The emergence of nonohmic conductivity σM
with increasing density of dislocations in a sample in
which σM was not observed at all (Fig. 3) and the
anisotropy of σM (Fig. 2) confirm the hypothesis that
σM is effected along dislocations. Note that the static
conductivity via dislocation cores in Si does not occur
even at ND ~ 109–1010 cm–2 [10]. It may be suggested
that σM is due to conductivity via impurities located in
the vicinity of dislocations.

The effect of dislocations on the impurity conduc-
tivity was observed previously [11]. Samples of n-ger-
manium with the antimony concentration N = 2.5 ×
1016 cm–3 (which is close to the Mott transition for ger-
manium) and compensation K < 0.5 were studied.
Using plastic deformations, dislocations were intro-
duced in samples with density ND ≤ 1010 cm–2. The
main result of this work is a decrease in the σ3 conduc-
tivity with increasing ND. The authors explain this by
the “drawing” of impurities together toward disloca-
tions and the formation of impurity “Cottrell atmo-
spheres” [12] during high-temperature treatment in the
case of plastic deformation. This phenomenon, which is
known rather well, is the reason for the “rarefaction”
(decrease in concentration) of impurities in the bulk,
that is, an increase in the mean distance between impu-
rities, which results in a decrease in σ3. This “drawing”
is caused by the effective attraction of Sb atoms to the
dislocation core arising from a difference in the cova-
lent radii of Sb and Ge. The same must take place for B
atoms in Si at the corresponding temperatures and
annealing durations. It is evident that, generally speak-
ing, a high-temperature hold followed by rapid cooling
(the first annealing mode) creates an excessive impurity
concentration in the vicinity of dislocations as com-
pared to the bulk. The higher the annealing tempera-
ture, the smaller is this concentration. This concentra-
tion is higher in the case of heating to t = 700°C and
slow cooling (the second mode). We associate the dif-
ference between the solid (the first mode) and the
dashed (the second mode) curves in Fig. 1 with this
fact. One form of the σ(E) dependence can be changed
to another and back by alternating annealing modes.
This was performed for sample 1 in Fig. 1. The smaller
JETP LETTERS      Vol. 75      No. 3      2002
difference between curves in Fig. 2 can be associated
with the small difference between the deformation and
annealing temperatures (800 and 700°C). The anneal-
ing mode does not affect the initial sections of curves in
Fig. 1 (σ3 conductivity), because no significant rarefac-
tion of impurities occurs in the bulk at a low density of
dislocations (ND ≈ 104 cm–2). The same is true for the
deformed samples in Figs. 2 and 3.

Within the framework of the hypothesis under dis-
cussion, the conclusion can be made that the existence
of σM conductivity in samples with low K is due to an
increased boron concentration in the vicinity of dislo-
cations.

Let us outline our considerations as to how this
gives rise to the new conduction mechanism. An elastic
deformation field exists in the vicinity of a dislocation.
When an impurity atom is brought into this region, it
experiences “hydrostatic” compression or tension [12].
From general considerations, it should be expected that
the energy levels of the ground (ε0) and the H–-like (ε–)
states must be displaced. The displacement magnitude
depends on R (R is the distance to the dislocation core).

The properties of σM can be explained if one
assumes that the ε0 and ε– levels in Si : B are displaced
down in the vicinity of dislocations. In this case, the ε0

Fig. 3. Curves σ(E) for (1) deformed sample 2 with disori-
ented dislocations (ND ~ 2 × 107 cm–2), (2) deformed sam-
ple after long annealing at t = 700°C, and (3) reference sam-
ple; (1') and (2') curves σ(E) at H = 3 T.
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levels of centers close to dislocations go under the
Fermi level and become inactive, and the ε–(R) levels
form a stairway of states in the vicinity of dislocations
(the tail of the upper Hubbard band (UHB)) because ε–

(R) increases with R. Jumping up the steps of this stair,
electrons in the field E go up in energy (simultaneously
moving away from dislocations) and attain the percola-
tion level (transport level εtr). A large positive magne-
toresistance points to a large localization radius of
states at the transport level εtr. This level, as indicated at
the beginning, is located at a distance of 10–15 meV
from the empty band bottom. Therefore, centers that
form this level must be located sufficiently close to dis-
locations. Thus, the origin of the UHB tail states, the
deep location of the εtr level, and the mechanism of its
filling are explained.

The motion of an electron over the tail states (slow
at the initial stage) is interrupted by a recombination
with a vacancy. The recombination intensity must
increase with σ3. This immediately explains the fact
that σM decreases with increasing N and K and that the
range of σM observation is narrow with respect to N and
K (in Si : B, N < 6 × 1016 cm–3 and K < 10–3 at ND <
10−4 cm–2 and E = 100 V/cm). The introduction of dis-
locations and an increase in E extend this range. From
the aforesaid it is clear why σM conductivity was not
observed in [11]: studies were carried out with samples
characterized by an excessively high value of σ3

(~10−3 Ω–1 cm–1) at small values of E (in the ohmic
region).

Within the framework of the hypothesis under dis-
cussion, the value of σM in samples in which disloca-
tions have a preferred orientation must strongly depend
on the angle between the directions of dislocations and
the electric field. In our opinion, the anisotropy of con-
ductivity observed experimentally and other results
presented here give convincing evidence that the nono-
hmic σM conductivity is effected via impurities local-
ized in the vicinity of dislocations.
This work was supported by the Russian Foundation
for Basic Research, project no. 01-02-16255, and by a
grant for leading research schools, no. 00-15-96616).
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A singularity sensitive to the external magnetic field was observed in the temperature dependences of the mag-
netization of multilayer (Co/Si/Gd/Si)20 films in the vicinity of compensation temperature. Possible mecha-
nisms responsible for the unusual behavior of the magnetization are discussed. © 2002 MAIK “Nauka/Interpe-
riodica”.

PACS numbers: 73.40.Sx; 75.70.Cn; 75.60.Ej
Among the class of multilayer magnetic films, the
structures with a semiconducting interlayer are of con-
siderable interest, because the magnetic state of such
systems can be controlled either by changing the con-
centration of charge carriers in the semiconductor or by
varying temperature, introducing dopants, or through
optical illumination. Until recently, considerable atten-
tion in studying films of this type was focused on the
systems containing magnetic iron layers and nonmag-
netic layers of silicon or its alloys with other elements.
The main effect distinguishing these films from the
films with a metallic interlayer consists in the tempera-
ture dependence of the interlayer exchange, which can
manifest itself both as the temperature-induced
enhancement of the interlayer exchange interaction [1,
2] and as a change in the exchange sign with tempera-
ture, e.g., in the systems with an α-ZnSe semiconductor
as an interlayer material [3]. The effect of photoinduced
change in the magnetic state observed for the Fe/Si/Fe
films is also noteworthy [4, 5].

One can expect that the inclusion of a layer of a rare-
earth metal into the layered structure containing a 3d-
metal layer will extend the diversity of observed effects
on account of the competing interactions. For example,
depending on the film preparation technology and spa-
tial period of the structure, a compensation point (Tc)
typical of the homogeneous (not layered) 4f–3d alloys
[7] may appear in the magnetization versus temperature
curve of a Gd/Co system [6]. However, a magnetization
compensation point was also observed in the case
where the Co and Gd layers were separated by a small
silicon interlayer [8]. It is clear that, in the temperature
range where the competing interactions almost com-
pletely compensate the contributions from different
0021-3640/02/7503- $22.00 © 20159
magnetic layers, the properties of the whole system can
be influenced even by weak external action.

In this work, the influence of a magnetic field on the
interlayer exchange interaction was observed in the
(Co/Si/Gd/Si)n films.

Films were prepared by the ion rf sputtering tech-
nique [6]. Glass was used as the substrate material.
Samples were sequences of twenty (Co/Si/Gd/Si)
blocks protected at the bottom and the top by silicon
layers with a thickness of tSi = 200 Å. The thicknesses
of each of the cobalt and gadolinium layers were tCo =
30 Å and tGd = 75 Å, respectively, and the thickness of
the silicon interlayer was varied in the range tSi = 0–10 Å.
All thickness parameters were specified by the sputter-
ing time and the known deposition rate of the corre-
sponding material. The layered character of the films
and the nominal values of the spatial period of the struc-
ture were confirmed (to within ±2 Å) by the small-angle
X-ray scattering technique. In addition, X-ray and elec-
tron microscopy studies of the films showed that they
were close to amorphous structures. Magnetization
measurements were made on a SQUID magnetometer
described in [9]. When performing temperature and
field measurements, the sample was placed in a demag-
netizer prior to zero-field cooling. The magnetic field
was parallel to the sample plane.

Earlier [6], it was shown that the compensation tem-
perature in the Gd/Co films with the layer thickness
ratio close to that in the samples studied in this work
strongly depends on the period of the multilayer struc-
ture, and at temperatures T < 200 K the compensation
is observed only if tGd + tCo ≥ 130 Å. In our case, this
feature is absent for the structure with a period of 105 Å
(Fig. 1a). However, the compensation point appears
002 MAIK “Nauka/Interperiodica”
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after the inclusion of a silicon interlayer a few ang-
stroms in thickness (Fig. 1b, curve 1). Unexpectedly,
the behavior of the magnetization in the vicinity of the
compensation temperature shows a material depen-
dence on the magnetic field even when its value is
rather low. For instance, the compensation temperature,
in its traditional meaning, is absent at H = 1 kOe in the
film with tSi = 5 Å, and the temperature dependence of
magnetization takes the form shown by curve 2 in
Fig. 1b. It should be noted that a small maximum
appears in the temperature curve, while the magnetiza-
tion minimum shifts to lower temperatures. The situa-
tion proved to be even more unusual for the film with
tSi = 10 Å (Fig. 1c). In this film, the magnetization min-
imum (not zero), which could be related to the compen-
sation point, was observed up to the fields on the order
of 100 Oe. One can see that the maximum in the mag-
netization versus temperature curve increases with the
magnetic field and shifts to low temperatures.

We recorded field dependences of the magnetization
at helium temperatures. It is seen in Fig. 2 that the mag-
netization curves for the films with tSi = 0 Å and tSi =
5 Å are similar to those in ferromagnets with saturation

Fig. 1. Temperature-dependent magnetizations of the multi-
layer (Gd/Si/Co/Si)20 films: tSi = (a) 0, (b) 5, and (c) 10 Å.
The curves are recorded in the fields H = (1) 200, (2) 1000,
and (3) 500 Oe. In all films, tCo = 35 Å and tGd = 70 Å.
fields Hs ≈ 100 Oe and Hs ≈ 300 Oe, respectively. As for
the film with tSi = 10 Å, there is a knee on the magneti-
zation curve in the vicinity of H ≅  100 Oe, while the sat-
uration field is Hs ≈ 500 Oe. The reverse run of the mag-
netization curve of this film only slightly deviates from
the straight line. When comparing these results with the
temperature behavior of magnetization, one can see
that the field-induced magnetization singularity in the
region of compensation temperature is most pro-
nounced in the fields higher than the saturation field,
i.e., in the region where no singularities are expected.
One can see from Figs. 1 and 2 that the saturation mag-
netizations at low temperatures coincide with good
accuracy for the films with a silicon interlayer and a
Gd/Co film, indicating that the contribution from the
rare-earth subsystem below the singularity temperature
is the same in both cases and dominant in this region.
For temperatures T > 120 K, where the contribution
from the cobalt subsystem dominates, the magnetiza-
tions for the films with tSi = 5 Å and tSi = 10 Å also vir-
tually coincide (Fig. 1).

These experimental results do not fit in the tradi-
tional scheme describing two-sublattice ferrimagnets

Fig. 2. Field-dependent magnetizations of the multilayer
(Gd/Si/Co/Si)20 films: tSi = (a) 0, (b) 5, and (c) 10 Å; T =
4.2 K. Arrows indicate the direction of changing magnetic
field.
JETP LETTERS      Vol. 75      No. 3      2002
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with a compensation point. The appearance of a maxi-
mum in the vicinity of the expected compensation tem-
perature can be explained if one assumes, for example,
that the interaction of the rare-earth layers with the
neighboring cobalt layers through the silicon layer con-
tains a contribution that gives rise, not to a strictly anti-
ferromagnetic configuration, but to a canted magnetic
structure. In such a situation, the magnetic structure as
a whole represents a cone of magnetic moments of the
rare-earth subsystem whose overall moment is antial-
ligned with the overall magnetic moment of the cobalt
layers. As the temperature rises, this interaction is first
“switched off” on the background of a decreasing over-
all moment of the rare-earth subsystem and, as a result,
the cone of the rare-earth subsystem collapses, where-
upon the process evolves following the well-known
scenario. Such a behavior of multilayer films is quite
realistic. As known [10], the inclusion of a biquadratic
exchange interaction (J2) can give rise, in conjunction
with the bilinear exchange (J1), to a canted magnetic
structure. In multilayer films, the mechanism responsi-
ble for the biquadratic contribution to the exchange
interaction can be caused by the fluctuative variations
in the nonmagnetic interlayer thickness [11]. The
assumed distinction in the temperature dependences of
both exchange parameters [12] is then also understood.
Moreover, for the multilayer magnetic films, J1 and J2
can be comparable in magnitude.

In our case, the experimentally observed singulari-
ties can be naturally rationalized in terms of the inter-
layer interaction between the magnetic layers; however,
the strong dependence of this interaction on a magnetic
field still remains to be understood. Clearly, this effect
cannot be ascribed to the magnetic crystallographic
anisotropy of the materials forming magnetic layers.
First, these layers are structurally amorphous, and, sec-
ond, metallic Co and Gd possess strong local magnetic
anisotropy [7], so that the magnetic fields used in this
work are too low to rearrange their magnetic structures.
JETP LETTERS      Vol. 75      No. 3      2002
One can assume that the constant J2 is due to the semi-
conducting interlayer and that J2 is precisely the param-
eter which is sensitive to the magnetic field. This issue
will be elucidated in a more comprehensive study.

This work was supported in part by the US Civilian
Research & Development Foundation for the Indepen-
dent States of the Former Soviet Union (Award
no. RES-005) and the Federal program “Integratsiya.”
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The Harris–Aharony criterion for a static model predicts that if a specific heat exponent α > 0, then this model

does not exhibit self-averaging. In the two-dimensional percolation model, the index α = . This means that,

in accordance with the Harris–Aharony criterion, the model can exhibit self-averaging properties. We study
numerically the relative variances RM and Rχ for the probability M of a site belonging to the “infinite” (maxi-
mum) cluster and for the mean finite-cluster size χ. It was shown that two-dimensional site–bond percolation
on the square lattice, where the bonds play the role of the impurity and the sites play the role of the statistical
ensemble over which the averaging is performed, exhibits self-averaging properties. © 2002 MAIK
“Nauka/Interperiodica”.

PACS numbers: 64.60.Ak; 64.60.Cn

1
2
---–
1 1. INTRODUCTION

The influence of disorder on a phase transition is
one of the important problems in the theory of phase
transitions. In experimental measurements, the thermo-
dynamic properties of one (or several) large-sized sam-
ple (with respect to the number of molecules) are usu-
ally studied. Therefore, it is important to know whether
a single large-sized sample with quenched realization
of impurities can represent the properties of a model.
The self-averaging properties of the system provide an
answer to this question. If some quantity is self-averag-
ing, the measurement for a single large sample gives a
reasonable value for all samples of such size. If the
quantity is not self-averaging, an increase in the system
size does not make the measurement on a single sample
representative.

Let us consider some statistical model with impuri-
ties on the d-dimensional lattice with a linear size L, in
which we average some quantity X(ω) for a certain
sample, where ω is the impurity realization from some
impurity ensemble Ω . Here we assume that X(ω) is the
exact thermal average for impurity realization ω. Let us
denote by [X] the average over all impurity realizations

of ensemble Ω: [X] = , where P(ω) is the

probability of impurity realization ω. Then, variance

VX =  – [X]2. Let us define the relative

variance of X: RX = V(x)/[X]2. This quantity character-
izes the size-dependent properties of the model. If

1 This article was submitted by the author in English.

P ω( )X ω( )
ω Ω∈
∑

P ω( )X2 ω( )
ω Ω∈
∑
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RX(L) ~ Lx, x = –d, the quantity X is said to be strongly
self-averaging. If x < 0, X is said to be weakly self-aver-
aging, and if   const, then X is non-self-

averaging. We will now discuss self-averaging of a dis-
ordered system; therefore, we examine the averaging
over all impurity realizations, instead of self-averaging
of a pure system, when we study the averaging over the
whole statistical ensemble (for example, over all possi-
ble spin configuration for spin models).

The Harris criterion states [1] that the weak random-
ness does not change the critical behavior of the d-
dimensional second-order phase-transition model if the
specific heat index α < 0, which corresponds to the pure
correlation-length index ν > 2/d. As was first mentioned
by Brout [2], far for critiality, where the system size is
much greater than the correlation length L @ ξ, all addi-
tive thermodynamic quantities are strongly self-averag-
ing. The self-averaging properties of a disordered sys-
tem near the criticality obeys the Harris–Aharony (HA)
criterion (see [3] and [4]). This criterion states that, if
randomness is irrelevant, the system is governed by a

pure fixed point and the relative variance RX ~ ,
where αp and νp are the critical exponents of a pure sys-
tem. If however, the system is governed by a random
fixed point, then  = const. This criterion

explains the numerical results of many works [5–7].
Wiseman and Domany in [7] show that the Ashkin–
Teller model with α < 0 is weakly self-averaging.

Two-dimensional percolation, which can be treated
as a q-state Potts model with q  1, is one of the most

RX L( )
L ∞→
lim

L

αP

νP
------

RX
L ∞→
lim
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popular two-dimensional statistical models with the
second-order phase transition. The two-dimensional

percolation critical index α = –  < 0, and, in accor-

dance with the HA criterion, we can expect that this
model exhibits weak self-averaging properties. We
study numerically the relative variances RM and Rχ for
the probability M of a site belonging to the maximum
cluster size (the analog of magnetization) and the mean
finite-cluster size χ (the analog of the magnetic suscep-
tibility). It was shown that two-dimensional site-bond
percolation, where bonds play the role of impurities
and sites play the role of statistical ensemble over
which the averaging is performed, exhibits self-averag-
ing properties. The article is arranged as follows. In
section 2, we describe the site–bond percolation model
and two types of impurity distribution; in section 3; we
discuss the self-averaging criterion and its phenomeno-
logical derivation; in section 4, we present the numeri-
cal results; and section 5 is the conclusion.

2. TWO-DIMENSIONAL SITE–BOND 
PERCOLATION MODEL AND CANONICAL 

AND GRAND-CANONICAL IMPURITY 
DISTRIBUTIONS

Site–bond percolation is a combination of purely
site percolation and purely bond percolation. In purely
site percolation, one investigates clusters of occupied
sites. In purely bond percolation, one investigates clus-
ters of sites connected by occupied bonds. In the site–
bond percolation, one investigates clusters of occupied
sites connected by occupied bonds. Each site is occu-
pied with probability ps, and each bond is occupied

with probability pb. In critical point , the corre-
lation length becomes infinite. Yanuka and Engelman
[8] proposed an approximate formula for a critical
curve in the (ps, pb) plane:

The two-dimensional site–bond percolation belongs to
the same universality class as the two-dimensional
purely site percolation. Let us define by nC the mean
number of clusters of size C per lattice site. Then, the
probability of a site belonging to the maximum cluster
is

(1)

and the mean finite cluster size is

(2)

1
2
---

ps* pb*,( )

ps( )/ ps*( )loglog pb( )/ pb*( )loglog+ 1.=

M nCmax
Cmax=

χ nCC2

C C Cmax≠,
∑ / nCC

C C Cmax≠,
∑ .=
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Near the critical point , these quantities scale
as 

(3)

and

. (4)

The scaling index ξ(ps, pb = ) ~  for the

correlation length is ν = .

As mentioned above, each bond is occupied with
probability pb and is empty with probability 1 – pb;
therefore, the total number of occupied bonds on the
lattice fluctuates. This method of generating impurity
configurations is known as Grand Canonical (GC), by
analogy with the Grand Canonical statistical ensemble
with a fluctuating number of particles. However, we can
fix the number of occupied bonds Nb and then distribute
them randomly on the lattice. This method of generat-
ing impurity configurations is known as Canonical (C),
by analogy with the Canonical statistical ensemble with
a fixed number of particles.

3. SELF-AVERAGING CRITERION

Let us explain the HA criterion using simple phe-
nomenological considerations [6]. In this section, we
use the temperature T as a parameter of the model,
keeping in mind that, in the case of percolation, the role
of this parameter is played by the site concentration ps.

We characterize every sample (impurity realization)
ω with a size L by a pseudo-critical temperature T*(ω,
L). T*(ω, L) fluctuates about its mean value and is aver-
aged over all impurity configurations T* = [T*(ω, L)].
We introduce the reduced temperature for each sample

. (5)

In the vicinity of the critical point, the quantity X scales
as

(6)

Here, ρ is the exponent characterizing the behavior of
[X] at T* and the thermal scaling index yt = 1/ν is
assumed to be universal for all samples. The form of

function  is assumed to be sample-dependent. We
assume that (this relation is numerically checked in the
next section)

(7)

ps* pb*,( )

M ps pb pb*=,( ) ps ps*–( )+β
,∼

ps ps*, β> 1/18=

χ ps pb pb*=,( ) ps ps*–( ) γ–
, γ∼ 43/18=

pb* ps ps*–( ) ν–

4
3
---

ṫω
T T∗ ω L,( )–

T∗
-------------------------------=

Xω T L,( ) LρQ̃ω ṫωL
yt( ).=

Q̃ω

δT∗( )2 δṫω( )2
L d– .∼ ∼
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Therefore, the variance of the argument of the function

 scales as

(8)

We keep in mind that the scaling relation [9] α = 2 – νd.
So, the variance Vx of quantity X at the critical point
scales as

(9)

and the relative variance ([X] ~ Lρ) is

(10)

We thus obtain the Harris–Aharony criterion: if the
scaling index is α = const < 0, then the model is self-
averaging and the relative variance for quantity X is
RX ~ Lα/ν from simple scaling relations.

4. NUMERICAL RESULTS

In our computation, the bonds play the role of impu-
rities; therefore, we fix the bond concentration  =
0.875 and consider the site concentration ps as the
parameter of our model.

(1) We generate (by the C and GC methods) the
bond configuration ω;

(2) for this bond configuration we generate a set of
site configurations (for site we use only the GC
method). For each site configuration, we calculate the
probability of a site belonging to the maximum cluster
and the mean finite cluster size;

Q̃ω

δṫωL
yt( )

2
L d 2/ν+– .∼

V X L2ρ δṫωL
yt( )

2
∼

∼ L2ρ d– 2/ν+ L2ρ 2 dν–( )/ν+ L2ρ α /ν+ ,= =

RX

V X

X[ ] 2
----------- L

2ρ α
ν
--- 2ρ–+

Lα /ν.= = =

pb*

Fig. 1. The mean finite-cluster size χ(p) for three realiza-
tions of impurity configurations. The critical concentration

 for each realization ω is shown by vertical lines.ps* ω( )
(3) we average these quantities over the site realiza-
tions and obtain mean values M(ps, pb) and χ(ps, pb). We
split the set of site configurations into ten series to eval-
uate the numerical inaccuracy ∆M and ∆χ;

(4) we perform steps 1–3 for another bond configu-
ration.

The χω(ps) dependence for three different bond real-
izations (ω = 1, 2, 3) is shown in Fig. 1. Let us calculate
the pseudocritical site concentration  for each
bond realization ω. We assume that the mean finite-
cluster size χω(ps) has a maximum at the pseudocritical

point  and, therefore, So we approximate the data
for χω near the maximum of χω by the parabola χω(ps) .

a – b(ps – )2 and treat  as the pseudocriti-
cal concentration for bond realization ω. The locations
of the pseudocritical points for bond realizations ω = 1,
2, 3 is shown in Fig. 1 by vertical lines.

Let us find the critical point . We calculate the

mean critical site concentration [ (L)] averaged over
100 bond realizations created by the GC and C methods
as a function of lattice size L. These numerical data and
the results of approximation

(11)

(12)

are shown in Fig. 2. We take the concentration  =
0.6515 (averaged by the C and GC methods) as critical.
The variance of pseudocritical concentration behaves

ps* ω( )

ps* ω( )

ps* ω( ) ps* ω( )

ps*

ps*

C-method: ps* L( )[ ] C

. 0.6519 5( ) 0.34 10( )L 0.94 9( )– ,–

GC-method: ps* L( )[ ] GC

. 0.6511 4( ) 0.39 15( )L 1.02 11( )––

ps*

Fig. 2. The mean pseudocritical site concentration [ ] as

a function of lattice size L for bond realizations created by
the C and GC methods, the results of approximation by a
power function of L, and the extrapolated critical concentra-
tion  = 0.6515.

ps*

ps*
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as  ~ L–2 (Fig. 3), as we assumed in the previous
section.

Let us investigate the self-averaging properties of M

and χ at the critical point (  = 0.875,  = 0.6515).

Now we describe the computational procedure that
we used to calculate the relative variance. Here, we fol-
low the method described in [5, 6]. First, we note that,
for each impurity realization ω, instead of the exact
value of quantity χω we get some value  averaged
over the site configuration with a numerical error

(13)

Here, Ns is the number of site configurations [the length
of Monte-Carlo (MC) run] and τω is the autocorrelation

time. To calculate , we split the MC sequence of

δps*( )2

pb* ps*

Xω

δXω( )2 σpb ω,

Ns/τω
-------------.=

δXω( )2

Fig. 3. The variance (δ )2 of critical concentration as a

function of lattice size L for microcanonical (crosses) and
canonical (triangles) distributions and the results of approx-
imation by function aL–b.

ps*

Fig. 4. The relative variance RM of probability M of a site
belonging to the maximum cluster as a function of lattice
size L for GC (crosses) and C (triangles) distributions and
the results of approximation by function aL–b.
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site configurations of length Ns into ten subsequences
and treat each subsequence as independent. We define
by […] the averaging over impurity-bond configura-
tions. Thus, the error of [ ] averaged over Nb bond
configurations is

(14)

The total error  has two contributing terms:
from the sample-to-sample fluctuation of exact Xω

about [Xω] and from the fluctuations of , averaged
over the finite number of spin configurations, about Xω
for each bond realization ω:

(15)

Here, Nb is the number of bond configurations. We can
calculate

by averaging the error  over the bond configura-
tions ω. So, we can express the relative variance via

 and :

(16)

The numerical data for relative variances RM and Rχ
computed by the C and GC methods in accordance with
Eq. (16) are shown in Figs. 4 and 5, respectively. We
can see that points lie on the straight lines in the log–log
scale. Thus, we approximate the data by the power
function aLb on the interval L ∈  [48, 128]. The results

Xω

δ Xω[ ]( )2 1
Nb 1–
--------------- Xω

2[ ] Xω[ ] 2
–( ).

ω Ω∈
∑=

δ Xω[ ]( )2

Xω

δ Xω[ ]( )2 V X

Nb

------
σpb ω,

NbNs/τω
-------------------- .+=

σpb ω,

NbNs/τω
-------------------- 1

Nb

------ δXω( )2[ ]=

δXω( )2

δ Xω[ ]( )2 δXω( )2[ ]

RX

V X

Xω[ ] 2
-------------

1

Xω[ ] 2
------------- Nb δ Xω[ ]( )2 δXω( )2[ ]–( ).= =

Fig. 5. The relative variance Rχ of the mean finite-cluster
size χ as a function of lattice size LC (crosses) and GC (tri-
angles) distributions and the results of approximation by
function aL–b.
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of approximation are plotted in Figs. 5 and 4 and placed
below. As we might expect, for the GC method the rel-
ative variance is greater than for the C method because
of the fluctuation of the bond number:

We see that, in excellent agreement with the HA crite-
rion, the relative variance of measured quantities obeys
the power-law dependence R ~ L–1/2 = Lα/ν. As a result,
we can state that this model is self-averaging.

5. CONCLUSION

We have shown numerically that the two-dimen-
sional site–bond percolation exhibits self-averaging. In
our numerical experiments, bonds play the role of the
quenched disorder and sites play the role of the statisti-
cal ensemble. We have found that relative variance
scales as RM ~ L–1/2, Rχ ~ L1/2, where –1/2 = α/ν. We
assume that we can consider the sites as a quenched dis-

C: RM  . 0.0041 3( )L 0.504 19( )– ,

GC: RM  . 0.0147 15( )L 0.50 2( )– ,

C: Rχ  . 0.0243 2( )L 0.53 2( )– ,

GC: Rχ  . 0.0259 5( )L 0.51 5( )– .
order and bonds as a statistical ensemble and the results
will be the same.

We can also expect for site percolation that, if we
“freeze” the state of some sites and average over other
sites, we get the same weakly self-averaging behavior
with respect to these “frozen” sites, which play the role
of a quenched disorder. Of course, the same is also valid
for bond percolation.

I am grateful to the Joint Supercomputer Center
(www.jscc.ru) for providing computational resources.
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