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Abstract—A scheme of interaction between certain doping elements in solid solutions based on semiconduc-
tors is suggested; the scheme involves a reaction of formation of a charged complex on the introduction of dou-
ble-charged donors or acceptors into the solution. Analytical expressions for the dependence of the solubility
of donors on the acceptor concentration and vice versa were derived using the formulas for the mass action law
for reactions of ionization of doping additives and interactions between them and taking into account the elec-
tron–hole interaction and the conditions for the electroneutrality of the semiconductor. The obtained relation-
ships were tested for a Ge–Cu–Sb system. It is shown that the values of solubility calculated by the suggested
theory and those obtained experimentally agree well with each other. © 2000 MAIK “Nauka/Interperiodica”.
Previously [1–4], we developed a theory of charged-
complex formation as a result of interaction between
doping elements in a silicon-based solid solution. In
this work, we analyze the interaction between copper
and antimony in a germanium-based solid solution with
the formation of a charged complex.

Experimental data reported in [1, 5, 6] suggest that
charged and neutral associations can be formed as a
result of the following reactions between opposite-
charged particles:

Here, [Cu2–]s and [Cu+]i are copper atoms in the lattice
sites and interstices, respectively.

It is noteworthy that the processes of formation of
neutral complexes [Cu2Sb]0 and charged centers [Cu2]–

are attributed to the presence of interstitial copper
whose concentration, according to [5], is nearly an
order of magnitude lower than the concentration of sub-
stitutional copper. Therefore, the governing process in
the donor–acceptor interaction in the case of combined
doping of germanium with copper and antimony is the
process of formation of [CuSb]– charged complexes.
Obviously, the products of other reactions may be
ignored.

In connection with the above, it is expedient to use
the well-justified model of copper–antimony interac-
tion in germanium to consider generally the influence
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of the formation of charged donor–acceptor complexes
on the cosolubility of donors and acceptors in semicon-
ductors. In solving the problem, we use the general
approach justified and developed by Reiss and cowork-
ers [7–9] and by us [10–13]. Accordingly, we represent
the processes of ionization and interaction between
charged particles in the form of the following two sys-
tems of reactions corresponding to the cases of doping
of a semiconductor with double-charged acceptors (A)
and double-charged donors (B):
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Here, (NA)ext and (ND)ext are the concentrations of
acceptors and donors, respectively, in an external phase
(for example, a liquid phase), and (NA)sol and (ND)sol are
the concentrations of acceptors and donors, respec-
tively, in a solid semiconductor solution.

The adequacy of the above schemes (A) and (B) is
verified experimentally; in fact, in the case of the com-
bined doping of Ge (Si) semiconductors, the predomi-
nance of hole conduction is observed simultaneously
with the formation of (DA)– complexes, whereas elec-
tron conduction is predominant if the (DA)+ complexes
are present. We now define more specifically the above
equilibrium reactions (A) and (B) accompanied by the
formation of charged complexes, as applied to a partic-
ular Ge–Cu–Sb system. Obviously, in accordance with
the quantitative data on the solubility of interstitial and
substitutional copper in germanium, we deal with a sys-
tem of dissolution and ionization reactions involving
donors and acceptors and resulting in the formation of
charged (CuSb)– complexes; i.e., we deal with the fol-
lowing reaction of type (A):

(C)

Analyzing a system of equilibriums (1)–(4) in the
chains of reactions in scheme (C), we may conclude
that the formation of hard-to-dissociate electron–hole
pairs according to reaction (3) and charged donor–
acceptor complexes according to reaction (4) is bound
to induce a shift of equilibriums (1) and (2) to the right;
this, in turn, means that the solubility of acceptors in the
presence of donors is bound to increase and the solubil-
ity of donors in the presence of acceptors is also bound
to increase. In order to consider quantitatively the effect
consisting in the double doping of a semiconductor and
accompanying the formation of charged complexes, we
used the mass action law and the conditions for conser-
vation of the total number of particles of doping ele-
ments and for the electroneutrality of a semiconductor,
which made it possible to describe each system of reac-
tions by a relevant set of equations corresponding to
systems of equilibriums (A) and (B), respectively.

Henceforth, in formulating the equilibriums and the
corresponding equations, we use the following notation
accepted for concentrations of defects in solid solu-

NCu( )ext NCu( )sol N
Cu2– 2e++
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tions: n and p refer to electrons and holes; h, to vacan-
cies;  and , to double-charged ions (donors

and acceptors);  and , to single-charged ions

(donors and acceptors); and  and , to neg-

atively and positively charged complexes. In addition,
we denote the constants in the corresponding equations

in using the mass action law by K0, , , and .

In what follows, we perform various transforma-
tions only for the totality of equations obtained on the
basis of scheme (A) corresponding to the formation of
negatively charged complexes (DA)–; all the required
transformations for reaction system (B) are similar to
those for system (A). We separate the system of equa-
tions (A) into two groups. The first group (I) includes
all equations corresponding to the processes related to
a variation in the solubility of an acceptor element NA

in germanium as the concentration of donor element ND

increases; the second group (II) involves all equations
related to the processes of variation in the solubility of
donor element ND under the influence of the addition of
acceptor element NA.

As a result, we found that systems I and II differ
from one another only in the first equations and the

parameters  and . We represent the equations

of both groups in parametric form taking the hole con-
centration p as the main variable in equations I and the
electron concentration n as the main variable in equa-
tions II; thus, we have
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Equations (5) and (6) of system I make it possible to
relate the concentration of donors ND, acceptors NA, and
holes p by the equality

(13)

and by the equation of the third degree in 1/p

(14)

The largest real positive root, whose existence can be
established from the distribution of signs between the
real coefficients of equation (14), is determined by the
Ferrari method [14] with the formula
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Introducing (15) into (13), we obtain the following
analytical expression for the isotherm ND = f(NA) in the
case of the predominance of acceptors (ND ≤ NA):

(16)

In equality (15) and isothermal equation (16), we
use a real root of resolvent of equation (14); this root is
determined by the Ferro–Tartaglia–Cardano method
[15] with the formula
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Equations (11) and (12) of system II make it possi-
ble to relate the concentrations of donors ND, acceptors
NA, and electrons n by the equality

(18)

and by the quadratic equation in 1/n

(19)

Substituting the positive root of equation (19) into
expression (18), we obtain the following analytical
equation for the isotherm NA = f(ND) for the case of the
predominance of donors (NA ≤ ND):

(20)

In order to be able to use the functional relations
ND = f(NA) and NA = f(ND) obtained on the basis of the
model for the formation of negatively charged com-
plexes in calculations of the ultimate values of the
cosolubility of donor and acceptor elements in the case
of the combined doping of germanium, we have to

know the values of the constants K0, , , ,

and  for any temperature encountered in the exper-
iment. Using the double systems Ge–A and Ge–D with

the concentrations ND =  and NA =  and an equi-
atomic crosscut [D] : [A] = 1 : 1 with concentrations
ND = NA, we can use the analytical equations ND = f(NA)
and NA = f(ND) and systems I and II to derive the formu-
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las for the above constants; it is these formulas that
make it possible to calculate the parameters of the iso-
therms in terms of experimental values of solubilities

for , NA, , and ND and the coefficient K0. The lat-
ter can be expressed as a function of temperature T as

(21)

where m0 is the rest mass of an electron, k is the Boltz-

mann constant, h is the Planck constant,  and  are
the effective masses of electrons and holes, and ∆E is the
bandgap of the semiconductor at the given temperature
and for the specified positions of impurity levels.

The above-developed theoretical concepts were
used to analyze the behavior of copper and antimony in
the case of combined doping of germanium with these
elements. For the Ge–Cu–Sb ternary system, it was
experimentally established [6, 16] that a negatively
charged (DA)– complex was formed as a result of inter-
action of a double-charged acceptor (copper) with a
single-charged donor (antimony).

Previous microstructure studies of solid solutions
belonging to the above Ge-based system made it possi-
ble to tentatively determine the boundaries of the
homogeneity domains at 500 and 600°C [17]. In order
to obtain more precise values of the cosolubility of cop-
per and antimony in germanium in order to use them in
calculations, we resorted here to the measurements of
microhardness, which proved to be quite useful in solv-
ing the above problems. The microhardness Hµ was
studied in solid solutions arranged in composition
within the ray sections, with the ratios between the
atomic concentrations of antimony and copper being
equal to 1 : 1, 1 : 2, and 1 : 3. The solid solutions were
subjected to long-term homogenization at 500 and
600°C and were quenched in water. Measurements
were performed at a load of 50 g in a PMT-3 system
with the automated application of load [18]. The data
obtained were processed statistically by plotting the
frequency curves. It was found that these curves follow
the normal Laplace–Gauss distribution. The peaks in
the frequency curves correspond to the mean values of
actual microhardness.

Analysis of the arrangement of frequency curves in
relation to the values of microhardness for solid solu-
tions with different compositions showed that this
arrangement is quite regular. Within the ranges of
homogeneity, the peaks shift to higher values of micro-
hardness of the solid-solution crystals as the concentra-
tion of solutes increases and virtually do not change
their positions in relation to composition of solid solu-
tions within the two-phase domains. Using the values
of microhardness corresponding to the peaks in the fre-
quency curves, we plotted the concentration depen-
dences of microhardness of crystals of solid solution of
copper and antimony in germanium in relation to the

NA
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K0 32
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solid-solution composition; these dependences are
shown in Figs. 1–3. Kinks in the curves correspond to
the boundary of saturation of solid solution at the given
temperature. The values of solubilities of copper and
antimony in germanium along the above ray crosscuts
as obtained from the analysis of Figs. 1–3 were plotted
on the Gibbs concentration triangle; as a result, we
plotted the isotherms of solubility at 500 and 600°C
shown in Fig. 4. It follows from Fig. 4 that the solubility
of copper increases drastically in the presence of anti-
mony, which, according to the data reported in [7–14],
is indicative of donor–acceptor interaction. Numerical
values of cosolubility of copper and antimony in ger-
manium at temperatures of 500 and 600°C are listed in
Table 1.

10–7 10–6 10–5 10–4 10–3 10–2 10–1

500

600

400

600

700

500

800

1Cu + 1Sb, at. %
Ge

í, °C

çµ, 9.81N/mm2

600°C

500°C

Fig. 1. Dependence of the microhardness of solid-solution
crystals Hµ on the solid-solution composition and a segment
of the solubility curve for the 1 : 1 crosscut in a Ge–Cu–Sb
system.
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Using the values of individual solubilities of copper
and antimony taken from [1], the data obtained in this
work on the combined solubility of these elements for
the crosscut NCu : NSb = 1 : 1 at 500 and 600°C (see
Table 1), and the values of K0 for these temperatures,

we calculated the constants , , , and .
The values of K0 were calculated on the basis of equa-
tion (21); this equation, if the numerical values of the
constants h, k, and m0 are introduced, can be written as

(22)
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800
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500

400

600°C

500°C

10–7 10–6 10–5 10–4 10–2 10–110–3
Ge

2Cu + 1Sb, at. %

í, °C

Fig. 2. Dependence of microhardness of solid-solution
hardness Hµ on the solid-solution composition and a seg-
ment of solubility curve for the 2 : 1 crosscut in a Ge–Cu–Sb
system.
Table 1.  Ultimate solubilities of copper and antimony in the cases of simple and complex doping of germanium

Temperature, °C

Solubility of the elements, at. %

Separate Combined NCu + NSb

3 + 1 2 + 1 1 + 1

500 6.6 × 10–3 8.85 × 10–8 1 × 10–5 2 × 10–4 1 × 10–3

600 1.1 × 10–2 6.63 × 10–7 2 × 10–4 1 × 10–3 2 × 10–3

NSb
0 NCu

0
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In calculations, we took into account the depen-
dences of the germanium bandgap on temperature and
concentration and also the values of effective masses

 and  [19, 20]. The values of all calculatedmn* mp*

600

800
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500

500

400
10–7 10–6 10–5 10–4 10–3 10–2 10–1

Ge

500 °C

600 °C

Hµ, 9.81N/mm2

T, °C

3Cu +1Sb, at. %

Fig. 3. Microhardness Hµ of solid-solution crystals as a
function of the solid-solution composition and a segment of
the solubility curve for the 3 : 1 crosscut in a Ge–Cu–Sb sys-
tem.

Table 2.  The values of parameters in the isothermal equa-
tions for solubilities of copper and antimony in germanium

Tempera-
ture, °C

K0, 
1036 cm6

, 

1050 cm9

, 

1010 cm3

, 

1036 cm6

, 

1019 cm3

500 2.04 0.40 1.40 2.10 1.94

600 11.24 16.60 19.55 8.20 1.35

KA
* KDA

A KD
* KDA

D

Table 3.  Experimental data and the values of solubility of a
donor element in a Ge–Cu–Sb system as calculated from the
isotherm of a charged complex

Temperature, 
°C

Crosscut at the 
Gibbs triangle 

NA : ND

Solubility NSb, 1016 cm–3

experiment calculation

500 3 : 1 0.11 0.18

2 : 1 2.97 3.32

600 3 : 1 2.22 2.33

2 : 1 14.83 18.54
parameters are listed in Table 2. Further calculations
were performed with the use of formula (16) for the iso-
therm ND = f(NA). In this case, we used the numerical
values of the acceptor concentration NA for the sections
3 : 1 and 2 : 1 and determined the donor-element con-
centration ND. In performing the calculations, we found
that, in the case of a Ge–Cu–Sb system, a negative
number was obtained under the radical sign in formula
(17); i.e.,

(23)

Therefore, formula (17) may be represented as

(24)

where

(25)

The results of calculations and experimental data to
be compared with are listed in Table 3.
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Fig. 4. The solubility isotherms for copper and antimony in
germanium at the temperatures of (1) 600 and (2) 500°C.
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A strict consistency in derivation of the isotherm
equations ND = f(NA) and NA = f(ND), along with good
agreement between the results of calculations and
experimental data, verify the adequacy of the suggested
model for interaction between acceptor and donor ele-
ments in the case of formation of charged complexes in
ternary solid solutions of the considered type. The iso-
thermal equations ND = f(NA) and NA = f(ND) make it
possible to theoretically (by calculations) trace the
cosolubility of donor and acceptor elements in the case
of the combined doping of germanium in the entire
range of temperatures and concentrations used.
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Abstract—The concentration of charge carriers and their Hall mobility in Si:Er/Si layers grown by sublima-
tional molecular-beam epitaxy were investigated as functions of temperature in the range of 300–77 K. No elec-
tric activity of Er-containing luminescent centers was observed. The feasibility of precise control over impurity
profiles in growing the p+–n–n+ electroluminescent structures is demonstrated. © 2000 MAIK “Nauka/Interpe-
riodica”.
INTRODUCTION

Interest in growing and investigating Si:Er/Si epi-
taxial layers is caused by their potential use in optoelec-
tronics.

The multiple ion implantation of Er and O impuri-
ties and also shallow-level donors and acceptors into
bulk or epitaxial silicon is often used [1–4] with the aim
of producing p+–n–n+ electroluminescent structures. To
do this, it is necessary to use high-energy ions
(0.5−4 MeV); irradiation with such ions results in the
generation of high-density radiation defects, which
cannot be completely eliminated in the subsequent
high-temperature annealing. This technology is expen-
sive, the ion range is restricted, and there are traditional
constraints in producing the layers with given distribu-
tions of Er and of dopants of Groups III and V, in par-
ticular, abrupt junctions. Following the erbium implan-
tation and annealing, a high concentration of electri-
cally active centers (10–90% of the Er concentration) is
observed in the Si layers [1, 2], which also restricts the
practical use of this technology.

If the molecular-beam epitaxy (MBE) is used [5, 6],
the crystallographic perfection of the Si:Er layers is
improved, the diffusion broadening of the concentration
profiles is reduced, and the time required for the structures
to grow decreases. Distinctive features of this method are
an ultrahigh initial vacuum (10–11–10–10 mbar), the elec-
tron bombardment for evaporating silicon, effusion
cells for evaporating the impurities, multichamber set-
ups, and liquid-helium traps. The disadvantages and
difficulties of this method are known [7]; these are the
high cost of technological equipment, a limited choice
of dopants (Sb and B) and poor control over their fluxes
from the effusion cells, a high temperature of the heated
parts inside the vacuum chamber, low deposition rates
of 0.1–0.2 µm/h, and a high level of contamination by
electrically active impurities (≈1015–1016 cm–3). The
1063-7826/00/3405- $20.00 © 0502
problem of obtaining a given distribution of impurities
in this method is of major importance and has remained
unsolved until now [7, 8]. The main difficulty is the
accumulation of impurities on the surface of a growing
layer.

The accumulation effect was discovered for the first
time in 1973 [9], and, in 1979, one way of eliminating
this phenomenon was demonstrated [10] by the exam-
ple of doping silicon with phosphorus using the subli-
mational MBE. The main distinction of this method
consists in the fact that the fluxes of dopants are formed
by heating the silicon wafers preliminarily doped with
desired impurities at temperatures lower than the Si
melting point. The accumulation (surface segregation)
of P, Sb, and Al, as well as Ga, As, and B impurities
was investigated in a wide range of growth conditions
for the Si(100), Si(110), and Si(112) layers [10–16].
The parameters controlling the accumulation were
determined. In the case where the accumulation of
impurities is absent, the opportunity arises to obtain
virtually arbitrary impurity profiles with a reduced den-
sity of defects in the layers. For the first time, this pos-
sibility was realized for obtaining heavily doped Si lay-
ers (to n . 2 × 1020 cm–3) [12, 15, 16], δ-doped Si layers
[12, 17], and extremely abrupt concentration profiles
[12, 14] without interrupting the growth, without using
ion implantation, electric fields and other methods of
stimulation, and also without solid-phase recrystalliza-
tion.

The purpose of this work is to analyze the special
features of the sublimational MBE of silicon, to inves-
tigate the electrophysical properties of Si:Er epitaxial
layers, and to consider the possibility of producing the
controlled concentration profiles of Er, P, B, O, and C
impurities in the Si:Er/Si structures.
2000 MAIK “Nauka/Interperiodica”
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EXPERIMENTAL PROCEDURE.
SPECIAL FEATURES OF THE SUBLIMATIONAL 

MOLECULAR-BEAM EPITAXY

The silicon layers were grown in the setup designed
in the Physicotechnical Research Institute of the Nizhni
Novgorod State University. The silicon wafers (used as
sources of fluxes of silicon and impurity atoms and also
as substrates) were heated resistively. The setup was
evacuated by an oil-diffusion pump with a liquid-nitro-
gen trap. The pressure of residual gases in the growth
chamber during the epitaxy was (2–9) × 10–7 mbar. The
layers were grown on Si(100) substrates at tempera-
tures of 400–600°C at a rate of 0.2–5 µm/h. The type of
doping impurities and their depth distribution were
determined by secondary-ion mass spectroscopy
(SIMS). The distribution of charge-carrier concentra-
tion over the depth of layers was investigated by the
electrochemical capacitance–voltage (CV) method and
the Hall method. The concentration and the mobility of
electrons in the range of 77–300 K were found from the
Hall measurements.

The partial pressure of gases in the process of epit-
axy was measured with an IPDO-1 omegatron and
amounted to (in mbar), ~2 × 10–7 for H2, ~2 × 10–7 for
N2, ~10–8 for N, ~10–9 for H2O, ~10–9 for O2, ~10–9 for
O (or CH4), and ~4 × 10–9 for lightweight hydrocar-
bons. It is known [3] that the atoms of each aforemen-
tioned gas introduced by implantation enhance the pho-
toluminescence (PL) intensity of Er in Si. In our layers,
all these gas atoms have a chance (and without forcing)
to form a luminescent complex with Er. The indicated
partial pressure of gases can give rise to a concentration
of 1019–1021 cm–3 for the complexes with Er in the epi-
taxial layer.

A low vacuum during the growth of our structures
posed no negative consequences. In fact, the tempera-
ture of growing perfect Si layers (density of etch pits
was 102–104 cm–2) of a thickness to 20 µm was reason-
ably low (500°C) [13, 18]. This value of the growth
temperature coincides approximately with that of the
MBE layers grown in an ultrahigh vacuum. A tempera-
ture limit for growing perfect Si layers, as was first
noted in [18], can be considerably lower than 500°C if
the layer thickness is less than 1 µm. In our layers, the
background concentration of electrically active centers
was less than 2 × 1013 cm–3 [13, 19]. The lifetime of
minority charge carriers in lightly doped layers
exceeded 2 µs [12]. Values of the Hall mobility of car-
riers in high-resistivity and heavily doped (n = 3 ×
1019 cm–3) silicon layers [12, 15] coincide in the range
from 77 to 500 K with their values in the corresponding
single crystals. The ionization energy of P, Sb, As, Al,
B, and Ga impurities in layers differs insignificantly
from their values in a bulk silicon [12].

There are two causes of contamination of the Si lay-
ers in the setup: thermal evaporation and the gas trans-
port from heated parts in the growth chamber. There-
SEMICONDUCTORS      Vol. 34      No. 5      2000
fore, when the technology was being developed [20],
much attention was given to reducing their temperature
(below 600°C), which, in our opinion, gave the oppor-
tunity to obtain perfect Si layers in a relatively low vac-
uum.

In the sublimational MBE, a large number of
dopants can be used: P, Sb, As, B, Al, Ga, etc. The dop-
ing regularities were investigated for a wide range of
parameters: the temperature and the rate of epitaxy, the
impurity flux, the crystallographic orientation of the
substrate, and the angle of deviation of the substrate
surface from a singular face [12, 19, 20, 22–25]. We
also investigated the causes and regularities of forma-
tion of defects in a crystal structure [9–11, 24, 25].

ELECTROPHYSICAL PROPERTIES
OF EPITAXIAL Si:Er LAYERS

In Fig. 1, we present the concentration n and the
Hall mobility µH of electrons in Si:Er layers. For com-
parison, we present the data for a Sb-doped layer only.
The layers were grown on p-type substrates (10 Ω cm).
Rates vg and temperatures Tg of growth, thicknesses d,
and erbium concentrations NEr in the layers are pre-
sented in the table. The sources for doping these layers
were cut from silicon ingots with a different content of
Er and shallow-level impurities. Among them, there are
also the ingots with an erbium concentration below the
SIMS detection limit NEr < 1 × 1016 cm–3. The electro-
physical properties were investigated in the layers
deposited at a temperature lower than 500°C. We note
that, in this case, a large number of crystal defects are
formed in thick layers even if the latter were grown
using Si sources with an impurity concentration of
~1012 cm–3. For layer 996 (d ≅  6 µm and Tg = 450°C),
we observed a change in the slope of the dependence
n(T) (Fig. 1a), which can be interpreted as being due to
the presence of a shallow energy state (~0.03 eV) and a
deeper energy state (~0.15 eV). More detailed mea-
surements of the energy spectrum of local levels in our
Si:Er layers were carried out by deep-level transient

Table

Series no. of 
the sample Tg, °C vg, 

µm/h d, µm NEr, cm–3
Annealing, 

900°C,
30 min

977 430 0.34 0.5 2.5 × 1018 Yes

978 560 0.24 0.4 5 × 1018 Yes

994 500 1.6 4.8 <1 × 1016 Yes

995 500 1.5 1.5 <1 × 1016 Yes

996 450 2 6 <1 × 1016 No

9960 450 2 6 <1 × 1016 Yes

1016 450 1 2 1 × 1016 No

546(Sb) 600 5.1 7.6 0 No
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Fig. 1. Temperature dependences for (a) the concentration and (b) the Hall mobility of electrons in the Si:Er layers.
spectroscopy [26] and by admittance spectroscopy.
A general pattern was observed; namely, following the
annealing of the layers at 900°C for 30 min, deep-level
centers of 0.15 eV disappeared, and only shallow levels
of ~0.03 eV remained. We assume that the shallow lev-
els in our layers are caused by the presence of conven-
tional donors, for example, P, while the gentle slope of
the dependence (1000/T) can be attributed to
depletion of these donors near room temperature for
n < 1017 cm–3 and by a decrease in the ionization energy
at higher concentrations. The dependence n(T) differed
insignificantly for the Si:Sb layer as compared with
those for the Si:Er layers. Conversely, in the annealed
erbium-implanted samples, a wide spectrum of deep
and shallow energy levels is observed; it can be
assumed that these are the 0.15-eV donor centers [4]
that are responsible for the photoluminescence in these
samples. The presence of one or two energy levels
(Tg < 500°C without annealing) in our Si:Er layers was
observed irrespective of the presence [(1–5) × 1018 cm–3]
or the absence (<1016 cm–3) of erbium atoms in them.
This means that none of the donor levels in our layers
belong to the Er-containing center.

The depth distribution of the charge-carrier concen-
tration of the Er-doped layers was investigated by the
electrochemical CV method. For a uniform erbium dis-
tribution at a level of 3 × 1018 cm–3, the charge-carrier
concentration in the layer was typically within
1015−1016 cm–3, while the type of conduction in one
layer can be either p or n. The charge-carrier sources in
our layers can probably be the phosphorus and boron
impurities, which were indeed present in the layers and
the Si:Er sources at a level of ≈1016 cm–3, according to
the SIMS data.

nlog
The free-electron concentration in the implanted
layers is high (1018–1019 cm–3) and amounts to a large
fraction (10–90%) of the erbium concentration [1, 2].
For example, it was assumed [1] that the electrically
active center is the one containing Er and O. For the
MBE layers, there are no data about the electrical activ-
ity of erbium centers. The charge-carrier concentration
in our layers (usually 1015–1016 and to 6 × 1017 cm–3 in
initial experiments) was not correlated with the erbium
concentration; i.e., as distinct from the implantation, in
the case of sublimational MBE, the electrical activity of
Er centers was less than 0.03%.

Thus, as a result of investigating the electrophysical
properties for the sublimational-MBE Si:Er layers, we
conclude that the centers containing Er can be electri-
cally inactive.

Nowadays, a number of models are proposed for
explaining the excitation of the photoluminescence of
erbium in silicon. In some of them, the donor nature of
the Er centers plays an important role. Such models are
apparently unsuitable for explaining the photolumines-
cence in our layers.

The Hall mobility of electrons in certain Si:Er layers
(Fig. 1b) is somewhat lower than that in a bulk Si sam-
ple with the same concentration of electrons: by
20−30% at 300 K and several times at 77 K. According
to SIMS, this distinction can be explained by the pres-
ence of the boron impurity with a concentration as high
as 4 × 1016 cm–3.

IMPURITY PROFILES IN THE p+–n–n+ 
STRUCTURE WITH THE Er-DOPED n-BASE

As was noted above, one of the principal unsolved
problems in the MBE method is the formation of con-
SEMICONDUCTORS      Vol. 34      No. 5      2000
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Fig. 2. SIMS profiles of the following impurities in the p+−n–n+ Si structure: (1) Er, (2) P, (3) B, (4) C, (5) O. Curve 6 represents
the residual-gas pressure, and curve 7 corresponds to the CV profile of the electron concentration.
trolled impurity profiles, in particular, obtaining
heavily doped n+ layers and abrupt n–n+ junctions. This
problem is the consequence of the accumulation effect
of dopants on the surface of a growing layer. The
essence of this phenomena consists in the fact that not
all the impurity atoms impinging on the layer surface
are incorporated in its bulk simultaneously with Si
atoms. A significant fraction of impurity atoms is accu-
mulated on the surface and, proportionally to the grow-
ing surface concentration, is incorporated into the layer
[10]. Near the interface with a substrate (or with a pre-
vious layer), a transition region with increasing impu-
rity concentration is formed. An increase in the concen-
tration of a dopant or of a background impurity at the
surface and also an increase in its flux into the layer
bulk to steady-state values occurs until the impurity
flux from the source (or from vacuum) becomes equal
to the flux leaving the bulk. The thickness dn of the
layer region with a varying concentration is a measure
of the impurity accumulation. However, the steady state
is not necessarily reached. Thus, for large fluxes of an
impurity from the source, the growth of the surface
concentration of this impurity is restricted by the den-
sity of Si atoms at the surface (ns . 1015 cm–2). For
example, for an impurity concentration of 1020 cm–3 in
the silicon source and for a layer-growth rate of 1 µm/h,
the impurity density at the growth surface reaches
SEMICONDUCTORS      Vol. 34      No. 5      2000
1015 cm–2 within 5 min; i.e., dn is equal to 0.1 µm. In
fact, dn can be even smaller. Our investigations [10, 11]
show that, for a surface impurity density of .1014 cm–2,
defects arise in the layer in such a number that the crys-
tal structure of this layer is modified along with the
mechanism of incorporation of this impurity, its flux
into the layer, and also the position of impurity atoms
in the crystal lattice. The impurity concentration in the
layer is no longer constant but decreases [11] or
increases. Such behavior of the impurity concentration
in Si layers along with the presence of a transition
region dn is a second indication of the accumulation
phenomenon.

In Fig. 2, we present the SIMS profiles for Er, O, C,
B, and P impurities in the p+–n–n+ structure and also the
CV profile of the charge-carrier concentration in the
base n layer and a pressure P of residual gases during
the layer growth. The n-type layer was deposited onto
the Si(100) boron-doped substrate (0.001 Ω cm) with a
rate of 1 µm/h from the Si:Er source at 600°C. Follow-
ing the deposition of the Er-doped n layer, the temper-
ature was lowered to 500°C and an additional P-impu-
rity source was activated with the aim of depositing the
n+ layer; thereafter, the erbium flux was reduced.

If we take a depth beginning from which the
B-impurity concentration becomes constant at a level
of 2 × 1020 cm–3 as a layer–substrate interface, a maxi-
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mum concentration of O, C, and Er in this layer,
according to Fig. 2, is attained at a distance of .30 nm,
identical for different aforementioned impurities and
their various concentrations. Moreover, this distance
turns out to coincide with dn for the n+–n junction in
Fig. 2, which is certainly much larger than its actual
width, because the n+ region was grown by us using the
δ-doping procedure. The observed value of dn . 30 nm
is overestimated due to limitations of the SIMS
method; for more details, see the next section. One way
or another, it may be assumed that a maximum of con-
centrations of the impurities Er, O, and C is attained
rather rapidly. The calculation shows that, in this case,
the Er density at the layer surface is lower than
1013 at/cm2, which is much less than the surface density
of Si atoms. Also taking into account that the Er distri-
bution over the n-layer thickness is uniform (Fig. 2), we
can state that the Er accumulation at the surface plays
no significant role.

The Er distribution in the layer does not correlate
with the oxygen distribution (Fig. 2). Along with this,
trapping of erbium by an MBE layer is known to
increase in the presence of oxygen [6]. If the last state-
ment is also true for the sublimational-MBE layers, the
oxygen concentration in our layers should be consid-
ered to be higher than that necessary for Er trapping.
The O and C concentrations in the layer correlate with
the value of a residual-gas pressure in the chamber
(Fig. 2) and exceed the typical concentrations of O and
C in a melt-grown silicon. We assume that the O and C
sources in our layers are represented by oxygen and
lightweight hydrocarbons from a residual gas in the
operating chamber. According to data of other experi-
ments, the O and C concentrations in the layers were
not changed with a layer-growth temperature varying
from 600 to 900°C and with the replacement of the
Si:Er source for the Si:P one (0.3 Ω cm) containing no
erbium. The mechanism of O and C adsorption by the
Si layer surface is apparently chemical and is not
related to the Er adsorption. 

The boron concentration in the layer (Fig. 2) gradu-
ally decreases from 2 × 1020 cm–3 in the substrate to a
background value of ~5 × 1016 cm–3 at a depth of
200 nm. The cause of this is the phenomenon inverse to
the accumulation; that is, a gradual incorporation of
boron accumulated at the substrate surface in the course
of its preepitaxy annealing (at 1250°C for 20 min) into
the layer bulk. Our investigations show that the thick-
ness of the transition region with boron at the p+ sub-
strate can be considerably decreased. To verify this
under somewhat different conditions, we grew the n-
type layer with a concentration of ~3 × 1017 cm–3 and
the n-type δ layer in its midsection on a heavily boron-
doped silicon substrate. The electrochemical CV mea-
surements for this layer showed that the thickness of
the region between the p+ substrate and the δ layer
(0.1 µm) coincided with that calculated from the rate
and time of its growth; i.e., virtually no push-out of
boron was observed. The existence of a charge-carrier
concentration of 1.5 × 1016 cm–3 in the n layer of the
structure (Fig. 2) or a charge-carrier concentration in
the range of 1015–1016 cm–3 in other Si:Er layers can be
considered as a result of compensation of the P and B
impurities, whose traces are actually present in our lay-
ers according to the SIMS data. The sources of these
impurities are the Si:Er sources themselves.

In [5], the SIMS profiles are reported for the Er, P,
O, and B impurities in the p+–n–n+ structure grown by
the MBE. This structure is similar to ours (Fig. 2); how-
ever, the width of the junctions (dn . 0.1 µm) for the P,
Er, B, and O impurities is markedly larger in [5] than in
our case, while the phosphorus-doping level of the n+

layer is by an order of magnitude lower. A probable
cause of this fact is the accumulation (segregation) of
impurities at the growth surface. In [7], the same
authors investigated the possibility of obtaining thin
heavily phosphorus-doped Si layers by the MBE. Sim-
ilar to us [12, 15, 16], they used the sublimational Si:P
source (the authors of [7], published in 1995, thought
erroneously that they pioneered the use of these
sources). Other growth conditions were different from
ours [12, 15, 16]; for this reason, the authors of [7] suc-
ceeded in obtaining a thin Si:P layer .0.1 µm thick
with n = 2 × 1018 cm–3 only at a very low temperature
of 310–350°C. Our Si:(P, As, Sb) layers of the same
thickness were grown with concentrations as high as
.2 × 1020 cm–3 at Tg = 500°C.

δ-DOPED LAYERS

The electrochemical CV profiles for our silicon δ
layers doped in the sublimational MBE process by P,
Sb, and Ga are reported in [12, 17]. We also obtained
similar profiles for δ layers with As, B, and Al. All these
profiles differ only slightly from the profiles for the
Si(100) δ layers grown by the solid-phase recrystalliza-
tion or by the low-temperature MBE (150–270°C) [8];
however, our δ layers have the Hall mobility of charge
carriers twice as high for the same surface densities
(1013–1014 cm–2). Moreover, contrary to [8], our layers
can be grown with various impurities and on a Si sub-
strate of virtually arbitrary crystallographic orientation.
Under a selective etching of our thick periodic struc-
tures with the δ layers on Si(100), etch pits are often not
observed at all. This means that the δ-layer defects, if
they exist, do not penetrate into the adjoining regions.
A disadvantage of the electrochemical CV profiling of
the δ layers is the impossibility of determining the max-
imum doping level. Therefore, the distribution of
charge carriers in the δ-region of the layer was mea-
sured by the Hall method and the layer-by-layer etching
with a step of 0.8 nm (Fig. 3). To do this, the δ layer was
grown for 5 s within the n layer that had a concentration
of .1017 cm–3 and was deposited on a p-type high-resis-
tivity Si(100) substrate. The measured surface conduc-
tivity σs, the Hall coefficient RHs, and also the surface
SEMICONDUCTORS      Vol. 34      No. 5      2000
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concentration ns remained virtually unchanged until the
δ-layer region was etched off. In this case, σs and ns

changed abruptly (Fig. 3), and, then, their variation
became weaker, because we now etched off only the
region with a concentration of 1017 cm–3. It can be seen
from Fig. 3 that the δ-layer concentration is as high as
3.5 × 1020 cm–3. The concentration gradient ∆N/dn from
the surface side amounted to 1.3 × 1027 at/cm4 in the
range from 3.5 × 1019 to 3.5 × 1020 cm–3. For comparison,
the gradient at the n–n+ junction [5] was 1024 at/cm4.

We failed to measure the carrier-concentration pro-
file in the δ layer (Fig. 3) from the substrate side. It is
too abrupt for the etch step of 0.8 nm. Actually, even if
impurity accumulation occurs, the phosphorus concen-
tration at the Si-layer surface and, consequently, in its
bulk can increase only during 5s. After that, the flux
was switched off, and the P concentration on the sur-
face and in the bulk only decreased. Therefore, the
width of the n–n+ junction in the δ layer from the sub-
strate side cannot exceed 1.4 nm (the dashed line in
Fig. 3), which corresponds to the δ-layer technological
thickness dt equal to the product of the growth rate and
the time of existence of the P flux. Generally speaking,
the width of both junctions in our δ layer must be iden-
tical, like their growth conditions. We observed pre-
cisely this [12, 17], as did other investigators [8], in the
δ-layer profiling by the electrochemical CV method
and by the SIMS method. The value of dt can be con-
sidered as a good estimate for not only the width of the
n–n+ junction but also for the δ-layer thickness, whose
values must be independent of the impurity type and of
its ability to segregate (of the growth conditions).
Another issue is what maximum concentration nmax can
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be attained in the δ layer. A difference of nmax in the δ
layer from the concentration expected according to the
impurity flux at the growing-layer surface or from the
concentration in thick layers represents the third
attribute of the presence of impurity accumulation. In
the δ layer under consideration, nmax = 3.5 × 1020 cm–3

somewhat exceeds the concentration in thick n+ layers
[16]. Therefore, the P accumulation in the case of grow-
ing the δ layer can be considered as being virtually
absent, while the n–n+ junction in the δ layer is
extremely abrupt with a gradient of 2.5 × 1027 at/cm4.
From the above analysis it follows that the transition
concentration regions for P and also for O, C, and Er in
our p+–n–n+ structures are thinner than 30 nm measured
by SIMS (Fig. 2).

In Fig. 4, we present the SIMS profiles for erbium in
the δ layer grown at 500°C on Si(100). Owing to the
limitations of the SIMS method, the junctions in the δ
layer are equally wide in Fig. 4 as the junction for Er in
Fig. 2. The analysis of the abruptness of the junction in
the Er δ layer is the same as that carried out above for
the P δ layer. This analysis is true for arbitrary impurity;
i.e., the width of the Er δ layer is ≅ 2 nm (technological
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Fig. 4. SIMS profiles of (1) Er-doped and (2) O-doped Si
structures with the δ layer.
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thickness). A maximum Er surface density Ns in the δ
layer can be estimated by integrating the profile (Fig. 4)
as Ns = 3.4 × 1012 cm–2. Taking into account the techno-
logical thickness, we found that the Er concentration in
the δ layer is equal to 1.7 × 1019 cm–3. This value is even
somewhat higher than the Er concentration of (3–5) ×
1018 cm–3 in our thick Si:Er layer grown at temperatures
of 400–600°C. Therefore, the Er accumulation at the
surface can be considered as virtually absent under
growth conditions in our experiments.

CONCLUSION

Our investigations showed that the method of subli-
mational MBE has a number of undeniable advantages.
A major advantage is the opportunity to precisely con-
trol the doping profiles. The concentrations of an impu-
rity of Groups III and V can be varied from 1013 to
3.5 × 1020 cm–3, with the thickness of uniformly doped
regions ranging from ~1 nm to ~10 µm. The impurity-
concentration gradient ∆N/dn in the concentration pro-
files and δ-doped regions can be extremely large and
can reach 2.5 × 1027 at/cm4.

The erbium concentration in the layers we grew
(≤5 × 1018 cm–3) was one to two orders of magnitude
less than the Er concentration in the implanted and
MBE layers, with the PL intensity in the sublimational
MBE layers being at least an order of magnitude higher
than that in the implanted and MBE Si:Er/Si layers. The
PL intensity in the sublimational-MBE layers varies
only slightly with the concentration of electrically
active impurities. The structure of the PL spectrum dif-
fers from that of the Er-containing centers in the case of
other doping methods [27]. It is possible that, in our
layers, the Er PL center is surrounded by various atoms
of gases present in the operating volume. The positions
of Er atoms in the crystal-lattice matrix are apparently
also different. The analysis of the Rutherford-backscat-
tering-spectroscopy data [26] and the PL spectrum [27]
suggests that Er atoms in the crystal lattice of our layers
are located at substitutional sites.

The method makes it possible to vary the thickness
of the erbium-doped region in a wide range, the charge-
carrier concentration in this region (from ~1015 to
~3.5 × 1020 cm–3), and the conductivity type, as well as
to use selective doping, in particular, erbium δ doping.
All this creates new possibilities for optimizing the
parameters of PL and electroluminescence in the
Si:Er/Si structures. It is also important to note that the
sublimational MBE technology is inexpensive. Its cost
can be comparable with that of the technology of vac-
uum deposition of metallic contacts.
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Abstract—The influence of the additional implantation of electrically inactive impurities of carbon, oxygen,
nitrogen, and fluorine on the formation of donor centers in silicon implanted with erbium was studied. It is
shown that additional implantation brings about an increase in the concentration of donor centers formed during
anneals. Variation in the concentration of donor centers depends on the type of introduced impurity. The results
indicate that electrically inactive impurities are involved in the formation of donor centers. © 2000 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

If silicon is doped with an Er rare-earth element by
the method of double implantation, electrically and
optically active centers are formed [1–4]. Optically
active centers are responsible for photoluminescence
and electroluminescence at a wavelength of 1.54 µm
corresponding to a minimum in the losses and disper-
sion in optical fiber links, which makes a Si:Er system
promising for silicon optoelectronics. It has been found
that the luminescence intensity correlates with the con-
centration of Er-containing donor centers formed in
Er-implanted silicon layers during thermal annealing
[5, 6]. In connection with this, it is of great interest to
study a coimplantation of ions of rare-earth elements
and those of electrically inactive impurities (C, O, N,
and F), which causes the photoluminescence intensity
to increase [6–9]. It was found that implantation of O
impurity brought about an increase in the donor-center
concentration (Nd) in Si layers implanted preliminarily
with Er, Ho, Dy, and Yb rare-earth elements [5, 10–12],
whereas implantation of carbon ions led to an increase
in Nd in Si layers implanted preliminarily with Er [5].

In this work, we studied the influence of annealing
on the electrical properties of silicon layers implanted
with Er ions and electrically inactive impurities of C, O,
N, and F intensifying the photoluminescence.

EXPERIMENTAL

As the substrates, we used the p-Si wafers with a
resistivity of ~40 Ω cm. Er+ ions with an energy of
1 MeV and a dose of QEr = 1 × 1013 cm–2 were
implanted in a K2MV High Voltage Engineering
Europe heavy-ion accelerator. Coimplantation of O, C,
N, and F ions was carried out with a dose of Q = 1 ×
1063-7826/00/3405- $20.00 © 20510
1014 cm–2 and energies in the range of 135–180 keV.
The energies were chosen so that the projected ion
ranges of coimplanted impurities and erbium coincided
(Rp ≈ 0.32 µm). The samples were annealed isoch-
ronally for 30 min in the temperature range of T = 700–
900°C in a chlorine-containing ambient (1 mol % of
CCl4 in O2). The sheet resistance Rs was measured by
the four-point probe method. The depth profiles of
charge-carrier concentration n(x) were determined from
the measurements of the capacitance–voltage character-
istics of the Hg–Si Schottky barrier using a mercury
probe. The effective activation coefficient for electri-
cally active centers was calculated from the relationship
k = (eµeRs)–1/QEr, where e is the elementary charge and
µe is the electron mobility (µe = 1350 cm2 V–1 s–1).

RESULTS

Annealing of silicon implanted first with Er ions and
then with ions of electrically inactive N, F, C, and O
impurities gives rise to an n-type layer, i.e., to the for-
mation of donor centers. Annealing at T = 700°C results
in an increase in the concentration of the formed donor
centers for all the impurities studied (Fig. 1). The con-
centration increases in the following order: Er 
F  N  C  O; here, Er signifies the implanta-
tion of Er alone, and the succeeding element’s designa-
tions signify the impurity implanted in combination
with erbium. The largest value of the effective activa-
tion coefficient (k = 0.215) is observed in Si:(Er, O)
(curve 3). As the annealing temperature is increased to
T = 800°C, the effective activation coefficient remains
virtually unchanged in Si:(Er, O), Si:(Er, N), and
Si:(Er, C) (curves 3–5). In the samples Si:Er (and, espe-
cially, Si:(Er, F)), a decrease in the concentration of
000 MAIK “Nauka/Interperiodica”
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introduced donor centers is observed (curves 1, 2). An
increase in the annealing temperature to T = 900°C
results in a decrease in the effective activation coeffi-
cient in the case of all implanted impurities. In the
Si:(Er, F) samples, the donor centers are not formed at
all (k ≈ 0).

The depth profiles of the donor-center concentration
are represented by the curves with peaks (Fig. 2).
Implantation of all additional impurities results in an
increase in the peak concentration of the donor centers
nm (Fig. 3). Furthermore, the positions of the peaks xm
in the donor-center concentration distributions shift
towards the surface (Fig. 4), i.e., towards the peaks in
the concentrations of implanted impurities (Rp ≈
0.32 µm). Such a shift in the concentration profiles of
donor centers in the case of combined implantation of
Er and oxygen was first reported in [10].

An increase in the annealing temperature leads to a
decrease in the values of nm in all the samples studied.
The most rapid decrease in the values of nm is observed
in Si:(Er, F) (Fig. 3, curve 2) and in Si:Er (Fig. 3,
curve 1), which correlates well with the behavior of
k(T) in these samples (Fig. 1).

Figure 4 shows the dependences of positions of
peaks in the profiles of donor-center concentrations xm
on the annealing temperature. As the annealing temper-
ature increases from 700 to 800°C, a drastic increase in
xm is observed in Si:(Er, F) alone (curve 2). An increase
in the annealing temperature to 900°C affects only
slightly the positions of peaks in the concentration pro-
files of donor centers in Si:(Er, O) and Si:(Er, C)
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800 900
T, °C

0.10

0.15
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Fig. 1. Dependences of the activation coefficient on the
annealing temperature in the case of implantations of
(1) erbium, (2) erbium and fluorine, (3) erbium and oxygen,
(4) erbium and nitrogen, and (5) erbium and carbon.
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(curves 3, 5) and, in the case of Si:Er and Si:(Er, N)
(curves 1, 4), results in a significant increase in xm.

DISCUSSION

Thus, as a result of the studies, we revealed the fol-
lowing trends observed for all coimplanted electrically
inactive impurities: first, an increase in k and nm and a
decrease in xm in the case of coimplantation of electri-
cally inactive impurities as compared to implantation
of Er alone, and, second, a decrease in k and nm and an
increase in xm as the annealing temperature increases,
with the rate of these changes being different for dis-
similar impurities.

It was previously concluded [3] that native point
defects produced during annealing of implantation-
induced defects were involved (along with Er atoms) in
the formation of donor centers in the ion-implanted sil-
icon layers. A decrease in k and nm and also a shift of xm
farther from the surface was explained by the fact that
an increasingly larger fraction of excess native point
defects migrates to the surface as the annealing temper-
ature is raised to higher than 700°C. In a quantitative
model developed in [10], it was assumed that the donor
centers are complexes of erbium atoms with self-inter-
stitial atoms. Apparently, the native point defects
formed in the course of annealing are involved in the
formation of donor centers in the case of coimplanta-
tion of Er and electrically inactive C, O, N, and F impu-
rities as well. An increase in k and nm (Figs. 1, 3) is
accounted for by the appearance of additional implan-
tation-induced defects during coimplantation and, cor-
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Fig. 2. Concentration profiles of donor centers in (1) Si:Er,
(2) Si:(Er, F), (3) Si:(Er, O), (4) Si:(Er, N), and (5) Si:(Er, C)
after implantation and annealing for 30 min at T = 700°C.
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respondingly, additional native point defects during
subsequent annealings. Such an interpretation is also
supported by a shift of peaks in the spatial distribution
of donor centers to the surface (Fig. 2). Native point
defects formed as a result of the decomposition of
implantation-introduced defects are involved in the for-
mation of donor centers in the case of coimplantation of
electrically inactive impurities as well.

At the same time, there are marked differences in
the characteristics of donor centers in relation to the
type of coimplanted impurity, with these differences
being related to special features of the behavior of these
impurities in silicon. A rapid decrease in k and nm with
an increase in the annealing temperature in the case of
coimplantation of F ions may be explained by the ten-
dency of F towards escape from the silicon lattice by
back diffusion as a result of low solubility. Thus,
according to [13, 14], only ~80% of implanted fluorine
is retained in silicon after annealing at T = 800°C, and
fluorine is not detected in the ion-implanted layer at all
after annealing at T = 1000°C. Nitrogen impurity dif-
fuses from the ion-implanted layer to the bulk at T >
800°C [15], which accounts for an appreciable increase
in xm for T = 900°C (Fig. 4, curve 4). In the range of
annealing temperatures used, C and O impurities
become redistributed within the ion-implanted layer
and do not leave this layer [16]. This accounts for the
weak influence of the annealing temperature on the
position of the peak in the spatial distribution of donor
centers. Oxygen impurity tends to form complexes both
with Si atoms (in the form of SiOx thermodonors) and
with Er atoms (Er–O) [17]. The results obtained in [18]
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T, °C
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nm, cm–3

Fig. 3. Dependences of the peak concentration of donor cen-
ters on the annealing temperature in (1) Si:Er, (2) Si:(Er, F),
(3) Si:(Er, O), (4) Si:(Er, N), and (5) Si:(Er, C).
also support the concept of the formation of two types
of donor centers (erbium- and oxygen-containing).
A decrease in k after annealing at T > 700°C is appar-
ently indicative of the low thermal stability of thermo-
donors and (or) Er–O complexes. The result worth not-
ing is the fact that, after annealing at T ≥ 800°C, k and
nm decrease to values smaller than those corresponding
to implantation of Er alone in the case of coimplanta-
tion of the F impurity (curves 2 in Figs. 1, 3). This result
can be explained by assuming that the escape of
F atoms from the Si lattice is conducive to an increase
in the concentration of vacancies and, correspondingly,
to a decrease in the concentration of self-interstitial sil-
icon atoms incorporated (according to [3, 10]) into the
donor centers.

CONCLUSION
Thus, we showed that coimplantation of electrically

inactive C, N, and F, as well as coimplantation of an O
impurity, results in an increase in the effective activa-
tion coefficient, maximization of the donor-center con-
centration, and a shift of the peak in the donor-center
spatial distribution to the surface as compared to the
implantation of Er alone. As the annealing temperature
increases, the effective activation coefficient and the
peak concentration of donor centers decrease, and the
peak in the donor-center concentration shifts to the bulk
of the sample for all coimplanted impurities, with the
rate of these changes being different for dissimilar
impurities. The annealing-induced behavior of the
donor-center concentration in the Si:Er layers with
coimplanted electrically inactive impurities of C, O, N,
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Fig. 4. Position of the peak in the concentration profile of
donor centers as a function of the annealing temperature in
(1) Si:Er, (2) Si:(Er, F), (3) Si:(Er, O), (4) Si:(Er, N), and
(5) Si:(Er, C).
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and F correlates with the known individual behavior of
these impurities. The results obtained indicate that not
only Er and native point defects but also the implanted
electrically inactive impurities are involved in the for-
mation of donor centers.
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Abstract—It is shown that an increase in carbon content in semi-insulating undoped GaAs crystals leads to a
substantial rise of the concentration of gallium divacancies in these crystals. This effect seems to be related to
the process of carbon atoms occupying the arsenic vacancies involved in the As-divacancy–Ga-divacancy com-
plex. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known that, in semi-insulating undoped GaAs
(hereafter referred as SIUN GaAs) crystals, the lumi-
nescence band is observed at 4.2 K with a peak of emis-
sion at 1.5099 eV [1]. This band is caused by the radi-
ative annihilation of X excitons bound by d defects (gal-
lium divacancies (VGa)2) [1].1 In this work, we are going
to show that the concentration of gallium divacancies
involved in the above (d, X) centers substantially
increases with the rise of carbon content in SIUN GaAs
crystals and consider a possible model explaining the
observed phenomenon.2 

2. EXPERIMENTAL

The experiments were performed with the SIUN
GaAs crystals with the known concentration of carbon
atoms NC = 2 × 1015–3 × 1016 cm–3. The carbon concen-
tration was determined with an accuracy of ±30% from
the spectra of low-temperature photoluminescence
(one can find details of the method, for example, in [7]).
The crystals were grown by the Czochralski method in
argon atmosphere with a pressure of 3 atm using a B2O3
coating and were almost stoichiometric. The resistivity
ρ of the crystals (ρ ≈ 108 Ω cm at 300 K and ρ  ∞
at 4.2–200 K) was determined by the thermal ionization
of deep donors EL2 partially compensated by carbon

1 The gallium divacancies introduce deep acceptor centers with the
ionization energy of εa = 68 eV [1].

2 Carbon atoms occupy preferentially the sites in the arsenic sublat-
tice of gallium arsenide (the concentration of carbon atoms at the
sites of gallium sublattice and at interstitial positions is extremely
low) [2–6]. The substitutional carbon atoms are the shallow
acceptors with an ionization energy of εa = 26 meV [7]. Their dif-
fusion occurs over the arsenic vacancies [3].
1063-7826/00/3405- $20.00 © 20514
atoms (electrical properties of the crystals were dis-
cussed in detail in [8]).

The luminescence was excited by a strongly
absorbed radiation of a He–Ne laser under the follow-
ing conditions: the energy of quanta was 1.96 eV, the
absorption coefficient of light was k = 4 × 104 cm–1, the
effective penetration depth of radiation was 1/k =
0.25 µm, and the intensity of illumination was L =
1018–1021 photon/(cm2 s). Prior to the measurements of
luminescence, the surface of the crystals was treated in
a mixture of 3H2SO4 : 1H2O2 : 1H2O. The concentra-
tions of the excess electrons δn and holes δp generated
by a laser were determined by the rate of volume
recombination of nonequilibrium charge carriers at the
deep centers. These concentrations differed only
slightly (no more than by ±20%) in the crystals with
various carbon content; i.e., δn, δp ≠ ϕ(NC) [8].

The exciton-luminescence spectra of the SIUN
GaAs crystals with various carbon content were studied
at 4.2 K. The ratios between intensities of various bands
in the spectra were virtually independent of the illumi-
nation intensity L. An MDR-23 monochromator with a
resolution no lower than 0.2 meV was used to obtain
the spectra. The signal was detected using a cooled
FEU-62 photomultiplier. The spectra included the com-
monly known bands of the luminescence, in particular,
the band related to the annihilation of free excitons with
a peak at hνm = 1.5156 eV. The intensity IFE (the accu-
racy of the determination of IFE was ±25%) can be obvi-
ously estimated as IFE ~ δnδp [9]. In addition to conven-
tional bands, there was also observed an unconven-
tional luminescence band (see Fig. 1) peaked at hνm =
1.5099 eV and caused, as was mentioned above, by the
radiative annihilation of excitons bound by gallium
000 MAIK “Nauka/Interperiodica”
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divacancies. The intensity IdX of this band (determined
with an accuracy of ±25%) can be estimated as IdX ~
Ndδnδp [9] (see Fig. 1).3 The measurement of the inten-
sity IdX of this new luminescence band or the ratio
IdX/IFE allows for the determination (with an accuracy
of ±50%) of the concentration of gallium divacancies
Nd in the crystals studied: Nd ~ IdX, because δnδp =
const (see above) and Nd ~ IdX/IFE (both methods of
determination of Nd yielded almost the same results,
see Fig. 2).

3. RESULTS AND DISCUSSION

In Fig. 2, the dependence of the concentration of
gallium divacancies involved in (d, X) centers on the
concentration of carbon atoms in the SIUN GaAs crys-
tals is shown. It can be seen that an increase in carbon
concentration results in an appreciable increase in the
concentration of gallium divacancies. This increase is

superlinear (Nd ~ ).

3 The given relation for the intensity IdX is valid if (i) only a small
number of free excitons become bound by gallium divacancies,
and (ii) gallium divacancies are predominantly neutral, i.e., occu-
pied by holes [9]. These conditions were strictly met in the experi-
ment. In particular, for T = 4.2 K and L = 1018–1021 photon/(cm2 s),
gallium divacancies were actually completely filled with holes,
which unquestionably followed from the experiment, because the
ratio IdX/IFE was found to be independent of L.

NC
2

1.510 1.514

0.5

1.518

1.0

0

A0X

D0X

FX

dX

hν, eV

I, arb.units

Fig. 1. Exciton luminescence spectra of the SIUN GaAs
crystal with a carbon concentration of NC = 1.3 × 1016 cm–3

at 4.2 K. Arrows show the emission bands resulting from the
annihilation of free excitons (FX), excitons bound by gal-
lium-divacancies (dX), shallow-acceptor excitons (A0X), and
shallow-donor excitons (D0X) [1]. The spectrum is taken
under the intensity of illumination L = 1019 photon/(cm2 s).
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These data unquestionably show that carbon atoms
are conducive to the formation of gallium divacancies.
This cannot be related to the displacement of gallium
atoms from their lattice sites due to the perturbing
effect of carbon atoms. Indeed, the covalent radius of a
carbon atom RC = 0.77 × 10–18 cm is much smaller than
the covalent radius of an arsenic atom RAs = 1.20 ×
10−8 cm. Thus, the doping of gallium arsenide with car-
bon results in a relatively small displacement of gal-
lium atoms (over the distance of 0.14 × 10–8–0.38 ×
10−8 cm) towards the neighboring carbon atoms that
replace arsenic atoms [2, 4–6].

The most probable process which accounts for the
carbon-stimulated increase in gallium divacancy con-
centration consists in the following. We assume that
gallium arsenide crystals, along with isolated gallium
and arsenic vacancies, can also contain various com-
plexes, such as the complexes of vacancies of different
elements (VGaVAs)2 [1]. Then, the successive occupation
by the migrating carbon atoms of arsenic vacancies
involved in the (VGaVAs)2 complexes will result in the
appreciable generation of, first, vacancies and of, sec-
ond, gallium divacancies (VGa)2 during the growth of
the crystal. Obviously, the change in the concentration

1
2

1016 10171015

10

102

1

NC, cm–3

Nd, arb.units

Fig. 2. The concentration of gallium divacancies as a func-
tion of the carbon atom concentration in the SIUN GaAs
crystals; the relations (1) Nd ~ IdX and (2) Nd ~ IdX/IFE were

used. The straight line corresponds to the Nd ~  depen-

dence; for convenience, the experimental error in determi-
nation of Nd and NC is shown only for some crystals.

NC
2
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of gallium divacancies under the variation of carbon

concentration obeys the law Nd ~ .

To summarize the discussion of the experimental
relationships Nd = ϕ(NC), we should emphasize the fol-
lowing. The aforementioned interaction of the As-sub-
stituting carbon atoms and (VGaVAs)2 complexes, which
accounts for the carbon-stimulated increase in the con-
centration of gallium divacancies, results in the gener-
ation of Ga divacancies bound by As-substituting car-
bon atoms rather than by isolated Ga divacancies. It is
very likely that the properties of the isolated and
bound-to-carbon gallium divacancies differ only
slightly from each other.

4. CONCLUSION
Carbon atoms stimulate the formation of gallium

divacancies (an increase in carbon content results in an
increase in the concentration of gallium divacancies

according to the Nd ~  law) in SIUN GaAs crystals.
This effect is determined by the occupation of arsenic
vacancies involved in the complex (VGaVAs)2 by the car-
bon atoms. In order to verify this explanation of the
experimentally observed dependence Nd = ϕ(NC), one
needs to perform a theoretical calculation of the con-
centration of gallium divacancies generated due to the
interaction of substitutional carbon atoms with vacancy

NC
2

NC
2

complexes (VGaVAs)2 and to compare the calculated value
of Nd with the experimentally obtained value of Nd.
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Abstract—Formulas were derived and numerical analysis was carried out for the dependences of photopleo-
chroism coefficient Pi of the homogeneous anisotropic crystal on the diffusion length L and surface recombi-
nation rate. The polarization photoconductivity was considered in the region of both weak and strong optical
absorption. The spectral contour of photopleochroism was shown to follow the optical dichroism curve at weak
absorption and deviated from it or even reversed in sign in the case of appreciable recombination of charge car-
riers at the crystal surface at strong absorption. The limiting cases of zero and high surface recombination rates
were considered for the dependence of the photopleochroism coefficient on the diffusion length. The depen-
dences were analyzed by using the typical parameters of II–IV–V2 ternary diamond-like semiconductors.
© 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Anisotropic crystals with a high photosensitivity
provide the basis for optical detectors of polarized radi-
ation. These crystals are of interest both as polariza-
tion-optical and as photoelectric semiconductor
objects, which have interrelated specific features. In the
development of the devices of polarization optics and
optoelectronics, the high polarization photosensitivity
Πi = PiSi (Pi is the photopleochroism coefficient, and
Si is the current sensitivity), as well as the fundamental
parameter, polarization quantum efficiency Qp = |∆n|| –
∆n⊥ |/Nph (Nph is the number of photons, and ∆n||, ⊥  is the
photocarrier density), are of importance in the general
case. Hereinafter, the subscripts || and ⊥  indicate the
respective polarization directions E || c and E ⊥  c,
where E is the electric vector of the wave and c is the
optical axis of the crystal. The electrical and photoelec-
trical properties of anisotropic semiconductor crystals
are subject to strong effects of all characteristic elec-
tronic parameters of material. Among the latter, the dif-
fusion length of minority carriers L, surface recombina-
tion rate s, and electron–hole pair lifetime τ are of
prime importance. In this paper, the dependences of the
photopleochroism coefficient on the parameters L and
sτ are studied for ternary diamond-like semiconduc-
tors, which are analogous to III–V and II–VI com-
pounds.

2. PHENOMENOLOGICAL APPROACH

Let us consider a photoeffect arising in anisotropic
crystal oriented along optic axis c at normal incidence
of radiation on the surface. The following three
arrangements of contacts at the sample are possible in
the general case for the observation of polarization pho-
1063-7826/00/3405- $20.00 © 20517
toconductivity (see Fig. 1): (i) contacts at the illumi-
nated and unilluminated sides (bulk longitudinal photo-
conductivity); (ii) contacts at the end planes (bulk
transverse photoconductivity); and (iii) contacts at the
illuminated or unilluminated surface (surface trans-
verse photoconductivity). For arrangement 1, the Dem-
ber effect [1] occurs at zero external bias when the non-
uniform illumination and diffusion of nonequilibrium
carriers give rise to the electric charge gradients, which
are different for two polarizations. The difference of the
Dember emf for E || c and E ⊥  c in the case of monop-
olar conduction (or for the relationship between the
electron and hole mobilities µn > µp) is expressed as [2]

(1)

where n1 and n2 are the photocarrier densities in the
illuminated and unilluminated regions. In arrangement
2, the transverse Dember emf can be observed when the
sample is cut at an angle to the crystallographic axes
and the tensors of the diffusion coefficients become
important [3]. The arising photoelectric voltage is too
small to be of practical use, including application in
polarization optoelectronics. At nonvanishing external
biases, the polarization photoconductivity can be
observed in arrangements 1 and 3 for crystals of differ-
ent thickness, while, in arrangement 2, it appears only
for thin transparent crystals with a thickness d < 1/α||, ⊥
(α||, ⊥  are the absorption factors).

3. POLARIZATION PHOTOCONDUCTIVITY

Let us consider in more detail the bulk photocon-
ductivity arising in the homogeneous oriented crystal at
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normal incidence of radiation onto the surface
(arrangements 1 and 2). We assume that the condition
for the linear recombination is met in the bulk of the crys-
tal and that the surface recombination is absent (s = 0). If
the absorption depth of light 1/α||, ⊥  is smaller than the
sample thickness d, equal densities of free nonequilib-
rium charge carriers are generated in the bulk of the
semiconductor irrespective of the polarization of radia-
tion. The different spatial distribution of these densities
and the rate of carrier recombination do not produce the
polarization photoconductivity in the conditions
described. However, for thin crystals, the bulk photo-
conductivity may become anisotropic, provided that
condition d < (1/α⊥  + L) is fulfilled and the dichroism
is positive, i.e., α|| > α⊥ . The difference in spatial distri-
bution of charge carriers is evident in the latter case.
The expression for photocurrent i can be written in the
form proposed in [4]. Notice, however, that we present
here more exact expression as compared to [4], since
the dependence of radiation flux in the crystal on the
polarization state is given in the explicit form

(2)

Here, α||, ⊥ , β, and γ are the optical absorption factor, the
quantum efficiency of the photoeffect, and the separation
factor of the electron–hole pairs, respectively; d is the
thickness of the crystal; Φ||, ⊥ (x) = (1 – R)Φ0exp(–α||, ⊥ x)
is the radiation power in the crystal; Φ0 is the power of
incident radiation; and R is the optical reflectivity. The
parameters β and γ are assumed to be independent on
the polarization of incident radiation. For many ternary
diamond-like semiconductors, R depends only slightly
(or much more weakly than α) on the polarization of

i|| ⊥, α || ⊥, βγ e
"ω
------- Φ|| ⊥, x( ) x.d

0

d

∫=

1

2

3

\ω

\ω

\ω1

\ω2

Fig. 1. The arrangement of contacts and the direction of
propagation of the polarized light for the observation of
polarization photoconductivity: (1) bulk longitudinal photo-
conductivity; (2) bulk transverse photoconductivity; and
(3) surface transverse photoconductivity (the contacts are
on the illuminated ("ω1) or unilluminated ("ω2) sides of the
sample).
radiation near the fundamental absorption edge. There-
fore, the polarization dependence of R is not consid-
ered. On integrating (2) separately for two polarizations
E || c and E ⊥  c, the photocurrent difference is written as

(3)

To account for the surface recombination and charge
carrier diffusion, one has to supplement the generation
component of photocurrent (2) in accordance with the
continuity equation for the minority carriers, e.g., for
holes; thus, we have

(4)

where D is the diffusion coefficient of charge carriers.
The second term describes recombination and the third
term accounts for carrier diffusion, which arises from
nonuniform photogeneration and surface recombina-
tion. Using the general solution of (4) similarly to [5],
we can express the polarization photocurrent difference
in the form [6]

(5)

where

The diffusion length in ternary diamond-like semicon-
ductors is usually small (L ≤ 1 µm); thus, the term in
square brackets in expression (5) is negative. It reduces
the polarization photocurrent difference and even
causes a reversal of its sign. This diffusion–recombina-
tion term plays a significant part in all anisotropic pho-
toelectric phenomena, since it is responsible for the
sign and amplitude of the basic polarization coeffi-
cients, such as Pi and Qp. We now consider the limiting
cases.

3.1. Photopleochroism at Weak
Optical Absorption

In the range of small absorption factors, αd < 1 and
αL ! 1. In this case, 1 – e–αd ≈ αd and e–d/L ≈ 0 (because
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d @ L) and the photocurrent for each polarization (E || c
and E ⊥  c) has the following form:

(6)

where s1 = sτ/L is the dimensionless surface recombi-
nation rate. Taking into consideration the conventional
expression for the photopleochroism coefficient, we
obtain

(7)

At weak optical absorption, Pi is independent of the
thickness of anisotropic crystal, diffusion length, and
surface recombination and equals the coefficient of
optical dichroism Pα. In other words, the photopleo-
chroism in this spectral region is defined completely by
the optical characteristics of the crystal and is indepen-
dent of the electronic semiconductor parameters of
material.

Thus, the spectral trend of Pi follows that of the
coefficient of optical dichroism Pα in the region of
weak absorption. This theoretical result is consistent
with the experimental data, in particular, with the spec-
tra of the photopleochroism coefficient of CdSnP2 crys-
tal (Fig. 2). In Fig. 2, two spectra Pi("ω) are presented.
These spectra were derived from the photoconductivity
spectra of crystals with low and very high surface
recombination rates. It can be seen that, in the region of
a weak optical absorption, the spectra are similar; they
also follow a spectral profile of Pα (see, e.g., [7]). In a
region of higher energy, the spectra become widely sep-
arated and even have opposite signs in some spectral
regions. The surface recombination rate in some spec-
tral regions where αd > 1 may have a decisive effect on
the amplitude of Pi. Because of this, one has to know
the actual level of s in the experiment to estimate cor-
rectly the strength of the polarization-optical transi-
tions obtained from the photoelectric measurements of
the crystals at energies exceeding the energy gap, "ω ≥
Eg. We emphasize that such a consideration is required
not only in the case of natural anisotropy (in anisotropic
semiconductors), but also in the case of “Brewster
anisotropy” in isotropic conductors, i.e., at oblique
incidence of light [8].1 

3.2. Photopleochroism at Strong
Optical Absorption

In the region of moderate and high optical absorp-
tion factors, when αd > 1 and αL < 1, the expression for

1 Notice that erroneous expressions, e.g., (9) and (10), were pre-
sented in [8] for the main discussed dependence Pi(α0). The cor-
rect expressions can be found in the initial paper [9].
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a photocurrent takes the form

(8)

In the absence of surface recombination (s1 = 0), the
expression for the photopleochroism coefficient is writ-
ten as form

(9a)

If the surface recombination rate equals or exceeds the
bulk recombination rate, then s1 > αL and formula (8)
may be simplified. With due regard for the initial
expression for the photopleochroism coefficient, we
have

(9b)

It can be seen that the photopleochroism is directly pro-
portional to the optical dichroism but, due to the nega-
tive term in the denominators of expressions (9a) and
(9b), it changes sign and the amplitude of Pi appears to
be lower than that of Pα at low surface recombination
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Fig. 2. Effect of surface recombination on the natural pho-
topleochroism of CdSnP2〈Cu〉  crystals: s1 ≅  0 (without a
sign reversal, the upper curve), and s1 @ 0 (with a sign rever-
sal, the lower curve). The impurity and interband transitions
A, B, C are indicated by arrows.
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rates. For L comparable to the optical absorption depth,
the magnitude of photopleochroism starts to increase
quite rapidly in the negative range. The plots of the
dependences Pi(L) and Pi(s1) are shown in Figs. 3 and
4. For some relationships between the diffusion length
and surface recombination rate in anisotropic semicon-
ductor crystals, a significant increase in the negative
photopleochroism is possible, which may be as high as
100%. This happens, for example, at a high surface
recombination rate s1 @ 1 or at a large diffusion length
(however, not exceeding 1/α, which amounts to L ≤
1 µm in this example). Similar reasoning is applicable

Photopleochroism coefficient, %
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–100
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α||/α⊥  = 104/103 cm–1
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L = 0.1 µm
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1.0 µm

10010–2 10–1 101 102

s1 = sτ/L

Fig. 3. Dependence of the photopleochroism coefficient on
the diffusion length in the region of moderate and high opti-
cal absorption factors.

Fig. 4. Dependence of the photopleochroism coefficient on
the surface recombination rate in the region of moderate and
high optical absorption factors.
to isotropic semiconductors if the so-called Brewster
anisotropy is considered. An analysis of the polariza-
tion properties of the isotropic semiconductors will be
carried out elsewhere. It is only worth noting here that,
in the case of an isotropic semiconductor such as sin-
gle-crystal silicon, the diffusion lengths of the minority
carriers may amount to 100 µm and larger. Thus, the
condition L < 1/α will be violated in the region of fun-
damental absorption.

4. CONCLUSION

The dependences obtained illustrate the great
importance of considering the characteristic semicon-
ductor parameters of anisotropic crystals, which are
used in polarization optoelectronics. The diffusion
length of the minority charge carriers and the recombi-
nation rate at the surface of the photoconductor vary the
amplitude of the polarization factor Pi in a wide range
(from –100% to +100%) depending on the sign of the
optical dichroism of anisotropic crystal and the spectral
range of excitation. In addition, the geometric layout of
illumination and the arrangement of electrical contacts
on the illuminated and unilluminated surfaces of the
wafer may cause an additional spatial redistribution of
photogenerated carriers for the polarizations E || c and
E ⊥  c. This also has a significant effect on the sign and
amplitude of the photopleochroism coefficient.
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Abstract—The formulas were derived and numerical analysis was carried out of the dependences of the polar-
ization quantum efficiency Qp and polarization photocurrent difference ∆i in a homogeneous anisotropic crystal
on the diffusion length L and surface recombination rate s1. The polarization photoconductivity was considered
in the region of both weak and strong optical absorption. The trends of Qp(L) and Qp(s1) were shown to move
in opposite directions. These curves are descending for small absorption factors α and ascending for high α.
The limiting cases of zero, small, and high surface recombination rates were considered for Qp(L). The depen-
dences were analyzed using the typical parameters of II–IV–V2 ternary diamond-like semiconductors. © 2000
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1. INTRODUCTION

Anisotropic crystals with a high photosensitivity
provide the basis for optical detectors of polarized radi-
ation. These crystals are of interest both as polariza-
tion-optical and as photoelectric semiconductor
objects, which have interrelated specific features. In the
development of the devices of polarization optics and
optoelectronics, the high polarization photosensitivity
Πi = PiSi (where Pi is the photopleochroism coefficient
and Si is the current sensitivity) is of importance in the
general case. Some other parameters are widely used in
the basic research of anisotropic crystals. Among them
are the polarization quantum efficiency Qp = |∆n|| –
∆n⊥ |/Nph (Nph is the number of photons, and ∆n||, ⊥  are
the photocarrier density) and polarization photocurrent
difference ∆i = (i|| – i⊥ ). Hereinafter, the subscripts ||, ⊥
indicate the corresponding polarization directions E || c
and E ⊥  c, where E is the electric vector of the wave
and c is the optic axis of the crystal. The electric and
photoelectric properties of anisotropic semiconductor
crystals are strongly affected by all characteristic elec-
tronic parameters of the material. Among the latter, the
diffusion length of minority charge carriers L, surface
recombination rate s, and electron–hole pair lifetime τ
are of prime importance. In this paper, the dependences
of the polarization quantum efficiency on the L and sτ
parameters were obtained and analyzed using the phe-
nomenological approach [1], which was developed for
studies of anisotropic semiconductors [2]. To our
knowledge, the issues connected with polarization pho-
toconductivity and discussed below have not previ-
ously been considered in the literature [3, 4].
1063-7826/00/3405- $20.00 © 20521
2. POLARIZATION PHOTOCONDUCTIVITY

Let us assume that a linearly polarized radiation
excites the bulk photoconductivity in the homogeneous
oriented crystal at normal incidence. We suppose that
the condition for the linear recombination is met in the
bulk of the crystal and the surface recombination is
absent (s = 0). If the absorption depth of light 1/α||, ⊥
(α||, ⊥  are the absorption factors) is smaller than the sam-
ple thickness d, the similar densities of free nonequilib-
rium charge carriers are generated in the bulk of the
semiconductor irrespective of the polarization of radia-
tion. The different spatial distribution of these densities
and the rate of carrier recombination would not induce
the polarization photoconductivity in the conditions
described. However, for thin crystals, the bulk photo-
conductivity may become anisotropic provided the
condition d < (1/α⊥  + L) is fulfilled and the dichroism
is positive, i.e., α|| > α⊥ . The difference in the spatial
distribution of carriers takes effect in the latter case.
Similarly to [5], we use the general solution of the con-
tinuity equation, which includes the generation, recom-
bination, and diffusion terms. The polarization photo-
current difference can be expressed in the form

(1)
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Fig. 1. Dependences of the polarization quantum efficiency normalized to the maximum value Qp/  in the region of weak opti-

cal absorption on the diffusion length for the cases of (a) low and (b) high surface recombination rate. The thickness of the crystal
d is indicated at each curve.

Qp
max

Qp/Qp
max
where

The diffusion length in ternary diamond-like semicon-
ductors is usually small (L ≤ 1 µm); thus, the term in
square brackets in expression (1) is negative. It reduces
the difference in polarization photocurrent and even
causes a reversal of its sign. This diffusion–recombina-
tion term plays a significant part in all anisotropic pho-
toelectric phenomena, because it is responsible for the
sign and amplitude of the polarization quantum effi-
ciency. We now consider the limiting cases.

2.1. Polarization Quantum Efficiency
at Weak Optical Absorption

In the region of small absorption factor, αd < 1 and
αL ! 1. In this case, 1 – e–αd ≈ αd and e–d/L ≈ 0, since
d @ L, and the photocurrent for each polarization (E || c
and E ⊥  c) has the following form:

(2)

where s1 = sτ/L is the dimensionless surface recombi-
nation rate. Taking into consideration the conventional
expression for the polarization quantum efficiency, we
obtain

(3)

Φ1 βγ e
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  ,=

Qp
βγe 1 R–( )τ

"ω
------------------------------ d

s1L
1 s1+
-------------– 

  ∆α .=
In the region of a small absorption factor, the polariza-
tion quantum efficiency is directly proportional to the
absolute value of dichroism ∆α = (α|| – α⊥ ) and is linear
in d. The recombination term reduces the amplitude of
Qp. According to (3), the dependence of the diffusion
length follows the linear law for large L. In the absence
of the surface recombination, the polarization quantum
efficiency is independent of L. Figure 1 shows the
dependences of Qp(L) for low (s1 = 1) and high (s1 @ 1)
surface recombination rates. The parameters and
ranges of their variation characteristic of II–IV–V2 ter-
nary semiconductors [3, 4] were used to plot these
curves. A comparison of Figs. 1a and 1b shows that a
steeper decay of Qp(L) occurs with an enhanced surface
recombination rate. Nevertheless, the resultant
decrease in the amplitude of Qp for the sample thick-
nesses d used in actual practice is moderate and
amounts to 10–20%.

We now analyze the dependence of the polarization
quantum efficiency on the dimensionless surface
recombination rate s1 = sτ/L. We note that the parameter
sτ/L represents the ratio between the bulk (τ) and sur-
face lifetimes. According to (3), the dependence on s1

is more complex than that on d and L. In Fig. 2, the

parameter Qp normalized to the maximum value 
is plotted as a function of s1. It can be seen that thin
crystals experience the most rapid decrease in Qp as the
surface recombination increases. The variation in Qp

for all actual samples (d ≥ 10 µm) is small in this case.
The value of Qp for the bulk photoconductivity is also
small. The curves in Fig. 2 show that a 10% reduction
in Qp occurs for thin crystals with an increase in the sur-
face recombination rate by a factor of 1000.

Qp
max
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Thus, in the region of weak absorption, the polariza-
tion quantum efficiency decreases only slightly with an
increase in the surface recombination rate and the dif-
fusion length of carriers. The surface recombination
rate in some spectral regions where αd > 1 may have a
decisive effect on the increase in the Qp magnitude.
Because of this, one has to know the actual level of s1
in the experiment to estimate correctly the strength of
the polarization-optical transitions obtained from the
photoelectric measurements at the energies exceeding
the energy gap ("ω ≥ Eg). We emphasize that such a
consideration is required in the case of a so-called
“Brewster anisotropy” in isotropic semiconductors (at
oblique incidence of light) and is important for the cor-
rect evaluation of the peak response of polarization
photodevices.

2.2. Polarization Quantum Efficiency
at Strong Optical Absorption

In the region of moderate and large optical absorp-
tion factors, when αd > 1 and αL < 1, the expression for
a photocurrent takes the form

(4)

In the absence of the surface recombination (s1 = 0), the
expression for the polarization quantum efficiency is
written as 

(5)

If the surface recombination rate equals or exceeds the
bulk recombination rate, then s1 > αL and formula (4)
may be simplified. With consideration of the initial

i
βγ 1 R–( )Φ0τ

"ω
---------------------------------- 1

αL s1+
1 s1+

------------------αL– 
  .=

Qp
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2– L2.=
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Fig. 2. The polarization quantum efficiency of bulk photo-
conductivity of an anisotropic crystal as a function of the
dimensionless surface recombination rate. The diffusion
length L = 1 µm, and the thickness of the crystal d is indi-
cated at each curve.
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expression for the polarization quantum efficiency, we
have

(6)

The magnitude of polarization quantum efficiency
increases with the diffusion length (see Fig. 3). The
dependence Qp(L) either follows square law (5) in the
absence of the surface recombination (s1 = 0) or obeys
linear law (6) for s1 > αL or for s1 @ 1. In anisotropic
semiconductor crystals with the same L, the value of Qp

is found to be greater for the samples with a high sur-
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Fig. 3. Dependence of the polarization quantum efficiency
on the diffusion length in the region of moderate and large
optical absorption factors. R = 0.26 and K = βγτ/"ω.

L = 1 µmαd > 1, αL < 1
α||/α⊥  = 104/103 cm–1

s1 = sτ/L
100 101 10210–110–2

0.5 µm

0.2 µm

0.1 µm

Qp/K, %
70

60

50

40

30

20

10

0

Fig. 4. Dependence of the polarization quantum efficiency
on the surface recombination rate in the region of moderate
and large optical absorption factors. R = 0.26 and K =
βγτ/"ω.



524 MEDVEDKIN
face recombination rate almost without exception. This
point can be explained as follows: the greater the differ-
ence in the photocarrier densities close to the surface
(∆n|| – ∆n⊥ ), the larger the Qp magnitude.

The dependence of Qp is nonlinear in s1 (Fig. 4). The
amplitude of Qp reaches about 70% as the surface
recombination rate increases. As can be seen from
Fig. 4, the curves represent a sort of mirror image of the
dependence Pi(s1) (compare with Fig. 4 in [5]). This
property of the polarization coefficients is defined by
the same recombination term s1(1 + s1), which appears
in the expressions for both polarization quantum effi-
ciency and the photopleochroism coefficient [5].

3. CONCLUSION
The dependences obtained illustrate the great

importance of considering the characteristic semicon-
ductor parameters of anisotropic crystals, which are
used in polarization optoelectronics. The diffusion
length of the minority charge carriers and the recombi-
nation rate at the surface of the photoconductor vary the
amplitude of the polarization quantum efficiency in a
very wide range that depends on the sign of the optical
dichroism of anisotropic crystal and the spectral range
of excitation. In addition, the geometric layout of illu-
mination and arrangement of electrical contacts at the
illuminated and unilluminated surfaces of the wafer
may cause an additional spatial redistribution of photo-
generated carriers for the polarizations E || c and E ⊥  c.
This also has a significant effect on the sign and ampli-
tude of the polarization quantum efficiency.
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Abstract—The thermoelectric power of the n-type indium antimonide was studied in the transverse magnetic
field (0–80 kOe) at Tav = 160 K and different temperature gradients. It was found that the electron component
of the thermoelectric power at a small temperature gradient is consistent with the theory that takes into account
the electron spin, whereas, for a large temperature gradient, the value determined by the variation of the Bene-
dicks thermoelectric power in the magnetic field is added to this component. © 2000 MAIK “Nauka/Interperi-
odica”.
The thermoelectric power of n-InSb was experimen-
tally studied in the transverse quantizing magnetic field
in [1–5]. It is shown that due to the quantization of the
electron orbits (Ωτ @ 1, "Ω @ kT, and Ω = eH/m*c,
where e is the elementary charge, H is the magnetic
field strength, m* is the electron effective mass, τ is the
relaxation time, k is the Boltzmann constant, c is the
speed of light, and T is temperature) in the transverse
magnetic field both electron and phonon components of
the thermoelectric power increase.

In [3–5], it is shown that the magnetothermoelectric
power of n-InSb is consistent with the theory that takes
into account the electron spin [6] provided that the
phonon component is excluded.

The thermoelectric power of n-InSb has not yet been
studied in the transverse quantizing magnetic field at a
large temperature gradient (LTG). Interest in this study
is caused by the fact that the thermoelectric power at
LTG is usually measured at a high average temperature
of the sample (Tav > 150 K). In this case, the phonon
component of the thermoelectric power is absent, and
this enables one to observe only the electron component
of the magnetothermoelectric power for which there
exists a detailed theory [7]. Besides, it is interesting to
observe the simultaneous influence of the quantizing
magnetic field and LTG on the thermoelectric power.

In this paper, the thermoelectric power of n-InSb
(n77 = 2 × 1013 cm–3) is measured as a function of the
transverse magnetic field (0–80 kOe) at Tav = 160 K and
temperature gradients equal to 2 and 103 K/cm.

LTG means a temperature gradient at which the

relation Ld ≥ Lt is satisfied (Ld = , D, and τ are the
diffusion length, diffusion coefficient, and lifetime of
the minority carriers, respectively; Lt = ∆xT/∆T is the
reduced length; and ∆x is part of the sample where the
temperature gradient ∆T appears).

Dτ
1063-7826/00/3405- $20.00 © 20525
The method for producing the LTG and measuring
the relevant coefficients was described in [8]. The con-
dition Ld > Lt is satisfied in InSb at Tav = 160 K provided
that ∆T/∆x ≥ 103 K/cm in the sample with the dimen-
sions of (0.4 × 0.05 × 0.04) cm3.

The magnetothermoelectric power of n-InSb at two
of the above mentioned temperature gradients is pre-
sented in the figure. It can be seen that, in the region of
the classical magnetic fields (H ! 55 kOe at Tav =
160 K), the value of the magnetothermoelectric power
is the same for the two temperature gradients. In the
range of classically strong magnetic fields (20–55 kOe),
the transverse thermoelectric power saturates; this is
consistent with the theory [1].

It is interesting to study the behavior of the magne-
tothermoelectric power in the magnetic fields H >
55 kOe. In this case, at average temperature T = 160 K,
the conditions for quantization ("Ω @ kT) and spin
splitting of the Landau levels in the magnetic field
(gµBH > kT) are satisfied (g is the spectroscopic split-
ting factor, and µB is the Bohr magneton). It follows
from the figure that, in the region of the quantizing
magnetic fields (H > 55 kOe), the thermoelectric power
increases, and its values at LTG (curve 2) exceed the
values of the thermoelectric power at a small tempera-
ture gradient (curve 1).

The figure also shows (curve 3) the quantum addi-
tion to the magnetothermoelectric power calculated
according to the relation (1) from [6]

(1)

where α∞ is the thermoelectric power in the classically
strong magnetic field (in our case, as can be seen from
the figure, |α∞| = 37 µV/K), ν = "Ω/2kT, and m0 is the
free electron mass.

αh α∞–
k
e
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It can be seen (curve 3) that the experimental data at
a small temperature gradient agree with the theory. This
confirms the assumption that in this case only the elec-
tron component of the thermoelectric power is present,
and its dependence on the magnetic field is consistent
with the theory taking into account the electron spin
(curves 1 and 3).

As is shown in [8], in the case of LTG, the Bene-
dicks thermoelectric power is added to the conventional
thermoelectric power. An experimentally observed
increase in the thermoelectric power in the quantizing
magnetic field at LTG, in contrast to the thermoelectric
power at a small temperature gradient, is caused, appar-
ently, by the variation of the Benedicks thermoelectric

(αH – α0), µV/K

80

70

60

50

40

30

20

0 20 40 60 80
H, kOe

10

2
1
3

Thermoelectric power dependence on the transverse magnetic
field in the n-type indium antimonide (n77 = 2 × 1013 cm–3) at

the temperature gradients of (1) 2 and (2) 103 K/cm, Tav =
160 K; (3) the values of the quantum components of the
thermoelectric power, calculated according to (1).
power in the quantizing magnetic field. In the next
paper we will perform the quantitative comparison of
the thermoelectric power variation at LTG in the quan-
tizing magnetic field with the theory and calculate the
Benedicks thermoelectric power in the magnetic field.

In conclusion, we demonstrated experimentally
that, in the quantizing magnetic field at a small temper-
ature gradient, the electron component of the thermo-
electric power is consistent with the theory considering
the electron spin, and, in the case of LTG, the additional
increase due to the variation of the Benedicks thermo-
electric power in the magnetic field is observed.
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Abstract—Germanium n-type single crystals with a donor concentration of 3 × 1012 cm–3 were deformed at
760°C to strains of δ ≤ 71% with a rate of 6 × 10–3 s–1, cooled to room temperature, and then annealed for
t ≤ 20 h at 900°C. Low-temperature static electrical conductivity due to holes trapped by dislocations and trans-
ported along a branching dislocation network was measured before and after annealing of the deformed sam-
ples. It was found that annealing enhances the dislocation-related electrical conductivity in the samples with
δ < 50% and diminishes this conductivity in the samples with δ > 60%. Selective etching and X-ray diffraction
analysis showed that the main structural distinction of the samples with δ > 60% is the presence of recrystallized
regions. The influence of annealing on dislocation-related electrical conductivity is explained by an increase in
connectedness of the dislocation network for δ < 50% and by a decrease in this connectedness in the case of
δ > 60%. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

A search for and study of the objects demonstrating
one-dimensional electronic properties and high electri-
cal conductivity are of indubitable theoretical and
application-oriented interest.

Motion of charge carriers trapped by dislocation
cores and transported under the effect of an electric
field is observed at low temperatures in the form of a
specific electrical conduction in the microwave range in
germanium and silicon [1, 2] and under dc conditions
in germanium subjected to severe plastic deformation
[3, 4]. Anisotropic dislocation-related microwave elec-
trical conduction observed at T < 30 K in the germa-
nium samples with relatively low (ND < 2 × 107 cm–2)
density of 60° dislocations is related to the transport of
holes (if the Fermi level is within the donor dislocation
band E1) or electrons (if the Fermi level is within the
acceptor dislocation band E2) along rectilinear disloca-
tion segments with the length on the order of 10 µm [4, 5].
The radius of the wave function of hole states in a trans-
verse direction in the band E1 located in germanium at
a distance of ~0.1 eV above the top of the valence band
Ev amounts to ~1 nm; i.e., the conducting region with
such a radius and a length of more than 0.1 µm is equiv-
alent to a quasi-one-dimensional quantum wire.
According to [6], in one-dimensional metals at T = 0 K,
the scattering of charge carriers by defects is conducive
to the spatial localization of the carriers and, as a con-
sequence, to the exponential decrease in the static elec-
trical conductivity as the length of the conductor
increases. Electrons or holes moving along a thin dislo-
cation tube are scattered by bends, jogs, and other
defects violating the translational symmetry along the
1063-7826/00/3405- $20.00 © 20527
dislocation cores in actual crystals; i.e., the extent of the
translational localization of charge carriers in dislocation
cores is found to be much less than the length of an indi-
vidual dislocation. Therefore, in germanium at T < 30 K,
the static electrical conductivity along the isolated 60°
dislocations with a length larger than 0.1 mm is very
low and is not observed experimentally [1, 7].

The static dislocation-related electrical conductivity
(DEC) can manifest itself in a branching dislocation
network with numerous intersections, which contribute
to the destruction of the one-dimensional localization
of charge carriers and make possible the charge trans-
port over macroscopic distances [8]. For example, such
a network is formed on high-temperature plastic defor-
mation of germanium to large strains δ. Dislocations
are largely located at the boundaries of cells (blocks) in
the form of two-dimensional networks composed of
segments of the screw and 60° dislocations with a
length of ~0.1 µm [4, 9–11]. According to [4, 12], the
DEC originates in lightly doped germanium of n- and
p-types if a certain threshold value δ0, for which the dis-
location segments are found to be combined into a uni-
fied macroscopic network, is attained; the DEC then
increases with a further increase in δ. For δ* > δ0, the
Arrhenius dependence of DEC on temperature ceases
to exist, and the temperature dependence of DEC can
be described by the relation σ(T) ~ Ty in a very wide
temperature range (0.01–40 K). The values of y deter-
mined from various experiments are in the range of
0.08–1.5 and decrease with increasing δ [4, 11, 12]. For
y < 0.2, the Hall emf becomes measurable in the DEC
range, with the sign of the emf corresponding to the
hole conduction [4]. Such an evolution of DEC with an
000 MAIK “Nauka/Interperiodica”
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increase in δ is related to the insulator–metal transition
put into effect by plastic deformation [11, 12].

A large difference between the values of δ0, δ*, and
y obtained in [4] and [12] can result from the different
impurity composition of original single crystals or the
change in the dislocation network itself under the dif-
ferent conditions of preparation of deformed samples.
The issue concerning the influence of doping or resid-
ual technological impurities on physical properties of
deformed crystals has always been discussed when
studying the specific properties controlled by disloca-
tions themselves. It was reasoned in [11] that impurities
cannot significantly influence the DEC in lightly doped
germanium samples. It was also shown [11] that, for a
fixed strain, the value of static electrical conductivity
related to the motion of electrons along a branching
system of quasi-one-dimensional segments essentially
depends on the geometrical characteristics of deformed
germanium crystals and the high-temperature anneal-
ing of these crystals following deformation. This
dependence was explained by a variation in the con-
nectedness of the dislocation network.

In this work, we study the influence of the high-tem-
perature annealing of germanium crystals deformed
with a high rate on the value and temperature depen-
dence of DEC related to hole transport.

EXPERIMENTAL RESULTS

In our studies, we used GSD-2a high-purity n-type
germanium crystals with a net concentration of shallow
chemical donors of Nd = 3 × 1012 cm–3 and a density of
grown-in dislocations lower than 10 cm–2. The samples
in the form of parallelepipeds 10 mm × 5 mm × 2.5 mm

0.75

–1.8

1.0 1.25 1.50.5
logT, K

–1.4

–1.0

–2.2

a3
a2
a1

d

logσ, Ω–1 cm–1

Fig. 1. Temperature dependence of dislocation-related elec-
trical conductivity in deformed sample 1 (δ = 43%) (d) after
deformation and after subsequent annealing at 900°C for
(a1) 5, (a2) 12, and (a3) 20 h.
in size oriented in the [011], [100], [ ] crystallo-
graphic directions were deformed by compression at a
temperature of Td = 760°C in the [100] direction in the
dynamic mode with a rate of v = 6 × 10–3 s–1 to the
strains of δ = 20–71%. The deformed crystals were
cooled in the chamber for the deformation to room tem-
perature; the samples for electrical studies were then
cut from these crystals. These samples were annealed
in vacuum at a pressure of ~10–3 Pa for 5 ≤ t ≤ 20 h at
Tann = 900°C (the melting point of germanium is equal
to Tm = 937°C). The methods for preparing the samples
and measuring the electrical characteristics were out-
lined in detail in [4].

According to [13], following plastic deformation
and the annealing of deformation-introduced defects
[14], the n-type germanium samples with Nd = 3 ×
1012 cm–3 and a density of introduced dislocations of
ND > 5 × 106 cm–2 change their conductivity to the
p-type. The conductivity of the samples with δ > 20%
(ND > 109 cm–2) at T > 50 K is due to free holes in the
valence band whose concentration decreases exponen-
tially with decreasing temperature. This contributes to
the appearance of static DEC at T < 30 K related to the
transport of holes trapped by dislocations [4].

Figures 1–3 show the temperature dependences of
DEC for three rapidly (v = 6 × 10–3 s–1) deformed ger-
manium samples before and after annealings of various
durations at 900°C. In unannealed samples with δ = 43,
62, and 71%, the DEC decreases with decreasing tem-
perature as σ(T) ~ Ty, with y = 0.49, 0.25, and 0.36,
respectively. The data shown in Fig. 4 make it possible
to compare the values of DEC at 4.2 K (σ4.2) in the rap-
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logT, K
1.5 2.00.5
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d a1

Fig. 2. Temperature dependence of dislocation-related elec-
trical conductivity in deformed sample 2 (δ = 62%) (d) after
deformation and (a1) after the subsequent annealing for
20 h at 900°C.
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idly and slowly (v = 3 × 10–5 s–1) deformed samples.
The values of σ4.2 for slowly deformed p-type samples
with a net concentration of shallow chemical acceptors
equal to Na = 1012 cm–3 were taken from [4]. It follows
from Figs. 1–4 that the law σ(T) ~ Ty and the threshold
shape of the curve σ4.2(δ) are retained after deformation
with a high rate; however, the values of σ4.2 decrease
significantly for fixed values of δ.

It also follows from Figs. 1–4 that subsequent
annealing of deformed samples at Tann = 900°C for up
to 20 h changes the value of DEC: the value of DEC
increases in the samples with δ < 50% and decreases in
the samples with δ > 60%. In the samples with δ < 50%,
the law σ(T) ~ Ty is retained after annealing; however,
the value of y is decreased (for example, in sample 1
with δ = 43% as shown in Fig. 1). In the case of the
samples with δ = 43–46%, the values of σ4.2 increase as
a result of annealing and become close to those typical
of slowly deformed samples (Fig. 4). In sample 2 (δ =
62%), the law σ(T) ~ Ty is obeyed both before and after
annealing for 20 h (Fig. 2); however, the DEC
decreases as a result of annealing, and the value of y
increases to 0.62. It follows from Fig. 3 that, in the tem-
perature range of 4.2–30 K, curves a1 and a2 for sam-
ple 3 (δ = 71%) cannot be described by a power law;
i.e., a high-temperature annealing of this sample causes
the form of the dependence σ(T) to change. Tentative
studies showed that such an annealing of an n-type
sample deformed slowly to δ = 39% (Fig. 4) did not
reduce the DEC.

In order to clarify the cause of the different influ-
ence of annealing at 900°C on the DEC of the samples
with δ < 50% and δ > 60%, we conducted additional
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Fig. 3. Temperature dependence of dislocation-related elec-
trical conductivity in deformed sample 3 (δ = 71%) (d) after
deformation and after subsequent annealing at 900°C for
(a1) 12 and (a2) 20 h.
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studies. Treatment of the surface, which was parallel to
the principal glide plane {111}, in a Billig etchant [15]
made it possible to reveal structural distinctions
between the samples with δ < 50% and δ > 60%. Alter-
nating dark and light areas 1–20 µm in size are
observed on the surface of the samples with δ < 50%
(before and after annealing) viewed with an optical
microscope. The dark areas correspond to dislocation-
enriched two-dimensional cell boundaries (the struc-
ture of the boundaries is resolved by transmission elec-
tron microscopy), and the light areas correspond to the
cells where the dislocation density is much lower than
that within the boundaries. Such an etch pattern was
previously observed in silicon [10] and germanium
[11] crystals subjected to severe plastic deformation.
As δ increases to 71%, the size of the cells decreases
almost to 1 µm, and the cells are now poorly resolved
when viewed with an optical microscope. Following
the deformation of sample 3 (δ = 71%), light, slightly
elongated areas that were 20–40 µm in length and were
separated by more than 50 µm were observed against
the more or less uniform background corresponding to
a cellular structure. Annealing at 900°C brings about a
growth of these areas, and several light areas with a
length exceeding 0.1 mm are observed on the surface of
the sample annealed for 20 h (Fig. 5). Cells 2–10 µm in
size can be seen in the upper part of Fig. 5. In the case
of sample 2 (δ = 62%), individual light areas ~30 µm in
length were observed only after annealing for 20 h at
900°C. In the samples with δ < 50%, such areas were
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Fig. 4. Dislocation-related electrical conductivity measured
at 4.2 K in the n-type germanium samples (d) after deforma-
tion with a strain rate of v = 6 × 10–3 s–1 to various strain
levels δ and after subsequent annealing at 900°C for (a1) 12
and (a2) 20 h; (dn) in a sample cut from the same ingot and
deformed with the strain rate of v = 3 × 10–5 s–1 to the strain
level of δ = 39%; (ds) in the p-type germanium samples
deformed with a rate of v = 3 × 10–5 s–1 (the data reported
in [4]); and (dna) in the sample subjected to postdeforma-
tion annealing for 1 h at 900°C.
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50 µm

Fig. 5. Image of a {111} surface as obtained in an optical microscope for sample 3 after annealing at 900 °C (t = 20 h).
not observed either after deformation or after annealing
for 20 h at 900°C. A body of evidence gained in exper-
imental studies [16, 17] on the influence of annealing
on the defect structure of fcc metals (Al, Cu, and Ni)
subjected to severe plastic deformation at Td < 0.4Tm
show that an annealing at Tann > 0.6Tm brings about an
emergence of regions (the so-called recrystallized
grains) with the crystal structure more perfect com-
pared to the deformed matrix. Such grains can also be
formed in the course of plastic deformation. Since the
mechanisms of plastic deformation and annealing in
fcc metals and covalent semiconductors have much in
common [18, 19], it is very likely that the light areas in
sample 3 correspond to recrystallized grains.

The assumption that recrystallized regions are
present in sample 3 (δ = 71%) after annealing at 900°C
is supported by the results of X-ray diffraction analysis.
Annular reflections and separate point reflection spots

Fig. 6. The back-reflection X-ray diffraction pattern for
sample 3 after annealing at 900°C (t = 20 h).
can be seen in the back-reflection Laue diffraction pat-
tern (CuKα radiation) obtained after annealing at 900°C
(t = 20 h) (Fig. 6). Annular reflections are observed in
X-ray diffraction patterns of all samples with δ > 15%
and are composed of a large number of small spots cor-
responding to the reflection of X-ray radiation from
certain planes in the cells 1–20 µm in size [4]. The
intensity of these reflections changes with varying azi-
muthal angle; i.e., each ring involves several arcs. In the
annealed sample with δ = 46%, the ring is composed of
a single intense arc and two arcs of lower intensity;
these arcs encompass ~20°. The angular extent of the
arcs (the range of misorientation angles between the
cells) increases with increasing δ, and, in sample 3
(Fig. 6), the inner ring is found to be almost continuous.
Separate point reflections in the X-ray pattern for sam-
ple 3 are clearly pronounced after annealing for 12 and
20 h at 900°C, which correlates with the growth of light
areas (Fig. 5). Therefore, we may assume that symmet-
rically arranged separate point reflections in Fig. 6 cor-
respond to the reflection of X-rays from a {100} plane
in one of the largest single-crystalline grains grown in
the course of annealing. The arrangement of separate
point reflections in the X-ray diffraction patterns corre-
sponding to other areas of this sample differs from that
shown in Fig. 6. This is related to changes in the orien-
tation and number of grains grown in these areas. In the
samples with δ < 50%, the point reflections were not
observed either after deformation or after annealing at
900°C (t = 20 h).

Thus, a decrease in the magnitude and a change in
the form of temperature dependence of DEC in
sample 3 (δ = 71%) as a result of annealing at 900°C
correlate with an increase in the area of recrystallized
grains.
SEMICONDUCTORS      Vol. 34      No. 5      2000
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DISCUSSION

According to [4, 11], in slowly deformed germa-
nium samples, the DEC is independent of the type and
concentration of doping impurities in the starting crys-
tals for Na < 1016 cm–3 or Nd < 1016 cm–3. It is well
known that grown-in residual impurities (oxygen, car-
bon, copper, and so on) in germanium and silicon are
actively involved in the formation of various complexes
and precipitates. Electrically active defects formed dur-
ing the plastic deformation of germanium are the sub-
stitutional copper atoms and more complex associa-
tions containing copper and oxygen atoms; however,
these disappear after a short-term annealing at ~700°C
owing to the precipitation of copper [13, 14]. This sug-
gests that, in the samples subjected to severe plastic
deformation, the residual impurities at T < 300 K are
largely in a bound state in the form of precipitates
whose concentration is much lower than the density of
dislocation-related states. Therefore, in order to inter-
pret the results shown in Figs. 1–4, we should analyze
the changes in the dislocation system itself. In a perco-
lation system of dislocation segments, the static electri-
cal conductivity depends exponentially on the parame-
ter η that characterizes the connectedness of this sys-
tem [8]. The above-outlined specificity of the
dislocation-system formation in germanium samples
subjected to severe plastic deformation makes it possi-
ble to consider a variation in the parameter η as the
most probable cause of the influence of the strain rate
and annealing at 900°C on the DEC.

At present, there is a body of experimental data sup-
porting the existence of various, spatially inhomoge-
neous dislocation structures (lamellar, cellular,
polygonized, fragmentated, etc.) in plastically
deformed crystals [20–22]. According to [22], nonuni-
formity in the distribution of dislocations is a result of
kinetic instability and self-organization, which are
developed in the ensemble of dislocations owing to the
interaction of dislocations with each other and with
local obstacles. The spatial–temporal scale and mor-
phology of forming dislocation structures depend on
external and internal physical parameters. The former
include the strain rate, the deformation temperature, the
type of loading, and a single or multiple slip; the latter
involve the crystallographic structure, the ability to
cross-slip, the initial density of dislocations, the magni-
tude of the strain, and other such parameters [21]. Thus,
for example, a single slip is conducive to the formation
of lamellar structures, whereas, in the case of multiple
slip, cellular structures are preferential. At a high defor-
mation temperature (Td > 0.6Tm), two processes are in
competition with each other. One of the processes is the
accumulation of dislocations in the crystal (in the form
of chaotic clusters) under the effect of applied stress,
and the second process consists in the rearrangement of
these clusters into ordered low-energy dislocation
structures (walls and networks) by slip and nonconser-
vative motion of dislocations (i.e., the formation of
SEMICONDUCTORS      Vol. 34      No. 5      2000
polygonized structures [19, 21]). A cellular dislocation
structure containing the fragments of polygonized
structures was observed in germanium and silicon crys-
tals subjected to plastic deformation at Td > 0.7Tm to
large strains (15 < δ < 40%) with the strain rate of v ≤
2 × 10–4 s–1 [4, 10]. This structure was studied by trans-
mission electron microscopy and was demonstrated to
consist of a branching system of dislocations largely
located within low-angle cell boundaries in the form of
chaotic dislocation clusters and two-dimensional net-
works, with a fraction of regular fragments of disloca-
tion networks increasing as δ increases. It is likely that
the presence of chaotic dislocation clusters manifests
itself also in the radial broadening of certain arcs in
back-reflection X-ray diffraction patterns; these arcs
correspond to the reflection of X-rays at the largest
angles [4]. Since the deformation temperature and the
strain rate exert the opposite effects on the rate of the
dislocation-structure rearrangement [21], the degree of
ordering in this structure depends heavily on the strain
rate. If the strain rate is high, the accumulation of dis-
locations dominates over the process of ordering, and a
highly unordered system of dislocation segments is
formed as a result. In the case of slow deformation, the
dislocation system has the opportunity to reduce its
energy and become more ordered. Therefore, it might
be expected that, in rapidly deformed germanium sam-
ples, the degree of connectedness in a system of dislo-
cation fragments is lower than that in slowly deformed
samples, and an infinite conducting cluster is formed
for larger values of δ. This assumption is in conformity
with a shift of the dependences σ4.2(δ) for the samples
deformed with different strain rates (Fig. 4). The sam-
ples subjected to rapid deformation feature larger val-
ues of δ0, δ*, and y (for fixed values of δ), which are
found to be closer to the values reported in [12].

According to [16, 17], high-temperature annealing
of fcc metals subjected to severe plastic deformation at
Td < 0.4Tm causes the internal energy stored in the
course of deformation to be reduced owing to
polygonization and recrystallization. Polygonization is
a lower temperature process and significantly changes
the dislocation structure during heating. If deformation
gives rise to a cellular structure and the cells are sepa-
rated from each other by chaotic dislocation clusters,
polygonization brings about a flattening of these dislo-
cation regions and the formation of planar two-dimen-
sional low-angle boundaries that separate the regions
free of dislocations. It was mentioned above that
polygonization could also occur in the course of defor-
mation. It follows from the data reported in [10, 19]
that, in silicon samples subjected to severe plastic
deformation, the area occupied by regular dislocation
networks increases appreciably after annealing at
Tann > 0.7Tm. Splitting of annular reflections corre-
sponding to the CuKα doublet in the back-reflection
X-ray diffraction patterns (Fig. 6) indicates that internal
stresses are relieved and, consequently, the dislocation
structure is ordered in samples 1–3 as a result of anneal-



532 SHEVCHENKO
ing at 900°C. All the aforementioned makes it possible
to assume that an increase in DEC in the samples with
δ < 50% after annealing at 900°C is a result of an
increase in the connectedness of a system of dislocation
segments. It is difficult to determine the value of param-
eter η from experimental data, because special features
of the energy spectrum of dislocation-related states (in
particular, the existence of a gap between the donor and
acceptor states) were not taken into account in model
calculations of static DEC in [8]. Some of the disloca-
tion-system parameters are also unknown.

Recrystallization is effected by the formation and
motion (or by motion alone) of large-angle boundaries
(θ > 10°) [16, 17]. Such boundaries can emerge in the
case of deformation to large strains as a result of the
appearance of a high dislocation density and can also
be formed in the course of high-temperature annealing.
In the latter case, low-angle boundaries are formed first
and then move in the direction of the high volume den-
sity of dislocations; in the course of this motion, new
dislocations become attached to these boundaries, thus
increasing the misorientation angle θ between adjoin-
ing cells. The large-angle boundaries are formed in the
regions where there are gradients in the angles θ (the
orientation gradients). The important parameters
affecting the character of changes in the dislocation
structure during annealing are the magnitude and the
rate of strain. According to [16, 17], recrystallization
sets in metals and alloys only if a certain critical strain
δc is attained. In the samples with δ < δc, annealing only
induces polygonization, as a result of which the orien-
tation mismatch between adjoining cells is reduced and
the recrystallization is impeded. This is consistent with
the absence of recrystallized grains and an increase in
DEC after annealing germanium samples with δ < 50%
at 900°C. On a further increase in δ, the nonuniformity
in the distribution of dislocations and other defects
becomes more pronounced, the angles of misorienta-
tion between adjoining crystal regions increase, and the
regions with a high stored energy emerge. The latter
regions are characterized by large orientation gradients
[20] and correspond to the sites where recrystallization
nuclei appear, with their critical size exceeding 1 µm [17].

Taking into account the above, we may assume that
the value of δc is in the range of 50–60% for rapidly
deformed germanium samples. In sample 2 (δ = 62%),
the recrystallization nuclei with larger than critical
sizes are apparently formed only in the course of
annealing; therefore, the size of recrystallized regions
is rather small (~30 µm) even after annealing for 20 h
at 900°C. In sample 3 (δ = 71%), such regions are
already formed during deformation and grow apprecia-
bly in the course of subsequent annealing. The coexist-
ence of macroscopic regions having a cellular structure
with coarse recrystallized grains in this sample (Fig. 5)
indicates that the plastic deformation is inhomoge-
neous. The back-reflection X-ray diffraction patterns
for this sample are characterized by the largest azi-
muthal extent of annular reflections, which corresponds
to a large spread in the misorientation angles; in this
case, the existence of orientation gradients is believed
to be more likely.

An increase in the strain rate results in an increase
in the inhomogeneity of deformation and in a shift of δc
to smaller values [16, 17]. This means that recrystalli-
zation in slowly deformed samples could occur for even
larger values of δ.

The formation of recrystallized regions in the sam-
ples with δ > 60% is a result of the disappearance of a
fraction of dislocation segments and should cause the
connectedness (the parameter η) of the dislocation sys-
tem to decrease. As distinct from slowly deformed sam-
ples, for which the value of y decreases with increasing
δ [4], in sample 3 (δ = 71%) subjected to deformation,
the value of y (y = 0.36) is found to be larger than y (y =
0.25) in sample 2 (δ = 62%). This fact and also an
increase in y to 0.62 in sample 2 after annealing at
900°C (t = 20 h) can be explained by a slight decrease
in parameter η as a result of the formation of small-size
(~30 µm) recrystallized regions after deformation (in
sample 3) or after annealing (in sample 2). An increase
in the volume of recrystallized regions in sample 3 with
an increased duration of annealing brings about a fur-
ther decrease both in parameter η and in the value of
DEC. A change in the form of the temperature depen-
dence of DEC in this sample (Fig. 3) after annealing is
apparently related to the contribution of recrystallized
regions and (or) their boundaries to the total electrical
conductivity of the crystal.

CONCLUSION

The body of experimental data reported in this paper
indicates that the DEC is sensitive to changes in the dis-
location structure under various conditions of preparing
germanium samples subjected to severe plastic defor-
mation. The assumption that the connectedness of a
dislocation system is improved with its ordering is sup-
ported by experimental data on the higher values of
DEC in slowly deformed samples and an increase in
DEC in rapidly deformed samples with δ < 50% after
high-temperature annealing. The absence of recrystal-
lized regions in these samples makes it possible to
ignore the possible contribution of electrical conductiv-
ity over large-angle boundaries to the total conductiv-
ity. A decrease in the stored internal energy in the sam-
ples with δ > 60% as a result of high-temperature
annealing is largely related to an increase in the size of
recrystallized regions, which brings about a deteriora-
tion in the connectedness of the dislocation system and
a decrease in DEC.
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Abstract—Optical properties of structurally perfect CuInSe2 single crystals were studied in the temperature
range of 4.2–300 K with the use of photoluminescence, optical absorption, optical reflection, and wavelength-
modulated optical reflection (WMOR). The intense lines of free excitons A (~1.0414 eV) and B (~1.0449 eV)
with a half-width of ~0.7 meV at 4.2 K are found to be related to two extrema of valence band split by a crystal
field. The excitons emission line C (~1.2779 eV) in WMOR spectra are related to a lower valence band split-
off by spin-orbit interaction. Within the context of the quasi-cubic Hopfield model, the parameters of valence
band splitting ∆CF = 5.2 meV and ∆SO = 234.7 meV defined by the crystal and spin–orbit interaction, respec-
tively, are calculated. In the region of the fundamental absorption edge, the lines of bound excitons are found
with a half-width ~0.3 meV that is indicative of a high quality of grown CuInSe2 crystals. © 2000 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Ternary CuInSe2 compound (CIS) belongs to the
I−III–VI2 semiconductor group and crystallizes in the
chalcopyrite structure. The CIS compound is a direct-
band semiconductor with an extremely large optical
absorption coefficient ~(3–6) × 107 m–1 and is recog-
nized as a promising material for the fabrication of
highly efficient solar cells [1]. To date, CIS is one of a
most studied compounds of the I–III–VI2 semiconduc-
tor group; however, many of its properties, especially,
optical properties, have not been adequately studied. In
most cases, data on the fundamental parameters and the
energy band structure of CIS material are contradictory
or are completely absent. This is especially true of the
experimental data on free and bound excitonic states
and impurity optical transitions in the region of the fun-
damental absorption edge [2–4]. Studies of CIS proper-
ties were limited until recently by the absence of struc-
turally perfect single crystals. Polycrystals and single
crystals of low structural quality with irreproducible
parameters have both been studied. However, only
recently have photoluminescence (PL) spectra of poly-
crystalline thin films, 1.0398 and 1.0432 eV lines
related to the ground and excited states of free excitons,
respectively, been observed [3]. The lines of free exci-
tons 1.039 and 1.045 eV close in energy to those men-
tioned above were observed in the PL spectra of films
grown by molecular-beam epitaxy [2]. We observed a
series of excitonic lines that peaked at ~1.0408 eV
(ground state) and ~1.0446 eV (excited state) in the PL
spectra of CIS single crystals [4]; the energies are
higher than those reported in [2, 3]. In this paper, we
1063-7826/00/3405- $20.00 © 20534
report new data and give a new interpretation of exci-
tonic luminescence in high-quality CIS single crystals.
For the first time, simultaneously in PL, optical absorp-
tion (OA), and optical reflection spectra, the structure
of A and B excitonic lines is resolved, with these exci-
tons related to two extrema of the valence band split-off
by the crystal field in CIS single crystals.

EXPERIMENTAL 

The CIS samples with perfect structure and p-type
conduction were cut from the middle part of ingots
grown by the vertical Bridgman–Stockbarger method
at the University of Salford. The optical properties of
CIS single crystals were studied using PL, optical
absorption, optical reflection, and wavelength-modu-
lated derivative optical reflection (WMOR) in the tem-
perature range of 4.2–300 K. PL was observed from the
as-cleaved crystal faces. Optical absorption was mea-
sured in single crystals ~2–3 µm thick, which were
freely immersed in liquid helium. Preparation of such
samples was accomplished by mechanical polishing
with subsequent chemical etching in a 1% solution of
bromine in methanol. An argon laser operating at a
wavelength of 488 nm was used as a source of optical
excitation of nonequilibrium charge carriers in the
luminescence experiments. In experiments with light
absorption and reflection, a 100-W halogen lamp with
a strip filament was used. A Ge p–i–n diode cooled to
liquid nitrogen temperature was employed as a detec-
tor. The wavelength modulation was accomplished by
the mirror plane rocking with a frequency of 20 Hz
along the vertical axis in an MDR23 monochromator.
000 MAIK “Nauka/Interperiodica”
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The energy position of lines in PL, optical absorption
and reflection, and WMOR spectra was determined
within an accuracy of ±0.2 and ±0.4 meV, respectively.

EXPERIMENTAL RESULTS
AND DISCUSSION

The typical PL spectra taken at 4.2 K in the region
of the fundamental absorption edge are presented in
Fig. 1 for three samples cut from different ingots. The
experiments show that, for structurally perfect samples
cut either from different ingots or from different parts
of the same ingot, the PL spectra can differ but their
shape is mainly limited to the three types presented in
Figs. 1a–1c. As can be seen, no less than five relatively
intense narrow lines designated as M1–M5 can be
observed in PL spectra. The energy positions of the
most intense luminescence lines determined within an
accuracy of ±0.0002 eV are 1.0386 (M1), 1.0353 (M2),
1.0341 (M3), 1.0324 (M4), and 1.0278 eV (M5).
Depending on the technological process of crystal
growth (various ingots, samples), the relative intensi-
ties of M1–M5 lines in PL spectra can significantly vary
to the extent of the absence of detection for some of
them (see, e.g., Figs. 1a, 1b). Such a of variation of the
line relative intensities from ingot to ingot, or from
crystal to crystal, allows us to assume that they are
caused by the radiative recombination of nonequilib-
rium carriers at defect–impurity complexes differing in
nature and structure. Intense narrow lines M1–M5 have
a half-width of ~0.3 meV at 4.2 K, and this half-width
always remains less than kT when the temperature var-
ies in the range of 4.2–40 K. The intensity of lines
M1−M5 strongly decreases, with the temperature
increasing from 4.2 K, and, at 40 K, the lines are virtu-
ally not observed in the PL spectra. Taking into account
these experimental data, we consider that lines M1–M5
are related to zero-phonon (purely electronic) transi-
tions caused by the radiative annihilation of excitons
localized at the corresponding impurity centers. It is of
importance to note that the most intense lines of bound
excitons M1 and M2 have narrow short-wavelength
components M1' (1.396 eV), M1" (1.0405 eV), and M2'
(1.0359 eV), respectively, with a half-width of
~0.3 meV. The presence of “non-hydrogen-like” con-
vergence to the high-energy side of spectrum is charac-
teristic of components of lines M1 and M2. In this case,
the energy distance between the lines is dissimilar,
namely, M1–M1' ~ 1.03 meV and M1'–M1" ~ 0.85 meV,
whereas M2–M2' ~ 0.64 meV and M2'–M2" ~ 0.45 meV.
The larger splitting of components is characteristic of
centers responsible for line M1, which have lesser exci-
ton binding energy as compared to M2 centers. The
redistribution of intensities between components of M1
and M2 lines is observed with a temperature increase
from 4.2 K and obeys the Boltzmann law. This allows
us to interpret M1', M1" and M2', M2" lines as a mani-
festation of excited excitonic states of M1 and M2 cen-
ters, respectively. On the basis of the analysis of
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PL spectra and stoichiometric composition of the sam-
ples under study, we come to some conclusions about
the nature of luminescent centers. Lines M1–M5 most
probably appear as a result of annihilation of excitons
bound by various neutral donors and acceptors, such as,
e.g., Cui , CuIn, Ini, etc., or atoms of uncontrollable
residual impurities.

A most important experimental fact is the existence
of two high-energy lines designated by us as A and B in
Fig. 1. The experiments showed that the energy posi-
tion of lines A and B does not change and their intensity
increases practically linearly with an increase in excita-
tion light intensity in the range from 0.2 to 20 W/cm2.
Lines A and B have the same half-width of ~0.7 meV
(~2kT) at 4.2 K. The experiments showed that the inten-
sity of lines M1–M5 diminishes much faster than that of
A and B lines as the temperature increases. Taking this
fact into account, it is reasonable to assume that the
low-energy 1.0414-eV line is caused by the radiative
recombination of free excitons (A excitons) and that a
less intense high-energy line at 1.0449 eV (B) is caused
by the radiative recombination of free excitons related
to two extrema of valence band split-off owing to the
influence of a noncubic crystal field in CIS single crys-
tals. A temperature analysis of energy positions of lines
M1–M5, lines A and B, and their half-width and inten-
sities in the temperature range of 4.2–300 K confirms
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Fig. 1. Photoluminescence spectra for three various CIS sin-
gle crystals (a, b, and c). The temperature of the crystals was
(a, b, and c) 4.2 and (c') 40 K. Spectral resolution is 0.3 meV.
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this interpretation. The PL spectra taken at various tem-
peratures are presented in Fig. 2 for one of the samples
(see the PL spectra of this sample also in Fig. 1). The
experiments show that the low-energy intense lines
M1–M5 completely disappear from PL spectra at tem-
peratures of 40–45 K, which is caused by the dissocia-
tion of bound excitons and that lines A and B are related
to the annihilation of free excitons and exist in the spec-
tra up to room temperature. The absence of lines M1–
M5 in PL spectra at T ~ 40 K is also clearly seen from
data presented for another sample in Fig. 1 (curve c, c').
The spectra measured at 78 K include only two weakly
resolved lines of free excitons A (~1.0426 eV) and B
(~1.0459 eV) with a half-width of ~7 meV. PL spectra
at 300 K consist of a single line with a peak at 1.028 eV
and a half-width of 40 meV; this line is a contour of
unresolved A and B lines of free excitons (Fig. 2).
Experiments show that the energy position of lines
M1−M5 and A and B depends on temperature. As the
temperature increases (in the region of <80 K), all the
lines shift similarly to higher energies in the spectrum
and their relative energy positions are retained. This
indicates that the energy position of the M1–M5 lines of
bound excitons is defined by the temperature shift of
band energy states. In particular, it is established that
the energy of the ground state of A exciton increases
from the value of ~1.0414 eV at 4.2 K up to the value
of 1.0426 eV at 78 K and then decreases slowly to

PL intensity, arb. units

Photon energy, eV
0.96 1.00 1.04 1.08
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M2 A

B

×8
×1

A
B

A, B

a

b

c

Fig. 2. Photoluminescence spectra of CIS single crystals at
(a) 300, (b) 78, and (c) 4.2 K.
1.028 eV at 300 K. A similar temperature dependence
is characteristic of a 1.0449-eV line caused by B exci-
tons. Such an anomalous temperature change of the
bandgap Eg can be caused by the combined effect of the
lattice constant change and electron–phonon interac-
tion. A similar temperature dependence of Eg was
established for other chalcopyrite semiconductor com-
pounds, namely, CuGaSe2, AgInSe2, etc. (see, e.g.,
[4−6]). In addition to PL measurements, we measured
the absorption and reflection spectra with a high spec-
tral resolution of ~0.1 meV at low temperatures. The
results of these measurements are shown in Fig. 3. We
succeeded in resolving clearly the lines of free excitons
A and B in the optical absorption and reflection spectra,
and, within the accuracy of ±0.0002 eV, their energy
positions corresponded to the luminescence data. The
half-width of A and B lines in absorption and reflection
spectra turned out to be ~0.7–0.8 meV at 4.2 K, which
is consistent with PL data. It is established also that A
and B lines in absorption, reflection, and in PL spectra
have the same temperature dependence of energy posi-
tions in the range of 4.2–78 K. We observed the third
exciton transition C caused by a spin–orbit interaction
in CIS material only when measuring the reflection
with the wavelength modulation. At 4.2 K, the energy
position of the C exciton line was 1.2779 eV. Measure-
ments of polarization dependence of spectra for orien-
tation of the electrical vector of analyzing polarizer E || Z
and E ⊥  Z, where Z is the optical axis of CIS crystals,
showed that the intensities of components A, B, and C
were consistent with the quasi-cubic model [7, 8].
Employing the Hopfield quasi-cubic model for the
splitting of a three-fold degenerate valence band with
consideration of the effect of the noncubic (tetragonal)
crystal field and spin–orbit interaction, we calculated
the corresponding parameters of the valence band ∆CF

and ∆SO [7, 8]. According to this model, the energy of
Γ7 levels with respect to the energy of the Γ6 level for
the valence band of ternary chalcopyrite semiconduc-
tors is described by the following equations:

(1)

(2)

where ∆SO is the magnitude of the spin–orbit splitting of
the valence band in a cubic field; ∆CF is the magnitude
of splitting caused by the crystal field in the absence of
spin–orbit splitting; and E1 = EA – EB and E2 = EA – EC

are the energy distances between the two upper and
lower valence bands, respectively [9, 10]. Using the
energies found in our experiments for A, B, and C tran-
sitions, 1.0414, 1.0449, and 1.2779 eV, respectively, we
determined the values of ∆CF = 5.2 meV and ∆SO =
234.7 meV from expressions (1) and (2). We note that
two lines A and B with significantly lower values of
energy were observed previously in electroreflectance
spectra of CIS single crystals at 77 K [8]. The energy

∆CF 1/2 E1 E2+( )– 1/2 E1 E2+( )2 6E1E2–[ ]1/2
,–=

∆SO 1/2 E1 E2+( )– 1/2 E1 E2+( )2 6E1E2–[ ]1/2
,+=
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separation between the lines was equal to 3.8 meV,
which agrees satisfactorily with the value of 3.5 meV
obtained in our experiments.

We should mention some important facts. First, in
experiments with PL, absorption, and reflection, the
half-width of exciton lines A and B was 0.7 meV at
4.2 K, which is the smallest half-width thus far deter-
mined for CIS material. Second, the half-width of lines
for bound excitons M1–M5 was also small and was
0.3 meV at 4.2 K. It is known that, at low temperatures
(~1–4.2 K), a typical line half-width for free and bound
excitons is 0.7–1.0 and 0.1–0.3 meV, respectively, in
structurally perfect semiconductor single crystals
(GaAs, ZnS, ZnSe, CdS, InSe etc.). Third, only free
exciton lines are present in PL spectra of CIS single
crystals at 78 K. These experimental facts are indicative
of the structural perfection of the CIS single crystals we
studied. The results obtained in this work suggest
another interpretation of line B; namely, this line may
be assigned to free B excitons, as distinct from its pre-
vious assignment to the first excited state of A excitons
[2–4]. The following facts support such an interpreta-
tion: (i) the different polarization of lines A and B, and
(ii) the unusually high intensity of line B with respect to
line A (IA/IB ≈ 1/3) in optical spectra. If line B is related

Photon energy, eV
1.035 1.040 1.045 1.050

c

a

A B

A
B

B

A

Reflection, arb. units; Absorption, arb. units;
PL intensity, arb. units

Fig. 3. Photoluminescence (a), absorption (b), and reflec-
tion (c) spectra of high-quality CIS single crystals at 4.2 K.
Spectral resolution is 0.1 meV.

b

SEMICONDUCTORS      Vol. 34      No. 5      2000
to the first excited state of A excitons, then, according
to the exciton theory, its intensity would amount to less

than IA/8 according to the expression In = n–3[(  –
Eg)/n2kT]; i.e., it would diminish faster than n–3, where
n is the principal quantum number.

CONCLUSION

Thus, it is established that, for structurally perfect
CIS single crystals at low temperatures (<40 K), the
photoluminescence spectra involve the well-resolved
lines of free and bound excitons with a half-width com-
parable to that for other high-quality and well-studied
semiconductors. Based on the absorption and reflection
measurements, we verified for the first time the exist-
ence of valence band splitting in CIS material due to the
influence of a noncubic crystal field. Using the quasi-
cubic Hopfield theory, we determined the numerical
values of parameters ∆CF = –5.2 meV and ∆SO =
234.7 meV of valence band splitting caused by the
crystal-field and spin–orbit splitting, respectively.
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Abstract—The effect of uniaxial pressure on the electroluminescence (EL) spectrum and current–voltage
(I−V) characteristics of a 6H-SiC p–n structure was studied. Under the effect of pressure, a fast quenching of
the excitonic EL is observed and a slower quenching of the impurity EL bands. Uniaxial pressure also distorts
the shape of the forward I–V characteristic and shifts it to lower voltages. A conclusion is made that the appli-
cation of pressure leads to the transformation of thermal injection currents into tunneling currents. © 2000
MAIK “Nauka/Interperiodica”.
INTRODUCTION

Uniaxial deformation of semiconductor crystals is
widely used in studying luminescence spectra and opti-
cal absorption, electron paramagnetic resonance spec-
troscopy of local centers, and deep-level transient spec-
troscopy [1–3]. Application of a uniaxial pressure in
certain directions changes the crystal symmetry and
(or) the forbidden gap, which furnishes additional
information about the crystal structure of a semicon-
ductor and its defect centers.

The effect of uniaxial stress on the photolumines-
cence of 6H-SiC single crystals was studied in [4]. It
was found that a uniaxial pressure of ~10–30 kbar
shifted the energy position of some impurity lumines-
cence lines characteristic of 6H-SiC and caused their
doubling. The exact magnitudes of the shifts as well as
the estimates of possible variations in the bandgap were
not reported. 

SAMPLES

In this work, we studied 6H-SiC p–n structures pre-
pared by sublimational epitaxy in an open system [5]
and used to fabricate various SiC-based semiconductor
devices [6]. The p–n structures were grown on the
(0001)Si face of single-crystal n+ silicon carbide sub-
strates of the 6H polytype. Al (p-type) and N (n-type
conduction) were used as dopants. The thickness of
p-type epitaxial layers was 1–2 µm, and that of the
n-type layers was 5–10 µm. The area of the p–n struc-
tures was ~2.5 × 10–3 cm2.

The capacitance–voltage characteristics of the
diodes under study were linear when plotted as C–2 as a
function of U. The related cutoff voltage was 2.55 V at
room temperature. The current–voltage (I–V) charac-
teristics of the diodes taken in the current range
10−6−5 × 10–4 A were exponential J = J0exp(qU/βkT),
1063-7826/00/3405- $20.00 © 20538
where β ~ 1.2, q is the elementary charge, k is the Bolt-
zmann constant, and T is the absolute temperature.

EXPERIMENT

For investigations, we selected p–n structures exhib-
iting well pronounced excitonic electroluminescence
(EL). Pressure was applied to the upper and lower non-
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(a)
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1

0

(b)

λ425/λ450

4 8 12 16
P, kbar

10–1 10–2100
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Fig. 1. Relative intensity of excitonic EL in 6H-SiC p–n as
a function of (a) applied uniaxial pressure and (b) forward
current.
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rectifying contacts in the direction parallel to the c-axis
of the crystal. Emission was extracted through its lat-
eral face. In this experimental configuration, the uniax-
ial strain had no effect on the crystal lattice symmetry
but could change the bandgap, i.e., could induce a shift
of the excitonic band peak. 

It was found that, with increasing applied pressure P
(at a fixed forward current J), the intensity of the exci-
tonic EL decreased rapidly, while that of other EL
bands decreased more slowly. An increase in pressure
led to the same change in the EL spectrum as a decrease
in J (resulting in a lower concentration of carriers
injected into the base) [7]. Figure 1 shows variation in

I, arb. units
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Fig. 2. Spectra of excitonic EL of a 6H-SiC p–n structure,
taken at uniaxial pressures P = (1) 0, (2) 5, (3) 11, and
(4) 15 kbar.

Fig. 3. Forward I–V characteristics of a 6H-SiC p–n struc-
ture in relation to the applied uniaxial pressure P = (1) 0,
(2) 0.2, (3) 1, (4) 3, (5) 5, (6) 8, (7) 10, (8) 15 kbar.
SEMICONDUCTORS      Vol. 34      No. 5      2000
the ratio of EL intensities at 4250 and 4500 Å (I425/450)
with pressure. It can be seen that the application of a
uniaxial pressure of ~15 kbar reduces the I425/450 value
approximately to the same extent as does a decrease by
an order of magnitude in the current through the
p−n structure at P = 0.

In studying the effect of pressure on the EL spec-
trum, the forward current through the p–n structure was
maintained constant. For the excitonic band to be well
distinguishable at high pressures P as well, a rather
high current was chosen (400 mA). With such a current
passing through the p–n structure, the latter was self-
heated to a temperature of ~500 K. For this reason, the
excitonic band had a peak (λmax) at 4280 Å at P = 0
(Fig. 2). With increasing applied pressure, the peak was
shifted to shorter wavelengths (to λmax ≈ 4250 Å at P =
15 kbar).

A separate investigation was performed of the effect
of pressure on the I–V characteristics of the diodes. It
was found that, with increasing P, the shape of the I(V)
curve was distorted strongly—the value of β
increased—and the characteristic itself was shifted to
lower voltages in the region of low currents (Fig. 3). Up
to pressures of ≅ 30 kbar, the I–V characteristics typi-
cally returned to their initial shape after the uniaxial
pressure was removed. In some cases, an irreversible
distortion of the exponential shape of the I–V character-
istics was observed for currents ≤3 × 10–3 A, which was
presumably due to irreversible changes in the crystal,
that appeared under pressure. A further increase in
pressure typically led to the fracture of crystals.

CONCLUSION

Thus, it was found that application of a uniaxial
pressure (parallel to the c-axis of the crystal) to 6H-SiC
p–n structures decreases the EL intensity at a fixed cur-
rent. In our opinion, a decrease in the EL intensity may
be due to a decrease in the concentration of holes
injected into the base (i.e., to a transformation of ther-
mal injection currents into tunneling currents). The I–V
characteristics observed in this case are typical of tun-
neling currents that are predominant in neutron-irradi-
ated SiC p–n structures [8] and also in unirradiated
structures at low temperatures. We note that the I–V
characteristics of this kind (with leakage currents) are
also possible in unirradiated structures at higher tem-
peratures. The observed reversibility of distortion of the
I–V characteristics suggests that strain fields arising in
SiC in the course of p–n junction growth may be a rea-
son for the appearance of such leakage currents.

In addition, it was found that the peak of the exci-
tonic EL band was shifted by ≈20 meV under the effect
of a pressure of 15 kbar. We note, however, that this
shift may be at least partly due to a weaker self-heating
of the structure. Among the conceivable reasons are
both a decrease in the applied voltage at the same cur-
rent (because of the changed shape of the I–V charac-
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teristic) and the possible improvement of the heat sink.
Thus, a conclusion can be made that the change in the
bandgap of 6H-SiC on applying a pressure of 15 kbar
does not exceed 20 meV.
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Abstract—Deep-level centers in GaAs-based p–n junctions, which were fabricated by a liquid phase epitaxy
in hydrogen or argon ambients, were investigated. The minority charge carrier lifetime for p-layers grown in
hydrogen is an order of magnitude larger than that for p-layers grown in argon. It is demonstrated that disimilar
deep-level centers are formed in different gas media. Two types of deep-level centers, which act as hole traps,
are found in the samples grown in hydrogen. The Arrhenius dependences for these centers are close to known
dependences for HL2 and HL5 centers, suggesting that the centers observed can be identified as HL2 and HL5
centers. One type of deep-level center, which is a hole trap, is found in the samples grown in argon. This center
is identified as arsenic in the gallium sublattice. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

At present, liquid phase epitaxy is one of the major
methods for obtaining the undoped GaAs layers and
formation of high-voltage p0–n0 junctions on their
basis. The p0–n0 junctions obtained in this way find
expanding application in the development of fast
diodes and thyristors. The mechanism of formation of
the undoped GaAs-based p–n structures by the back-
ground impurities was considered in [1, 2]. It was
found that the static and dynamic device characteristics
depend significantly on the parameters of the p-layers.
For this reason, the aim of this work was to investigate
the interface between the n-substrate and p-layer as
well as the p-layer itself.

2. SAMPLES

The high-voltage p0–n0 structures were grown on
the n+-GaAs:Sn substrates with the donor concentra-
tion Nd = 1018 cm–3 using a liquid phase epitaxy (LPE)
from the limited volume of a solution–melt in a quartz
vessel in the range from 900°C to room temperature in
an atmosphere of hydrogen (group 1) or argon
(group 2). Except for the gas medium, the samples of
both groups were prepared identically.

During the growth, first the p-layer and then the
n-layer was formed on the substrate because of self-
doping [1]. Subsequent to that, the n-layer was
removed by etching, and the p+-GaAs:Ge layer with the
acceptor concentration Na = 1018 cm–3 was grown on
the p-layer. The ohmic contact layers Au + Zn and
Au + Ge were formed on the p+- and n+-layers, respec-
tively. The samples 2 × 2 mm2 in size were cleaved
from the obtained epitaxial wafers with contact layers.

The evaluation of the possible Sn diffusion from the
n+-substrate demonstrates that the penetration of Sn in
1063-7826/00/3405- $20.00 © 20541
the p-layer can be neglected and, consequently, the
n+−p junction is virtually abrupt.

3. MEASUREMENT TECHNIQUES

The current–voltage (I–V) characteristics, the capac-
itance–voltage (C–V) characteristics, the DLTS signals
[3], and minority carrier lifetime were measured. The
automated equipment for capacitance transient spec-
troscopy of semiconductors was used [4]. The electron
lifetime τn in the p-base was measured using a Lax
technique with regard to a finite base thickness [5].

The concentration of shallow acceptors Nda and
deep-level centers Nt was determined by measuring the
C–V characteristics at two temperatures T1 and T2:

(a) T1 > 350 K, when the steady-state occupancy of
deep-level centers by electrons or holes keeps pace
with the variation of the dc voltage;

(b) T2 < 80 K, when the initial occupancy of deep-level
centers remains unchanged during measurements [6].

The concentration of ionized impurities Ni in the
space charge region (except for the layer of incom-
pletely ionized deep-level centers, the so-called
λ-layer) at T1 can be determined from the expression

(1)

and at T2, with the increase of the reverse bias from
zero, it can be determined from the expression

(2)

where Nda is the dopant concentration (shallow accep-
tors), Nta and Ntd are the concentrations of deep level
acceptors and donors in the lower half of the bandgap,
and Nd0 is the concentration of donors in the upper half
of the bandgap.

Ni T1( ) Nda Nta Nd0,–+=

Ni T2( ) Nda Ntd– Nd0,–=
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Subtracting (2) from (1), we find the concentration
of deep-level centers in the lower half of the bandgap:

(3)

4. RESULTS OF MEASUREMENTS
AND THEIR DISCUSSION

4.1. Samples of Group 1

The value of the Ni(T1) quantity for all of the sam-
ples was in the range of (0.9–1.2) × 1015 cm–3 and var-
ied only slightly within the space charge region thick-
ness w = 1.2–5.1 µm.

For T1 = 350 K, the value of w found from the for-
mula

(4)

coincides (within an error of 10%) with the value cal-
culated from the formula for an abrupt n+–p junction

(5)

where Cm is the experimental value of capacitance, A is
the n+–p junction area, ε is the dielectric constant, V is
the reverse voltage, Vbi is the contact potential differ-
ence between the n+ and p regions, and q is the elemen-
tary charge. This result confirms that the n+–p junction
is virtually abrupt.

The temperature dependences of capacitance at dc
reverse voltages were investigated. The measured
capacitance Cm for some of the samples varied substan-
tially in the temperature range T = 260–330 K. The
dependences Cm(T) for one of these samples at several
reverse voltages are shown in Fig. 1 (curves 1–3).
These dependences are defined by the presence of the
overcompensated layer in the diode base, which mani-

Ni T1( ) Ni T2( )– Nta Ntd.+=

Cm ε/Aw=

w
2ε V Vbi+( )

qNi T1( )
----------------------------,=
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Fig. 1. Temperature dependences of the measured capaci-
tance Cm for the samples of group 1 at reverse voltages V
(1) 5, (2) 10, and (3, 4) 20 V.
fests itself in an abrupt increase in the layer resistance
on cooling. We determined the capacitance and thick-
ness d of the overcompensated layer for a given sample
using the Cm values at T > 350 K and T < 200 K. No
dependence of the d value on the voltage is observed in
the reverse bias range of 5 < V < 20 V: d = 5.2 ± 0.3 µm.
This result demonstrates that a partially compensated
layer exists between the overcompensated layer and the
space charge region. This can be explained by the grad-
ual decrease in the dopant concentration along the base
depth. The dependence Cm(T) for another sample of
group 1 is also shown in Fig. 1 (curve 4). The observed
weak temperature dependence of the capacitance,
which is characteristic of the barrier capacitance [7],
points to the absence of the overcompensated layer.
Since the spread in Ni(T1) is small (see above), the pres-
ence or absence of the overcompensated layer is appar-
ently defined by the spread in Ntd over the wafer area.

For the samples without overcompensated layer, we
analyzed the C–V characteristics at T = 80 K and found
that Ni(T2) = (0.2–0.3) × 1015 cm–3. Subsequently, from
(3), we found Nta + Ntd = (0.7–0.8) × 1015 cm–3.

The DLTS signals were measured for the samples
without overcompensated layer in the temperature
range of 80 < T < 350 K. Two DLTS peaks, which were
identical for all of the samples, were observed in the
range of 230 < T < 350 K after switching from 0.1 to
10 V. These peaks correspond to two hole-trap deep-
level centers. The temperature dependences of the ther-
mal emission time τth(T) (Arrhenius plots) for holes
were found from these peaks for two deep-level centers
(Fig. 2, curves 1, 2). Ignoring the temperature depen-
dences of the hole-capture cross sections, we determine
the energies of ionization Et1 and Et2, the hole-capture
cross sections σp1 and σp2, and concentrations Nt1 and
Nt2 for these two centers. We found Et1 = Ev + (0.83 ±
0.02) eV, Nt1 = 0.3 × 1015 cm–3, σp1 = 10–(14 ± 1) cm2,
Et2 = Ev + (0.47 ± 0.02) eV, Nt2 = 0.4 × 1015 cm–3, and
σp2 = 10–(12 ± 1) cm2. Consequently, Nt1 + Nt2 ≈ Nta + Ntd.
Hence, the concentrations of deep-level centers mea-
sured using the methods of the C–V characteristics and
DLTS coincide.

Similar DLTS signals were obtained after switching
from the forward voltage, which corresponded to a cur-
rent of 10 mA, to the reverse voltage of 10 V. The
Arrhenius plots for both deep-level centers are close to
dependences for the HL2 (B) and HL5 (HB5, A) centers
according to reviews and reference books [8–12]
(Fig. 2, straight lines 3 and 4). It is known that HL2 and
HL5 centers are observed in certain GaAs layers grown
by LPE in an H2 atmosphere (see, for example, [2, 8, 11]).
We note that the significant spread of the data on ion-
ization energies and capture cross sections was
observed in [2, 8, 11]. It is possible that this spread is
caused by different growth conditions [11]. Another
possible cause of the spread of the parameters reported
in publications is the fact that even a small error in mea-
SEMICONDUCTORS      Vol. 34      No. 5      2000
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suring the Arrhenius plot can bring about a significant
error in the ionization energy and capture cross section.
The analysis performed allows us to suppose that the
deep-level centers of type 1 and deep-level centers of
type 2, which were observed in our work, are identical
to HL2 and HL5 centers, respectively.

The values of τn at a current density of 1–10 A/cm2

are equal to 200–250 ns. The electron-capture cross
section for the HL5 center is σn = 8 × 10–17 cm2 and for
the HL2 center is σn = 2 × 10–19 cm2 at T = 300 K [15].
Let us use the known formula τn = (σnvTnNt)–1. Here,
vTn is the thermal velocity of electrons (vTn = 4.5 ×
107 cm/s at T = 300 K). In this case, we have σn ≈
700 ns for the center concentration Nt = 0.4 × 1015 cm–3,
and, hence, the HL5 center in our samples is an efficient
recombination center.

4.2. Samples of Group 2

The value Ni(T1) = (2–3) × 1015 cm–3 was deter-
mined from measurements. The weak temperature
dependence of the capacitance (the temperature coeffi-
cient of the capacitance is equal to 2 × 10–4 K–1) points
to the absence of the overcompensated layer in the
base. One DLTS peak, from which the dependence
τth(T) was determined (Fig. 2, curve 5), was observed in
the range of 80 < T < 350 K. We determined the ioniza-
tion energy Et = Ev + (0.62 ± 0.02) eV and Nt = 0.2 ×
1015 cm–3 for this center (deep-level center of type 3).
The τth(T) dependence coincided with the τth(T) depen-
dence for Fe in GaAs [13] with an error less than 15%
(Fig. 2, curve 6). However, it is known that Fe is a rare
background impurity in the GaAs epitaxial layer [16].
This can be explained by a low segregation coefficient
of iron (on the order of 10–7) at the temperature of epi-
taxial growth (T < 800–900°C) [13]. Using this value of
the segregation coefficient, we can demonstrate that the
iron concentration in our epitaxial layers cannot exceed
1011 cm–3. The τth(T) dependence for a deep-level cen-
ter, which is denoted as HM1 and is supposedly an anti-
site defect (arsenic in the gallium sublattice) [14], is
also shown in Fig. 2 (curve 7). The τth value for this
deep-level center at room temperature is approximately
two times less than for the observed deep-level center
of type 3. However, the Schottky diodes with the shal-
low-impurity concentration in the base lower than
(5−10) × 1016 cm–3 were used in [14]. This means that
the field reaches a value several times higher than
105 V/cm even for the reverse voltage of several volts,
and the thermal emission can be several times more
intense in these fields [6, 17]. For this reason, we iden-
tify the deep-level center of type 3 hypothetically as
HM1 (i.e., as arsenic in the gallium sublattice) rather
than iron.

The electron lifetime at a current density of
1−50 A/cm2 is τn = 25–30 ns.
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Hence, different deep-level centers are formed in
the samples belonging to groups 1 and 2, although the
conditions of fabricating these samples were identical
except for the gas medium. Let us consider the possible
reasons for these distinctions. The GaAs layers are sat-
urated with silicon, oxygen, and their compounds from
the Ga melt during growth in the hydrogen atmosphere
mainly because of quartz reduction by hydrogen with
formation of silicon oxide and water vapor. As a result,
the silicon and oxygen content in an inactive state can
reach 1017–1018 cm–3 in undoped GaAs layers. Contam-
ination of the Ga melt with these impurities should be
substantially lower during GaAs growth in the argon
atmosphere. This leads to a significant difference in the
impurity background in the Ga melt and, consequently,
in the GaAs layer during the growth in the flows of H2

or Ar.

It is also known that the impurity type and concen-
tration additionally affect the concentration of electri-
cally active defects. In addition, silicon and oxygen are
the active complex-forming agents. The aforemen-
tioned suggests that the appearance of deep-level cen-
ters of type 1 (HL2) and deep-level centers of type 2
(HL5) in the samples of group 1 is related to the influ-
ence of silicon and oxygen. We can also suppose that
deep-level centers of type 1 and deep-level centers of
type 2 can contain the atoms of these elements. Accord-
ing to [18], the concentrations of HL2 and HL5 centers
are defined mainly by the growth temperature in H2.
However, our results point to the significant influence
of impurities on the concentration of these deep-level
centers, all other factors being the same.
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Fig. 2. Arrhenius plots. The sample of group 1: (1) deep-
level centers of type 1 and (2) deep-level centers of type 2
(our results), (3) HL2 and (4) HL5 (HB5) centers according
to [8]. The sample of group 2: (5) deep-level centers of
type 3, (6) Fe in GaAs according to [13], and (7) As in the
Ga sublattice according to [14].
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5. CONCLUSION
All n+–p junctions are virtually abrupt.
Different deep-level centers are formed in the p-lay-

ers grown in hydrogen and argon; the concentration of
deep-level centers is substantially lower in the latter
case. This can be explained by the substantially lower
concentration of oxygen and silicon. Deep-level cen-
ters in the samples grown in hydrogen are apparently
identical to the HL2 and HL5 centers. As for samples
grown in argon, these centers are identical to arsenic in
the gallium sublattice (HM1).

The absence of deep-level centers HL2 and HL5 in
the samples grown in argon points to the significant
influence of the impurity medium on the formation of
these centers. The minority carrier lifetime for the sam-
ples grown in argon is substantially less than for the
samples grown in hydrogen.
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Abstract—The photocapacitance effect was theoretically studied in the case of optical ionization of impurity
atoms in a monopolar MIS capacitor at low temperatures. Analytical expressions were derived for capacitance–
voltage and photocapacitance–voltage characteristics of the MIS capacitor with a p-type semiconductor elec-
trode. The dependence of photocapacitance sensitivity on bias was shown to exhibit a relatively narrow peak
whose height and position depend on donor concentration. Capacitance and photocapacitance characteristics
were calculated for the MIS capacitor with an indium-doped silicon electrode. © 2000 MAIK “Nauka/Interpe-
riodica”.
INTRODUCTION

The photocapacitance effect (PCE) in monopolar
metal–insulator–semiconductor (MIS) capacitors has
been observed [1–8] during photoexcitation in the
semiconductor fundamental absorption band at temper-
atures sufficiently high to ionize dopant atoms almost
completely. Under these conditions, the MIS device
capacitance varies due mainly to changes in the con-
centration of carriers of both signs, i.e., in the bipolar
mode.

The PCE can arise in the MIS capacitor during pho-
toexcitation in the impurity absorption band at low tem-
peratures due to variations in the concentration of ion-
ized impurity atoms and free carriers of the same sign,
i.e., in the monopolar mode.

In this work, we theoretically study the PCE in the
monopolar MIS capacitor at low temperatures when
dopant atoms are mostly unionized and at barrier bias
voltages on the order of the ionization potential of
impurity atoms, which almost corresponds to the mode
of flat bands. The dependence of the MIS device capac-
itance and photocapacitance sensitivity on the bias
magnitude and sign, the compensating impurity con-
centration, and temperature is considered.

MIS DEVICE CAPACITANCE

We consider a one-dimensional model of the MIS
capacitor with a monopolar-conduction extrinsic semi-
conductor as an electrode (see Fig. 1). An applied volt-
age induces the semiconductor surface potential ϕ0 and
charge Q(ϕ0) per unit capacitor area. Surface charges at
the insulator–semiconductor interface are assumed to
1063-7826/00/3405- $20.00 © 20545
be absent. The charge induced in the semiconductor is
related to the potential ϕ0 as

(1)

where ρ(ϕ) is the space charge density [9].
By definition, the differential static barrier capaci-

tance in the semiconductor is given by

(2)

Differentiating equation (1) and substituting it into (2),
we arrive at the general definition of the barrier capac-
itance

(3)

We use relationship (1)–(3) to calculate the barrier
capacitance in a p-type semiconductor doped by an
acceptor impurity with the ionization energy Ei and par-
tially compensated by a donor impurity with a shallow
energy level. We assume that the concentration of minor-
ity carriers (electrons) is negligible compared to the hole
concentration. Let Na and Nd be, respectively, acceptor
and donor concentrations. Hereafter, we assume impuri-
ties to be on average uniformly distributed.

The energy level and hole transition diagram is
shown in Fig. 2. Henceforth, c is the coefficient of hole
capture by an indium ion, q is the indium photoioniza-
tion cross section, φ is the photon flux density, p1 =
(Nv/g)exp(–Ei/kT) is the Schockley–Read concentra-
tion, and g is the acceptor-impurity degeneracy factor.
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In the absence of an electric field, in a steady-state
mode, and at a given temperature and a illumination
intensity, concentrations of holes p, ionized acceptors

, and neutral atoms  are defined by the set of
equations

(4)

and are given by

(5)

(6)

where  = p1 + qφ/c.

If an electric field is applied, the semiconductor
acquires the space charge density

(7)
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Fig. 1. Schematic of the MIS capacitor: (1) insulator and
(2) semiconductor; V is the bias, ϕ0 is the semiconductor
surface potential, and Q(ϕ0) is the charge induced in the
semiconductor.

Fig. 2. Diagram of energy levels and hole transitions.
We assume that the hole concentration p at a point with
potential ϕ is defined by the Boltzmann formula

(8)

where p0 is the hole concentration for ϕ = 0 and α =
e/kT. Then the space charge density is given by

(9)

Substituting ρ(ϕ0) into (1) and integrating it, we find
the induced charge as

(10)

Then, substituting ρ(ϕ0) and Q(ϕ0) into (3), we find an
analytical expression for the barrier capacitance Cb(ϕ0)
and its dependences on the potential ϕ0, temperature T,
and photoexcitation intensity φ.

However, the capacitance Cc is formed by a series
connection of insulator-layer and barrier capacitances
(Cd and Cb), so that

(11)

The voltage applied to the capacitor is a sum of the volt-
ages across the insulator layer and across the barrier
(Ud and ϕ0),

(12)

where Ud = Q(ϕ0)/Cd. Expressions (11) and (12) com-
pose a parametric representation of the dependence of
the capacitance Cc on the bias V with parameter ϕ0.
Here, Cd is assumed to be independent of Ud, tempera-
ture, and illumination intensity.

PHOTOCAPACITANCE EFFECT
We define the photocapacitance effect as the ratio of

the capacitance change dCc to the variation dI in the
intensity of radiation that causes ionization of impuri-
ties; thus, we have

(13)
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where I = hνφ is the illumination intensity. Taking into
account (11), the photocapacitance sensitivity at a con-
stant voltage is written as

(14)

where

(15)

More detailed formulas simplifying calculations are
given in the appendix.

Capacitance and photocapacitance characteristics
were numerically calculated for the MIS capacitor with
an electrode made of indium-doped silicon partially
compensated by a donor impurity with a shallow
energy level. There, the following values of the param-
eters were used. The insulating layer capacitance was
Cd = 100 nF cm–2 that corresponded to a SiO2 layer
approximately 35 nm thick. The indium concentration
was Na = 1016 cm–3. The indium atom ionization energy
in silicon was E1 = 160 meV. The rate of hole capture
by an indium ion was 2.5 × 10–6 cm3 s–1 and the cross
section of indium photoionization in silicon by light
with λ = 4 µm was q = 5 × 10–16 cm2. The indium accep-
tor level degeneracy factor was g = 6.

Then we varied the compensating impurity concen-
tration Nd, temperature T, and illumination intensity I.

DISCUSSION

C–V characteristics in the absence of photoexci-
tation. Figure 3 shows a family of C–V characteristics
calculated for T = 70 K and various compensating
impurity concentrations Nd used as a parameter. The
following features are noteworthy.

(i) There exists a Cc maximum with height almost
independent of Nd. As Nd decreases, the position of the
maximum shifts towards positive (depleting) voltages.
In particular, for Nd = Na/2, the maximum is at V = ϕ0 = 0.
As Nd further decreases, the Cc maximum shifts
towards positive voltages. In this case, as the positive
voltage increases, the capacitance initially increases,
reaches a maximum, and then decreases. For ϕ0 > ϕmax,
the C–V characteristic becomes similar to that of the
Schottky barrier at reverse voltages.

At a given temperature, the maximum capacitance
Ccmax weakly depends on compensating impurity con-
centration and can be estimated from Ccmax at Nd =
Na/2. In this case, the capacitance maximum is at V =
ϕ0 = 0 and the barrier capacitance Cb is controlled by
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the Debye screening length Ldb. At a low temperature,
when p1 ! Nd, the screening length is given by

(16)

Therefore, for Nd = Na/2, we have  = εkT/πe2Na;
hence,

(17)

Substituting Ccmax for V = 0 and Cd into (11), we find
Cbmax. Thus, one can estimate the majority-dopant con-
centration from the known values of Ccmax and Cd irre-
spective of Nd.

(ii) There exists a relatively broad Cc minimum at a
negative (enhancing) voltage bias. The Cc minimum
and its position depend on Nd. As Nd decreases, the Cc

minimum deepens and shifts toward positive voltages.
In particular, for Nd = 0, the minimum is observed at
exactly V = ϕ0 = 0. At Nd > 0, as the magnitude of the
negative voltage increases, the capacitance initially
decreases, reaches a minimum, and then increases
steeply, so that the device capacitance becomes limited
by the insulator layer capacitance.

In the voltage range where the capacitance reaches
a minimum, the space charge density is controlled
mainly by the compensating impurity concentration.

C–V Characteristics in the presence of photo-
excitation. Figures 4 and 5 show sets of C–V character-
istics in the case of photoexcitation by light of various
intensities; these characteristics were calculated for the
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Fig. 3. C–V characteristics of the MIS capacitor for Nd =

(1) 9 × 1015, (2) 5 × 1015, (3) 1 × 1015, (4) 1 × 1014, and
(5) 0.0 cm–3; Na = 1 × 1016 cm–3; T = 70 K.
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Fig. 4. C–V characteristic for Nd = 1 × 1014 cm–3 and I =

(1) 0, (2) 1 × 10–2, and (3) 1 × 10–1 W/cm2; Na = 1 ×
1016 cm–3; T = 60 K.

Fig. 5. C–V characteristics at Nd = 0 and I = (1) 0, (2) 1 × 10–3,

and (3) 1 × 10–1 W/cm2; Na = 1 × 1016 cm–3; T = 60 K.

Fig. 6. Sc–V characteristics of the MIS capacitor for Nd =

(1) 9 × 1015, (2) 5 × 1015, (3) 1 × 1015, (4) 1 × 1014, (5) 1 ×
1012, and (6) 0 cm–3; Na = 1 × 1016 cm–3; T = 60 K.
two most typical compensating impurity concentra-
tions Nd = 0 and Nd = 1 × 1014 cm–3 at T = 60 K.

Figure 4 shows that, at Nd = 1 × 1014 cm–3, the left
portion of the C–V characteristic shifts to positive volt-
ages as the light intensity I increases, so that light of a
given intensity increases the capacitance in a relatively
narrow bias range. At the same time, the effect of light
on the capacitance is absent in the right-hand portion of
the C–V characteristic, i.e., at positive biases, since

there we have  ! Na at a given concentration Nd.

Figure 5 shows a similar set of C–V characteristics
for Nd = 0; it can be seen that illumination changes Cc

in the entire range of voltage variation. For V < Vmax,
hence, for ϕ0 < ϕmax, the capacitance Cc increases as the
photoexcitation intensity I increases, whereas, for
V > Vmax and ϕ0 > ϕmax, the effect of I is the opposite.
This is caused by almost complete ionization of impu-
rity atoms Na in the barrier at a positive voltage when

ϕ0 > ϕmax. Therefore, light ionizes neutral atoms 
outside the barrier layer, which expands the barrier and
decreases the capacitance.

Photocapacitance sensitivity. Dependences of the
photocapacitance sensitivity Sc on bias were calculated
for various values of Nd at T = 70 K (Fig. 6). It can be
seen that the photocapacitance sensitivity manifests
itself as a relatively sharp peak whose position depends
on compensating impurity concentration. The value of
Sc reaches a maximum in the range Nd = (1 × 1013–
1 × 1014) cm–3. As Nd further decreases, the Sc maxi-
mum decreases at negative voltages and the Sc maxi-
mum appears at a relatively low positive voltage. In the
case of Nd = 0, Sc at positive voltages is virtually equal
to the largest value of Sc at negative voltages. Depen-
dences of Sc on bias are highly asymmetrical. A slow
decrease in Sc in the left-hand portion is caused by the
effect of a partial voltage drop across the insulator
layer.

CONCLUSION

Analytical formulas have been derived for the
capacitance and photocapacitance sensitivity of the
monopolar MIS capacitor with a semiconductor elec-
trode doped with an acceptor impurity with a deep
energy level. C–V characteristics of the monopolar MIS
capacitor were shown to become nonmonotonic at low
temperatures when impurity atoms in the semiconduc-
tor electrode are weakly ionized. For instance, a capac-
itance maximum arises at depleting biases under low
compensation (K ! 1) by a donor impurity, while a
capacitance minimum is observed at enriching voltages
for high compensation (1 – K ! 1). The photocapaci-
tance sensitivity of the monopolar capacitor at low tem-
peratures was shown to manifest itself as a relatively
sharp peak, with height and position depending on the

Na
0

Na
0
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compensating impurity concentration. The capacitance
and photocapacitance characteristics of the MIS capac-
itor with an indium-doped silicon electrode were con-
sidered.

The monopolar MIS capacitor with an indium-
doped silicon electrode can be used as a photodetector
of modulated infrared emission, with sensitivity limited
by a narrow range of bias variation (“selectivity” with
respect to bias).
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APPENDIX

Calculation of the MIS capacitor photocapaci-
tance sensitivity. To simplify calculations of Sc, we
transform formula (15) by introducing the notation

Then

and
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Abstract—Experimentally observed phenomenon of the origination of the mode of negative differential resis-
tance and switching in a tunnel diode under the effect of external microwave signal is theoretically interpreted.
The reasons for the existence of the ranges of bias voltages applied to the diode and the power levels of micro-
wave signal for which the phenomenon is observed are clarified. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

A high-strength microwave field substantially
affects the characteristics of charge transport in the
structures based on p–n junctions [1–3]. In [4, 5], the
phenomenon of variation in the shape of current–volt-
age (I–V) characteristics of tunnel diodes under the
effect of large-amplitude microwave signals was
observed experimentally and interpreted theoretically.
In particular, it was found that, as a result of the appear-
ance of a thermal current of hot charge carriers and the
detector phenomenon under the effect of microwave
power, the peak value of current in the forward I–V
characteristic decreases and the portion with negative
differential resistance disappears for a certain level of
microwave signal. If a tunnel diode energized by a dc
voltage power supply was used as an active element in
a self-excited oscillator, the above resulted in the sup-
pression of autooscillations [6].

The use of load resistances in the feed circuits of
tunnel diodes or a series connection of several tunnel
diodes causes the dc voltages to be redistributed
between the elements of an electric circuit under the
effect of the microwave signal [7]. In particular, such a
process can give rise to the mode of negative differen-
tial resistance and switching in the tunnel diode under
the effect of an external microwave signal in the case
where the voltage applied to the diode is much lower
than the peak value. Such phenomena are the objects of
this study.

EXPERIMENTAL

We studied experimentally the influence of high-
power microwave radiation on the shape of low-fre-
quency I–V characteristics of 1I308 tunnel diodes, with
a constant series resistance of 50 Ω being connected in
the feed circuit of these diodes.
1063-7826/00/3405- $20.00 © 20550
The tunnel diode was mounted on a holder in a res-
onator based on a section of a short-circuit waveguide
with a cross-sectional area of 7.2 × 3.4 mm2. The fre-
quency of microwave radiation was 38 GHz.

In order to reduce the effect of thermal heating of a
diode structure, we used the ac voltage power supply
with a frequency of 100 Hz.

The value of the supply voltage Vd of positive polar-
ity applied to the series connected tunnel diode and
resistance was chosen so that, in the absence of a
microwave signal, the bias voltage V0 applied to tunnel
diode did not exceed the peak value Vp.

Figure 1 shows the experimental I–V characteristics
of the tunnel diode measured for various power levels
of the microwave signal and within the same range of
voltages Vd.

It follows from the results obtained that, as the
power level of microwave radiation increases to a cer-
tain value, the bias voltage V0 applied to the tunnel
diode increases abruptly and the operating point falls
first in the region of negative differential resistance and
then in the diffusion portion of the I–V characteristic of
the tunnel diode; i.e., the mode of negative differential
resistance and the switching mode occur in the tunnel
diode as a result of microwave irradiation.

Figure 2 shows experimental dependences of the
bias voltage V0 applied to the tunnel diode on the value
of voltage Vd; they suggest that the switching voltage
corresponding to an abrupt transition of the tunnel
diode from the low-resistance state to the high-resis-
tance state decreases with the increasing power of
microwave radiation.

With a further substantial increase in the power of
microwave radiation, the region of negative differential
resistance disappeared and the I–V characteristic of the
tunnel diode became almost linear (Fig. 1, curve 6).
000 MAIK “Nauka/Interperiodica”
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MODEL USED IN CALCULATIONS

When simulating the behavior of a tunnel diode
incorporated into the microwave resonator, we used the
equivalent circuit shown in Fig. 3. The elements of this
equivalent circuit simulate the semiconductor diode
structure in the form of parallel connection of the
capacitance C and nonlinear resistance R [3]. The diode
case is simulated by the elements Lc and Cc, and the
waveguide section is represented by the input admit-
tance in the plane of the diode Y0.

It was assumed that the resistance of the diode base
was independent of the current and is much less than
the resistance R of the p–n junction for the bias voltages
V no greater than the contact-potential difference Vcont.
For V > Vcont, the value of R was assumed to be constant

and was defined as R = ρ , where ρ, l, and S are the

resistivity, thickness, and area of the base of the diode
structure.

The nonlinear resistance R was defined as the aver-
age resistance of the p–n junction for the first harmonic
of microwave current; i.e.

Here, V0 and V~ are the constant bias voltage and the
amplitude of alternating microwave voltage applied to
the tunnel diode, I is the current through the resistance
R, and T = 2π/ω is the period of microwave oscillations.

In the context of the model suggested, the constant
bias voltage V0 is identified with the instantaneous
value of the low-frequency alternating bias voltage
applied to the tunnel diode in the experiments; this low-
frequency voltage may be regarded as constant com-
pared to the microwave voltage.

When simulating the current through the tunnel
diode, we used an expression for the I–V characteristic
derived with allowance made for variations in the tun-
nel (IT), excess (IX), and diffusion (ID) components of
the total current I due to heating of the free charge car-
riers [5]; i.e., we have

l
S
---

R
V~

I~
------,   where  I~ A2 B2+ ,= =

A
2
T
--- I V( ) ωtsin t,d

0

T

∫=

B
2
T
--- I V( ) ωtcos t,d

0

T
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Here,
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Fig. 1. Experimental I–V characteristics of the tunnel diode
for the power levels of microwave radiation P0 equal to
(1) 0, (2) 50, (3) 100, (4) 400, (5) 800, and (6) 1200 mW for
Vd = 900 mV.

Fig. 2. Experimental dependences of the bias voltage V0
applied to the tunnel diode on the supply voltage Vd for the
power levels of microwave radiation P0 equal to (1) 0,
(2) 100, (3) 400, (4) 800, and (5) 1200 mW.
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where fCT(ε) and fVT(ε) are the Fermi–Dirac distribution
functions for electrons in the conduction and valence
bands for the electron temperature Tn; Tp is the hole
temperature; T0 is the lattice temperature; A, A1, and ax

are constants; TT is the probability of tunneling transit
through the potential barrier between the p-region and
the n-region; gc(ε) and gv(ε) are the densities of energy
states in the conduction and valence bands; εc and εv are
the energies corresponding to the bottom of the conduc-
tion band and to the top of the valence band; εg is the
bandgap; ζn and ζp are the quasi-Fermi levels in the n-
and p-type semiconductors; Dx is the density of occu-
pied states located in the forbidden band above the top
of the valence band by the energy εx defined as

Dn and Dp are the diffusion coefficients for electrons
and holes; S is the cross-sectional area of the p–n junc-
tion; and V is the voltage applied to the diode.
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Fig. 3. Equivalent microwave circuit of a tunnel diode
mounted in a microwave resonator.
We calculated the I–V characteristic of the diode
taking into account the detector effect and using the
relationship

It was taken into account in calculations that the
constant resistance Rl connected in series with the tun-
nel diode was included in the feed circuit. The current–
voltage characteristic Ic(V0) was determined by solving
the equation

where Vd is the supply voltage applied to the series-
connected tunnel diode and the resistance.

The amplitude of microwave voltage V~ was deter-
mined from the value of microwave power P absorbed
by the diode; i.e.,

In order to calculate the power absorbed by the diode
mounted in the resonator, we used the expression [8]

where P0 is the power of microwave radiation incident

on the diode, N =  is the coefficient of the reflec-

tion of microwave radiation from the diode, and Y =

jωCc +  + jωLc  is the admittance of the

tunnel diode.

RESULTS OF CALCULATIONS

The calculations showed that, if the microwave sig-
nal was absent and a small-amplitude forward voltage
was applied, most of the applied voltage dropped
across a 50-Ω resistor connected in series with the tun-
nel diode. As the forward voltage Vd increases, a steady
increase in the bias voltages across the tunnel diode V0
and across the series resistor Vl occurs, with the ratio
between these voltages equal to the ratio of the corre-
sponding resistances under the dc conditions (Fig. 4,
curve 1). If the voltage V0 reaches the peak value Vp (in
the case under consideration, Vp ≈ 110 mV), an abrupt
redistribution of voltages between the tunnel diode and
the resistor occurs: as Vd increases from 1220 to
1240 mV, the voltage V0 increases from 110 to 420 mV;
i.e., the tunnel diode switches from the low-resistance
state to the high-resistance one, in which case the oper-
ating point is abruptly transferred along the load line
from one ascending portion of the I–V characteristic to
another ascending portion of this characteristic.

Ic
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When the microwave signal is applied to the tunnel
diode, a decrease in the total-current tunnel component,
a sharp increase in the diffusion component, and an
insignificant increase in the excess component of the
total current through the tunnel diode are observed [5].
This causes the peak current Ip in the forward portion of
the tunnel-diode I–V characteristic to decrease as the
bias voltage Vp corresponding to this peak current is
increased somewhat. Consequently, the effect of the
microwave signal on the tunnel diode consists in an
increase of the tunnel-diode dc resistance in the range
of predominance of the tunnel component of the total
current and in a decrease of this resistance in the range
of predominance of the diffusion component of the
total current.

Such changes in the I–V characteristic of the tunnel
diode cause the voltage V0 across the tunnel diode to
increase with increasing microwave power and with Vd

kept constant in the range of positive slope of the I–V
characteristic in the vicinity of zero bias. As the micro-
wave power increases to a certain value Pp, the voltage
V0 reaches the value corresponding to the starting point
of the descending portion in the I–V characteristic of
the tunnel diode, and an abrupt redistribution of dc volt-
ages between the tunnel diode and the series resistance
occurs (Fig. 5, curves 3, 4); as a result, the operating
point is transferred along the load line through the
region of negative differential resistance to a point
located at the ascending portion of the tunnel-diode I−V
characteristic. It is this effect that was observed in the
experiment outlined above.

As was mentioned above, a further increase in the
microwave power causes the tunnel-diode resistance to
decrease in the region of predominance of the diffusion
component of the total current (i.e., at the second
ascending portion of the tunnel-diode I–V characteris-
tic). This leads to a slight decrease in the bias voltage
V0 applied to the tunnel diode for a fixed value of Vd.

Figure 6 shows the tunnel-diode I–V characteristics
calculated for various power levels of microwave radi-
ation and for the same range of voltages Vd.

It is noteworthy that the changes in the I–V charac-
teristic of the tunnel diode caused by microwave irradi-
ation with increasing power result in a shift of the
region of abrupt increase in V0 in the dependence V0(Vd)
to smaller values of Vd (Fig. 4, curves 2–4).

Since, as follows from the results of calculations
illustrated in Fig. 5, the value of Pp for which V0 reaches
the value corresponding to the starting point of the
descending portion of the I–V characteristic is defined
by the voltage Vd and increases with decreasing Vd, the
effect of abrupt redistribution of voltages is bound to be
observed at higher levels of microwave power for small
values of Vd. On the other hand, an appreciable increase
in the microwave power causes the current to decrease
in the maximum of the tunnel-diode I–V characteristic
and to increase in the minimum of this characteristic to
SEMICONDUCTORS      Vol. 34      No. 5      2000
such an extent that the I–V characteristic ceases to have
an N-shape and becomes similar to the forward I–V
characteristic of an inversed diode. For a still larger
magnitude of the microwave signal, the I–V character-
istic of the diode becomes almost linear.

Such a change in the I–V characteristic causes the
effect of abrupt switching of the tunnel diode from the
low-resistance state to the high-resistance state to dis-
appear and the region of negative differential resistance
to cease to exist. In this case, abrupt changes in V0 in the
dependences V0(P) (Fig. 5, curves 1, 2) and V0(Vd)
(Fig. 4, curves 5, 6) are no longer observed.

Consequently, for a given type of tunnel diode and a
chosen value of series resistance, there exist a minimal
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Fig. 4. Calculated dependences of bias voltage V0 applied to
the tunnel diode on the supply voltage Vd for the power lev-
els P0 of microwave radiation equal to (1) 0, (2) 50, (3) 100,
(4) 400, (5) 800, and (6) 1200 mW.

Fig. 5. The bias voltage V0 applied to the tunnel diode as a
function of the power level P0 of microwave signal for the
supply voltages Vd equal to (1) 250, (2) 350, (3) 500, and
(4) 550 mV.
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value Vdm of the voltage and a corresponding value V0m

of the bias voltage for which the phenomenon of nega-
tive differential resistance and switching under the
effect of external microwave signal becomes possible.
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0 100 200 300
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5

Fig. 6. The tunnel-diode I–V characteristics calculated for
the microwave-radiation power levels P0 = (1) 0, (2) 50,
(3) 100, (4) 400, (5) 800, and (6) 1200 mW.
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Fig. 7. The direct current of tunnel diode as a function of the
power level of microwave radiation for Vd = (1) 250,
(2) 270, and (3) 300 mV.
In the absence of a microwave signal, the value of cur-
rent I0m for a 1I308 diode is equal to 0.5Ip for V0 = V0m
and Rl = 50 Ω .

It is worth noting that, choosing the bias voltage at
the positive-slope portion of the I–V characteristic
V0m < V0 < Vp and connecting a resistance of Rl = 50 Ω
in series with the diode (so that Rl is much larger than
the tunnel-diode resistance R0 in the vicinity of zero
bias), we can use the external microwave signal to
switch the tunnel diode over the region of negative dif-
ferential resistance with respect to voltage (Fig. 4,
curves 2, 3, 4); if the resistor with Rl = 10 Ω comparable
to R0 is employed, one can use the microwave signal to
switch the tunnel diode over the region of negative dif-
ferential resistance with respect to current (Fig. 7).

The results of the calculations are in good qualita-
tive and quantitative agreement with the experimental
data obtained.

CONCLUSION

Thus, we demonstrated experimentally and substan-
tiated theoretically the possibility of initiating the mode
of negative differential resistance and switching in a
tunnel diode exposed to microwave radiation for supply
voltages lower than the peak value.
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Abstract—The effect of a heating wave distortion on recombination currents and electromotive force generated
at the p–n junction in a strong microwave field was studied. High-frequency perturbations of the surface poten-
tial and the p–n junction height by the heating wave under the conditions of short and open circuits were shown
to decrease the effective barrier height and to cause an anomalously high electromotive force, respectively.
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Currents and electromotive force (emf) generated in
the p−n junction subjected to a strong microwave field
are accounted for by two complementary mechanisms.
One is electron and hole heating by a strong microwave
field [1, 2]. Another mechanism is distortion of the
electric component E of the microwave field; i.e, a
change in the field direction relative to the initial one E0
inside a sample [3, 4]. The wave electric field inside a
diode can be resolved into perpendicular (E⊥ ) and par-
allel (E||) components relative to the sample surface (see
Fig. 1). The basic effect of the parallel component E|| is
limited to electron and hole heating. This is taken into
account by corresponding temperatures Te and Th. The
perpendicular component E⊥  heats carriers and changes
the p−n junction potential barrier height and the surface
potential. The barrier height modulation in a strong
microwave field increases the p−n junction currents and
emf [3]. The wave modulates not only by the p−n junc-
tion potential ϕ but also by the surface potential ϕs.
However, the effect of surface potential modulation on
currents and the emf generated at the p−n junction in a
strong microwave field has not been discussed in the
available publications. This work is aimed at studying
the effect of surface potential modulation on currents
and the emf generated at the p–n junction in the micro-
wave field.

The perpendicular component E⊥  modulates the p−n
junction barrier height ϕ and the surface potential ϕs
with the microwave frequency as

where ϕ is the p−n junction potential barrier height, ϕ0
is its equilibrium value in the absence of a microwave
field, U–v is the dc voltage at the p−n junction, U~v is the
ac voltage that drops across the p−n junction and is

ϕ ϕ 0 U–v U~v ωt,cos+ +=

ϕ s ϕ s0 U~s ωt,cos+=
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caused by E⊥ , and U~s is the ac voltage drop across the
surface layer. The p−n junction band diagram in the
microwave field is shown in Fig. 2. Voltages are related
to E⊥  by the following formulas:

(1)

Here, lp and ln are boundaries of the p−n junction
space-charge region and (d – l) and d are space charge
near-surface regions. As shown in [5], the surface
recombination rate S strongly depends on carrier tem-
peratures and the surface potential ϕs. The current j in a
strong microwave field is given by

(2)

Here,

other notation is conventional and corresponds to that
used in [3, 4]. For ∆n ! p0 + n0, the surface recombina-
tion rate is written as

(3)

U~v t( ) E⊥ t( ) x, U~s t( )d

lp–

ln

∫ E⊥ t( ) x.d

d l–

d

∫= =

j U Te Th, ,( ) e
Dp pn

Lp

------------Fh U Th,( )=

+
eSnp

1 d/Ls+
--------------------Fe U Te,( )

eqs
0

1 d/Ls+
--------------------.+

Fh U Th,( )
eϕ0

kT
--------

e ϕ0 U–( )
kTh

------------------------–exp 1,–=

Fe U Te,( )
eϕ0

kT
--------

e ϕ0 U–( )
kTe

------------------------– 1;–exp=

S
Nsγ1sγ2s p0 n0+( ) eϕ s/k( ) 1/Th 1/Te–( )[ ]exp

γ1sn1 γ2s p1 Fes γ1s U Te, ,( ) Fhs γ2s U Th, ,( )+ + +
----------------------------------------------------------------------------------------------------------------,=
2000 MAIK “Nauka/Interperiodica”



556 GULYAMOV et al.
where

Thus, the surface recombination rate strongly depends
on the surface potential ϕs. Both the surface recombina-
tion rate and the voltage drop U = U–v + U~vcosωt
across the p−n junction appear in formula (2) for the
dark current. Thus, the microwave field distortion
changes the p−n junction barrier height and the surface
potential. This induces a high alternating current
through the diode. Its average value is given by

(4)

where jr is the recombination current in the p−n junc-
tion and
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Fig. 1. Origination of the perpendicular component of the
wave electric field.
To derive the latter formula, the mean-value theorem
was used [6]. In (4), quantity  is given by

(5)

where

For U–v = 0, we find the short circuit current through
the diode as

(6)

When the surface recombination dominates over the
bulk one, the first term in (6) can be neglected. It fol-
lows from (6) that the dependence of the short circuit
current on the inverse temperature of carriers is con-
trolled by the p−n junction barrier effective height.
Then, the potential barrier effective height is written as
ϕ0 – . Hence, the effect of the barrier height mod-
ulation in the short circuit mode is reduced to a
decrease in the potential-barrier effective height. The
latter was determined in [7, 8] from the dependence of
the short circuit current on the inverse temperature of
electrons. The measurements in the short circuit mode
have shown the potential barrier effective height to be
approximately twice lower than its true value ϕ0. Thus,
variations in the p−n junction barrier height and the sur-
face potential decrease the former. Hence, both the
recombination in the p−n junction region and the sur-
face recombination during modulation of the p−n junc-
tion barrier and of the surface potential height lead to a
decrease in the p−n junction barrier effective height and
the surface potential, as well as to an increase in the
short circuit current. The surface potential modulation
enhances generation and recombination currents,
which follows from (4). When the p−n junction barrier
height ϕ and the surface potential ϕs are varied in phase
with the wave, the surface recombination rate strongly
increases. This leads to a drastic increase in forward
and reverse currents of the p−n junction, which was
indeed observed in [7, 8] in the presence of a strong
microwave field. It follows from (4) that an increase in
the forward and reverse currents can be accounted for
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by modulation of the p−n junction potential barrier and
the surface potential.

We now analyze the open circuit voltage Uoc gener-
ated at the p−n junction in a strong microwave field.
The open circuit voltage can be found by setting  in
(4) equal to zero. For the sake of simplicity, we con-
sider the case Te = Th, for which

(7)
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Fig. 2. Band diagram of the p–n junction in the strong
microwave field.
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where the first term –(Te/T – 1)ϕ0 corresponds to the
emf generated at the p−n junction due to carrier heat-
ing. The second and third terms account for the surface
carrier recombination and the surface potential modu-
lation. It follows from (7) that the modulation of the
p−n junction barrier height and surface potential
strongly increases the emf. As is evident from (7), the
emf can be generated even in the absence of heating
merely due to the modulation of the p−n junction bar-
rier height and the surface potential. As the microwave
power increases, the emf can take on anomalously high
values. The anomalously large values of emf generated
at the p−n junction in the microwave field even in the
case of weak heating, as observed in [7, 8], were appar-
ently caused by the barrier height modulation by micro-
waves and the carrier recombination at surface states.
Based on the above, we can conclude that the surface
potential modulation caused by microwave distortion
in the short- and open-circuit modes leads to a decrease
in the effective barrier height and to the anomalously
high emf generated at the p−n junction even in the case
of weak heating.
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Abstract—Polycrystalline (CuInSe2)x(2ZnSe)1 – x films (x = 0.6–1.0) with p-type conductivity and a thickness
of 0.5–0.9 µm were obtained by pulsed laser evaporation. It is shown that a chalcopyrite–sphalerite transition
occurs in the above system for x = 0.7. The obtained films were used to fabricate the photosensitive structure of
the In/p-(CuInSe2)x(2ZnSe)1 – x and InSe(GaSe)/(CuInSe2)x(2ZnSe)1 – x types. Spectral dependences of photo-
voltaic-conversion quantum efficiency were studied, and the photosensitivity of the structures in relation to the
type of energy barrier and the composition was analyzed. It is concluded that the structures under consideration
can be used as broadband photovoltaic converters. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Ternary I–III–VI2 semiconductor compounds are
the closest crystallochemical analogs to the binary II–VI
semiconductors and are formed by replacement of two
atoms from Group II by one atom from Group I and one
atom from Group III [1]. Studies of ternary and multi-
nary compounds expand appreciably the potentialities
of the science of semiconductor materials. Thus, for
example, the use of ternary and multinary phases with
chalcopyrite structure has made it possible to develop
thin-film Cu(In, Ga)Se2-based solar cells with conver-
sion efficiency as high as 18% [2, 3]. Further improve-
ment in the characteristics of such photovoltaic con-
verters would rely on the studies of the relation of the
properties of specific structures to technological pro-
cesses and also on utilization of new systems of solid
solutions based on I–III–VI2 semiconductors. In the
context of these studies, solid solutions based on ter-
nary and binary compounds have recently attracted the
attention of the designers of solar cells [4–7]. In partic-
ular, it was shown [4–7] that, in a CuInSe2–2ZnSe sys-
tem, there exists a continuous series of solid solutions
whose bandgap varies continuously with changes in
composition and ranges from 2.67 (for ZnSe) to
1.04 eV (for CuInSe2).

In this work, we used the method of pulsed laser
evaporation to obtain thin films of CuInSe2–2ZnSe
solid solutions, on the basis of which we fabricated and
studied for the first time the photosensitive structures of
several types.
1063-7826/00/3405- $20.00 © 20558
2. EXPERIMENTAL

As targets in the laser evaporation for the formation
of the films, we used the crystals of
(CuInSe2)x(2ZnSe)1 – x solid solutions obtained by pla-
nar crystallization in a vertical one-zone furnace [5].
The source components of high purity (copper, indium,
and zinc of 99.999% purity, and selenium of
99.99999% purity) were mixed in stoichiometric ratio
and charged into quartz ampules, which were prelimi-
narily subjected to chemical treatment (etching in a
mixture HNO3 : HCl = 1 : 3 of acids, rinsing in distilled
water, and drying at 400 K). After the stoichiometric
mixture of the components was charged, the ampules
were evacuated to a residual pressure of 10–3 Pa, sealed,
and put in the furnace. The phases were synthesized by
raising the temperature to 1100 K with a rate of 50 K/h;
in order to homogenize the alloy, it was then kept for
about 2 h at the above temperature under conditions of
continuous vibration. Next, the temperature of the alloy
was raised to 1270–1470 K (depending on the solid-
solution composition) with the same rate as above, and
the alloy was kept again for 1 h at the aforementioned
temperatures. Afterwards, the vibration was termi-
nated, and the planar crystallization of the alloy was
effected by lowering the furnace temperature with a
rate of 2 K/h until the alloy was completely solidified.
In order to homogenize the ingots obtained, we had to
subject them to additional heat treatment at 1070 K for
300 h. The resulting ingots with the aforementioned
composition range had a pronounced mosaic structure
and were 14 mm in diameter and 40 mm in length.
000 MAIK “Nauka/Interperiodica”
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The atomic composition of solid solutions was
determined by chemical analysis; the results showed
that the composition of crystallized phases was in satis-
factory agreement with the charge composition [5].

The homogeneity of (CuInSe2)x(2ZnSe)1 – x solid
solutions was determined by X-ray diffraction using a
DRON-3M diffractometer (filtered Cu radiation was
employed). Studies showed that a structural phase tran-
sition occurs in the solid-solution system under consid-
eration in the vicinity of x = 0.7. Within the range of
x = 1.0–0.7, the crystallized solid solution has a chal-
copyrite structure, whereas the cubic sphalerite struc-
ture was found in the solid solutions with x < 0.7. Vari-
ation in the unit-cell parameters obeys the Vegard law
in the studied system of solid solutions.

The system of pulsed laser evaporation of semiconduc-
tor materials that we developed includes a commercial
free-running laser (λ = 1.06 µm and τpuls = 10–3 s). The
laser beam was focused onto the (CuInSe2)x(2ZnSe)1 – x
target surface using a glass lens with a focal length of
500 mm. Typically, the surface of semiconductor
wafers was set at an angle of 45° with respect to the
direction of the laser beam. The repetition rate of laser
pulses was 3 × 10–2 Hz, with the energy of a pulse being
150–180 J. The films were deposited in a vacuum
chamber at a residual pressure of 2 × 10–5 Pa, and the
condensation rate was 20–40 µm/s. As the substrates, we
used plates of Corning 7059 glass, whose temperature
during deposition was kept in the range of 770–790 K;
the plates were preliminarily cleaned using conven-
tional chemical methods. The thickness of deposited
films was 0.5–0.9 µm over the active area of 2 cm2.

The X-ray studies showed that the diffraction pat-
terns of (CuInSe2)x(2ZnSe)1 – x solid-solution films fea-
tured a system of lines corresponding to the chalcopy-
rite or sphalerite structures, depending on the composi-
tion. The films were polycrystalline with a preferred
orientation in the (112) plane for 0.7 ≤ x ≤ 1. The values
of the unit-cell parameters are consistent with the data
for bulk crystals and vary linearly with x, which indi-
cates that the composition of the films corresponds to
that of the target. These studies suggest that pulsed
laser evaporation is a promising method for producing
films of ternary and quaternary semiconductor phases.

3. RESULTS AND DISCUSSION

Tentative studies of phenomena at the contacts of
various metals with p-type (CuInSe2)x(2ZnSe)1 – x
solid-solution films suggested that the photovoltaic
effect was reproducibly observed in the structures con-
sisting of a thin vacuum-deposited indium film (d =
0.5 µm) in contact with the surface of the obtained solid
solutions. Indium was deposited onto the surface of
laser-sputtered films without any additional treatment
of this surface. The thus obtained structures feature
reproducibly the rectification effect (typically, the ratio
of forward and reverse currents is &10 for the bias volt-
SEMICONDUCTORS      Vol. 34      No. 5      2000
age of U = 2–3 V). The conducting direction corre-
sponds to positive polarity of external bias applied to
the solid-solution films. As can be seen from Table 1,
the residual resistance R0 is much lower in the barriers
involving the solid solutions than in that involving the
positionally ordered CuInSe2 phase. This fact can result
from extension of acceptor behavior of zinc atoms
(characteristic of CuInSe2 compound) to the solid solu-
tions [1].

In the Schottky barriers obtained, the photovoltaic
effect is observed reproducibly; this effect is dominant
in the case of illumination of such structures from the
side of the indium layers that are always negatively
charged, which corresponds to the rectification direc-
tion. The voltage photosensitivity in the highest quality
structures reaches 1 V/W at T = 300 K. The highest rel-
ative quantum efficiency of photovoltaic conversion ηm

is observed in the barriers involving the solid-solution
films with x = 0.7 (Table 1); however, it should be noted
that the value of ηm for the barriers involving films of
almost the same atomic composition may vary within a
rather wide range (Table 1, samples 3, 4), which is
apparently related to the effects of differences in tech-
nological conditions of preparing the solid-solution
films.

Spectral dependences of relative quantum efficiency
η("ω) for the Schottky barriers in relation to the atomic
composition of (CuInSe2)x(2ZnSe)1 – x films at room
temperature under conditions of illumination from the
side of the barrier contact are shown in Fig. 1. The val-
ues of a number of the photosensitivity parameters of
the structures under consideration are listed in Table 1.
The long-wavelength edge of photosensitivity in the
barriers based on both the solid-solution films and the
positionally ordered CuInSe2 compound is exponential
(Fig. 1), and its slope S = δ(lnη)/δ("ω) ranges from 15
to 30 eV–1 in different structures (Table 1), which is
characteristic of vertical band-to-band transitions [8–10].
As x increases, the long-wavelength edge of photosen-
sitivity and the energy position "ωm of the peak tend to
shift to shorter wavelengths, which corresponds to the
formation of (CuInSe2)x(2ZnSe)1 – x solid solutions
[11]. The full width of the spectra η("ω) at half maxi-

Table 1.  Photoelectric properties of In/p-(CuInSe2)x(2ZnSe)1 – x
thin-film surface-barrier structures at T = 300 K

Serial no. 
of the film

x,
mol %

R0, 
10–3 Ω

"ωm, 
eV S, eV–1 δ1/2,

eV
ηm, arb. 

units

1 1 100 1.3 14 1.36 5
2 0.9 1.2 1.3 18 0.8 1
3 0.7 1.7 1.7 18 1.24 380
4 0.7 6.7 1.7 26 1.19 1.2
5 0.6 5.0 1.3 25 0.34 0.5
6 0.6 1.7 – – – –
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mum δ1/2 (Fig. 1, Table 1) indicates that the photovol-
taic conversion is broadband in such structures and cor-
responds to the solar radiation spectrum. It is notewor-
thy that the narrowest band spectra η("ω) were
observed for the barriers based on the films of solid
solutions with sphalerite structure (Fig. 1, curve 4).
Apparently, in the range of compositions correspond-
ing to the occurrence of the chalcopyrite–sphalerite
phase transition, the photosensitivity processes may be
affected by variation in the type of ordering in the struc-
ture of the material. Obviously, this issue should be
given further consideration.

With the aim of obtaining the photosensitive struc-
tures, we also studied the possibility of bringing the as-
grown mirror surface of the films into a direct optical

η, arb. units
10.0

5.0

1.0

0.5

1 2 \ω, eV

1

2

3

4

1 meV

Fig. 1. Spectral dependences of the relative quantum efficiency
of photovoltaic conversion by In/p-(CuInSe2)x(2ZnSe)1 – x
Schottky barriers for unpolarized light at T = 300 K for x =
(1) 1, (2) 0.9, (3) 0.7, and (4) 0.6 mol %. The structures were
illuminated from the side of the barrier contact.

Table 2.  Photoelectric properties of InSe(GaSe)/
(CuInSe2)x(2ZnSe)1 – x heterostructures

Serial 
no. of 

the film

x,  
mol %

Hetero-
com-
pound

"ωm, eV S, eV–1 δ1/2, 
eV

ηm, arb. 
units

1 1 InSe 2.25 46 0.6 4

2 0.9 ″ 2.0–2.07 27 0.9 2

3 0.7 ″ 1.41 40 0.8 58

4 0.7 ″ 1.6 38 1.0 150

5 0.6 ″ 1.4 26 0.6 5

6 0.6 ″ 1.4 51 0.5 21

3 0.7 GaSe 2.0–2.07 38 >0.7 –
contact with cleaved platelets of lamellar III–VI semi-
conductors (InSe and GaSe). As in the case of indium
layers, such heterostructures do not require any heat
treatments for their fabrication; this is especially
appealing when applied to the chalacogenide films
under consideration, because the above procedure does
not induce additional changes in the atomic composi-
tion and crystal structure of as-grown materials
[12, 13]. When fabricating these heterostructures, we
used electrically homogeneous single crystals of
n-InSe (n = 1016 cm–3) and p-GaSe (p = 1014 cm–3)
compounds; platelets with average dimensions of
3 mm × 3 mm × 0.02 mm can be easily obtained by
cleaving the above crystals [14]. Direct contact of the
platelets with (CuInSe2)x(2ZnSe)1 – x chalcogenide
films makes it possible to produce heterostructures
that exhibit rectifying properties and a photovoltaic
effect. It was found that the photosensitivity of the
highest quality n-InSe/p-(CuInSe2)x(2ZnSe)1 – x and
p-GaSe/p-(CuInSe2)x(2ZnSe)1 – x structures for all x
was two–three orders of magnitude higher than that in
the case of Schottky barriers in the same structures. The
maximal voltage photosensitivity (measured at 300 K)
of heterostructures based on n-InSe was as high as
102 V/W, and, in the case of p-GaSe, it was even higher
(5 × 102 V/W).

Figure 2 shows the spectra η("ω) of typical hetero-
structures based on n-InSe and the solid-solution films
with differing compositions. In order to eliminate the
effect of optical absorption in the heteropair layers
adjoining the active heterostructure layers and having
almost the same values of bandgaps EG [11], we
recorded the η("ω) spectra in the configuration where
the radiation was directly incident on the heterobound-
ary. In order to avoid superimposition, the η("ω) spec-
tra for different heterostructures in Fig. 2 were shifted
along the vertical axis.

The main special features of the η("ω) spectra con-
sist in the following.

Energy positions of the long-wavelength exponen-
tial edge of η("ω) and the narrow peak (Fig. 2,
curves 1, 2) or the kink for the photon energy of "ω =
1.21 eV (Fig. 2, curves 3, 4) were found to be close to
the value of EG for InSe [11, 12]. Therefore, we may
assign the long-wavelength photosensitivity cutoff for
heterostructures, which is the same for all values of x in
(CuInSe2)x(2ZnSe)1 – x films used in the heterostruc-
tures, to interband absorption in an InSe crystal [12]. It
should be emphasized that the long-wavelength cutoff
of η("ω) in the InSe-based heterostructures is found to
be shifted to shorter wavelengths as compared to that for
Schottky barriers in the same (CuInSe2)x(2ZnSe)1 – x
films (Figs. 1, 2). This may be attributed to the fact that
the active region of the structures under consideration
is largely located in the binary compound as a result of
the higher doping level of polycrystalline solid-solution
films as compared to InSe. For this reason, the photo-
sensitivity of the heterostructures in the spectral region
SEMICONDUCTORS      Vol. 34      No. 5      2000
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of optical absorption by the material of
(CuInSe2)x(2ZnSe)1 – x films hardly affects the η("ω)
spectra of these heterostructures (Fig. 2).

High steepness of η("ω) spectra of InSe-based
structures is determined by vertical optical transitions
(Table 2). It can be seen that the absolute maximum of
η in such heterostructures is attained deep inside the
fundamental absorption region of InSe; as a result,
experimental values of "ωm exceed the bandgap of the
InSe compound.

For all values of x, the photosensitivity of the struc-
tures, as in the case of Schottky barriers formed with
(CuInSe2)x(2ZnSe)1 – x films, is found to be broadband

η, arb. units

102

4

3

103

101

2 1

1 meV

1 2 3
\ω, eV

104

Fig. 2. Spectral dependences of relative quantum efficiency
of photovoltaic conversion by n-InSe/(CuInSe2)x(2ZnSe)1 – x
heterostructures for unpolarized light at T = 300 K for x =
(1) 1, (2) 0.9, (3) 0.7, and (4) 0.6 mol %. The structures were
illuminated over the area of interface between InSe and the
solid solution. Arrows indicate the peaks of the spectra for
"ω = 1.21 eV.
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and is characterized by the value of δ1/2 = 0.5–1.2 eV
(Table 2). As follows from Table 2, the maximal photo-
sensitivity ηm is observed in heterostructures based on
the films with x = 0.7.

The presence of pronounced oscillations in photo-
sensitivity is the most interesting feature of the η("ω)
spectra of InSe/(CuInSe2)x(2ZnSe)1 – x structures. It can
be seen from Fig. 2 that the energy positions of extrema
in the case of different heterostructures involving the
contacts of the same InSe platelet with the films of dis-
similar solid solutions are close to each other. Taking
this into consideration, we may relate the observed fea-
tures to interference of incident radiation in the InSe
single crystal. As in the case of the Schottky barriers, it
should be noted that the η("ω) spectra of
InSe/(CuInSe2)x(2ZnSe)1 – x heterostructures match the
solar-radiation spectrum.

The photovoltaic effect and rectification were also
observed in p-GaSe/p-(CuInSe2)x(2ZnSe)1 – x hetero-
structures. Typical spectral dependence η("ω) for one
such structure illuminated from the GaSe side is
shown in Fig. 3. As for the InSe-based heterostruc-

\ω, eV

η, arb. units

1 meV

10–1

100

101

102

1 2 3

103

1.91

1.97

Fig. 3. Spectral dependence of the relative quantum
efficiency of photovoltaic conversion for the
p-GaSe/(CuInSe2)x(2ZnSe)1 – x heterostructure at T =
300 K. The structure was illuminated from the GaSe side.
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tures, the dependence η("ω) is largely determined by
photoactive absorption in GaSe, and the highest volt-
age photosensitivity of such structures is observed if
the structures are illuminated from the side of the
binary compound and, in this case, attains a value on
the order of 5 × 102 V/W at 300 K. The energy posi-
tion of the exponential photosensitivity edge in
p-GaSe/p-(CuInSe2)x(2ZnSe)1 – x structures is consis-
tent with band-to-band transitions in GaSe [11, 14].

If all the structures considered above were illumi-
nated with linearly polarized radiation incident nor-
mally to the photosensitive surface, the short-circuit
current was independent of the polarization-plane posi-
tion in the entire range of photosensitivity. Conse-
quently, there is no natural photopleochroism in such
structures [14]. This is consistent with the fact that the
detected radiation is incident on the active heterostruc-
ture region along the isotropic direction for III–VI sin-
gle crystals and that the (CuInSe2)x(2ZnSe)1 – x solid
solutions are polycrystalline.

4. CONCLUSION

Thus, we fabricated photosensitive structures on the
basis of (CuInSe2)x(2ZnSe)1 – x films obtained by laser
evaporation and deposition of indium layers and by
bringing these films into optical contact with the
cleaved InSe and GaSe surfaces. The results of our
studies indicate that solid-solution films can be used for
fabrication of broadband photovoltaic natural-radiation
converters whose long-wavelength cutoff can be con-
trolled by atomic composition of III–VI compounds.
The results we obtained also indicate that it is expedient
to continue the efforts to grow III–VI layers on the sur-
face of (CuInSe2)x(2ZnSe)1 – x thin films in order to
develop thin-film solar-radiation converters.
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Abstract—The energies of localized acceptor states in quantum wells (strained Ge layers in Ge/Ge1 – xSix het-
erostructures) were analyzed theoretically in relation to the quantum well width and the impurity position in the
well. The impurity absorption spectrum in the far IR range is calculated. Comparison of the results of the cal-
culation with experimental photoconductivity spectra allows an estimation of the acceptor distribution in the
quantum well to be made. In particular, it was concluded that acceptors may largely concentrate near the het-
erointerfaces. The absorption spectrum is calculated taking into account the resonance impurity states. This
allows the features observed in the short-wavelength region of the spectrum to be interpreted as being due to
transitions into the resonance energy levels “linked” to the upper size-quantization subbands. © 2000 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The electronic structure of shallow impurities in
semiconductor heterostructures with quantum wells
(QWs) is known to depend significantly on the well
width and the position of an impurity center within the
well. In the case of donors, the wave function confine-
ment by barriers leads to stronger electron localization
near the impurity ion, thereby making the binding
energy higher in comparison with the bulk semicon-
ductor. The binding energy is the highest if the impurity
is situated at the QW center and decreases markedly
when it is shifted toward the QW boundary [1, 2]. An
additional factor reducing the binding energy appears
in the case of the acceptor: the hole effective mass at the
bottom of the first subband decreases because of the
heavy and light hole subband splitting due to the size-
quantization effects. In strained structures, the built-in
strain also influences the shallow acceptor spectrum,
leading to an additional subband splitting and decreas-
ing the effective mass of holes. All these factors allow
the acceptor binding energy in the QW to be varied,
with the heterostructure parameters changed, which is
of interest for creating extrinsic photodetectors for the
far-infrared (FIR) range.

This work is concerned with shallow acceptors in
QWs in strained multilayer Ge/Ge1 – xSix heterostruc-
tures grown on the Ge substrate in the (111) crystallo-
graphic direction. In these structures, the Ge layers act-
ing as QWs for holes are compressed in the plane per-
pendicular to the growth direction because of the lattice
mismatch for the materials constituting the heterostruc-
ture [3].
1063-7826/00/3405- $20.00 © 20563
A method for calculating the spectra of shallow
acceptors in QWs is developed in this work. This
method made it possible to obtain the wave functions
for both localized and delocalized states, to calculate
binding energies for the ground and excited states, and
to find spectra of free hole photogeneration in hetero-
structures for the FIR range. The calculation method
used was proposed in [4]. It is based on an expansion of
the acceptor wave function in free hole wave functions
in QWs. However, the incorrect choice of the basis
functions in [4] led to qualitatively erroneous results: it
was predicted that the twofold degeneracy of acceptor
states is lifted in strained QWs (see also [5]). An inte-
gral equation was derived in [6] for the coefficients of
the acceptor wave function expansion mentioned
above. Unfortunately, the authors of [6] solved this
equation using the variational technique, which, first,
impaired the calculation accuracy (especially for
excited states) and, second, gave no way of finding the
continuum spectrum states and, therefore, failed to pro-
duce the optical absorption coefficient and photogener-
ation spectra.

A comparison of the experimental photoconductiv-
ity spectra of the QW Ge/Ge1 – xSix heterostructures
with the photogeneration spectra calculated for various
impurity positions in the QWs suggested that a signifi-
cant number of acceptors may concentrate at the het-
erointerface.

2. CALCULATION TECHNIQUE

The energies of acceptor states were found by solv-
ing the Schrödinger equation. The Hamiltonian was
chosen as a sum of the kinetic energy (Luttinger’s
000 MAIK “Nauka/Interperiodica”
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Hamiltonian), the potential energy of a hole in the QW,
the deformation term, and the energy of the Coulomb
interaction with the charged acceptor [7]. Similarly to
[6], the axial approximation was used; i.e., the hole dis-
persion law was assumed to be isotropic in the QW
plane. For this purpose, the terms proportional to (γ2 – γ3)
(γ2 and γ3 are the Luttinger parameters [7]) were
dropped in the nondiagonal elements of the Luttinger
Hamiltonian. We note that the first-order perturbation
correction to the energy, associated with the dropped
terms, is zero.

Within the axial approximation, the component of
the total angular momentum ±J normal to the QW
plane is conserved and the acceptor spectrum is doubly
degenerate with respect to the sign of this component
(i.e., ±J). Note that, in accordance with group theory,
the electronic structure of an acceptor in a QW grown
on the (001) or (111) plane must be doubly degenerate
even with account taken of the hole dispersion law
anisotropy in the QW plane.

The acceptor wave function was sought for as an
expansion in the eigenfunctions of holes in the QW
containing no acceptor:

(1)

where k is the hole wave vector; n is the number of a
size-quantization subband; s = ±1 is the parity with
respect to reflection in the plane containing the wave
vector k and the normal to the QW plane; and ϕ(k, n, s, r)
is the eigenfunction of a hole in the QW. Taking into
account that the dependence of the coefficients CJ(k, n, s)
on the wave vector is given by [4]

(2)

where α is the angle characterizing the wave vector
direction, we can derive the following equation for
determining CJ(k, n, s):

(3)

where ε(k, n) is the hole dispersion law in the nth sub-
band, E is the energy,

(4)

β is the angle between the wave vectors k and k', χ is the
semiconductor’s permittivity, and e is the elementary
charge. The heterointerface polarization due to a slight
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permittivity mismatch between the quantum well and
barrier materials is not taken into account here. Note
that the kernel of the integral operator in the equation
for CJ(k, n, s) is symmetric with respect to the variables
k, n, s, k', n', s', and V is real. This enables us to solve
equation (4) diagonalizing the symmetric real matrix.
Indeed, if the step in k' is chosen less than the Bohr
radius, the integrand varies only slightly in a single
step. In this case, the integral can be written as a sum
over discrete k' values. Also, CJ(k, n, s) are apparently
small for k much larger than the inverse Bohr radius.
Therefore, the series can be truncated without any sig-
nificant error. It is also clear that, if the QW depth much
exceeds the acceptor ionization energy and the acceptor
is located inside the QW, the contribution to the wave
function from the three-dimensional (above-barrier)
states can be neglected. Thus, the problem of finding
the localized and delocalized acceptor states is reduced
to diagonalization of a finite symmetric matrix.

Energy eigenvalues have been found for states cor-
responding to the angular momentum components J =
±3/2, ±1/2, and ±5/2 in the Ge/Ge1 – xSix heterostruc-
tures. For the acceptor ground state, we have J = ±3/2;
and for the lower excited states, J = ±1/2, ±3/2, and
±5/2. Anisotropy-related corrections to the level ener-
gies were calculated in terms of the second-order per-
turbation theory. For heterostructures grown on the
(111) plane, the anisotropy leads to an interaction
between the states with the angular momentum compo-
nents J and J ± 3. The strongest influence is exerted by
the anisotropy on the ground state of the acceptor. For
Ge/GeSi heterostructures, consideration of the second-
order correction increases the acceptor binding energy
by 3.0–3.5%. Consideration of the anisotropy changes
the energy of the excited states of acceptors by less than
1% in these structures.

The described method yields wave functions both
for localized states and for states belonging to the con-
tinuum, which enables calculation of the probabilities
of the dipole-optical transitions between impurity lev-
els beyond the Born approximation. This makes it pos-
sible to describe not only the position but also the shape
of lines in the observed photoconductivity spectrum of
the Ge/GeSi heterostructures and, therefore, to study
impurities in these structures in more detail. The photo-
conductivity signal is proportional to the free-hole gen-
eration intensity per unit volume (Ihg). Under the effect
of electromagnetic radiation, a hole makes a transition
into the continuum or is transferred to excited localized
states. In the former case, the free-hole generation
intensity per unit volume is given by

(5)

where n is the impurity concentration and W is the
probability of a hole transition from the ground state
into the continuum per unit time under the influence of
radiation. In the latter case, a hole that has been trans-
ferred to an excited state may pass into the continuum

Ihg nW ,=
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upon absorbing an acoustic phonon (thermal ionization);
then, the free carrier generation intensity is given by

(6)

where W is the probability of hole transition to the
excited state per unit time and Pph is the thermal ioniza-
tion probability.

The transition probability per unit time under the
action of circularly polarized electromagnetic radiation
is written as

(7)

where x and y are the Cartesian coordinates in the QW
plane, E is the electric field strength of the electromag-
netic wave, hν is the half-width of the energy levels, Ei

is the ground state energy, Ef is the final state energy,
and G(Ef) is the density of states. Note that transitions
are allowed between the ground state and the states
with total angular momentum components J = 5/2 and
–1/2 for one direction of circular polarization and J =
1/2 and –5/2 for the other.

As already noted, not all carriers transferred to the
excited states can be found in the continuum; that is
why the photoconductivity spectrum differs essentially
from the transition intensity spectrum. The probability
of thermal ionization of a level for E @ kT can be
expressed as [8, 9]

(8)

where A is temperature-dependent. The calculated free-
hole photogeneration spectra agree well with the exper-
imental photoconductivity spectra if we assume that,
for deep excited states (such that E @ kT, with kT ≈
0.4 meV at T = 4.2 K), A ≈ 1 [in equation (8)], and, for
shallow states (such that E < kT), Pph ≈ 1.

3. RESULTS AND DISCUSSION

3.1. Calculation of Energy Levels

Shallow acceptor spectra calculated for Ge/GeSi
heterostructures are shown in Figs. 1 and 2. As can be
seen from Fig. 1, the ionization energy of the ground
state of acceptors at the QW center decreases with
increasing QW width, which is due to a weakening of
the Coulomb interaction between a hole and an accep-
tor. However, for dQW = 350 Å, the binding energy is
lower than that in the bulk Ge subjected to biaxial com-
pression equal to the compression of Ge layers in the
heterostructures under consideration (indicated by an
arrow in Fig. 1). Such a nonmonotonic dependence of
the binding energy on the QW width reflects the dual
effect of spatial confinement on the binding energy of
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W
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shallow acceptors. The curves for two excited state
energies are also shown in Fig. 1. The ionization ener-
gies of the lower excited states with the angular
momentum components J = 5/2 and 1/2 are seen to
increase with decreasing QW width, which is due to a
stronger wave function localization at the acceptor and,
therefore, to an increasing Coulomb energy. However,
it should be noted that the ionization energies of excited
states with the angular momentum component J = 3/2
decrease with decreasing QW width. The structure of
the excited state wave functions with this angular
momentum component has to be considered in more
detail in order to gain insight into the origin of this
effect. The expansions of the acceptor wave function in
the wave functions of free holes in the QW include
functions related to different size-quantization sub-
bands. Note that, if the QW width is large, the lower
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Fig. 1. Calculated binding energies of the ground and lower
excited states of an acceptor at the center of a QW in a
Ge/Ge0.88Si0.12 heterostructure (ε = 2.1 × 10–3) in relation
to the QW width. Solid line: J = ±3/2 (curve 1 is for the
ground state, and curves 2 and 3 are for the lower excited
states corresponding to this angular momentum compo-
nent). Dashed line: J = ±1/2, ±5/2. The arrow indicates the
acceptor binding energy in bulk Ge subjected to “equiva-
lent” uniaxial tension.

Fig. 2. Calculated binding energies of the ground and lower
excited states for Ge/GeSi samples 306 (solid line) and 308
(dashed line) in relation to the impurity position in the QW
(sample parameters as in Fig. 3).
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state (2) is mainly formed by the functions of the sec-
ond size-quantization subband, while the upper state
(3), mainly by those belonging to the first subband.
When the QW width decreases, the ionization energy
of the state (2) (which is linked to the second size-quan-
tization subband) decreases fast. For a QW width of
about 200 Å, the states (2) and (3) approach each other
to the largest extent and “exchange” their wave func-
tions. For an even smaller QW width, the state (2) is
already formed by the wave functions of the first size-
quantization subband. Because of this, the dependence
of the ionization energy of state (2) on the QW width
becomes smoother (see Fig. 1), with the state (3)
formed by functions of the second size-quantization
subband pushed upwards into the continuum.

The dependence of the ground and lower excited
state energies on the acceptor position in the QW is
shown in Fig. 2. The ionization energy of the ground
state of the acceptor is clearly seen to decrease nearly
twofold in moving from the QW center to the heteroint-
erface, which is also associated with a decrease in the
Coulomb energy. Note that the binding energy starts to
change significantly when the impurity approaches the

(a)

(b)

2.5 5.0 7.5 10.0
hω, meV

Photoconductivity, arb. units

Fig. 3. FIR photoconductivity spectra of multilayer
Ge/Ge1 – xSix heterostructures with QWs, (a) no. 306 (x =

0.12; dQW = 200 Å, ε = 2.1 × 10–3; and NQW = 162) and

(b) no. 308 (x = 0.09, dQW = 355 Å, ε = 0.34 × 10–3; and
NQW = 162). Solid lines represent the experimental data;
dashed lines represent the free-hole generation spectra cal-
culated under assumption of a uniform impurity distribution
over the QWs of heterostructures under study. The dotted
line in (a) represents the free-hole generation spectrum cal-
culated under the assumption that a delta-layer of acceptors
is present at the heterointerfaces along with the uniform
impurity distribution. The surface density of the impurity in
this layer is half the integrated concentration of the uni-
formly distributed impurity.
QW edge to a distance of about 50 Å, which corre-
sponds to the spatial scale of localization of the accep-
tor ground state wave function in the growth direction.

It can also be seen in Fig. 2 that the ionization
energy of the excited states decreases only slightly as
the heterointerface is approached. The reason is that the
QW width is comparable with the localization scale of
the acceptor’s excited-state wave function and, conse-
quently, even an impurity located at the QW edge
“feels” both the heterointerfaces.

3.2. Spectra of Free-Hole Generation from Impurity
in a QW in Ge/GeSi Heterostructures

The outlined method presents an opportunity to
describe the generation spectrum of free (i.e., delocal-
ized) holes under the action of FIR radiation beyond the
Born approximation. The generation is associated with
excitation of shallow acceptor centers located in the
QWs in the heterostructure.

Most of the investigated heterostructures were not
intentionally doped; they contained only residual
acceptors (with a concentration on the order of
~1014 cm–3). It seems reasonable to suppose that these
impurities are distributed uniformly in the QW. How-
ever, some features of the growth process favor accu-
mulation of impurities near the heterointerfaces.
Indeed, a heterointerface is a source of point defects,
and a vacancy can behave as a shallow acceptor in ger-
manium.

The experimental photoconductivity spectra of two
samples with different QW widths (solid lines) are
shown in Fig. 3. The dashed lines represent the free-
hole generation spectra calculated under the assump-
tion of a uniform distribution of impurities over the
QWs in the heterostructures under study. These gener-
ation spectra are mainly due to the transitions between
the levels of an impurity residing at the QW center. The
reason is that the quantum wells in the heterostructures
under study contain a substantial layer of impurities
with ionization energies close to the acceptor ionization
energy at the QW center (for sample no. 308, Ei =
7.4 meV; for no. 306, Ei = 7.35 meV; see Fig. 2). The
layer thickness is about 75% of the total QW width in
sample no. 308 and about 50% in sample no. 306. It can
be seen that both the position and the shape of the pho-
toconductivity spectral lines of sample no. 308 can be
described in terms of the uniform impurity distribution
model.

At the same time, it should be noted that the occur-
rence of a strong long-wavelength band in the photo-
conductivity spectrum of sample no. 306 cannot be
explained in terms of a uniform impurity distribution
over the QW. We have to assume that, in addition to the
uniformly distributed impurities, there is a considerable
amount of acceptors concentrated near the heterointer-
face, since their ionization energy corresponds to the
short-wavelength photoconductivity band. The dotted
SEMICONDUCTORS      Vol. 34      No. 5      2000
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line in Fig. 3a represents the free-hole generation spec-
trum calculated, assuming that, in addition to the uni-
form impurity distribution, there is a delta-layer of
acceptors near the heterointerfaces. It can be seen that
the short-wavelength features and the right-hand edge
of the long-wavelength band of the photoconductivity
spectrum of sample no. 306 are well described by this
model. The long-wavelength wing of the photoconduc-
tivity spectrum of sample no. 306 (as already men-
tioned in [10]) can be related to ionization of acceptors
in the barrier and also to excitation of A+ centers located
in QWs.

The short-wavelength region of the photoconductiv-
ity spectrum of sample no. 306 is shown in Fig. 4. The
dashed line represents the free-hole generation spec-
trum calculated for an impurity residing at the center of
the QW in sample no. 306, with account taken of the
resonance impurity levels. The peak in this spectrum
coincides with the short-wavelength edge of the
17−20 meV photoconductivity band in the experimen-
tal spectrum. This photoconductivity peak is associated
with transitions from the ground state to the resonance
levels mainly formed by the states of the third size-
quantization subband. The appearance of a broad pho-
toconductivity band instead of the narrow line in the
experimental spectrum can be explained by the vari-
ance of the QW width. The theoretical curve also
exhibits some features at photon energies of 11 and
12 meV; their positions coincide with the weakly pro-
nounced lines in the experimental spectrum. These

8 10 12 14 16 18 20 22

0

hω, meV

0.5

1.0

1.5

2.0

Photoconductivity, arb. units

Fig. 4. Short-wavelength region of the photoconductivity
spectrum of sample no. 306. The solid line represents the
experimental photoconductivity spectrum. The dashed line
corresponds to the hole generation spectrum calculated for
an impurity at the QW center in sample no. 306.
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lines are associated with transitions from the ground
state to the resonance levels mainly formed by states of
the second size-quantization subband. Thus, short-
wavelength features of the absorption spectrum present
an opportunity to study the positions of resonance lev-
els linked to the upper size-quantization subbands.
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Abstract—Excitonic photoluminescence spectra in the ZnS–ZnSe strained-layer superlattices with imperfect
heterointerfaces were studied experimentally. It is shown that the energy states of excitons in these structures
are affected both by interface imperfections and internal strain caused by the lattice mismatch between the
semiconductors composing the superlattice layers. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known that the optical and electrical properties
of semiconductor devices with quantum wells (QWs)
and superlattices (SLs) depend substantially on the
degree of the in-plane uniformity of the layer thick-
nesses [1–7]. Uncontrolled fluctuations result in the
formation of QW domains with thicknesses differing
from the design value LW by an integer number of the
lattice constants. As a consequence, heterointerfaces
between the semiconductors composing the structure
appear in the form of growth islands or valleys [2]. As
distinct from the case of a QW with ideal interfaces, the
energy spectrum and behavior of excitons in actual
QWs and SLs are determined by the ratio between the
island lateral size Dx and the exciton radius R [3]. If
Dx ~ R, the intrinsic QW luminescence originates from
the recombination of excitons localized in the wells of
the potential relief formed due to the thickness fluctua-
tions. The common feature shared by all disordered
QWs is the existence of the Stokes shift of the photolu-
minescence (PL) spectrum with respect to the absorp-
tion spectrum maximum (correspondingly, to the
reflection spectrum minimum), so that the PL line falls
within the QW forbidden band, where the absorption
coefficient is small [8–12]. Investigating the samples
with individual ZnS–ZnSe QWs, we established that
the shape of their reflection and PL spectra is largely
determined by the imperfections in the interface [7–9].
Analyzing the PL line shape, we found that the scale of
fluctuations in those samples does not exceed the ZnSe
lattice constant (5.6684 Å).

If the lateral size and thickness of the islands are
increased significantly (Dx @ R), a drastic transforma-
tion of the exciton PL and reflection spectra is
observed. Substantial deviations from the two-dimen-
sional (layer-by-layer) growth can be caused simply by
an improper choice of the parameters in the growth
1063-7826/00/3405- $20.00 © 20568
chamber, such as the temperature, flux rates of the reac-
tants, etc. [10]. Another, more fundamental reason is
related to the internal strain in the quantum structure,
which inevitably appears if the structure is composed
from lattice-mismatched semiconductor materials. In
our case, the lattice constant difference between ZnS
and ZnSe amounts to 4.6%. Thus, elastic energy can be
accumulated in the ZnSe layers due to the contraction
of its unit cells, and the initial two-dimensional growth
can turn into the three-dimensional growth with the
island formation, the so-called Stranski–Krastanov
mode [1]. Because of insufficient information available
on the surface adsorption processes, we cannot a priori
specify unambiguously which of these two reasons lead
to the formation of the island interface structure in the
strained ZnS–ZnSe QWs and SLs.

In this paper, we report the results of experimental
studies of the exciton energy spectra in the strained-
layer ZnS–ZnSe SLs grown by the photostimulated
gas-phase epitaxy [10]. It is established that fluctua-
tions result in the formation of QW regions of increased
thickness (exceeding the design value by several ZnSe
lattice constants) with lateral dimensions two order of
magnitude greater than the exciton size. Since the exci-
ton coherence length is substantially increased within
such regions, these SLs can be treated as a set of sepa-
rate QWs with discrete thicknesses. Different QW
regions give rise to different components of the PL
band, a phenomenon which has been confirmed exper-
imentally. It is shown that the spectral position of these
components is largely affected by the internal strain in
the ZnS–ZnSe SLs under consideration. It is empha-
sized that, due to the strain, the height of the potential
barrier for electrons depends considerably on the QW
thickness, which should be taken into account when
analyzing the PL spectra.
000 MAIK “Nauka/Interperiodica”
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2. ENERGY SPECTRUM OF THE STRAINED-
LAYER ZnS–ZnSe QUANTUM STRUCTURES

Let us characterize the strain state of the ZnS–ZnSe
SL by the following three parameters: the in-plane lat-

tice constant a|| and the two lattice constants  in the
growth direction (indices 1 and 2 refer to ZnSe and
ZnS, respectively). In the case of pseudomorphic
growth, a|| = a0, where a0 is the lattice constant of the
substrate (e.g., GaAs). The other situation, when the SL
can be considered free-standing, occurs if its total
thickness is well above the critical value [15, 16]. Then,

(1)

(2)

where D1, 2 = 2 , , and  are the elastic con-

stants; G1, 2 are the shear moduli; and a1, 2 are the bulk
lattice constants of ZnSe and ZnS, respectively. The SL
strain is described by the strain tensor ε, whose diago-
nal components are given by [16]

(3)

(4)

The internal strain can be expressed as a sum of iso-
tropic and uniaxial components, which differ qualita-
tively in their effect on the semiconductor band struc-
ture. The isotropic strain results in the energy shift of
the edges of conduction band Ec and valence band Ev

with respect to the corresponding equilibrium posi-
tions. The magnitude of the shift is determined by the
electron and hole deformation potentials ac and av ,
respectively; their sum gives the full isotropic deforma-
tion potential a = ac + av . The uniaxial strain results in
the splitting of the ZnSe valence band, which is degen-
erate at the Γ-point, into the heavy- and light-hole sub-
bands Evh and Evl , respectively. The magnitude of the
splitting is determined by the uniaxial deformation
potential b [15, 16].

Recently, the “model-solid” theory, developed in
[15, 16], became the most widely used in calculations.
It combines simplicity with efficiency and enables one
to calculate the heterostructure characteristics from the
parameters of the binary semiconductors. Strain may or
may not be included in the calculation; i.e., both lattice-
mismatched and lattice-matched materials may be con-
sidered [5, 16]. Employing the principles of this theory,

a⊥
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a||
a1G1L a2G2Lb+

G1L G2Lb+
----------------------------------------,=

a⊥
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a1 2,-------- 1– 
 –
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1 2,
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1 2,--------- C11
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a1 2,-------- 1.–=
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let us first calculate the conduction- and valence-band-
edge discontinuities ∆Efc and ∆Efv in the unstrained
ZnS–ZnSe structure [16]:

(5)

(6)

Here, ∆Eav =  – , where Eav is the energy posi-
tion of the valence band “centroid” related to Ev by

Ev = Eav +  (here,  is the spin–orbit energy

splitting);  is the bandgap energy; and  =  +

. Substituting the corresponding numerical values,

given in the table, we obtain ∆Efc ~ 0.14 eV and ∆Efv ~
0.9 eV.

Next, inclusion of the deformation changes the
internal state of the SL, and the new values for the
band-edge discontinuities ∆Ec and ∆Ev are related to
∆Efc and ∆Efv in terms of the respective deformation
potentials [5]:

(7)

(8)

for εij ! 1, the relative volume change is given by

 ≈ (εxx + εyy + εzz). The last term in (8) is related to

the uniaxial deformation component [16]:

(9)

(10)
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ZnS and ZnSe material parameters

Parameter ZnSe ZnS Source

a, Å 5.6684 5.4093 [5]

ac, av, eV –3.65, 1.67 –4.09, 2.31 [5, 15]

Eg, eV 2.823 3.84 [15, 16]

C11, C12, Mbar 0.859, 0.506 1.066, 0.666 [5–7]

b, eV –1.2 –0.7 [5, 7, 15]

G 1.447 1.803 [15]

∆0, eV 0.143 0.070 [5, 6]

Eav, eV –8.37 –9.15 [15]
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Using equations (1)–(10), we can calculate the well-
width dependence of the potential barrier heights ∆Ec

and ∆Ev , as well as the energies Θe and Θhh of the first
(n = 1) quantum-confined electron and heavy-hole lev-
els, in the free-standing SL approximation at Lb = 60 Å;
the results of calculations are shown in Fig. 1. The
∆Ec(L) and ∆Ev(L) dependences were calculated from
equations (7) and (8), and Θe(L) and Θhh(L) were deter-
mined from the transcendental equation

(11)

where me = 0.17m0 and mhh = 0.6m0 are the bulk ZnSe
electron and hole masses, respectively.

The dependence of the heavy-hole exciton binding
energy on the well width in the ZnS–ZnSe structures,
with the internal strain accounted for, is given by

(12)

where Ex(L) is the heavy-hole exciton binding energy,
which also depends on L. This dependence can be
obtained from the solution of the Schrödinger equation
in the “fractional dimension” model and expressed in

L( )2 "
2

2m jΘ j L( )
------------------------ 

 =

× π 2
Θ j L( )
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Fig. 1. Variation of Θe, ∆Ec, and Θfe in relation to the quan-
tum well width L. Insert: Θhh and ∆Ev as functions of the
well width.
terms of the parameter α, which determines the elec-
tron-hole interaction anisotropy [7]:

(13)

(14)

where Ex = 21 meV and aB = 50 Å are the bulk ZnSe
exciton binding energy and the Bohr radius, respec-
tively, and L* is the effective QW width accounting for
the penetration of electron and hole wave functions into
the barrier:

(15)

(16)

(17)

It can be seen from Fig. 1 that, if the well-width depen-
dence of ∆Ec is taken into account, Θe approaches a
maximum at L ~ 20 Å and then decreases; this can be
compared to the electron energy level dependence
Θfe(L) calculated for the constant ∆Efc ~ 0.14 eV, as
shown in Fig. 1. Such behavior of Θe(L) is caused by an
increase in the electron potential barrier height with
increasing QW thickness.

Due to the partial penetration of electron and heavy-
hole wave functions into the barrier, the effective well
width L*, which is “felt” by the particles, differs from
the geometric width. For L = 5.66 Å, ∆Ec = 10 meV, and

∆Ev = 930 meV, we find from equation (16) that  ~

12.3 Å and  ~ 2.7 Å. Thus, since the extension of
the electron wave function decreases with increasing L,
the initial growth of Θe(L), which is also caused by the
accompanying increase in ∆Ec, occurs. At the same

time, for the heavy holes,  < L in the entire range of
the QW widths and, consequently, the dependence
Θhh(L) is proportional to the conventional 1/L2. It can
be easily found that the Θe(L) dependence transforms
into the conventional 1/L2 if the initial value of ∆Ec

exceeds 0.1 eV. At first glance, it would seem that, since
∆Ec ! ∆Ev , the Ehh(L) dependence should be entirely
determined by the behavior of Θhh(L); however,
because the large heavy-hole mass Θhh(L) decreases
rapidly as L increases and for L > 24 Å, Θe ≈ Θhh, the
behavior of Ehh(L) is determined by the electron com-
ponent (see Fig. 1).
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3. EXPERIMENTAL RESULTS
AND DISCUSSION

1. The ZnS–ZnSe SLs under study were grown by
photostimulated gas-phase epitaxy on GaAs(001) sub-
strates and were composed of 80 11-Å-thick ZnSe
QWs separated by 60-Å-thick ZnS barriers; the thick-
nesses were determined from the growth rates mea-
sured for ZnSe and ZnS epitaxial films deposited on
GaAs(001). To reduce the influence of the GaAs sub-
strate on the SL, a ZnSxSe1 – x buffer layer (with x =
0.07) of ~ 0.4 µm thickness was grown between them.
A He–Cd laser (λ = 325 nm) with 10 mW average
power was used as an excitation source, and a halogen
lamp was used to record the reflection spectra. The
samples were mounted in a cryostat with working tem-
peratures T = 4.5–300 K, and the spectra were taken
with a DFS-12 monochromator equipped with an
FEU-79 photomultiplier operating in the photon count-
ing mode.

2. In Figs. 2 and 3, we present the reflection and PL
spectra originating from the heavy-hole exciton transi-
tions for one of the selected SLs. Similar spectra related
to the light-hole excitons are shifted to shorter wave-
lengths by ~ 200 meV [7]. Let us discuss some features
of the spectra obtained. Along with the main minimum
at E1s = 2.997 eV, the reflection spectrum exhibits a
number of additional minimums; those at 2.963 and
2.936 eV reveal themselves most clearly (see Fig. 2).
The PL band, presented in the same figure, has a width
at half-maximum of ~ 50 meV and an asymmetric
shape with an extended long-wavelength wing, where

410

0

420 λ, nm

0.5

1.0

E1s

PL

Refl.

PL Intensity, arb. units

Fig. 2. Reflection and photoluminescence spectra of a
ZnS−ZnSe superlattice at T = 4.5 K.
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several peaks (indicated by arrows) can be seen. The
existence of these peaks suggests that the band is not
elementary but consists of several components. Each
component reveals itself most clearly in a certain area
of the SL; thus, to determine their spectral positions
more precisely, we performed a scan of the SL surface
with the laser excitation spot (r ~ 30 µm). In doing so,
we found nine distinct components of the PL band

(denoted as , , , …, ) corresponding to
the nine different areas on the SL surface; four of them
are shown in Fig. 3. We found that the spectral position
of each component is independent of temperature over
the range where the ZnSe bandgap is independent of T
(i.e., below 100 K). The spectral position of each compo-
nent is also independent of excitation intensity up to the
levels where the exciton–exciton collisions become impor-
tant (maximum excitation level ~1021 photon/(cm2 s)).
These results suggest that different components in the
PL spectra originate from the recombination of the free
heavy-hole excitons residing in different QW regions.
Because of the increased lateral size of these regions,
the exciton coherence length also increases, which
makes possible observation of the separate components
in the PL spectra. In Fig. 4, we present the dependence

(L) (where p = 0, 1, 2, …, 8), which was deduced

Ehh
0 Ehh

1 Ehh
2 Ehh

8

Ehh
p

420

0

430 λ, nm

0.5

1.0

E1s

PL Intensity, arb. units

Ehh
0

Ehh
1 Ehh

8Ehh
2

Fig. 3. Components of the photoluminescence band corre-
sponding to different areas of the ZnS–ZnSe SL surface
(T = 4.5 K).
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from the experimental data under the assumption that
an exciton energy of 2.997 eV corresponds to the QW
regions with width equal to the rated value Lw = 11 Å
and that the lower energy minimums in the reflection
spectra (respectively, peaks in the PL spectra) corre-
spond to the QW regions of width L = Lw + na1 (n = 1,
2, 3, …). The similarity between the experimental and
theoretical plots in Fig. 4 favors the conclusion that the
shape of the reflection and PL spectra of the samples
considered is determined by the width fluctuations in
the QWs composing the SL.

0 40 80 L, Å
2.75

3.00

3.25

3.50
Ehh, eV

1
2

Fig. 4. Dependence of the exciton energy Ehh on the well
width L: (1) calculation accounting for the internal strain;
(2) calculation neglecting the internal strain, performed with
∆Ec = 0.14 eV, ∆Ev = 0.9 eV, and E2x = 42 meV [7]. Exper-
imental results are represented by dots.

420

1

430
λ, nm

0

4.5 K

20 K

40 K

PL Intensity, arb. units

Fig. 5. Temperature variation of the shape of the  spec-

tral component.

Ehh
0

The theoretical dependences Ehh(L) presented in
Fig. 4 by curves 1 and 2 deviate from the experimental
points for L > 20 Å. One can see that the QW exciton
energy calculated without taking into account the inter-
nal strain effect (curve 2) equals about 2.803 eV (which
corresponds to the ground-state exciton energy in the
bulk ZnSe) even for L ~ 80 Å. However, our data, along
with the results of other authors [13, 14], indicate that
heavy-hole excitons in ZnS–ZnSe QWs and SLs are
influenced by strain and the quantum-confinement
effect even for L > 100 Å. Taking strain into account,
we can improve the agreement between theoretical and
experimental Ehh(L) dependences for L > 30 Å. How-
ever, even in this case, complete agreement cannot be
achieved. Possibly, this is explained by the fact that the
calculation of the Ehh(L) dependence has been per-
formed in the free-standing SL approximation. It is
valid if the total SL thickness greatly exceeds the criti-
cal value, which is more than 1 µm for the ZnS–ZnSe
system [6]. Since the total thickness of the SLs studied
here is about 0.6 µm, the calculations based on the
model of [15, 16] can result in appreciable errors for
structures not in their equilibrium state.

3. Degradation of the quality of QW interfaces
results in an enhancement of the nonradiative processes
and the appearance of additional channels for exciton
scattering. Because of the formation of the QW regions
of different widths, a number of resonant levels appear
in the SL and the exciton system tends to occupy the
lowest energy state during the exciton lifetime τ0. We
now consider the two cases characteristic of the exciton
behavior in the disordered SLs studied here. The tem-

perature dependence of the  PL component is
shown in Fig. 5. At low T, this component consists of
two peaks separated by ~55 meV. The asymmetric
shape of the higher energy peak and its spectral posi-
tion (this peak is at 2.977 eV, which falls between the
main and the first additional reflection minima) indicate
that the interfaces in the corresponding QW domain
contain microislands with a lateral size smaller than the
exciton radius: Dx < R. These microislands are “aver-
aged” by excitons in the course of their motion, and,
thus, the spectral position of the high-energy peak of

the  component corresponds to the QW thickness
that is not equal to a integer number of ZnSe lattice con-
stants [2, 3]. The low-energy peak position, according
to calculations, corresponds to the QW region with
width differing from the rated value by an integer num-
ber of ZnSe lattice constants, namely, by 3a1. When the
temperature is raised to 40 K, the high-energy peak
almost vanishes and a simultaneous increase in the low-
energy peak integrated intensity is observed, which
takes place due to the redistribution of excitons
between the QW regions with different thicknesses,
which proceeds via diffusion on the characteristic
length scale LD = (τ0D)1/2 (where D is the diffusion
coefficient) [2]. The complete disappearance of the

Ehh
0

Ehh
0
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high-energy peak of the  component occurs if exci-
tons can reach the boundary of the QW region respon-
sible for this peak within their lifetime, i.e., if 2LD ~ Dx .
Taking into account that LD(T) = v(T)τ0, where v(T) =
(kT/2πMhh)1/2 is the average thermal velocity of exci-
tons (here, Mhh = me + mhh), we find that, at T = 40 K,
Dx ≅  1 µm; thus, the lateral size of the formed regions
exceeds the exciton diameter (100 Å) in the bulk ZnSe
by about two orders of magnitude.

Another kind of behavior is observed for the compo-

nent (T) (Fig. 6). This component consists of two
peaks that are separated by ~ 17 meV and that are also
related to two macroislands differing in width by ~a1.
On raising the temperature to 60 K, the low-energy
peak intensity increases slightly, while, for T > 100 K,
the component vanishes with no changes in its shape. In
the insert to Fig. 6, we demonstrate the dependence of

the integrated intensity  of the high-energy peak of this
component on T–1. Unlike the case considered previously,

the (T) dependence can be characterized by two acti-
vation energies: Ea1 ~ 8 meV and Ea2 ~ (35 ± 2) meV. The
former energy is related to the thermal delocalization of
excitons from the microislands, which are always
present at the interfaces. The latter energy is equal to

the difference between the energies E1s and  and is,
evidently, related to the thermal emission of excitons
into the free state from the macroislands corresponding
to the QW width of 11 Å + a1. Similar behavior is also
observed for the other components of the PL band.

Mechanisms of the PL quenching in the quantum
structures were investigated in a number of works
[14, 18]. It has been established that the main quench-
ing mechanism is the thermal emission of excitons
from the QW into the barrier. However, in the
ZnS−ZnSe SLs under study, the n = 1 heavy-hole exci-
ton level is about 850 meV deep; this renders exciton
escape into the barrier impossible, and such structures,
provided that high quality is achieved, are ideally suited
to accumulate excitons up to high temperatures [14].
Thus, the observed temperature dependence of the PL
band components should be related to the features in
the ZnS–ZnSe interface structure. Appearance of the
coupled regions in the QW (macroislands) with dis-
crete widths and significant lateral dimensions results
in the formation of additional resonance levels of the
heavy-hole excitons. Then, reduction in the integrated
intensity of any component with increasing T is
explained by the special features of the spatial motion
of excitons and their redistribution between these lev-
els. This leads to a gradual disappearance of the short-
wavelength components and an increase in the inte-
grated intensities of the long-wavelength components,

as in the case of . On the other hand, if the uncou-
pled (quantum-dot-like) macroislands prevail, the exci-
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1
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1
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0
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ton motion in the QW plane is characterized by the acti-

vation energy (as in the case of the component )
that, in general form, can be defined as

4. Finally, let us formulate some conclusions. It is
established that a number of resonance levels can exist
in ZnS–ZnSe SL with a rated thickness of 11 Å due to
the significant fluctuations of the QW widths. The lat-
eral dimensions of the resulting regions exceed the
exciton size by two orders of magnitude; thus, exciton
coherence is restored and the entire SL can be
described as a set of separate QWs with discrete L.
Variation of the heavy-hole exciton energy with the
QW width is largely determined by the electron energy,
which, in the range of small ∆Ec and L, behaves quite
differently from the hole energy. This could possibly
explain the disagreement between experimental and
theoretical dependences of the heavy-hole exciton
energy on the QW width in the strained-layer ZnS–
ZnSe structures.
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Abstract—The probabilities of zero-phonon and dipole electron transitions between the Γ and X subbands in
a GaAs/AlAs quantum-well heterostructure subjected to a high longitudinal electric field are calculated. It is
shown that the electric field significantly affects the probabilities of both the zero-phonon and the direct dipole
Γ–X transitions. In addition, the electric field changes the spectral dependence of the Γ–X intersubband light-
absorption coefficient; i.e., an intersubband analogue of the Franz–Keldysh effect takes place. © 2000 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

In recent years, considerable progress has been
made in the development of lasers operating by inter-
subband transitions with vertical transport [1] and opti-
cal pumping [2]. A scheme has been proposed for
designing an interband laser with longitudinal electron
transport in a GaAs/AlAs heterostructure in high elec-
tric fields [3, 4]. An important role in the operation of
such a laser is played by the interaction of the electron
states in the Γ- and X-valleys at the heterointerface [5].
It is evident that this interaction renders direct optical
transitions of electrons between these two valleys
allowed. Furthermore, it gives rise to additional Γ−X
electron transitions, namely, zero-phonon transitions [6].

Our work is devoted to finding the probabilities of
the zero-phonon Γ−X transition and the optical dipole
Γ−X transition in a GaAs/AlAs quantum well (QW)
heterostructure subjected to a high longitudinal electric
field. It is shown that the electric field significantly
affects the probabilities of both the zero-phonon and
the direct dipole Γ−X transitions. In addition, the elec-
tric field changes the spectral dependence of the inter-
subband light-absorption coefficient; i.e., we actually
have an intersubband analogue to the Franz–Keldysh
effect.

ZERO-PHONON TRANSITIONS
IN A LONGITUDINAL FIELD

Let us consider a periodic heterostructure compris-
ing narrow alternating GaAs and AlAs layers grown on
the (001) plane. We choose the z-axis aligned with the
growth direction. In such a heterostructure, the GaAs
1063-7826/00/3405- $20.00 © 20575
layers constitute potential wells for Γ-valley electrons
and barriers for X-valley electrons, while the AlAs lay-
ers, conversely, represent potential wells for X-valley
electrons and barriers for Γ-valley electrons. We
assume that the barrier transparency for Γ- and X-elec-
trons is low, so that the widths of minibands arising
from electron tunneling are smaller than the level
broadening due to collisions. In this case, an electron is
scattered several times during the time between tunnel-
ing transitions, and, therefore, there is no coherence of
the wave functions of electrons in different GaAs
(AlAs) layers. This means that the heterostructure can
be treated as a set of independent QWs for X- and
Γ-electrons.

Collision of an electron with the heterointerface
changes the electron quasi-momentum component nor-
mal to the interface. Therefore, Γ-valley electrons can
interact at the heterointerface directly (i.e., with no
phonons or defects involved) with electrons of the
X-valley, which is shifted away from the center of the
Brillouin zone in the [001] direction (hereinafter
referred to as Xz). This interaction gives rise to zero-
phonon transitions between neighboring GaAs and
AlAs layers [6]. As a result of such a transition, an elec-
tron located in the Γ-valley of GaAs may find itself in
the X-valley of the neighboring AlAs layers. If the tran-
sition probability is low (and it is this case that is con-
sidered here), then, owing to the lack of phase coher-
ence of the wave functions in different AlAs layers,
zero-phonon transitions into the two nearest neighbor-
ing layers may be thought of as occurring indepen-
dently of one another. Therefore, to describe the zero-
phonon transitions, it suffices to consider the Γ−X inter-
action at a single heterointerface, i.e., the transitions
000 MAIK “Nauka/Interperiodica”
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into one of the two nearest layers. To describe this inter-
action, we use the Hamiltonian [5]

(1)

where  and  are the Hamiltonians describing the
electron motion in the Γ- and X-valleys, α ≈ 0.155 eV Å
is the Γ−X coupling constant for the GaAs/AlAs hetero-
structure [5], and z0 is the z-coordinate of the heteroint-
erface.

Let us consider the in-plane electron motion in a
QW subjected to a longitudinal electric field. Under the
effect of the field, the electron quasi-momentum
increases with time. Owing to the translation-invari-
ance of the Γ−X interaction Hamiltonian in the hetero-
interface plane, the zero-phonon transitions occur with
quasi-momentum conservation. The most intense tran-
sitions occur in those regions of the quasi-momentum
space where the Γ and X subbands intersect or approach
each other to the maximum extent (in the absence of
intersections). Indeed, two types of electron waves cor-
respond to the Γ and X subbands. At the intersection
points of the Γ and X subbands, the condition of phase
synchronism of these waves is satisfied (their frequen-
cies and wave vectors coincide), which is necessary for
their effective interaction. If there is no intersection, the
condition for phase synchronism cannot be satisfied,
while, at the points of the closest approach of the sub-
bands, it is violated to the minimum extent.

Consider a pair of interacting Γ and X subbands. The
electron wave function can be sought for as a sum of
two wave functions Ψ = CΓΨΓ + CXΨX, where ΨΓ, X are
the wave functions in the relevant subbands. The solu-
tion to the time-independent Schrödinger equation in
the absence of an electric field has the form

(2)

where εΓ(k) and εX(k) are the dependences of the energy
on the wave vector in the Γ and X subbands, E±(k) are
the dependences of the energy on the quasi-wave vector
in the new subbands arising from the Γ and X subbands
owing to their interaction

(3)

V = αΨΓ(0)ΨX(0) is the effective interaction energy of
the Γ- and X-valleys, and ΨΓ, X(0) are the values of the
corresponding wave functions at the heterointerface.

Ĥ int
ĤΓ αδ z z0–( )

αδ z z0–( ) ĤX 
 
 
 

,=

ĤΓ ĤX

CΓ
± k( ) V

E± k( ) εΓ k( )–[ ]2 V2+
--------------------------------------------------------,=

CX
± k( )

E± k( ) εΓ k( )–

E± k( ) εΓ k( )–[ ]2 V2+
--------------------------------------------------------,=

E± k( )
εΓ k( ) εX k( )+

2
--------------------------------

εΓ k( ) εX k( )–
2

-------------------------------- 
 

2

V2+ ,±=
It can be seen from (3) that the interaction lifts the
degeneracy of the electronic structure at the point of
intersection of the Γ and X subbands. At this point there
occurs a gap of 2V, which is the minimum distance
between the new subbands for fixed k.

Before finding the probability of the zero-phonon
Γ−X transition in an electric field of arbitrary magni-
tude, we consider two limiting cases. In low electric
fields, the electron motion is adiabatic and occurs
entirely within a subband with energy E±(k). In this
case, the probability of the zero-phonon Γ−X transition
is zero if the electron has passed two points (or none) of
intersection of the Γ and X subbands in k space and
unity if the electron has passed one such point. In high
electric fields, the Γ−X interaction scarcely affects the
electron motion, since the time required to traverse the
region in k space where the Γ−X interaction is effective
is small. In this case, the probability of the zero-phonon
transition is low.

We now find the probability of the Γ−X transition
for the electron wave vector component along the elec-
tric field changing from k0 to k1. We assume that at an
instant of time t = t0 an electron resides in any one of
the Γ or X subbands. The time-dependent Schrödinger
equation reduces to a set of equations in CΓ, X:

(4)

where F = eE is the force acting on the electron in the
electric field E. The solution to (4) is conveniently
sought for in the form [7]

(5)

where k2 is the wave vector component perpendicular to
the electric field. The squared absolute value of
aj(k1, k2) is the probability of finding the electron in the
jth band at the instant of time when its wave vector
component along F equals k1. The equations for aj take
the form

εΓ k( )CΓ k t,( ) iF
∂

∂k1
--------CΓ k t,( )–

+ VCX k t,( ) i"
∂
∂t
-----CΓ k t,( ),=

VCΓ k t,( ) εX k( )CX k t,( )+

– iF
∂

∂k1
--------CX k t,( ) i"

∂
∂t
-----CX k t,( ),=

C j k1 k2 t, ,( ) a j k1 k2,( )δ k1 k0– F t t0–( )–[ ]=

× i
F
--- ε j k1' k2,( ) k1'd

0

k1

∫–
 
 
 

,exp

i
∂

∂k1
--------aΓ k( )–
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(6)

It is convenient to introduce in (5) instead of k a new
variable η = kLFK, where m = mΓmX/(mΓ – mX); mΓ and
mX are the electron masses in the Γ- and Xz-valleys,
respectively; and LFK = ("2/2mF)1/3. Then, (6) takes the
form

(7)

where ∆XΓ(k2) = εX(0, k2) – εΓ(0, k2), and VFK =
("2F2/2m)1/3 is the Franz–Keldysh energy. It is worth
noting that the characteristic lengths across which the
electron wave functions vary in noninteracting Γ and
X subbands in an electric field are ("2/2mX, ΓF)1/3 [8].

The characteristic length across which the zero-
phonon transitions occur is LFK, and the change of the
kinetic energy across this length equals VFK. It is appar-
ent that the region in k space in which the zero-phonon
transitions occur most intensely has a size on the order

of  along k1 (i.e., on the order of unity in η units).
This size increases as F1/3 with increasing electric field.
It can be seen from (7) that, as the electric field
increases, the magnitude of the effective interaction
between the Γ and X subbands decreases. Therefore, it
would be expected that the probability of zero-phonon
transitions decreases with increasing electric field. In
addition, it is obvious that the dependence of the prob-
ability of zero-phonon transitions on k2 is governed by
the dependence ∆XΓ(k2).

In fairly high electric fields, the probability of zero-
phonon transitions with the electron moving from k0 to

+
V
F
--- i

F
--- εΓ k1' k2,( ) εX k1' k2,( )–( ) k1'd

0

k1

∫ 
 
 

aX k( )exp 0,=

V
F
--- i

F
--- εΓ k1' k2,( ) εX k1' k2,( )–( ) k1'd

0

k1

∫–
 
 
 

aΓ k( )exp

– i
∂

∂k1
--------aX k( ) 0.=

i
∂

∂η
------aΓ η k2,( )–

V
VFK

--------- i
η3

3
----- η

∆XΓ k2( )
VFK

-------------------– 
 

 
 
 

exp+

× aX η k2,( ) 0,=

i
∂

∂η
------aX η k2,( )–

V
VFK

--------- i
η3

3
----- η

∆XΓ k2( )
VFK

-------------------– 
 –

 
 
 

exp+

× aΓ η k2,( ) 0,=

LFK
1–
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k1 is low and can be calculated using the perturbation
theory; i.e.,

(8)

Using (8), we find for the probability of a zero-phonon
transition in motion from –∞ to +∞

(9)

where Ai(x) is the Airy function [9]. It follows from (9)
that for those k2 for which ∆XΓ > 0 and, hence, there are
intersection points of the Γ and X subbands D0 is an
oscillating function of ∆XΓ, which results from the inter-
ference of transitions corresponding to two intersection

D k0 k1 k2, ,( ) V2

F2
------ k̃1d

k0

k1

∫=

× i
F
--- k1'' εΓ k1'' k2,( ) εX k1'' k2,( )–( )d

0

k̃1

∫ 
 
 

exp

2

.

D0 k2( ) D ∞ ∞ k2, ,–( ) 2πV
VFK

---------- 
  2

Ai
∆XΓ k2( )

VFK

-------------------– 
  ,= =

Ai x( ) 1
π
--- t3

3
--- xt+ 

 cos t,d

0

∞

∫=

Γ1, 51 meV

Γ2, 191 meV

Γ3, 390 meV

L1, 318 meV

L2, 396 meV

GaAs

85 Å 17 Å

AlAs

X-valley

Xz2, 383 meV

Xz, y1, 309 meV

Xz1, 221 meV

Γ2

Xz1

Γ1

Fig. 1. Electron size-quantization subband edge profiles for
a periodic GaAs/AlAs heterostructure. The layer thickness
is 85 Å for GaAs and 17 Å for AlAs. The letters denote the
valleys, and numerals, the subbands numbers. The energy is
reckoned from the bottom of the Γ-valley in GaAs. The
symbols Xx and Xy denote the two X-valleys displaced from
the center of the Brillouin zone in the [100] and [010] direc-
tions, respectively. The wave vector dependences of the
electron energies for the Γ1, Γ2, and Xz1 subbands are
shown in the right-hand part of the figure.
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points. If there are no intersection points (∆XΓ < 0), then
D0 is a steadily decreasing function of |∆X, Γ|.

If the intersection points are sufficiently far apart, so
that the particle is scattered when moving between
them, then the probability of a transition in passing a
single intersection point should be considered sepa-
rately. In this case, the integral in (8) can be calculated
by the stationary-phase method;1 i.e.,

(10)

where kc(k2) is the component of the wave vector k1 cor-
responding to the subband intersection. We note that
expression (10) is valid when D ! 1, i.e., it is inappli-
cable for small kc.

Let us find by way of example the probabilities of
the zero-phonon transitions between the second Γ and
the first Xz subbands in a heterostructure consisting of
alternating GaAs (85 Å) and AlAs (17 Å) layers (the
possibility of designing a laser operating by intersub-
band transitions in a structure with similar parameters
was considered in [4]). Figure 1 shows the layout of the
size-quantization subband edges for this structure and
the wave-vector dependences of the energies in the Γ1,

1 There is a misprint in [8] in an expression similar to (10).

D k2( ) 2πV2m

"
2Fkc k2( )

------------------------,=
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Fig. 2. Probability of the zero-phonon transition from the Γ2
to the Xz1 subband vs. the wave vector component along the
electric field D(–∞, k, k2 = 0) and D(0, k, k2 = 0) (in the
insert) for the GaAs/AlAs heterostructure having the elec-
tronic structure shown in Fig. 1 (∆XΓ = 30 meV). Numbers
1–4 correspond to the electric fields of 1, 2, 5, and
15 kV/cm. The probability for 15 kV/cm is increased ten-
fold.
Γ2, and Xz1 subbands. The effective interaction energy
of the Γ1 and Xz1 subbands is 0.9 meV.

Figure 2 shows the probability of a zero-phonon
transition between the Γ2 and Xz1 subbands calculated
as a function of the final wave-vector component
aligned with the electric field for the heterostructure
under consideration. The wave-vector component per-
pendicular to the electric field was assumed to be zero.
The subband intersection point corresponds to k1 ≈
±2.9 × 106 cm–1. The initial wave vector was assumed
to be –∞. The insert in Fig. 2 shows similar depen-
dences for the case where the initial wave vector is
zero. It is seen from Fig. 2 that, in agreement with the
above consideration, the region in which the zero-
phonon transitions are effective grows in size with
increasing electric field.

Figure 3 shows the probabilities of the zero-phonon
transitions in relation to the electric field strength for
electron motion from k0 = –∞, 0 to k1 = +∞ (k2 = 0)
obtained by solving (7) (curves 1, 2) and from (9) and
(10) (curves 3, 4). It can be seen from Fig. 3 that equa-
tions (9) and (10) describe the probability of the zero-
phonon transitions adequately at field strengths higher
than 2 kV/cm. In the insert, the probabilities of the
zero-phonon transitions are plotted against ∆XΓ =

∆XΓ(k2 = 0) – "2 /2m for the electric field strength ofk2
2

20

2 4 6 8 10 12
E, kV/cm
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D
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100–10 30
∆XΓ, meV0.2

Fig. 3. Probability of the Γ2–Xz1 zero-phonon transition in
the electron motion from k0 = –∞ to k1 = ∞ (line 1) and from
k0 = 0 to k1 = ∞ (line 2) vs. the electric field strength. The
electron wave vector component perpendicular to the field is
zero. Curves 3 and 4 are obtained using (9) and (10), respec-
tively. The insert shows the zero-phonon transition probabil-
ity vs. ∆XΓ for the field of 2 kV/cm.

1.0
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2 kV/cm. The probability decreases abruptly in the
range ∆XΓ < 0 where there is no subband intersection.

DIPOLE Γ−X TRANSITIONS

Let us now find the probability of the dipole transi-
tion of an electron from the Xz1 subband to the Γ1 sub-
band under the action of a weak electromagnetic field
E1exp(iωt) directed along the z-axis in the presence of
a strong in-plane dc electric field aligned with the x1
axis for the heterostructure discussed above. To find the
probability of the dipole transition, we solve the time-
dependent Schrödinger equation. Let an electron with
the wave vector component along the dc electric field k0
reside at the initial instant of time t = 0 in the Xz1 sub-
band. We seek a solution of the Schrödinger equation in
the form

(11)

where

(12)

and ΦJ(z) is the wave function component in the J sub-
band which governs the electron motion transverse to
the QW. We neglect the interaction between the Xz1 and
Γ1 subbands, since it is much weaker than that between
the Xz1 and Γ2 subbands. Then, multiplying the
Schrödinger equation by ΦΓ1(z) and integrating over z,
we obtain the following equation for aΓ1(t):

(13)

Here, z12 = (z)zΦΓ2(z)dz is the matrix element of

z between the Γ1 and Γ2 subbands. Taking into account
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the interaction between the Xz1 and Γ2 subbands in the
context of the perturbation theory, we find

(14)

Integrating (13) with the use of (14) and taking into
account that εΓ1(k1, k2) – εΓ2(k1, k2) = ∆ is constant, we
have

(15)

Integrating (15) by parts, we arrive at the following
expression for aΓ1(k2, t):

(16)

Using (16), the squared absolute value of  can
be written as a sum of three terms

(17)

where
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(19)

(20)

(21a)

(21b)

(21c)

As t tends to infinity, B(k2, t) is proportional to tδ("ω – ∆).
Indeed, using the equality [8]

(22)

B(k2t) can be rewritten as

(23)

where D(k0, ∞, k2) is the probability of the zero-phonon
transition with the electron moving from k1 = k0 to k1 = ∞,
as determined from (8). It is apparent that this term
describes the dipole transitions of the electrons brought
into the Γ2 subband via the zero-phonon transitions.
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It can be readily shown that, as t tends to infinity,
C(k2, t) is also proportional to δ("ω – ∆). To this end,
we use the equality

(24)

Then, C(k2, t) can be expressed as

(25)

(26)

The probability of the dipole transition is the easiest to
find when k0 is negative and its absolute value is large.
In this case, the main contribution to the integrals (21)
comes from the regions where δε(k1, k2) is the smallest
(i.e., the regions of the closest approach of the Γ2 and
Xz1 subbands), and, therefore, –∞ can be taken as the
lower limit of integration. The integral (26) vanishes at
such k0. Hence, C = 0, and only two terms remain in the
expression for the transition probability: A and B. The
expression for A(k2, ∞) can thus be written as follows:

(27)

We note that the dependence of A on ω has a maximum
in the VFK/"-vicinity of the frequency ω = ∆/". The
appearance of this nonresonance term is due to special
features of the dynamics of an electron passing the
regions where the Γ−X interaction is effective. It is these
regions that mainly contribute to the integrals (21).

It is significant that the transition probability B is
proportional to time. Therefore, the corresponding
absorption coefficient can be calculated using the
Fermi Golden Rule. The corresponding contribution is
merely proportional to the probability of the Γ2–Γ1
optical transition for an electron that has experienced a
direct Xz1–Γ2 transition. The contribution correspond-
ing to A is time-independent. This is the probability of
the optical transition of an electron passing through the
region of the effective Γ−X interaction. The power
absorbed in such transitions is proportional to the prod-
uct of the transition probability (A) and the flux of elec-
trons in the momentum space. Thus, we arrive at the
following expression for the power absorbed at "ω ≠ ∆
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in a system of N QWs, with the level broadening due to
collisions neglected,

(28)

where L1 and L2 are the in-plane dimensions of the sys-
tem along the x1 and x2 axes, respectively; f(k2) is the
difference in the probabilities of the Γ1- and Xz1-state
occupation. Let the radiation propagate along the
x2 axis. Then, the power of the wave incident on the
structure can be written as

(29)

where L3 is the system dimension along z, n is the
refractive index, and c is the speed of light. Using (28)
and (29), we can find the absorption coefficient

(30)

where d = L3/N is the structure period along the z direc-
tion. In deriving (30), account was taken of the spin
degeneracy of the electron states and the probability of
the transition from an AlAs layer into the two neighbor-
ing GaAs layers.

Figure 4 shows the α(ω) dependence for a periodic
heterostructure comprising 87-Å-thick GaAs layers
and 17-Å-thick AlAs layers for different electric field
strengths. In our calculations, we took f(k2) = 1. It can
be seen from Fig. 4 that, as the electric field increases,
the α(ω) spectrum broadens near ω = ∆/", with its
intensity decreasing simultaneously. The reason for the
spectrum broadening is that the energy range of the
Γ−X interaction (VFK) becomes wider with increasing
electric field strength. The intensity decrease is due to a
simultaneous weakening of this interaction. Since non-
resonance transitions mainly occur in those regions in k
space where the Γ−X interaction is effective, f(k2)
should be taken for these regions.

In the absence of a dc electric field, the probability
of the dipole transition from the Γ1 states into the states
with energies E±(k) can be calculated in the conven-

P ω( )
L1L2FNω

2π( )2
------------------------ f k2( )A k2 ∞,( ) k2,d

∞–

∞

∫=

I ω( )
L1L3ncE1

2

2π
------------------------,=

α ω( ) 4P ω( )
I ω( )L2
-----------------=

=  
32πe2 z12

2V2ωm

dnc "ω ∆–( )2
"

2
------------------------------------------ Ai x2 ∆X1Γ 2

VFK

-------------– 
 





0

∞

∫

– Ai x2 ∆X1Γ 2 "ω– ∆+
VFK

-------------------------------------– 
 





2

f k2( )dx,
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tional way. We now write out the expressions for the
transition matrix elements

(31)

It follows from (31) that the characteristic scale of the
|zΓ1, ±|2 decrease with the transition energy deviating
from ∆ (i.e., E± deviating from εΓ2) equals V. For the struc-
ture in question, this value is much less than the energy of
level broadening lying in the range of 1–10 meV. There-
fore, the broadening of the transition spectral line due
to the Γ−X interaction in the absence of an electric field
will modify the line shape only slightly. By contrast, in
sufficiently strong electric fields, the energy VFK may be
comparable to or even exceed the energy of levels
broadening, and, therefore, the shape of the absorption
line depends on the electric field strength. We note that
a similar dependence is observed for the Franz–Keldysh
effect in interband light absorption [10].
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Abstract—The spectra of the quasi-stationary electron and hole states in an open spherical nanoheterostructure
are calculated in the effective mass approximation using the S-matrix theory. Numerical calculation is per-
formed through the example of the GaAs/AlxGa1 – xAs/GaAs system. A complete system of electron and hole
wave functions is obtained for nanoheterostructures consisting of an arbitrary number of layers. Quasiparticle
lifetimes as a function of the GaAs/AlxGa1 – xAs/GaAs nanosystem geometrical parameters and Al content x are
calculated. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Spectra of electrons, holes, excitons, and phonons
and interactions between these quasiparticles in spher-
ical semiconductor nanocrystals embedded in bulk
semiconductor or dielectric matrices have been long
investigated experimentally [1–5] and theoretically
[6−12], and physical processes in simple quantum dots
have been studied in detail.

With modern technological methods, multilayer
spherical nanoheterostructures can be fabricated [13–15].
This possibility has stimulated interest in theoretical
studies of the spectra and interactions of quasiparticles
(electrons, holes, excitons, and phonons) in such sys-
tems.

The theory of discrete spectra, which describes the
stationary states of electrons, holes, and excitons in
multilayer spherical quantum wells, was developed in
[13, 14, 16] in the effective mass approximation. The
theory of phonon spectra of the multilayer spherical
nanoheterostructures was developed in [16, 17] on the
basis of the dielectric continuum model. Hamiltonians
describing interaction of confined and interface
phonons with electrons, holes, and excitons were also
obtained in these works, and the energies of the ground
electron and hole stationary states renormalized by the
interaction with phonons were calculated.

In the theory developed in the above-mentioned
papers [13, 14, 16], it was assumed either explicitly or
implicitly that the outer medium, where the multilayer
spherical nanoheterostructure is embedded, acts as a
potential barrier with respect to the inner layers of the
structure: stationary electron, hole, and exciton states
can be formed only in such closed systems (Fig. 1a).
The theory developed in the cited papers cannot be
applied to open multilayer spherical nanoheterostruc-
tures, in which the outer medium does not present a
1063-7826/00/3405- $20.00 © 0583
potential barrier for electrons or holes, because, in such
systems, the quasiparticles have a nonvanishing proba-
bility to appear at infinity. This changes the wave func-
tions radically and results in the formation of quasi-sta-
tionary states with finite lifetime. To our knowledge,
there is currently no theory that describes electron and
hole spectra and interactions between them and the
other quasiparticles in open semiconductor spherical
nanoheterostructures.

It is the goal of this work to study the spectra and
determine the wave functions of electron and hole
quasi-stationary states in open multilayer spherical
nanoheterostructures. In the context of the effective
mass approximation, which has proven appropriate for
closed-type nanostructures [13, 16, 17], one is able not
only to calculate the dependence of the electron and
hole spectral characteristics on the geometric parame-
ters of the structure, but, using the complete system of
wave functions obtained in this work, also to deter-
mine, if needed, the Hamiltonian of interaction with
confined and interface phonons and to study this inter-
action.

1. GENERAL THEORY

We will study the electronic spectrum of an open
spherical nanoheterostructure that consists of a core O
and an arbitrary number N of layers and that is embed-
ded in an infinite outer medium (layer number N + 1).
The layout and electron potential energy profile of the
structure is shown in Fig. 1b. The electron in the ith
layer is characterized by effective mass mi (equal to that
in the corresponding crystal bulk) and potential energy
Ui; the potential of the outer medium is set equal to
zero: UN + 1 = 0.
2000 MAIK “Nauka/Interperiodica”
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U U
Thus, using spherical coordinates with the origin at
the center of the heterostructure, we can write

(1)

where

(2)

The solution to the Schrödinger equation

(3)

can be sought in the following form:

(4)

where

(5)

are the radial wave functions and Ylm(θ, ϕ) are the
spherical harmonics.

Substituting (4) into (3), we obtain a set of N + 2

equations for (r) of the form

(6)

m r( ) miσ r ri–( ),
i 0=

N 1+
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Rl r( ) Rl
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-----------------– Rl
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where

(7)

The solutions to (6) can be written as [18]

(8)

where  are the Hankel functions. Coefficient Al =

1/  is determined from the normalization condition
for the radial wave function

(9)

S-matrix Sl and other unknown coefficients  and

 are determined from the 2(N + 1) boundary condi-
tions for the radial wave functions and their derivatives:

(10)
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Equation set (10) can be solved analytically in the gen-
eral case. Designating

(11)

we determine the coefficient  as

Φl
0( ) K0r0( ) hl

– K0r0( ) hl
+ K0r0( ),+=

Φl'
0( )

K0r0( ) dΦl
0( ) K0r( )
dr

---------------------------
r r0=

,=

Sl
1( )
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(12)

The other coefficients  are determined from the
recursive relation

Sl
1( )

=  
m1Φl'

0( )
K0r0( )hl

– K1r0( ) m0Φl
0( ) K0r0( )hl'

–
K1r0( )–

m1Φl'
0( )

K0r0( )hl
+ K1r0( ) m0Φl

0( ) K0r0( )hl'
+

K1r0( )–
-----------------------------------------------------------------------------------------------------------------------.

Sl
i( )
(13)Sl
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Ki 1– ri 1–( )hl
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i 1–( ) Ki 1– ri 1–( )hl'
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miΦl'
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Ki 1– ri 1–( )hl
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----------------------------------------------------------------------------------------------------------------------------------------------------------------,=
where

(14)

Φl
i 1–( ) Ki 1– ri 1–( )

=  hl
– Ki 1– ri 1–( ) Sl

i 1–( )hl
+ Ki 1– ri 1–( ),–
Thus, the S-matrix, which determines the quasi-sta-
tionary state spectrum of the system, can be expressed as

Φl'
i 1–( )

Ki 1– ri 1–( ) dΦl
0( ) Ki 1– r( )

dr
--------------------------------

r ri 1–=

.=
(15)Sl k( )
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Since the coefficients  are defined unambiguously
by

(16)

the radial wave functions Rnl(r) and, consequently, the
wave functions Ψnlm(r) are also uniquely defined.

According to the general theory [18], one has to find
the poles of the S matrix (15) that are numbered by n =
1, 2, …, nmax. The real part of a pole determines the
energy Enl of a quasi-stationary state, and its imaginary
part determines the particle lifetime τnl in that state. The
wave functions of the quasi-stationary states are
given by

(17)

and the states of the continuous spectrum are repre-
sented as

(18)

The set of wave functions Ψnlm(r) and Ψklm(r) is
complete and orthonormalized. Thus, the secondary
quantization representation can be used to study the
interaction of electrons in an open spherical nanohet-
erostructure with the quantized fields (phonons and
photons).

Al
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Ψklm r( ) Rkl r( )Ylm θ ϕ,( ).=
2. QUASI-STATIONARY STATES IN AN OPEN 
SPHERICAL NANOHETEROSTRUCTURE

Next, relying on the theory developed in the previ-
ous section, we study the quasi-stationary electron and
hole states in a spherical GaAs/AlxGa1 – xAs/GaAs het-
erostructure.

Calculating the S-matrix according to (15) for l = 0,
we have 

(19)

where

(20)

ρ = R1 – R0, ∆m = m0 – m1, g± = (m0χ ± ikm1)R1; for l = 1,
we have

(21)
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(22)

G± k( )
2∆m 1 ikR1±( ) xR1 1±( ) R1

2 m0χ
2 m1k2 kχR1 km1 iχm0+( )±+[ ]+

2∆m 1 ikR1–( ) xR1 1+( ) R1
2 m0χ0

2 kχR1 km1 iχm0–( )+[ ]+
----------------------------------------------------------------------------------------------------------------------------------------------------------------,=

ξ1 k( )
2∆mη– 1 xR0+( ) R0

2 m0χ
2η– m1k2 1 χR0+( )+[ ]+

2∆mη– 1 xR0–( ) R0
2 m0χ

2η+ m1k2 1 χR0+( )+[ ]+
-----------------------------------------------------------------------------------------------------------------------,=
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and (k) is a complex conjugate to G–(k) with k and
χ as real quantities.

Equation (k) = 0 is transcendental, and one can-
not find the poles of the S-matrices given by (19) and
(21) analytically; thus, below they are calculated
numerically. Only for the high barrier strength (χρ @ 1)
are the expressions for S-matrix simplified, and the cor-
responding levels of the quasi-stationary spectrum are
determined by

(23)

For the lifetimes of electrons and holes in the corre-
sponding states, we obtain the following analytical
expressions:
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Fig. 2. Electron quasi-stationary state energies Enl (full
lines) and lifetimes τnl (broken lines) in a 15-monolayer
GaAs quantum well in relation to the barrier width (the
number of AlxGa1 – xAs monolayers) for Al content x =
(a) 0.2 and (b) 0.5.
(24)

(25)

where

αp = Rpχn ± 1, βp = , γp = 1 +  (p = 0, 1),

The characteristics of electron and hole spectra were
calculated for the particular case of the
GaAs/AlxGa1 − xAs/GaAs spherical nanoheterostruc-
ture in the context of the theory outlined above.

Electron and hole effective masses in bulk
AlxGa1 − xAs in relation to Al content x are determined

by the following expressions [19, 20]:  = (0.067 +

0.083x)m0 and  = (0.35 + 0.05x)m0, where m0 is the
free electron mass. The height (in eV) of the electron
and hole potential barriers introduced by AlxGa1 – xAs
layer equals, correspondingly,

(26)

The calculated electron and hole energies Enl and
lifetimes τnl in the states with orbital quantum number
l = 0 and l = 1 in relation to the barrier width (repre-
sented by the number of AlxGa1 – xAs layers n) for a
given quantum well radius (represented by the number
of GaAs layers nGaAs) are shown in Figs. 2 and 3. One
can see that the electron and hole energy levels virtually
do not shift with varying barrier width, while the life-
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time τnl increases exponentially with increasing n for all
states of both quasiparticles. For a given barrier width,
the lifetime is higher for the states with lower energies.
This is readily understood: lowering the energy is
equivalent to an increase in “effective barrier strength”

(a)
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Fig. 3. Hole quasi-stationary state energies Enl (full lines)
and lifetimes τnl (broken lines) in a 15-monolayer GaAs
quantum well in relation to the barrier width (the number of
AlxGa1 – xAs monolayers) for Al content x = (a) 0.2 and
(b) 0.5.

Fig. 4. The electron ground state energy (full lines) and life-
time (broken lines) in relation to Al content x in the barrier
and the number of GaAs monolayers (the well width) for
fixed barrier width (10 AlxGa1 – xAs monolayers).
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for a quasiparticle in the corresponding state, which
hinders its penetration through the barrier and, conse-
quently, increases its lifetime in the quantum well.
Since mh > me, the hole lifetime is always longer than
the electron lifetime under similar conditions, because
it is more difficult for a hole to penetrate through the
barrier.

In Fig. 4, we show the calculated ground-state
energy E01 and lifetime τ01 of electrons in relation to the
well width nGaAs and Al content x in the barrier layer for
a given barrier width (n = 5). One can see that an
increase in the quantum well width at fixed Al content
results in the reduction of the absolute value of the
ground state energy; the electron lifetime in this case
increases, as has been mentioned above. Increasing x
results, according to (26), in an increase in the potential
barrier height, which leads to an increase in the ground
state energy and lifetime.

The energy position of electron and hole levels is
weakly sensitive to the variations in the barrier width
but highly sensitive to the variations in the well width.
The quasiparticle lifetimes in the quasi-stationary
states are strongly influenced by variation both in the
barrier and well widths.

Thus, the proposed theory enables us to obtain a
complete set of wave functions and calculate the spec-
tral characteristics of the complex spherical quantum
wells (nanoheterostructures) with quasi-stationary
states.

Finally, let us consider the following important
issue. The general theory developed here is valid for the
case where the electron and hole bulk band structure of
the materials composing the nanoheterostructure under
study can be described by the single-band model. The
theory applicable to the nanoheterostructures com-
posed of multiband materials has to start from the
Schrödinger equation (3) in its matrix form. However,
since the quasiparticle states in the quantum dots have
no particular quasi-momentum, only effective masses
and potential energies of all types of holes enter the the-
ory in the models that neglect the mixing of the states
[21]. Consequently, the matrix form of the Schrödinger
equation for holes decomposes into a set of separate
equations. Thus, in a model that neglects state mixing,
the spectra and lifetimes for other types of holes can be
calculated in terms similar to those described here.
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Abstract—The results of studying the initial stage of the surface self-organization in a Ge/Si(001) heteroepi-
taxial system are reported; this stage begins with step bunching and ends with origination of three-dimensional
irregularities. The force inducing the directional drift of germanium adatoms is calculated, and the smallest
attainable island sizes are estimated taking into account the kinetic features of directional mass transport.
© 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, interest has been attracted to the
processes of decay of elastically strained germanium
film at the silicon surface in connection with the prob-
lem of developing semiconductor structures that
involve quantum dots and are made of materials con-
ventional for microelectronics. The challenge consists
in formation of islands that have ultimately small sizes
(≤10 nm) and are structurally perfect. This problem is
solved with good results for heterostructures based on
III–V compounds; in particular, the formation of arrays
of quantum dots in an InAs/GaAs(001) system was
reported [1, 2]. However, attempts to obtain nanoclus-
ter ensembles with a good uniformity in sizes in a
Ge/Si(001) system have failed; in any case, the sizes of
the formed islands have exceeded those required for the
formation of quantum dots [3].

In calculations of the finite size of islands, the fol-
lowing energy characteristics are primarily considered:
minimization of the film free energy due to the forma-
tion of islands that have a shape close to the equilibrium
one, with a change in the island shape being related to
the anisotropy of elastic forces in the strained crystal-
line film [4]. However, directional mass transport can
play an important role in the processes of self-organiza-
tion [5]. In this case, in order to calculate the island
size, one should know the magnitude of the force
inducing the mass transport and the extent of anisot-
ropy of the surface diffusion. It is expedient to calculate
the force on the basis of experimental data on the for-
mation the step bunches, because this process has been
theoretically considered most thoroughly for various
cases [5–7].

In [6], the force acting on the steps at the surface and
resulting in the formation of the periodic structure
(“natural roughness”) due to lowering of the crystal’s
surface energy was calculated. As a rule, in the majority
1063-7826/00/3405- $20.00 © 20589
of metals and semiconductors, the formation of “natu-
ral roughness” is observed only at surfaces similar in
orientation to those of close-packed structures. In [6],
the following expression was obtained:

(1)

Here,

σ is the Poisson ratio, E is the Young modulus, γ is the
surface energy, a is the interatomic distance, and L is
the average distance between steps in the state of equi-
librium.

In [7], the force acting on the steps at the surface of
elastically strained film was represented as

(2)

where

ε is the bulk stress, h is the step height, and M is the
elastic modulus.

In [7], the step bunching at the surface of an elasti-
cally strained film in the case of simultaneous action of
the forces given by (1) and (2) was considered and it
was shown that intense development of steps (2D for-
mations) was possible for Lav/L0 ≥ 1, where Lav is the
average distance between the steps at the substrate (this
distance is defined by orientation) and L0 = (α1/α2)1/2.

The objectives of this work were to verify experi-
mentally the inferences made in [7], to calculate the
force F2, and to estimate the smallest attainable sizes of
the islands in a system consisting of germanium film at
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the silicon surface on the basis of the kinetic character-
istics of directional mass transport.

Among the characteristic features of the system
under consideration, we can single out very fast transi-
tion from the stage of pseudomorphic two-dimensional
growth to that of three-dimensional (3D) growth if the
thickness of the film exceeds a certain critical value,
which is typically equal to 5–6 monolayers (ML). Tak-
ing into account the latter fact, we studied the formation
of steplike surface irregularities at the lowest tempera-
ture (Ts = 200°C), making it possible to prolong the
stage of formation of the island structure. We studied
structural changes in the film surface using high energy
electron diffraction (HEED), and also the air-ambient
versions of scanning tunneling microscopy (STM) and
atomic-force microscopy (AFM).

2. EXPERIMENT AND RESULTS

In accordance with the objectives of this work, we
studied structural changes in the surface of a Ge/Si(001)
heteroepitaxial system in relation to the effective thick-
ness of deposited germanium layer (deff).

The samples used in the experiments were grown by
molecular-beam epitaxy (MBE) on a KÉF-4.5 (Si:P
with ρ = 4.5 Ω cm) (001) substrate misoriented by 0.5°
to the [001] direction; a Katun’ MBE system was used.
Following the conventional procedure for removal of
the native-oxide layer from the substrate surface, a
200-nm-thick silicon buffer layer was grown at a tem-
perature of 800°C. After that, the substrate was cooled
to a given temperature and a germanium film with
thicknesses of 6.4, 10, 15, and 20 ML was deposited,
with the deposition rate equal to 0.22 Å/s.

A A'

Fig. 1. An STM image of the surface topography; the insert
shows the surface profilogram across the AA' section. The
substrate temperature during epitaxy was 200°C, and the
effective thickness of the germanium film was 5 ML. The
scanned area was 740 × 740 Å2.
A Skan-8 tunneling microscope and a Solver
P4-SPM-MDT scanning probe microscope were used
in the STM and AFM studies, respectively.

Examinations of HEED patterns showed that, at a
temperature of epitaxy of Ts = 200°C, two-dimensional
growth of germanium film persisted up to a film thick-
ness equal to 15 ML; only in films 20 ML thick was the
formation of 3D structures evident. The type of recon-
struction of the germanium surface was (2 × 1). The dif-
ference between the diffraction patterns obtained from
the buffer silicon layer and the germanium surfaces
consisted in the fact that, in the latter case, the reflec-
tions spots were appreciably broadened and had lower
intensity, which was indicative of the development of
fine-structure roughness at the germanium surface.

2.1. STM Observations

As the probe tip, we used a gold wire that was
0.28 mm in diameter and was sharpened by a mechan-
ical cut. In spite of the conventional difficulties related
to the STM observation of the semiconductor surface
under atmospheric-air conditions, we managed to
obtain a large number of stable STM images with high
reproducibility. The attempts to observe the morphol-
ogy of the silicon substrate without a preliminary treat-
ment (aimed at removing the native-oxide layer and
passivating the surface) failed. The scanned area varied
from 300 × 300 Å2 to 1 × 1 µm2.

Figures 1 and 2 show the STM images of the surface
topography and the profiles of the surface sections of
germanium films 5 and 15 ML thick, respectively; the
films were deposited onto the silicon substrate at a tem-
perature of Ts = 200°C. A similar image was obtained
for the film with deff = 10 ML. In all structures, steplike
formations, which, as a rule, are observed at the crystal

A A'

Fig. 2. An STM image of the surface topography; the insert
shows the surface profilogram across the AA' section. The
substrate temperature during epitaxy was 200°C, and the
effective thickness of germanium film was 15 ML. The
scanned area was 740 × 740 Å2.
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surface under external effect (for example, under elec-
trothermal diffusion of atoms [5, 8]), are evident. The
period of the steps varies from 65 to 140 Å as the ger-
manium-film effective thickness increases from 5 to
15 ML.

The film thickness is proportional to the duration of
deposition. The dependence of the step period d on the
formation duration t was plotted on the basis of three
points and yielded the dependence d ∝  t.

Studying the characteristic sizes of structures in the
films 10 ML thick, from the initial stage of the step for-
mation at Ts = 200°C to the island growth at Ts = 350,
500, and 650°C, showed that these sizes apparently

depend exponentially on temperature as d ~ ,
where Ds is the surface-diffusion coefficient. If the for-
mation time and the effective thickness of germanium
film are fixed, the active process of formation of the
island structure is observed at MBE temperatures
exceeding 350°C, with the sizes, shape, and density of
islands depending significantly on the MBE-growth
temperature and possible conditions of the postgrowth
annealing [9].

2.2. AFM Observations

The AFM observations were performed in a contact
mode using a cantilever with a silicon probe that had a
tip radius less than 10 nm. Characteristic scanned areas
were varied from 1 × 1 µm2 to 7 × 7 µm2.

Structural roughness was not observed on the sur-
face of films 5 and 10 ML thick (Ts = 200°C). In the
films with deff = 15 ML, we observed undulatory
extended irregularities (Fig. 3) pointing to the onset of
the localized-island formation. Apparently, the steplike
structure shown in Fig. 2 covers the undulatory surface
irregularities shown in Fig. 3. On the other hand, the
observed structure may be referred to as pitted, because
it involves characteristic depressions with a diameter of
about 450 nm and a depth of 40 Å. Such depressions,
although with much smaller sizes (tens of angströms in
diameter) were also observed in STM images.

3. DISCUSSION

Observation of the initial stage of development of
irregularities at the silicon surface covered with an elas-
tically strained germanium film made it possible to
make the following conclusions:

(i) in the initial stage of self-organization (cluster-
ization) of germanium film at a low temperature (Ts <
350°C), the development of steplike structure is
observed, with characteristic sizes being h ≤ 2 nm and
d ≈ 6.5–14 nm;

(ii) the average step-growth rate is v ~ 10–8 cm/s and
exceeds the rate of development of natural roughness
by a factor of 102 at the same relative temperature (T ~
0.2Tm) [10]; and

Ds
1/2
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(iii) the repetition period of the steps depends on the
film thickness and the duration of the film growth as
d ~ h and d ~ t, respectively.

We now use formulas (1) and (2) to estimate the val-
ues of quantities α1 and α2. In calculations of α1, we
assumed that σ = 0.3, E = 7 × 1011 dyne/cm2, γ =
103 dyne/cm [11], and a = 2.5 × 10–8 cm; we obtained
α1 = 10–2 dyne cm2. In the second case, we assumed
that h = 1 nm, ε = 109 dyne/cm2 [12], and M =
1012 dyne/cm2 and obtained α2 = 10–8 dyne. We can
now evaluate the key parameter of the theory [6]: L0 =
(α1/α2)1/2 = 3 × 10–7 cm. The average distance between
the steps on the vicinal face (001)Ge is Lav = 1.5 ×
10−6 cm. Thus, we have Lav/L0 > 1, which corresponds
to active step-bunching [7].

The most important outcome of the above estima-
tions and of the fact that they are consistent with exper-
imental data is the possibility of calculating the force
that induces the directional drift of germanium ada-
toms. Knowledge of this force makes it possible to esti-
mate the smallest attainable sizes of islands in the sys-
tem under consideration.

It is worth noting, first of all, that the force acting on
an adatom in the course of directional mass transport,
which induces the step formation, can be derived most
precisely from the experiments with electrical trans-
port. In the case of transition metals, F = 10–12 dyne [8],
whereas, for semiconductors (for example, silicon), we
have F = 5 × 10–11 dyne [13]. Simultaneous observa-
tions of the development of natural roughness and the
formation of structure under the effect of electric forces
made it possible to find that the force, which is induced
by the chemical-potential gradient and gives rise to nat-
ural roughness, is comparable to the force involved in
the electrical transport [10]; i.e., this force may be esti-

x

y

z

Scale

z : 100 Å
y : 10000 Å
x : 10000 Å

Fig. 3. An AFM 3D image of the surface topography. The
substrate temperature during epitaxy was 200°C. The effec-
tive thickness of the germanium film was 15 ML. The
scanned area was 5 × 7 µm2.
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mated as F ≈ 10–11 dyne in the case of semiconductors.
Self-organization of elastically strained films proceeds
much more actively than in the cases considered. Tak-
ing into account that the rate of mass transport is pro-
portional to the acting force for T = const, we infer that
the formation of steps with the rate of v ~ 10–8 cm/s at
T = 200°C is possible for F > 10–9 dyne. Calculation based
on relationship (2) yields F2 = α2lnL = 2 × 10–8 dyne for
L = 20 (the ratio of the step period to the interatomic
distance).

On the basis of general relationships of the thermo-
dynamics of irreversible processes, the following iden-
tical formulas were derived in [5, 8] for the estimates of
the period of self-organizing irregularities:

(3)

Here, ∂Ds/∂θ is the parameter accounting for a change
in the surface diffusion coefficient at the curved surface
(θ = ∂z/∂x is the angle of deviation of the surface irreg-
ularity from the mean plane z = 0) and ω is the atom
volume.

d 2π
Dsγω
∂Ds

∂θ
--------- 

  F

-------------------

1/2

.=

10 µm(a)

(b) 10 µm

Fig. 4. An optical image of the surface topography of a
(112)Mo vicinal face after annealing by direct current j =
5 × 103 A/cm2 in a temperature-gradient field of ∇ T =
2000 K/cm for 150 h at T = 2100 K: (a) the forces inducing
the electrical transport and thermal transport coincide in
direction and (b) the directions of these forces are opposite.
In deriving formula (3), it was shown [5, 10] that the
development of self-organizing surface irregularities is
possible if the direction of the gradient of the surface-
diffusion coefficient is opposite to that of external force
vector, i.e., if the quantity (∂Ds/∂θ)F is negative. Other-
wise, the effects of external force and the force induced
by the Laplace pressure combine, which results in a
leveling-off of the surface. The development of a step-
like structure on the surface of germanium film at the
initial stage of island formation causes the structural
anisotropy to increase (the atoms predominantly dif-
fuse along the step edges, i.e., along the direction
[110]). It is to this factor that the formation of extended
undulatory islands of Ge1 – xSix at the Si(100) surface
(as observed in [14]) can be related. Confirmation of
the determining role of anisotropy of the surface-diffu-
sion coefficient in the self-organization can be recog-
nized in experiments with structurization of the surface
of a pure crystal (for example, molybdenum) in the case
where two forces inducing electrical transport and ther-
mal transport are simultaneously in effect. Figure 4
shows various structures at the surface of the Mo(112)

vicinal face misoriented by 3° in the [ ] direction
from the direction of the forces. In the case of opposite
direction of the forces, decay of the steps into individ-
ual islands is observed in the zone where the equiva-
lence of forces should be expected (Fig. 4b). In our
opinion, such a situation can arise if structural anisot-
ropy, which ensures the motion of atoms at large angles
to the direction of forces, is pronounced [5]. In any
case, it is unjustified here to take elastic forces into con-
sideration; in fact, the observed variation in the surface
structure is related only to special features of anisot-
ropy in the surface diffusion in the field of external
forces.

We now return to relationship (3) and estimate the
value d of the smallest attainable size of germanium
islands taking into account the diffusion kinetics.
Assuming that Ds/(∂Ds/∂θ) ≈ 1, ω = 10–23 cm3, and the
force F = 10–8 dyne, we obtain d ≈ 60 nm, which is con-
sistent with experimental data [9, 14, 15]. It follows
from formula (3) that the island size can be decreased
by increasing the force F or by properly selecting the
crystallographic orientation of the substrate (with a
resulting decrease in the surface diffusivity of atoms as
its anisotropy increases). The effect of both factors was
qualitatively observed in [14].

It is noteworthy that the dependence d ~ F–1/2 ~ ε–1

of the island size on the force and, correspondingly, on
the degree of the lattice mismatch, which we obtained
in this work, agrees well with a similar dependence
obtained in [16]. It was shown in [16] that, in an
InAs/GaAs system, a variation in the arsenic flux
affects significantly the conditions of the island growth;
namely, an increase in pressure, i.e., an increase in sur-
face diffusivity due to an increase in the arsenic-adatom
concentration, causes the island size to increase, which
also follows from formula (3).

110
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CONCLUSION

Our STM, AFM, and HEED studies of decay of
elastically strained germanium film at the silicon sur-
face in a Ge/Si(001) heteroepitaxial system made it
possible to evaluate, to the first approximation, the
force inducing the directional drift of germanium ada-
toms; we also managed to estimate the smallest attain-
able island size on the basis of kinetic characteristics of
directional mass transport. The smallest island size was
shown to be 60 nm. The possibility of further decreas-
ing the island size relies on an increase in the force act-
ing on an adatom or, with allowance made for the deter-
mining role of the surface-diffusivity anisotropy in the
surface self-organization, on the proper selection of the
crystallographic orientation of the substrate.
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Abstract—A method is proposed for growing stacked InAs/InGaAs self-organized quantum dots on GaAs sub-
strates. The technique allows fabrication of structures exhibiting intense and narrow-line photoluminescence in
the 1.3 µm wavelength region. The influence of growth conditions on structural and optical characteristics was
studied. The proposed structures show promise in developing vertical-cavity surface-emitting devices. © 2000
MAIK “Nauka/Interperiodica”.
Further progress in developing high-speed optical-
fiber data transmission systems demands that the semi-
conductor light emitters and detectors operating at 1.3
and 1.55 µm be improved. The shortcomings of the
conventional InGaAsP/InP injection heterolasers are
associated with the asymmetric directivity pattern of
laser radiation, which hinders the introduction of the
light beam into the optical waveguide; with low-tem-
perature stability; and with a complicated fabrication
technology that includes individual processing and
measurement of any laser crystal [1]. Therefore, an
active search is being conducted for new semiconduct-
ing materials for the spectral regions specified above.
These include quantum well (QW) InGaAsN [2] and
GaAsSb [3] structures and InGaAs structures with
quantum dot (QD) arrays [4, 5] grown on GaAs sub-
strates by molecular-beam epitaxy (MBE). The use of
GaAs substrates makes possible the fabrication of the
long-wavelength vertical-cavity surface-emitting lasers
(VCSELs) by using high-quality quarter-wave
AlGaAs/GaAs Bragg reflectors. Light sources of this
kind have a potential for efficient introduction of light
into a fiber, possess higher temperature stability, and
allow the batch technology of fabrication and testing [6].

The longest lasing wavelength obtained for QW
InGaAs/GaAs structures is 1.22 µm [7], which is due to
the limitations imposed by the pseudomorphous
growth technology on the QW width [8]. At the same
time, the use of InGaAs and InAs/InGaAs QD arrays
enabled the fabrication of vertical-cavity photodetec-
tors [9] and low-threshold lasing, including that in the
continuous-wave mode, for the 1.3 µm spectral region
[4, 10]. However, the optical gain achieved in structures
1063-7826/00/3405- $20.00 © 20594
with QD arrays is not high enough to overcome the
losses characteristic of the surface-emitting lasers oper-
ating in this spectral region. The observed gain satura-
tion is due to the limited surface density of QDs com-
bined with the inhomogeneous broadening of the den-
sity of states due to the variance in parameters of
separate dots [11]. Therefore, developing the methods
for fabrication of uniform QD arrays with high surface
density and emitting in the 1.3 µm region is very impor-
tant.

In this paper, we report the results of optimization of
the design and the MBE conditions for the structures
with stacked InAs/InGaAs QDs. The optimization
enabled higher surface density of the QD array, with
high intensity of the 1.3 µm photoluminescence (PL)
line retained and with no line broadening as compared
to single-layer QD structures. PL and electrolumines-
cence (EL) in the 1.26–1.33 µm range is demonstrated
for the epitaxial structures with vertical optical cavities.

The structures studied in this work were grown on
semi-insulating GaAs(100) substrates in a Riber-32P
MBE setup with a solid As4 source. The substrate tem-
perature was 485°C during the formation of QDs,
QWs, and the entire thickness of the spacers (or some
part of it) and was 600°C during the fabrication of the
rest of the structure. A Philips EM 420 microscope with
a 100–120-kV accelerating voltage was used for trans-
mission electron microscopy (TEM). The PL was
excited by an Ar+ laser (514.5 nm) and was detected
with a Ge photodiode. The excitation density was
100 W/cm2.

Figure 1 shows a cross-sectional TEM image of a
structure with InAs QDs in an external InGaAs QW.
000 MAIK “Nauka/Interperiodica”
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100 nm

InAs/InGaAs QDs layer

AlGaAs/GaAs SL

AlGaAs/GaAs SL

GaAs
1

Fig. 1. Cross-sectional TEM image of a sample with a single InAs QD layer fabricated on a 4-nm-thick In 0.12Ga0.88As sublayer and
covered with 6-nm In0.12Ga0.88As and 10-nm GaAs layers.
Structures of this kind ensure a relatively high surface
density of QDs [(3.5–4.5) × 1010 cm–2] [5] as compared
to In0.5Ga0.5As QDs (1.0 × 1010 cm–2) [4], also emitting
in the 1.3 µm region. We study the possibility of
increasing the surface density further by means of
stacking, i.e., repeated deposition of several QD layers
separated by GaAs spacers.

Previously, the stacking of QDs with relatively thin
(1.5–10 nm) GaAs spacers has been successfully used
to fabricate injection lasers involving the QD arrays and
operating at shorter wavelengths [12]. However, an
attempt to use this approach directly for InAs/InGaAs
structures emitting in the 1.3 µm region resulted in a
dramatic decrease in PL intensity both at liquid nitro-
gen and at room temperatures, and the respective PL
spectra changed as well. As an example, Fig. 2 shows
the PL spectra (at 77 and 300 K) for structures with one
and three (three-stack) InAs QD layers grown on a
3-nm-thick InGaAs sublayer and coated with 5-nm-
thick InGaAs and 10-nm-thick GaAs layers. All the
spacers were grown at 480–490°C. A considerable
decrease in PL intensity indicates the deterioration of
the three-stack structure grown by this technique. A
possible reason is that the lower QD layer affects the
formation of further layers through stress fields gener-
ated above separate islands (see Fig. 1, region 1).

We carried out studies aimed at optimizing the
growth process for structures with stacked
InAs/InGaAs QDs. It was found that the key point is to
lower the total In content in separate layers to the max-
imum possible extent [13]. This was achieved by using
InAs QDs deposited directly on GaAs and further over-
grown with the next InGaAs layer with low In content
(xInAs = 0.1–0.15). Another fundamental point consists
in using relatively thick (20–40 nm) GaAs spacers. In
doing so, only the first, relatively thin (3–5 nm) part of
the spacer, intended for conservation of the
InAs/InGaAs QD shape, is grown at 480–490°C, and
the remaining part is grown at 600°C, which is a tem-
perature typical of the MBE GaAs growth. Figure 3
shows a cross-sectional TEM image of a sample with
three stacked InAs QD layers coated with a 6-nm-thick
In0.12Ga0.88As layer and separated by GaAs spacers of
SEMICONDUCTORS      Vol. 34      No. 5      2000
50-nm total thickness. Note that, in contrast to the con-
ventional structures with stacked QD arrays in which
vertical alignment is observed of QDs in neighboring
layers, their positions are uncorrelated in our case. We
suppose that this is due to the relatively large thickness
of the spacers. A more detailed analysis demonstrated
that the surface density of the QDs and their size distri-
butions are the same in different layers. Figure 4 shows
room temperature PL spectra of three samples with one
or three InAs/InGaAs QD arrays with varied thickness
of the GaAs spacers. The results presented confirm that
the proposed growth technique allows preservation of
the PL spectrum shape in the 1.3 µm region for the
stacked InAs/InGaAs QD structures. In this case, the
PL intensity for the samples with stacked QD layers
does not decrease in comparison with the single-layer
structures.

0.9 1.0 1.1 1.2 1.3
Photon Energy, eV

PL Intensity, arb. units

300 K

77 K

×3

×3

Fig. 2. PL spectra for structures with a single layer (full
squares) and three (open squares) InAs QDs layers grown
on the 3-nm-thick InGaAs sublayer and covered with 5-nm
InGaAs and 10-nm GaAs layers.
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InAs/InGaAs QD layers

QDs

GaAs

50 nm

GaAs

GaAs

GaAs

Fig. 3. Cross-sectional TEM image of a sample with three layers of InAs/InGaAs-QDs formed directly on GaAs and separated by
GaAs spacers with a total thickness of 50 nm.
Previously, we demonstrated the possibility of using
the structures with stacked InAs/InGaAs QD layers to
fabricate laser diodes emitting in the 1.3 µm region
[10]. Diodes with cleaved mirrors and a 100-µm-wide
stripe have low threshold currents (90–105 A/cm2) and
high output power (2.7 W) at 1.26–1.28 µm. Below, we
present results demonstrating the potential of the pro-
posed technology for fabrication of vertical-cavity sur-
face-emitting structures. The structures studied were
grown in two stages. First, a bottom mirror based on an
undoped AlAs/GaAs structure with layer thicknesses
λ/4ni was grown by MBE [here, λ is the operating
wavelength and ni is the refractive index at this wave-
length for AlAs (i = 1) or GaAs (i = 2)]. Then, a piece
of semi-insulating GaAs substrate was placed onto the
same holder and the second part of the structure was
grown in the form of a GaAs layer with stacked
InAs/InGaAs QD layers. The active region with QDs
was sandwiched between short-period AlGaAs/GaAs
superlattices. To avoid problems associated with possi-

0.9 1.0 1.1 1.2
Photon Energy, eV

PL Intensity, arb. units

300 K

Fig. 4. PL spectra for three samples with a single layer (full
squares) or three InAs/InGaAs-QD layers, with 18-nm
(asterisks) or 30-nm (open squares) GaAs spacers.
ble AlAs oxidation, all the mirror structures were com-
pleted with a λ/8n2 GaAs layer and coated with a
~0.1-µm layer of amorphous arsenic [14]. The design
optical cavity length (the distance between the last
quarter-wave AlAs layer and the structure surface) was
mλc/2n2, where m is an integer. Finally, the samples
were removed from the growth chamber and spectra of
reflectivity and PL were measured.

Figure 5 shows the room temperature spectra of
reflectivity and PL for a sample with a bottom Bragg
reflector and also a PL spectrum for a sample without a
reflector. The active region of the structure grown by
the above-described technique contained three stacked
InAs/InGaAs QD layers separated by GaAs spacers
with a total thickness of 25 nm. The narrowing of the
PL spectrum and a considerable (by an order of magni-
tude) increase in intensity is observed for the sample
with the bottom mirror, confirming that the optical cav-
ity has a substantial influence on the emission charac-
teristics of the QD arrays [15, 16]. Depending on the
specific features of the active region and on the optical
cavity parameters, the PL spectra peaked in the region
between 1.26 and 1.33 µm.

For EL studies, a structure was grown with a bottom
Bragg mirror comprising 25 n-AlAs/n-GaAs pairs, an
active region (cavity) of three stacked InAs/InGaAs
QD layers, and an upper p-GaAs contact layer. The sur-
face-emitting diode design with complete back-side
metallization and upper annular contact was used. The
nonrectifying contact to the n-type layers was fabri-
cated by metallization with AuGa/Ni/Au, and the con-
tact to p-type GaAs, with Cr/Au. The cylindrical cur-
rent-flow region was confined by means of proton
implantation. Figure 6 shows EL spectra of a surface-
emitting diode with an active region 30 µm in diameter.
The spectra were taken at room temperature in the
pulsed mode for emission perpendicular to the sample
surface. The current density was evaluated under the
assumption of its uniform distribution over the device
area. With increasing current density, the shape and the
full width at half-maximum (FWHM) of the EL spectra
change only slightly in comparison with the spontane-
ous emission spectra of the InAs/InGaAs QD laser
structures [10, 13] and surface-emitting QD structures
SEMICONDUCTORS      Vol. 34      No. 5      2000
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without optical cavity [17] characterized by increasing
intensity of emission via excited states. This is due to
the influence of the optical cavity. The relatively large
FWHM of the EL spectra is caused by the use of a low-Q
resonator, with the reflectivity of the upper mirror
formed by the GaAs–air interface as low as about 30%.

In conclusion, a new technique is proposed in this
work for fabrication of structures with stacked
InAs/InGaAs QDs, providing small FWHM and high
intensity of the PL line in the 1.3 µm spectral region.
The obtained semiconductor heterostructures with ver-

PL Intensity, arb. units

×4

1.1

0.2

1.2 1.3 1.4 1.5

0.4

0.6

0.8

1.0

0

Reflectivity

λ, µm

1.1 1.2 1.3 1.4
λ, µm

J = 700 A/cm2

1400 A/cm2

2100 A/cm2

T = 300 K

EL Intensity, arb. units

Fig. 5. Reflectivity and PL spectra for a structure with three
InAs/InGaAs QD layers grown on the Bragg reflector (solid
line), and the PL spectrum for a similar structure grown on
the semi-insulating GaAs substrate (asterisks).

Fig. 6. EL spectra for a surface-emitting diode with an
active region of three InAs/InGaAs-QD layers and a bottom
Bragg reflector.
SEMICONDUCTORS      Vol. 34      No. 5      2000
tical optical cavities and with an active region based on
stacked arrays of InAs/InGaAs QDs show promise in
fabrication of vertical structures that emit in the 1.3 µm
region and are grown on the GaAs substrates.
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Abstract—Current–voltage characteristics of electroluminescent structures composed of metal, erbium-doped
amorphous silicon, and crystalline silicon and prepared by magnetron sputtering were measured and analyzed.
It is shown that the carrier transport in a high-resistivity (a-Si:H):Er film (resistivity ~109 Ω cm) proceeds by
the mechanism of unipolar-injection space-charge-limited currents controlled by two types of traps. Trap
parameters, namely, the densities and ionization energies of acceptor and donor centers (~1019 cm–3 for both
types of traps; 0.85–0.95 eV and 0.4 eV, respectively) are estimated by analyzing the current–voltage charac-
teristics. In the light of the results obtained, the published excitation mechanism of erbium-related electrolumi-
nescence in such a material is discussed. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The encouraging results obtained in studying
erbium-doped crystalline silicon as a material for
1.54 µm light-emitting diodes stimulated recent inves-
tigations of erbium-doped amorphous hydrogenated
silicon (a-Si:H):Er). In particular, the efficient photolu-
minescence from Er ions has been observed in this mate-
rial [1], and, recently, room-temperature electrolumines-
cence (EL) was also observed in Me/(a-Si:H):Er/c-Si
structures prepared by magnetron sputtering [2].
According to [3], the EL excitation mechanism in these
structures is associated with the Auger process, with
electrons from the a-Si conduction band captured by
dangling bonds of silicon with energy transferred to the
f-shell of erbium ions. It is supposed that the field-stim-
ulated multiphonon tunneling emission of electrons
trapped by the dangling bonds is the process responsi-
ble for steady-state EL. These processes describe fairly
well the current and temperature dependences of the
erbium EL in Me/(a-Si:H):Er/c-Si structures [3].

The mechanisms of charge-carrier transport in
(a-Si:H):Er films and the influence of the Me/(a-Si:H):Er
contacts and (a-Si:H):Er/c-Si heterocontacts on the
current flow have not been adequately investigated. In
this work, we present and analyze, for the first time,
experimental I–V characteristics of Al/(a-Si:H):Er/c-Si
structures obtained by magnetron sputtering in a wide
range of current densities from 10–7 to 1 A/cm2. The
main goal of the study was to clarify the electron trans-
port mechanisms in the (a-Si:H):Er films.
1063-7826/00/3405- $20.00 © 20598
2. EXPERIMENTAL PROCEDURE

Figure 1 shows schematically a structure under
study. An (a-Si:H):Er layer about 1 µm thick was
deposited onto an n-type c-Si substrate by magnetron-
assisted silane decomposition (MASD) [4]. Erbium
was introduced in the course of decomposition from a
metallic source. Thermally evaporated aluminum was
used to fabricate metal contacts to (a-Si:H):Er and c-Si
(deposition onto the (a-Si:H):Er film was carried out
using a mask 1 mm in diameter).

The dc current–voltage characteristics (I–V curves)
were measured in the dark. The polarity of the applied
voltage corresponded to that exciting the erbium-
related EL in these structures, with the metallic contact
to the (a-Si:H):Er film being negative. The I–V curves
presented below were taken by measuring the station-
ary current for given voltages across the structure.

3. EXPERIMENTAL RESULTS
AND ANALYSIS

Figure 2 shows an I−V curve of an EL structure at
room temperature. As can be seen, in the log–log scale,
the I−V curve comprises several clearly defined straight
portions with different slopes, which can be approxi-
mated by the power-law dependences of current I on
voltage V. In portion I, the I−V curve is ohmic, i.e.,
I ∝  V. In portion II, the slope of the curve increases, so
that I ∝  V4. Further on comes the relatively gently slop-
ing and short (in the log scale) portion III characterized
by a quadratic dependence, I ∝  V2. Finally, the I−V
curve becomes steeper again in portion IV.
000 MAIK “Nauka/Interperiodica”
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I−V curves of this kind are typical of the space-
charge-limited currents (SCLC) in insulators with traps
for carriers [5]. The specific features of the I−V curves
for the Me/(a-Si:H):Er/c-Si structure studied suggest
that (a-Si:H):Er is a high-resistivity n-type material
with two groups of trap centers located in the upper half
of the forbidden band. A scheme of energy levels in the
gap of amorphous silicon at thermodynamic equilib-
rium is shown in Fig. 3. It is assumed that the Fermi
level lies between the levels Et1 and Et2, so that the
lower level is nearly filled with electrons and the upper
level is nearly empty. In terms of the SCLC model, the
specific features of the obtained I−V curves for
Me/(a-Si:H):Er/c-Si can be qualitatively interpreted as
follows.

At equilibrium, a certain number of conduction
electrons are present in the (a-Si:H):Er film, their den-
sity being determined by the Fermi level position in the
gap. In its turn, the Fermi level position is determined
by the concentrations and ionization energies of the Et1
and Et2 centers.

If a small voltage is applied to the structure, the
electrons injected into amorphous silicon from the non-
rectifying Al contact are captured by the Et2 traps. The
film conductivity remains purely ohmic owing to the
presence of equilibrium electrons (portion I in the I−V
curve). With increasing voltage, the occupancy of the
Et2 centers increases (the quasi-Fermi level for elec-
trons moves progressively away from the Et2 level and
approaches the conduction band), and the concentra-
tion of the injected free electrons in the conduction
band increases as well. When the latter exceeds the
concentration of equilibrium electrons, the current
starts to grow abruptly with increasing applied voltage
(portion II named in terms of the SCLC theory the
“completely filled traps” (CFT) portion). The current
rises by the I ∝  V4 law until it starts to be limited by car-
rier capture by the Et1 centers (as the quasi-Fermi level
for electrons approaches the Et1 level). Further on, the
I−V curve must follow the square law as long as the
quasi-Fermi level remains below the Et1 level (portion
III, “trap-controlled square law,” TCSL). Finally, we
ascribe the increase in the I−V curve slope for voltages
higher than 10 V (with electric field strength in the film
exceeding 105 V/cm) to the thermally assisted field
emission of electrons from the trap levels.

Some additional evidence supporting the scheme of
levels proposed for the SCLC interpretation were
obtained by studying the I−V curves at temperatures
above room temperature. Raising the temperature must
lead to the following variations of the I−V curves. First,
the resistivity of the amorphous film is bound to
decrease with increasing temperature. Second, the volt-
age corresponding to the kink in the I−V curve between
the ohmic and CFT sections must become higher owing
to the shift of the Fermi level toward the gap center with
increasing temperature. Third, the CFT law I ∝  V4 must
SEMICONDUCTORS      Vol. 34      No. 5      2000
evidently remain unchanged. Fourth, the thermally
assisted field emission must be activated, so that the
preceding TCSL portion may become less pronounced.
Figure 4 shows the I−V curves taken between room
temperature and 120°C. It can be seen that all the
expected variations of the I−V curves are experimen-
tally verified.
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Fig. 1. Schematic of the Al/(a-Si:H):Er/c-Si structures stud-
ied.

Fig. 2. Typical room-temperature I−V curve for
Al/(a-Si:H):Er/c-Si structures exhibiting erbium-related
EL. Portions of the curve: I, ohmic; II, completely filled
traps (CFT); III, trap-controlled square law (TCSL); and IV,
thermally stimulated field emission from trap levels.

Fig. 3. Scheme of energy levels in the forbidden band of
amorphous silicon (at thermodynamic equilibrium) used in
the space-charge-limited current model. F0 is the Fermi
level.
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Now, based on the SCLC theory [5], we perform a
semi-quantitative analysis of the I−V curves to evaluate
some parameters of amorphous silicon and the electron
traps.

3.1. Resistivity, Concentration, and Mobility
of Equilibrium Carriers in (a-Si:H):Er

The film resistivity calculated from the ohmic por-
tion of the I−V curve at room temperature is ρ = 8 ×
108 Ω cm.

According to the SCLC theory, the electron mobil-
ity in an ideal insulator (without traps and free carriers)
can be determined from the “trap-free square law”
(TFSL) describing the I−V curve of an ideal insulator

(1)

where ε is the static dielectric constant of the insulator,
µ is the electron mobility, and L is the insulator film
thickness [note that the carrier concentration does not
appear in relation (1)]. The same law represents the
limiting I−V curve for a nonperfect insulator at a rather
high applied voltage, when the number of injected elec-
trons significantly exceeds the number of initially
empty electron traps. Thus, in our case, the lower limit
to the electron mobility can be evaluated by plotting a
I ∝  V2 line tangent to the experimental I−V curve at the
maximal currents through the structure (see Fig. 2).
Assuming for evaluation that ε = 8.85 × 10–14 F/cm and
L = 10–4 cm, we obtain µ > 0.02 cm2/(V s). Note that the
most straightforward method for determining the
mobility in high-resistivity materials is the pulsed mea-
surement of transient SCLC. However, in the case in
question, the use of this method is somewhat compli-
cated by the small film thickness and, consequently, the
short time of electron transit through the sample from
the cathode to the anode. As the upper limit to the
mobility in amorphous silicon, we can take a value on
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Fig. 4. I−V curves taken for an Al/(a-Si:H):Er/c-Si structure
at temperatures of (1) 293, (2) 343, and (3) 393 K.
the order of 1 cm2/(V s). Thus, the electron mobility in
the films studied is within 0.02–1 cm2/(V s). Using
these parameters, we evaluate the equilibrium concen-
tration of free electrons (n0) from the relation ρ =
(qn0µ)–1, where q is the elementary charge. At room
temperature, we have n0 = 1010–4 × 1011 cm–3.

3.2 Fermi Level Position in the Forbidden Band
of Amorphous Silicon under Equilibrium Conditions

With the free electron concentration in the conduc-
tion band known, the position of the Fermi level in the
gap (EC – F0) can be determined from

(2)

where NC is the effective density of states in the con-
duction band and kT is the thermal energy. Assuming
for evaluation that NC = 5 × 1020 cm–3, we obtain EC –
F0 = 0.54–0.64 eV.

3.3. Ionization Energies and Concentrations of Traps

According to the SCLC theory, the voltage VCFT at
which the portion of completely filled traps with energy
Et2 begins is related to the concentration of initially
empty traps (pt02) by

(3)

For VCFT = 0.6 V (see Fig. 2), we have pt02 = 3 ×
1013 cm–3. Note that in the films under study pt02 @ n0.

Based on previous investigations of (a-Si:H):Er, it is
reasonable to suppose that the Et2 traps are deep accep-
tors, e.g., dangling silicon bonds or D-centers [3]. It is
generally assumed that the D-center concentration (Nt2)
in amorphous hydrogenated silicon is on the order of
1019 cm–3. Thus, as follows from the pt02 calculation, the
equilibrium occupancy of D-centers is nearly unity (the
Fermi level lies above the D-center level). With known
Nt2 and F0 values, the energy position of the Et2 level
can be determined from

(4)

where gA is the spin degeneracy of the Et2 level. Assum-
ing that Nt2 = 1019 cm–3 and gA = 2, we obtain EC – Et2 =
0.85–0.95 eV.

Further, the energy position of the Et1 level can be
determined assuming that, at the point where TCSL
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sets in, the quasi-Fermi level for electrons (FCFT) coin-
cides with the Et1 level to within kT, i.e.,

(5)

where nCFT is the concentration of free electrons
injected into the film at the voltage of TCSL onset
(VCFT). This voltage is related to the nCFT by an expres-
sion similar to (3):

(6)

For VCFT = 4 V (see Fig. 2), we obtain nCFT = 2 ×
1014 cm–3 and EC – Et1 = 0.38 eV. The concentration of
the Et1 centers, Nt1, can be determined from the equa-
tion of bulk electroneutrality for the equilibrium condi-
tions (there is good reason to believe that the Et1 traps
are donors of the type of erbium–oxygen complexes
[6]). If both donor (Et1) and acceptor (Et2) states are
present, the electroneutrality equation can be written as

(7)

where  and  are the concentrations of ionized
acceptors and donors, respectively. Note that in our

case  ≈ Nt2 and n0 ! Nt2, so that relation (7) can be
rewritten as

(8)

wherefrom the donor concentration (Nt1) can be calcu-
lated directly, since the values of F0, Nt2, and Et1 are
already determined. Since Et1 – F0 @ kT, we obtain
Nt1 – Nt2 ≈ 1019 cm–3. This result stems from the fact
that the position of F0 is between the donor and accep-
tor levels, so that we have nearly complete mutual com-
pensation of the donors and acceptors, with the free
electron concentration in the conduction band negligi-
ble as compared to the concentration of the traps.

4. DISCUSSION

According to the model from [3] the main process
responsible for light emission in the (a-Si:H):Er film is
the capture of an electron from the conduction band to
an empty D-center level. In this model, the radiative
recombination rate must be proportional to the product
npt2, where n is the electron concentration in the con-
duction band and pt2 is the concentration of empty
D-centers (traps with energy Et2). However, when the
current flow is governed by the SCLC mechanism,
injected free electrons accumulate in the (a-Si:H):Er
film just as the D-centers are filled; that is, an increase
in the electron concentration n is accompanied by the
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corresponding decrease in pt2. Thus, rather conflicting
conditions are to be fulfilled to obtain an efficient lumi-
nescence. In this situation, the important role of ther-
mally assisted field emission becomes apparent: it
makes the D-centers free for the further capture of car-
riers.

In the framework of this model, it may be assumed
that the EL efficiency can be improved by (i) adjusting
the D-center concentration; (ii) adjusting the Fermi
level position in amorphous silicon (by appropriate
doping), so that the D-centers are filled with electrons
even under equilibrium conditions; (iii) making the
film thinner, which must lower the onset voltage of the
field emission of electrons; and (iv) adjusting the trap
distribution across the film thickness, since, generally
speaking, the electric field is rather nonuniformly dis-
tributed across the film under the SCLC conditions.

To somewhat clarify the problem of the poorly
reproducible properties of the Me/(a-Si:H):Er/c-Si
structures, it seemed of interest to compare the I−V
curves of luminescent and nonluminescent structures.
Figure 5 shows the corresponding I−V curves for sev-
eral samples. As can be seen, the I−V curves for nonlu-
minescent structures differ from those for luminescent
ones mainly in low currents up to fields on the order of
105 V/cm. This means that, up to high fields, carriers
injected into the film are mostly captured by the traps,
with the free electron concentration evidently remain-
ing low. An additional argument in favor of this state-
ment is that nonluminescent films apparently have
higher resistivity, with the Fermi level lying deeper in
the forbidden band and the initial occupancy of the
D-centers being lower than that in the emitting films.

5. CONCLUSION

The results obtained in this work suggest that the
electroluminescent (a-Si:H):Er films prepared by mag-
netron sputtering are composed of high-resistivity
n-type material in which the carrier (electron) transport
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Fig. 5. Room-temperature I−V curves for (1) emitting and
(2, 3) nonemitting Al/(a-Si:H):Er/c-Si structures.
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occurs by the mechanism of space charge limited
monopolar injection currents controlled by two types of
traps (donor complexes and acceptor states which con-
stitute silicon dangling bonds). To improve the EL effi-
ciency of this material, optimization of the structural
parameters is necessary, including the carrier mobility,
concentrations of donor dopants and dangling bonds,
film thickness, and distribution of impurities and dan-
gling bonds across the films.
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Abstract—The numerical analysis of the charge-carrier transport in lateral double-collector magnetotransis-
tors is presented. The final concentration distribution of the carriers injected in the base of the magnetotransistor
under the influence of the magnetic field as well as the emitter-size dependence of the device sensitivity were
calculated. © 2000 MAIK “Nauka/Interperiodica”.
Double-collector magnetotransistors stand out
among semiconductor magnetosensitive structures
because of their high magnetosensitivity in normal con-
ditions (≈100 µA/T and more). This substantially
extends the functional capabilities of galvanomagnetic
transducers.

This work is devoted to the numerical analysis of the
magnetosensitivity of lateral planar magnetotransis-
tors, namely, the investigation of the distribution of
injected minority charge carriers for the structure of the
double-collector magnetotransistor, whose schematic
diagram is shown in Fig. 1. Until now, this problem was
solved using the Green function method [1]. However,
this method of solving is imprecise because of a num-
ber of flaws. In this method, a finite series is substituted
for the double sums of the infinite series, while their
convergence is far from being rapid, and the use of an
arbitrarily shaped emitter complicates the calculations.
In addition, the mechanisms of magnetosensitivity of a
double-collector magnetotransistor were related only to
the deviation of trajectories of the injected carriers
under the influence of Lorentz forces and the Hall field.
However, the effect of the spatial modulation of the
emitter injection under the influence of the Hall field
[2] was not taken into account, although we deal with
the extended emitter. It is clear from the aforesaid that
a numerical simulation should be used for an adequate
consideration of the major physical factors that are
characteristic of a double-collector magnetotransistor.
Additionally, corresponding boundary conditions
should be taken into account as well as the necessity to
improve the structure of the transistor.

The equation that describes the distribution of
injected charge carriers in the presence of a transverse
magnetic field is written as [1]

(1)B
∂2

p

∂x
2

-------- ∂2
p

∂y
2

--------+ 
  A

∂p
∂x
------– M

∂p
∂y
------ p–+ ρ x y,( )δxx'δyy' ,–=
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(2)

where Ue0 is the emitter voltage, p is the hole concen-
tration, and the coefficients B, A, and M are given by

Here, n0 and p0 are the thermal-equilibrium concentra-
tions of electrons and holes, Jn is the electric-current
density of the majority carriers in the base, and µn , τn ,
µp, and τp are the mobility and lifetime for electrons and
holes, respectively. The ρ(x, y) quantity is considered to
mean the emitter capability. It follows from [2] that the
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Fig. 1. Schematic diagram for simulation of the planar dou-
ble-collector magnetotransistor. E is the emitter, C1 and C2

are the collectors, and B+ and B– are the base regions.
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presence of the Hall field EH, which appeared because
of the current flow of the majority carriers between the
bases B+ and B–, induces the potential distribution ϕH =
|EH × y | in the base. For this reason, the spatial modu-
lation of injection along the emitter appears, and the
quantity ρ becomes redistributed along the y axis
according to the law

(3)

Equation (1) is a linear elliptic differential equation
of the second order with two independent variables. In
order to solve it numerically, we used the finite differ-

ρ ρ0
q

kT
------ Ue0 EH y×+( ) .exp=

p, 1023 m–3
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Fig. 2. Concentration distribution of the injected carriers in
the base of a double-collector magnetotransistor in the
absence of a magnetic field (solid lines) and under the influ-
ence of the magnetic field of 0.6 T (dashed lines). LC =
224 µm, and LE = 87 µm.
ence method [3]. Let us partition the base by the rect-
angular mesh with the step STX = 3 µm along the 0x
axis and STY = 7 µm along the 0y axis (Fig. 1). The
procedure for solving equation (1) comprises the sub-
stitution of the set of difference equations for the differ-
ential equation. The concentration of the carriers
injected into the base is determined for each mesh
point. In practice, the problem was solved with intro-
ducing the accelerating Liebmann multiplier using the
method of alternating directions [3]. Boundary condi-
tions are chosen on the assumption that condition (3) is
fulfilled for the emitter, and no carrier flow through the
surfaces and boundaries of the structure under investi-
gation is observed. The uniform current of the majority
carriers flows between the bases B+ and B–, and its den-
sity Jn = 6 × 103 A/m2. The base size is 150 × 350 µm.
The sizes of the emitter and collectors varied within the
mentioned limits. The self-consistent difference itera-
tive process terminated at the maximum discrepancy
between two successive iterations for a single mesh
point was less that 0.01%. The result of the numerical
solution is shown in Fig. 2. As can be seen, the shift of
the concentration peak towards one of the collectors as
well as a more abrupt fall in the concentration along the
base is observed on switching the magnetic field. The
reason for this is that the injected charge carriers passed
a longer path before arrival at the collector in the
absence of the magnetic field. The diffusion length of
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Fig. 3. Dependences of the current magnetosensitivity of a
double-collector magnetotransistor γi on the emitter length
LE at the collector length LC (1) 147, (2) 182, (3) 223, and
(4) 180 µm. Curves (1)–(3) correspond to calculations, and
curve (4) is experimental.
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these carriers decreases under the influence of the mag-
netic field, i.e., most of the injected carriers deviate and
arrive at the collector from the base region closest to the
emitter. These carriers take no part in the subsequent
redistribution, and there is no necessity to fabricate
excessively extended collectors. As for the choice of
the optimum collector size, this problem is considered
in detail in [4]. Here, we restrict ourselves to the data
on the dependence of the magnetosensitivity γi on the
emitter length for given distances between the collec-
tors and bases (Fig. 3); these data were obtained from
the numerical simulation. The spatial modulation of
injection along the emitter affects the magnetosensitiv-
ity. On the one hand, an increase in the emitter length
enhances the difference signal taken from the collec-
tors. On the other hand, as the emitter edges become
closer to the collectors, the contribution from the redis-
tribution of the carriers in the bulk of the base under the
influence of the magnetic field decreases. The influence
of the mentioned factors as well as the carrier recombi-
nation in the base of the double-collector magne-
totransistor defines the optimum collector size. As can
be seen in Fig. 3, the magnetosensitivity behavior expe-
riences no variations, and the optimum magnetosensi-
tivity corresponds to the structure with the emitter
length, which is equal to approximately 4/5 of the dis-
SEMICONDUCTORS      Vol. 34      No. 5      2000
tance between collectors. The influence of the collector
lengths is insignificant. The experimental dependence
of γi on the emitter length is also shown in Fig. 3. The
experimental and calculated dependences coincide for
the emitter current IE = 0.6 mA, the base current IBB =
3 mA, and a magnetic field of 0.3 T. Thus, the consid-
ered method of simulation constitutes an efficient tool
for selection of the optimum topology (for example,
from magnetosensitivity) of the double-collector mag-
netotransistors.
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Abstract—A new method for modulating the mobility of the majority and minority charge carriers in silicon
was studied. It is shown that, under the effect of local avalanche breakdown of a p–n junction, the charge-carrier
mobility in the bulk of the semiconductor increases or decreases, depending on the orientation of the p–n junc-
tion subjected to breakdown in relation to the direction of motion of the charge carriers. © 2000 MAIK
“Nauka/Interperiodica”.
The modulation of the electrical conductivity of sil-
icon under the effect of local avalanche breakdown was
studied in [1]. The structure considered in [1] consisted
of a p−n junction operating in the avalanche-break-
down mode and a resistor located at a distance well
away from the breakdown region (20–100 µm). It was
shown that the conductance of the resistor increased by
a factor of 1.5 when the breakdown of the p−n junction
was initiated by a current of up to 5 mA. In [1], such a
modulation of electrical conductivity was accounted
for by the acoustic transport of the majority charge car-
riers generated by the avalanche breakdown into the
resistor region.

In this work, we will study the modulation of mobil-
ity of the majority and minority charge carriers in the
bulk of a semiconductor under the effect of local ava-
lanche breakdown of the p−n junction. We consider a
silicon structure consisting of a central p−n junction 1
and an annular field-effect transistor (FET) with an
n-channel that encloses the p−n junction (Fig. 1). We
studied the influence of avalanche breakdown of junc-
tion 1 on the mobility of majority charge carriers in the
channel of the FET and also on the channel resistance.
The mobility of majority charge carriers was deter-
mined from the measurements of the magnetoresis-
tance. A magnetic field was directed perpendicularly to
the sample surface. The channel resistance was mea-
sured both in the absence and in the presence of the
magnetic field. The structure studied had a configura-
tion similar to that of the Corbino disk, which pre-
cluded the generation of the Hall emf.

The obtained dependences of the electron mobility
and the ohmic resistance of the FET channel on the
breakdown current for one of the samples are shown in
Fig. 2. It is noteworthy that the electron flow is directed
from the source S to the drain D (Fig. 1) in accordance
with the polarity of the current source included in the
measurement circuit involving the load resistance Rl. It
follows from Fig. 2 that, as the current initiating the
1063-7826/00/3405- $20.00 © 20606
breakdown of p−n junction 1 increases, the electron
mobility increases and the FET channel resistance
decreases. This can be explained in the following way.
In the case of avalanche breakdown of the p−n junction,
acoustic phonons are generated and propagate through
the crystal. In the course of the motion of acoustic
phonons, they drag electrons and, thus, increase their
velocity and, consequently, their mobility (the direction
of motion of phonons coincides with that of electrons).
This fact also explains a decrease in the FET channel
resistance. It is worth noting that, in the case of ava-
lanche breakdown, optical phonons are also generated
in addition to the generation of acoustic phonons. The
absorption of photons in the bulk of the semiconductor
and the generation of nonequilibrium charge carriers in
turn contribute to a decrease in the channel resistance.

The results of measurements of the electron mobil-
ity and the FET channel resistance on the current initi-
ating the breakdown of p−n junction 1 for reverse direc-
tion of the electron flow (from the drain to the source)
are shown in Fig. 3. It can be seen that, as the break-
down current increases, the electron mobility
decreases, and the channel resistance initially decreases
and then begins to increase. A decrease in mobility is
caused by the deceleration of electrons by acoustic
phonons that propagate in the direction opposite to that
of electron motion. A decrease in the channel resistance
at the initial stage may be accounted for by the absorp-
tion of photons and by the generation of nonequilib-
rium charge carriers in the bulk of the semiconductor.
Later on, as the breakdown-initiating current increases,
an increase in the channel resistance sets in owing to
the fact that a decrease in mobility now becomes most
important. We note that we did not observe any signifi-
cant influence of the bias voltage applied to the gate G
(Fig. 1) on the mobility modulation in the structures
studied.

We now consider the influence of the local ava-
lanche breakdown of the p−n junction on the mobility
000 MAIK “Nauka/Interperiodica”
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of charge carriers in the bulk of the semiconductor. As
is known, the generation of photons in the course of the
avalanche breakdown of p−n junction 1 (Fig. 1) and
their absorption in the bulk of the semiconductor leads
to the generation of minority charge carriers that are
separated by p−n junction 2; i.e., the so-called ava-
lanche-generation current is observed [2]. We first con-
sider the influence of acoustic phonons on the ava-
lanche-generation current of p−n junction 2. To this
end, we represent the structure under consideration in a
simplified one-dimensional form in the case where this
structure is subjected to a magnetic field B (Fig. 4).
Under the effect of a magnetic field whose induction
vector is perpendicular to the direction of flow of the
minority charge carriers, the trajectory of the flow
becomes bended, the effective diffusion length
decreases, and, consequently, the avalanche-generation
current also decreases [3]. We assume that the photons
generated as a result of the breakdown of p−n junction 1
are completely absorbed in the n-layer. The continuity
equation for holes, with allowance made for the effect
of the magnetic field, may be written as [3]

(1)

where G in the intensity of photon emission, i.e., the
number of quanta of light penetrating through the unit
surface area into the n-region from the space-charge
region of p−n junction 1 per unit time, and K is the
absorption coefficient for light.

In expression (1), the diffusion coefficient DB is
given by

where  is the hole mobility and B is the magnetic
field induction.

Solving equation (1) supplemented with the bound-
ary conditions

and substituting the solution to the expression for the
hole-current density

we obtain the following expression in the case of Kw > 1
and K2L2 > 1:
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Fig. 1. The structure of the field-effect transistor and p−n junc-
tion 1. The arrow indicates the direction of the magnetic
field B.

Fig. 2. Dependences of (1) the electron mobility  in the

channel and (2) the channel resistance on the current Ibr ini-
tiating the breakdown of p−n junction 1. The direction of
propagation of acoustic phonons coincides with that of the
motion of electrons.
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Fig. 3. The dependences similar to those shown in Fig. 2 but
for the case where the direction of propagation of acoustic
phonons is opposite to that of the motion of electrons.
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It follows from expression (2) that the ratio of the

currents  (for B ≠ 0) and Jp (for B = 0) is independent
of the photon-emission intensity G. Therefore, the ratio

/Jp is bound to be independent of the current initiat-
ing the breakdown of p−n junction 1; i.e., it is expected
to be independent of the emission intensity G. How-

ever, as experimental studies showed, the ratio /Jp

decreased as the current initiating the breakdown of

p−n junction 1 increased. Thus, the ratio /Jp = 0.991

J p
B

J p
B

J p
B

J p
B

+–

Ibr A

A

1 2

p n p

x0 w

B

Fig. 4. One-dimensional model of the structure under inves-
tigation.
for the breakdown-initiating current of Ibr = 1 mA,

whereas /Jp = 0.962 for Ibr = 5 mA (the measure-
ments were performed for B = 1.5 T). This means that
the sensitivity of the structure to the magnetic field
increases as the current initiating the breakdown of
p−n junction 1 increases. This is related to an increase

in the mobility of minority charge carriers  in accor-
dance with formula (3). Such an increase in the mobil-
ity of minority charge carriers can also be explained by
the drag of the carriers by acoustic phonons.
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Abstract—The power conversion efficiency of laser diodes with an array of quantum dots in the active region
is analyzed. A model is proposed which allows analytical determination of the optimal cavity length corre-
sponding to the highest conversion efficiency for a given output power. A comparison is made with experimen-
tal data for high-power lasers based on submonolayer quantum dots emitting at 0.94 µm. © 2000 MAIK
“Nauka/Interperiodica”.
One of the most important device characteristics of
a laser diode is the efficiency of conversion ηC of the
input electric power into output optical power P. Appar-
ently, the conversion efficiency depends both on the
power and on the cavity length. The same output power
can be obtained in laser diodes with different cavity
lengths, but the conversion efficiencies will be different.

In this work, the problem of diode design optimiza-
tion is set as associated with finding the optimal cavity
length Lopt corresponding to the highest conversion effi-
ciency attainable for a given output power and to the
maximum conversion efficiency. A simple analytical
model is developed that can be used to determine these
characteristics for a laser with an active region based on
an array of quantum dots and to establish a relationship
between the characteristics and such intrinsic parame-
ters of the laser as resistivity, internal loss, differential
gain, transparency current, etc. As objects of the study,
we chose 0.94-µm high-power lasers with an active
region based on an array of submonolayer quantum
dots (SML QDs).

The conversion efficiency of a laser diode is defined
as a ratio of the total output optical power to the input
electric power and can be approximately written as

(1a)

where

(1b)

ηC P L,( ) P

IV0 I2RS+
-------------------------,=

I P/η I th+=
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is the drive current necessary for the required power to
be attained; η and Ith are the differential efficiency and
threshold current, both depending on the cavity length
L; V0 is the diode cutoff voltage; and RS is the series
resistance of the diode and is also cavity-length depen-
dent.

It was shown [1] that, for a diode with cavity length
L, the efficiency ηC reaches its maximum value

(2a)

at output power

(2b)

Here, x = V0/Ith(L)RS(L) is a length-dependent dimen-
sionless parameter. A decrease in the conversion effi-
ciency, occurring when the output power becomes
higher than P0, is due to a higher voltage drop across
the series resistance of the diode.

Figure 1 shows the output power, diode voltage, and
conversion efficiency as functions of the drive current
for a laser diode that has uncoated faces, a cavity length
of 1.76 mm, and a stripe width of 100 µm and that emits
in the 0.94-µm region. The active region of the laser is
an array of QDs formed by submonolayer deposition of
InAs/GaAs [2]. The epitaxial growth technique and the
procedure used to measure the device characteristics
were described in detail in [3]. As can be seen from

Fig. 1, the maximum conversion efficiency  =
50.5% is achieved in the diode with the given cavity
length at a current of 2.4 A, with an output power of
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P0 = 1.9 W. Note that the achieved maximum power
(3.9 W) is the highest among all types of QD lasers [4].
Taking into account the experimental values of the
threshold current (Ith = 330 mA), differential efficiency
(η = 0.92 W/A), series resistance (RS = 70.7 mΩ), and

diode cutoff voltage (V0 = 1.37 V), the  value cal-
culated by (2a) is 51.5%, which is in good agreement
with the experimental value.

It may appear that, for a power of P = P0, the con-
version efficiency calculated by (2a) is the highest pos-
sible for any cavity length. The conversion efficiency of
diodes with different cavity lengths is shown in Fig. 2
as a function of output power. It can be seen that,
although P = 1.9 W constitutes the condition for attain-
ing the maximum conversion efficiency in a diode with
cavity length L = 1.76 mm, there exist cavities, in par-
ticular, with L = 1.04 mm, for which even higher con-
version efficiency is achieved at the given output power.

Thus, the analysis performed in [1] and described by
expressions (2) fails to attain the solution to the prob-
lem of diode design optimization as it was formulated
above. The approach developed in this work is based on
satisfying the condition

(3a)

that determines the cavity length Lopt for which the

highest conversion efficiency (P) is achieved for a
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Fig. 1. Optical output power P, diode voltage UD, and con-
version efficiency ηC vs. drive current in the continuous-
wave mode, determined experimentally at 10°C for a stripe
laser diode (stripe width 100 µm and cavity length 1.76 mm)
with an active region based on SML InAs QDs. The highest

conversion efficiency  = 50.5% is achieved for the

given diode at P0 = 1.9 W.

ηC
peak
given output power P. Expression (3a) can be trans-
formed into

(3b)

where C = ∂I/∂L|P = const is the partial derivative with
respect to L of the current necessary to achieve the pre-
scribed power P [expression (1b)]. Evidently, the value
of C depends on both the power P and the cavity length
L. Moreover, the dependence on L is rather complicated
in the general case, since it reflects changes in both the
threshold current and differential efficiency.

However, consideration of lasers with an active
region based on a QD array makes it possible to sim-
plify the expressions significantly and obtain elemen-
tary analytical relations for sought-for Lopt and

(P). A characteristic feature of a QD laser is the
linear relationship between the threshold current den-
sity Jth and the optical-mode gain g

(4)

for gains not exceeding the saturation gain gsat. Here, β
is the current-independent differential gain and J0 is the
transparency current.

As shown in [5], expression (4) is approximately
valid at rather high temperatures determined by the
condition kBT > 2σ, where kB is the Boltzmann constant
and 2σ is the inhomogeneous broadening of the density
of states associated with the QD array. In the consid-
ered case of SML QDs, the inhomogeneous broadening
found from photoluminescence spectra is approxi-
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Fig. 2. Conversion efficiency vs. the output optical power
for diodes with cavity lengths of 1.04 and 1.76 mm (see also
the caption to Fig. 1). The vertical dashed line corresponds
to the power at which the highest conversion efficiency is
achieved for the diode with a cavity length of 1.76 mm.
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mately 25 meV. Thus, at temperatures close to room
temperature, expression (4) must well describe experi-
mental data.

The relationship between the gain and threshold
current density is found experimentally for the laser
under study with different cavity lengths and is illus-
trated in Fig. 3. The optical gain was calculated as a
sum of the mirror loss αm and internal loss αi. The latter
was evaluated from the dependence of the differential
efficiency on L and was taken to be 2.3 cm–1. As can be
seen from Fig. 3, at a transparency current J0 = 90 A/cm2

and differential gain β = 0.06 cm/A, expression (4) well
describes experimental data for Jth = 500 A/cm2, which
corresponds to L > 0.5 mm. With the cavity length
decreasing (threshold current density increasing) fur-
ther, the gain saturates at gsat = 21.5 cm–1, which, to our
knowledge, is the highest ever obtained saturated gain
for injection lasers with a single layer of QDs in the
active region.

The fact that the relation between the threshold cur-
rent density and the gain is linear for not-too-short cav-
ities allows expression (1b) to be transformed into

(5a)

(5b)

(5c)
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Fig. 3. Mode gain as a function of the threshold current den-
sity (full circles), measured for laser diodes with different
cavity lengths. The inclined dotted line is a linear fit to the
experimental data by expression (4) for a transparency cur-
rent of J0 = 90 A/cm2 and a differential gain of β =
0.06 cm/A. The horizontal dotted line corresponds to a sat-
urated gain of gsat = 21.5 cm–1.
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Here, W is the stripe width, η0 is the internal differential
efficiency, r = 1/2ln(1/R1R2), and R1, 2 are the power
reflectivities of the cavity faces. We took into account
the fact that αm = r/L and η = η0αm/(αm + αi).

Thus, we found that the partial derivative with
respect to L of the current required for attaining the pre-
scribed power P is independent of L. This makes it pos-
sible to solve analytically equation (3b) and find the cav-
ity length Lopt at which the maximum conversion effi-

ciency (P) is attained at a given output power P:

(6a)

(6b)

(6c)

Here, we took into account that the series resistance is
inversely proportional to the diode area RS = ρS/WL. For
the lasers under study, the series resistivity ρS = 1.24 ×
10–4 Ω cm2.

Figure 4 shows the dependence of  on L for dif-
ferent output powers P, as calculated by expressions
(6a)–(6c). The intrinsic parameters of the laser are
given in the figure’s caption. It can be seen that, with
increasing output power, the optimal cavity length nec-
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Fig. 4. Maximum conversion efficiency  and the cor-

responding optimal cavity length Lopt in relation to the output
optical power P, as calculated with expressions (6a)–(6c).
The structure’s parameters are taken to be β = 0.06 A/cm,
J0 = 90 A/cm2, ρS = 1.244 × 10–4 Ω cm2, V0 = 1.37 V, W =
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essary to attain the maximum conversion efficiency
increases. In particular, it follows from expression (6a)
that, in the limit of an infinitely high output power, Lopt
asymptotically approaches the r/αi value.

Generally speaking, the output power of a laser
diode cannot increase infinitely, being limited by cata-
strophic optical mirror damage or by a decrease in the
differential efficiency because of the heating of the
active region. It follows from Fig. 4 that, for the range
of 2–4 W, which is achievable in practice in lasers with
uncoated mirrors, the maximum conversion efficiency
of the laser under study is attained for a cavity length of
about 1 mm. The experimental data in Fig. 2 are in good
agreement with the results of calculations: a conversion
efficiency exceeding 55% in a wide range of output
powers of 1–2.5 W is achieved in a laser with a cavity
length of 1.04 mm. The largest value of ηC attained is
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Fig. 5. Maximum conversion efficiency  as a function

of (a) the differential gain β and (b) the transparency current
J0, as calculated with (6a)–(6c). Other structure parameters
are the same as in Fig. 4.
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59%, which, as far as we know, is a record-breaking
result for injection lasers based on QDs. Note that the
highest reported conversion efficiency for quantum
well lasers is 66% [6, 7].

Expressions (6a)–(6c) make it possible to analyze
the dependence of maximum conversion efficiency on
the laser-diode intrinsic parameters directly associated
with the active region. As an example, Fig. 5 shows

 values calculated for an output power of 2 W as
functions of the differential gain β (Fig. 5a) and trans-
parency current density J0 (Fig. 5b).

As can be seen from Fig. 5a, the maximum conver-
sion efficiency decreases rapidly when the differential
gain becomes lower than β ≈ 0.05–0.06 cm/A. The dif-
ferential gain of a laser with a QD active region is
mainly determined by the inhomogeneous broadening
of the density of states associated with the QD array.
For the laser structure under study, the inhomogeneous
broadening was estimated to be 25 meV. The differen-
tial gain was 0.06 cm/A, which is close to the critical
value below which the conversion efficiency falls dramat-
ically. According to the data obtained, a less uniform
array of QDs will hardly yield higher conversion effi-
ciency. On the other hand, for β exceeding ~0.09 cm/A,
the maximum conversion efficiency already depends on
the differential gain only slightly. Thus, formation of an
even more ordered array of QDs, although desirable,
would hardly improve the device characteristics signif-
icantly.

According to the data presented in Fig. 5b, 
depends only slightly on the transparency current den-
sity, in its turn proportional to the surface density of the
QD array. This means that the QD array density can be
changed without noticeably impairing the conversion
efficiency of a laser diode. On the other hand, it is very
desirable to increase the QD array density, because it
would result in a higher saturated gain and a lower
internal loss of a QD laser.

Thus, we studied the conversion efficiency of laser
diodes with an active region based on a QD array. We
developed a simple model that can be used to determine
analytically the optimal cavity length for which the
highest conversion efficiency is attained for a given out-
put power and to determine the conversion efficiency
itself and its dependence on such intrinsic parameters
of a laser as material resistivity, internal loss, transpar-
ency current, etc. The results obtained with the model
are in good agreement with experimental data for high
power SML QD lasers emitting at 0.94 µm.
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