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Abstract—~Properties of gold atomsin silicon and the change of their energy levels under uniform pressure are
investigated. The investigations demonstrated that the band gap of silicon varies under the influence of pressure

(P) and temperature (T) with arate 0E/0P = -1.5x 10
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Deformation-induced variation of deep-level ener-
gies, which strongly affects the electrical properties of
semiconductors and depends on the degree of distortion
of internal bonds in the lattice, can provide important
information about deep levels in semiconductor crys-
tals.

The model of the deep center of Auin Si, in which
the Au atom lattice site was related to a charge state of
the center, was suggested in[1, 2]. A specific feature of
this model is the possibility of varying the charge state
of the center viathe tunneling transition.

In this paper, the properties of the gold atom in sili-
con and the variation of its energy levels under hydro-
static pressure are considered.

The samples for investigations were 3 x 3 x 7 mm?
insize. Single crystals of Si were doped with gold from
the diffusant layer, which was deposited on the surface
of silicon in vacuum using a UVN-2M-2 installation.
Diffusion was carried out in SOUL-4M furnacesin the
temperature range of 950-1200°C. Subsequent to dif-
fusion annealing, the samples were quenched in water;
the cooling rate was V = 200 K/s.

In order to investigate the influence of defects
induced by thermal treatment on the parameters of sili-
con, reference samples treated in similar conditions
without doping were used in all of the experiments.
Nonrectifying contacts were deposited on all of the
samplesaccording to [3], and their electrical conductiv-
ity was determined from the Hall measurements.

Electrophysical parameters (electron concentration
N, mobility u, and resistivity p) of the n-Si:Au samples
investigated by us arelisted in Table 1.

Properties of the n-Si:Au samples were studied
using a setup for unifrom compression with a pneu-
matic amplifier [4] in the pressure range P = (0-6) x
108 Pa at the temperature T = 300 K.

Time (t) dependences of the current relative varia-
tion I/l in the n-Si:Au samples with different resistiv-
ity at various pressures are shown in Fig. 1. It can be

! eV/Pa and 9E/OT = —3.2x 107° eV/K. © 2000

seen from Fig. 1 that the current increases for all of the
samples with an increase in pressure up to P = (0-6) x
108 Pa. The current gradually decreased after exposure
for 20 s (P = const). The peaks observed (maximum
values of the current) depend on the degree of compen-
sation of the sample; namely, the larger the resistivity,
the higher the peak. It is our opinion that the gold atoms
in the bulk of the Si:Au samples are temporary
depleted; i.e., electrons are transferred to the conduc-
tion band and start contributing to the current under the
influence of pressure. However, the duration of this
processis no longer than 20 s. Then the electronsreturn
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Fig. 1. Kinetic dependences of the current variation induced
by pressure in the n-Si:Au samples. Samples: (1) Si:P, ini-
tial; (2) Si:P, reference; (3) Si:Au, p = 102 Q cm; (4) Si:Au,
p=10%Q cm; and (5) Si:Au, p= 10° Q cm.
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Table 1. Parameters of the samples

ZAINABIDINOV ef al.

No. Samples Conduction type Tgimff%ggt#r?gf p, Q cm N, cm3 i, cm?/(V )
1 Si:P n - 15 3.47 x 10 1200
2 Si:Au n 920 1.3 x 102 3.94 x 1013 1219
3 Si:Au P 960 2 x 102 3.13x 10 500
4 Si:Au n 940 2.9x10° 1.78 x 1010 1214
5 Si:P n - 7 7.4 x 1014 1200
6 Si:Au n 1050 22x10° 2.7 x 1012 1073
7 Si:Au n 1100 1.9 % 10° 2.7 x 1010 1220
8 Si:Au p 1200 1.0 x 10° 1.8 x 101 343
9 Si:Ni n 1230 1.0x 10° 5.81 x 101 1080

p 1250 3.6 x 10 4.67 x 101 249

10 Si:Gd n 1260 20.4 212 x 1014 1400

Table 2. Parameters of the levels
Samples E, eV AE;, eV a, 10 ev/Pa P, 108 Pa Source
Si:Au* E.—0.54 0.53 1.81 6 -
Si:Au** E, +0.36 0.34 1.97 6 -
Si:Ni E.—0.42 0.41 112 6 [6]
Si:Ni E,+021 0.20 1.33 6 -
Si:Gd E,+0.34 0.33 0.8 6 [7]

Note: E; aretheenergy levels, AE; aretheenergy level variationsunder apressure, * correspondsto sample2in Table 1, and ** corresponds

tosample8in Table 1.

to the gold atoms, and the current begins to fall off to
theinitial value.

According to [1, 2], three various configuration
curves correspond to three possible charge states of Au
impurity; the minimaof these curves do not coincide. It
is important that the center [VAuU], which comprises
the complex formed by the Au atom displaced into the
interstice and vacancy formed because of this displace-
ment, corresponds to the curve with the lowest energy.
The Au atom can be readily displaced from the inter-
stice back to the lattice site as a result of compression,
since thisis precisaly the configuration in the material
compressed that corresponds to the energy minimum
for a system as a whole. As this takes place, another
electronic state corresponds to this configuration.

We note that each gold atom in this situation is dis-
placed according to the quasi-chemical reaction
[VAU,] DmPresonpy - (1)

i.e., it movesfrom theintersticeto thelattice site. Here,
Au, corresponds to the position of the gold atom at the

lattice site. After the pressure relief, the system
becomes metastabl e and the onset of spontaneous tran-

sition to the state [VAU,] is observed:
AUS pressure relief [VAU,] (2)

It is important that this transition occurs via tunneling
according to [1].

The characteristic relaxation time can be calculated
as

T = To[FFc]_l’

©)

where 1, is a quantity with a dimension of time and
involvesthe matrix element and F isthe Franck—Con-
don factor, which accounts for the overlapping of the
wave functions for the gold atom in two states, namely,
Augand Au;.

According to experimental data, the pressure coeffi-
cient can be determined from the expression [5]

a = (KT/AP)In(Np/N). 4)

Processing of experimental data yielded the pressure
coefficients for the samples containing gold and other
impurities. These coefficients are listed in Table 2.

Using the data of Table 2, it is possible to construct
an energy diagram for the Si:Au samples; this diagram
isshownin Fig. 2.

SEMICONDUCTORS Vol. 34 No.6 2000



INVESTIGATION OF THE INFLUENCE OF EXTERNAL EFFECTS 617

a, =24 x 10" eV/Pa ACKNOWLEDGMENTS
A E We thank A.Yu. Leiderman for his participation in
Uy =19 %1071 eV/Pa ¢ discussion of the results and for his helpful comments.
i E.—0.54 eV
Op,=1.8%107"eV/Pa REFERENCES
A E +035eV 1. N.T.Bagraev andV.A. Mashkov, Pis maZh. Eksp. Teor.
4. =3.9x10-1 oV/Pa v Fiz. 39 (5), 211 (1984) [JETP Lett. 39, 251 (1984)].
v 2. N.T.Bagraev and V. A. Mashkov, Solid State Commun.
t E, 51 (7), 515 (1984).
3. L. P. Pavlov, Methods for Determination of Key Param-
Fig. 2. Energy diagram of theAu levelsin Si under pressure. eters of Semiconducting Materials (Vysshaya Shkola,
Moscow, 1975).
4. A. Abduraimov, S. Z. Zainabidinov, O. O. Mamatkari-
The bandgap of silicon varies under the influence of mov, et al., Prib. Tekh. Eksp., No. 5, 229 (1992).
pressure and temperature with the rates 0E/0P = -1.5x 5. Asénlw_ P?]llyarovg Defor(fp/lation of 13997fgi)COHdUCt0rS and
1 _ iconductor Devices (Moscow, .
107 ev/Paand 9R/OT = -3.2x 10 eV/K. 6. A. Abduraimov, S. Z. Zatnabidinov, O. O. Mamatkari-
In conclusion, it is noteworthy that this effect can be mov, et al., Fiz. Tekh. Poluprovodn. (St. Petersburg)
apparently observed only in the case of relatively meta- 27 (3), 516 (1993) [ Semiconductors 27 (3), 290 (1993)].

stable impurity. From this point of view, itisclear why /- O- O. Mamatkarimov, Candidate’s Dissertation (Tash-

- : N ; . kent, 1993).
this effect is not observed in silicon doped with nickel 8. N. T. Bagraev, R. M. Marsaiov, |. S. Polovets, and

and gadolinium [7]. However, a similar effect can be A.Yusupov, Fiz. Tekh. Poluprovodn. (St. Petersburg)
observed in Si:Mn, since, according to [8], manganese 26 (3), 870 (1992) [Sov. Phys. Semicond. 26 (3), 271
is a metastable impurity in silicon and can migrate, (1992)].

occupying alternatively interstices and lattice sites

under the influence of external effects. Translated by N. Korovin
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Abstract—Sizes of the second-phase microinclusions typical of 111-V, 1I-V1, and IV-V1 semiconductor com-
pounds and their derivatives were theoretically estimated. A formularelating the temperature shift of the inter-
nal-friction peak caused by the inclusion-shape changes under the effect of sign-alternating elastic stresses to
linear inclusion dimensions was derived. The results were confirmed by data on the low-frequency internal fric-

tion in SnTe. © 2000 MAIK “ Nauka/Interperiodica” .

Materials containing low-melting inclusions of
another phase were shown in [1-3] to exhibit a specific
internal-friction peak. Several atomic mechanisms that
could be responsible for this peak have been proposed.
A common feature of al mechanisms is the change in
the cavity (inclusion) shape dueto host elastic deforma-
tion. A subsequent irreversible change in the cavity or
inclusion shape can proceed according to the following
mechanisms: (i) bulk self-diffusion of host and inclu-
sion materials, (ii) surface self-diffusion over the host—
inclusion interface, (iii) viscous slip over the interface,
and (iv) a change in the host and inclusion shapes due
to plastic deformation.

All the above mechanisms were assessed for suffi-
ciently large inclusions exceeding the unit cell size by
severa orders of magnitude. These mechanisms were
shown to cause the internal-friction peak. The temper-
ature dependence of internal friction, defining the
relaxation peak shape, corresponds to the Debye peak
if we assume that the most significant contribution is
introduced by diffusive mechanisms. At the same time,
the temperature dependence measured in [4] for anum-
ber of low-melting inclusions exhibited a pronounced
asymmetry in the internal-friction peak observed at the
inclusion melting point. This counts in favor of the
assumption that mechanisms (iii) and (iv) are domi-
nant. The peak height approximately corresponds to a
relative volume fraction occupied by inclusions.

In many works, the temperature dependence of
internal friction was used for the accurate determina-
tion of low-melting inclusion concentrations; this
method is covered by an Inventor’s Certificate [5].

An urgent problem concerns measuring the concen-
trations of reatively small inclusions with sizes
amounting to 10>-10° lattice constants. Experimental

studies of the samples of 1V-VI binary compounds
showed that the internal-friction peak shifts to lower
temperaturesby AT = 10°C and iswider for small inclu-
sions as compared to large inclusions (see Fig. 1).

Thiswork isaimed at explaining these lawsinherent
in materials with small inclusions.

We consider a medium consisting of a host and
inclusions with a cubic lattice, for instance, GaAs-Ga.
It is reasonable to believe that crystallographic axis
directions coincide in the host and inclusion latticesin
the thermodynamic equilibrium state reached during
material productions, which allows the attainment of a
minimum energy of the matrix—inclusion interface.
Under such conditions, the cavity and inclusion should
be shaped as regular polyhedrons with a face orienta-
tion controlled by the minimum surface energy of the
interface.

For simplicity, we assume that the cavity is cubic.
L et us designate the host and inclusion | attice constants
as a and b, respectively. In general, these are incom-
mensurable, that is, for any integers mand n, the value

A=ma-nb (D)

(where nb = | is the inclusion edge length) cannot be
equa to zero. Inclusion and host materials near the
former arein the elastically stressed state. The value A
and the elastic energy are minimized for the (m, n)
spectrum defined by the incommensurability of param-
eters a and b. For this spectrum, the expression
A(m, n) < 0.5b is valid, where A can be positive and
negative. In these cases, the inclusion has stretching
and compressive strains, respectively. Due to the non-
linear dependence of energy on strain, the second case
seems to be improbable; thus, a small number of inclu-
sions is stretched. The inclusion volume increases on
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Fig. 1. Temperature dependence of internal friction.

melting, which is accompanied by a changein the elas-
tic stresses. If arelative change in the molten material
volume is AV/V =y ~ 1072, the greatest elastic energy
decrease due to melting is inherent in inclusions with
sizes defined by the condition y = A/nb. Thisyields the
estimate n = Alyb ~ 10°. Thus, an appreciable shift in
the melting point is attained for relatively small inclu-
sions with sizes not exceeding a few hundred lattice
constants.

External stresses at the host—inclusion interface give
rise to cleaving stresses t; given by
Ti = GjjNj — 0N NN, (2
where gj; is the stress tensor and ny is the normal to the
surface at a given point of the host—inclusion interface.
This cleaving component decreases to zero due to dlip
at the interface. The dip time T controls the frequency
of the internal-friction peak related to this process and
is defined by the effective viscosity coefficient n and
the medium elastic modulus G ast = n/G.

The viscosity coefficient abruptly decreases as tem-
perature grows in the vicinity of the inclusion melting
point. Initially, the host—inclusion interface atomic
structure is substantially rearranged, and then melting
proceeds. This causes the internal-friction peak to be
asymmetric in the temperature dependencies.

In this work, we pose the problem of the effect of
low-melting inclusion sizes on the internal-friction
peak temperature position.

The inclusion volume grows on melting, which is
accompanied by stress relief. Therefore, a stressed
inclusion is molten at alower temperature. The melting
temperature shift is found from the condition for the
equality of chemical potentials of liquid (¢,) and solid

(9) phases.
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Fig. 2. Dependence of interna friction on strain.

Assuming that the dependences of ¢, and ¢, on tem-
perature T are linear in the vicinity of the phase-transi-
tion point, we have

b1 = do—0KT, ¢, = dy—0KT. (©)
Therefore, the phase-transition temperature is given by
(P10—920)/ (0 —015) = KT, (4)

If the inclusion materia is stretched, we find the
chemical potential additive

0, —= o +ae’Gl2. (5)
Thus, the melting-point shift is given by
KAT = Ga’e®/2(a,—a,). (6)

To estimate the strain €, we should take into account
the relationship between the host and inclusion unit
cells. If the size | ~ ma ~ nb, the additional strain is
e~al.

Substituting this value into the formula for AT, we
arrive at

AT O(Ga%/2kaa) (all)>. ()

Assumingthat Ga®=1eV,a/l =0.01,anda; —a,=0.3
in our estimates, which corresponds to tellurium
parameters, we find AT ~ 2°C. The experimentally
observed peak shift (see Fig. 1) isabout 10°C; thus, the
internal-friction peak shift can be explained by inclu-
sion stresses arising due to incommensurable host and
inclusion lattice constants.

Formula (7) shows that the internal-friction peak
shift to lower temperatures grows as the inclusion lin-
ear dimension decreases. If a sample contains a fairly
large number of small inclusions, this effect is experi-
mentally detected and can be a convenient method for
estimating an average size of low-melting inclusions
and their number in a sample.



620

In conclusion, we note that the considered pattern of
stresses initiated by the three-dimensional incommen-
surability of host and inclusion | attice constantsimplies
that the distribution over possible A is shifted to posi-
tive values. Hence, cleaving stresses can detach mate-
rial from the host, which should be accompanied by an
amplitude dependence of internal friction. Thisiswhat
was observed in the experiment (see Fig. 2).

The considered data point to the efficiency of the
internal-friction method as applied to determine spe-
cific parameters of a system composed of the host and
an inclusion of another phase. Previously [1-3], it was
established that the internal-friction peak height can be
used to estimate the integral characteristic of the
medium, that is, the volume concentration of the inclu-
sion material. The above results show that the internal-
friction data can also be used to estimate the average
size of inclusions. It is virtually impossible to acquire

ANDREEYV et al.

such data by other techniques, such as X-ray
microanalysis or electron microscopy.
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Abstract—MOCV D-grown heterostructures with one or several In,Ga; _,N layersin a GaN matrix have been
studied by transmission electron microscopy. In heterostructures with thick InGaN layers, a noncoherent sys-
tem of domainswith lateral dimensions (~50 nm) on the order of the layer thickness (~40 nm) isformed. Inthe
case of ultrathin InGaN inclusions, nanodomains coherent with the GaN matrix are formed. The content of
indium in nanodomains, determined by the DALI method, isashigh asx = 0.6 or more, substantially exceeding
the average In concentration. The density of the nanodomains formed in the structures studied is n = (2-5) x
10 cm2. In the structures with ultrathin InGaN inclusions, two characteristic nanodomain sizes are observed
(3-6 and 8-15 nm). © 2000 MAIK “ Nauka/Interperiodica” .

Studies of the growth and properties of
InGaN-based heterostructures attract considerable
interest for two reasons. One is the possible extension
of the operation range of microelectronic and optoel ec-
tronic devices to green, blue, and near-UV spectral
regions and the other is that self-organization effects
can be observed in structures of thiskind [1, 2].

The structural and optical properties of the 111-V
nitrides strongly depend on the growth conditions: sub-
strate temperature, reactant flow rates, etc. It was
shown in [3-5] that high-quality InGaN-based hetero-
structures with a high radiative recombination effi-
ciency can be fabricated by MOCVD under special
growth conditions. However, only alimited number of
attempts have been made until recently to relate the
optical properties to structural features. morphology,
composition distribution, and the relationship of these
with the configuration of the structures. This is
explained by difficulties encountered in the structural
analysis of the composition and morphology of nanom-
eter-scale objects. In some cases, these problems can be
resolved by determining the composition profile by the
method of digital analysis of cross-sectiona electron
micrographs [6, 7] (the digital analysis of lattice
images, a DALI software package). In this paper, we
report the results of a comparative study of the forma:
tion and properties of InGaN inclusions in a GaN
matrix in relation to the average thickness of the InGaN
layer.

The samples were grown by MOCVD in amodified
VP-50 RP (Epiquip) instalation with a horizontal
inductively heated reactor. A detailed description of the
growth process can be found elsewhere [8, 9]. As sub-

strates, we used ~400-pum-thick [0001] sapphire
wafers. We note that quantum wells were formed by
varying the substrate temperature from 730 to 850°C at
constant flows of trimethylindium (TMI) and trimethyl-
galium (TMG). With this approach, no modulation of
the TMI and TMG flow rates is hecessary, because the
incorporation of In in InGaN decreases strongly with
increasing temperature. Figure 1 shows schematically
the samples studied.

A Philips CM 200 FEG microscopewas used for the
transmission electron microscopy (TEM). The samples
to be studied were prepared by the conventional
method, using in the final stage etching with 4-keV

GaN

Ing 9;Gag goN

InGaN

Ing 0 Gag 99N

GaN

Al,O5 substrate

Fig. 1. Cross section of the samples. The InGaN-layer
parameters are given in the table.
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Fig. 2. Cross-sectional HRTEM image of coherent InGaN inclusions in a GaN matrix and the result of DALI processing. a/ag is

the lattice mismatch.

Ar*ions. The composition was analyzed by the DALI
method [6, 7] determining local values of the interpla-
nar spacings in the c-axis direction. Figure 2 exempli-
fies the application of the DALI procedure for deter-
mining the composition distribution.

InGaN/GaN heterostructures of varied thickness
and number of InGaN inclusions were fabricated for
the study. The configuration of the heterostructures and
the parameters revealed in structura studies are pre-
sented in the table.

Figure 3 shows a cross-sectional TEM image of a
structure with athick (~40 nm) InGaN layer. Thislayer
has a domain structure that is noncoherent with the
matrix lattice. Typical block dimensions in the lateral
direction are between 50 and 150 nm. We note that in
most cases the extension of dislocations in the growth
direction is blocked by this layer. The observed type of
structure (noncoherence, formation of blocks, large
strain, and alarge number of defects) istypical of spin-
odal decomposition during the growth of thick layers of
materials with a pronounced lattice mismatch [1, 2].

Structure of the samples and TEM data

Figure 4 presents cross-sectional and plan-view
TEM images of a heterostructure with a single thin
InGaN layer. In this case, the layer is coherent with the
matrix lattice. The average thickness of the layer is
about 4 nm. We note that in some cases the extension of
dislocations growing from the buffer layer is termi-
nated at the layer boundary. Figure 4a shows a plan-
view image obtained in the (1000) reflection, demon-
strating the structural perfection of the sample. Nanore-
gions with adark contrast corresponding to a higher In
content are observed. The nanodomains can be divided
into two groups: single quantum dots (denoted SQD in
Fig. 49) and clusters of quantum dots (CQD). Typical
dimensions of SQDs are in the range of 5-15 nm. It
should be noted that it is difficult to reveal single
domainslessthan 5 nmin size, which may lead to acer-
tain underestimation of the nanodomain density. The
nanodomains are nearly round or hexagonal in shape.
The density of single nanocidandsisn = (3.5 + 1.0) x
10 cm2. In addition, clusters of islands are observed,
with dimensions decreasing from the cluster center to
its periphery. The cluster density isn= 10° cm.

Sample Structure Agﬁ?g;gﬁﬂ%ﬁg&n TEM data Na”"d"@rﬁ_’} density,

A593 | Single thick In,Ga, _,N layer | x=0.25, 40 nm h=40nm n=10°
d = 50-100 nm

A679 | Singlethin In,Ga, _,N layer | x=0.25,3nm h=3nm, d; = 3-15nm n, =3.5x 101!
d, =3-30 nm n, = 3.5 x 101
x< 0.6

A614 | Superlattice x=0.25, 3 nm; h=3nm,

(InGay _NAnGa, _\N) 12 |y - 501, 10 nm dy=3-7nm

X, =04
d, = 10-15 nm
X, = 0.6

Note: Subscripts 1 and 2 refer to different types of domains. hiisthe InGaN layer thickness.
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Fig. 3. Cross-sectional (1100) TEM image of a hetero-
structure with athick InGaN layer in a GaN matrix.

Fig. 4. Plan-view (@) and cross-sectiona (b) TEM images of
a heterostructure with asingle ultrathin InGaN inclusion in
the GaN matrix.

Figure 5 presents size (d) distributions of nan-
odomains. The nanodomain distribution in clusters is
satisfactorily approximated by an exponentia function

n Ongexp(d/dy),

where ny = 10° cm is the zero-size approximation of
nanodomain density in clusters; and d, is a characteris-
tic size of nanodomains in clusters. At the same time,

SEMICONDUCTORS Vol. 34 No.6 2000
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Fig. 5. Size distribution of (a) single nanodomains and
(b) clusters of these in a heterostructure with a single
ultrathin InGaN inclusion in a GaN matrix.

the distribution of single nanodomains can be approxi-
mated by

n Ong(d/do) exp[—~(d/d,)"],

where ny = 1.5 x 10! cm™ is the maximum nan-
odomain density, d, = 12 nm is an average nanocluster
size, and k = 6 is a parameter. We note that the distribu-
tion for single domains can be distorted in the region of
small sizes, in view of the problems associated with the
detection of these clusters.

The existence of two nanodomain size distributions
correlates with photoluminescence (PL) spectra[9] that
demonstrate the presence of exciton localization cen-
ters with higher and lower binding energies.

Figure 6 shows a cross-sectional TEM image of an
InGaN superlattice. Similarly to the case of a single
thin layer, asatisfactory coherenceis observed between
the lattices of the matrix and layers with ahigh In con-
tent. The cross-sectional images were analyzed by the
DALI method [6, 7]. Figure 7 presents the results of a
DALI analysis demonstrating the modulation of layer
composition in the lateral direction. The observed nan-
odomains can be classed into two main groups:
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Fig. 6. Cross-sectional (1100) TEM image of a hetero-
structure with amultilayer system of ultrathin InGaN inclu-
sionsin the GaN matrix.

a) an indium content of up to x = 0.4, adomain size
of 35 nm (Fig. 7a); uncorrelated positions of In-
enriched regions;

b) an indium content of up to x = 0.7, adomain size
of ~10 nm (Fig. 7b); in addition, the positions of larger
nanodomains are apparently for the most part corre-
lated in the vertical direction, in accordance with the
correlated-growth theory [10]. The latter indicates that
vertically correlated growth must be observed when the
interlayer distance is smaller than the lateral nan-
odomain size or the superlattice period.

The period of the composition modulation is
15-25 nm for large nanodomains and 10-15 nm for
small ones, corresponding to island densities in the
layer, n, of (3 £ 2) x 10'* cm for large nanodomains
and (5 = 4) x 10" cm for small ones for a sample
thickness of 15-30 nm.

Similarly to the case of asingle InGaN layer, in the
case of a superlattice structure, the extension of dislo-
cations growing from the buffer layer is partly termi-
nated at the bottom heterointerface.

The fact that two groups of nanodomains with two
characteristic sizes and compositions were observed in
the structure correlates well with the results of the PL
spectrum studies [11] where two types of centers were
revealed.

A comparison of the results obtained for different
samples shows that thin InGaN layers may self-orga
nize into systems of nanoislands coherent with the
matrix, with an In content of up to x = 0.6 or higher.
Two systems of nanoislands are formed: single islands
and clusters of these. The density of single nanoislands
is3.5 x 10" cm, with their sizes being in the range of
3-15 nm. An increase in the InGaN layer thickness

SOSHNIKOV et al.
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Fig. 7. Composition distribution maps for a heterostructure
with a multilayer system of ultrathin InGaN inclusions in
the GaN matrix, obtained by DAL processing of cross-sec-

tional (1100) HRTEM images.

gives rise to a block-imperfect structure, allowing for a
relaxation of the strain. At the sametime, the multilayer
InGaN/GaN system (superlattice) is formed similarly
to single-inclusion structures: islands with a coherent
atomic lattice and ahigh In content (x = 0.6 and higher)
are formed in the layers. The density and size of the
nanoislands in the coherent structures are determined
by growth conditions (primarily, by temperature); they
are ~10'* cm= and 3-15 nm, respectively.

In many cases, the extension of dislocationswas ter-
minated at the bottom heterointerface of the InGaN
layer in the growth of InGaN/GaN heterostructures.
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Abstract—The edge cathodoluminescence of CdGa,S, single crystals was studied at a temperature of 80 K.
The true emission spectrum was obtained with allowance made for self-absorption. New intense lines related
to band-to-band transitions and recombination via a deep acceptor level were observed. The results obtained
are interpreted using the data on photoconductivity and fundamental absorption of this compound. © 2000

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION
The CdGa,S, compound is awide-gap semiconduc-

tor (Eg =3.77 eV a T = 10 K) exhibiting the allowed
direct optical transitions, high photosensitivity, and
intense cathodoluminescence and photoluminescence
[14]; consequently, this compound is a promising
material for nonlinear optics and optoelectronics [5].
The single crystals of this compound exhibit especially
intense cathodoluminescence bands in the blue and red
regions of the visible spectrum and stimulated emission
peaked at 2.1 eV (T =80 K) [2, 6]. However, emission
properties of this compound have been scarcely studied
in the region of fundamental absorption. In connection
with this, in this paper, we report the results of studying
the emission properties of cadmium thiogallate in the
energy range of 3.0-4.0 eV under the excitation with an
electron beam.

The system for studying cathodoluminescence was
equipped with an MZD-2 diffraction monochromator
that ensured a resolution of +0.02 eV in the spectral
range of measurements. The electron-beam parameters
(such asthe energy, current density, and the pulse dura-
tion) were controlled within awide range, which made
it possible to choose optimal conditions that ensured
the highest yield of emission in the spectral region of
interest. We used samples grown by the method of
chemical transport reactions, from a solution in the
melt, and by the Bridgman—Stockbarger method. The
wafers were cut from the single crystals grown by the
Bridgman—Stockbarger method; these wafers were
then reduced to ~0.3 mm in thickness by mechanical
grinding and polished.

2. EXPERIMENTAL RESULTS

The figure shows the experimentally observed
short-wavel ength emission band (curve 1) for cadmium
thiogallate single crystals that were grown from a solu-
tion in the melt and were stoichiometric in composi-

tion. Cathodoluminescence was observed with the

emission coming from the [112] face. The emission
spectrum is shown for the energy range of 3.1-4.0 eV.
The region of lower energies was studied in detail in
[2,4]. The energy position of the peak of the band
under consideration (3.70 €V) makes it possible to
assume that a severe distortion of the emission spec-
trum occurs in the range under consideration owing to
self-absorption in the sample.

Indeed, it follows from the energy dependence of
the penetration depth of electrons [4] that the beam of
electrons with an energy of 50 keV penetrates into the
cadmium thiogallate to a depth of about 5 pm; there-
fore, the absorption of radiation in a layer of such a
thickness should be taken into account for avalue of the
absorption coefficient equal to a ~ 10* cm. The exper-
imental plot of a ~f(hv) isshown inthefigure (curve 2)
according to the data reported in [7]. The true emission
spectrum in the range of 3.1-4.0 eV was calculated (as
in [8]) with the formula

I(A) = (1=R)I,(A)(1—€)/ax. )

Here, I1(A) is the experimental spectrum of cathodolu-
minescence emitted at a depth equal to the range of pri-
mary electrons with a given energy; R is the reflection
coefficient of the crystal, with R being small (~10%)
and constant in the range under consideration; and x is
the penetration depth for electrons with a given energy.

Curve 3 in the figure represents the true cathodolu-
minescence spectrum of cadmium thiogallate in the
region of fundamental absorption; this spectrum is a
superposition of emission from various layers in the
depth range of 0-5 um. The emission spectrum in the
range under consideration involves bands peaked at
3.80 and 3.19 eV. The approximated half-width of the
former band is Ahv = 0.45 eV. The lower energy emis-
sion is much less intense in comparison. In the experi-
mental spectrum (curve 1), the band peaked at 3.19 eV
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is absent, although, in this range, the intensity of the
blue-emission wing is comparable to the intensity of
the emission band at shorter wavelengths.

The accuracy of determining the energy positions of
the above peaks was assessed on the basi s of expression
(1). Analysisof thisexpression showsthat an additional
contribution to the errors may come from inaccuracy in
determining the thickness of the emission layer. In
order to evaluate the role of the thickness, we per-
formed calculations according to several approaches.
In each of them, different, although close in value,
thicknesses were chosen. It was found that, in all cases,
two peaks were clearly pronounced, with their energy
positions varying within £0.02 eV. It wasthisvalue that
was taken as the measure of accuracy of determining
the energy positions of the peaks of the bands.

3. DISCUSSION OF RESULTS

In order to interpret the CdGa,S, cathodolumines-
cence in the fundamental -absorption edge region under
investigation, we should rely on data obtained by other
methods, such as measurements of photoconductivity
and extrinsic electroabsorption [3]. It is reasonable to
relate the highest energy peak of cathodoluminescence
at 3.80 eV to radiative transitions of free electrons. In
this case, the value of E; = 3.80 €V corresponds to the
CdGa,S, bandgap at 80 K. The structure of the Bril-
louin zone was previously determined for K=019]. In
[1], the energy of splitting the valence band A =
0.012 eV by an anisotropic crystal field at 4.2 K was
determined. Taking into account the specific band struc-
ture of CdGa,S, as related to radiative recombination
[10], we may concludethat thetransitionl, +I, —= T
(with O polarization) is most likely involved. The
energy positions of the reflection and cathodolumines-
cence peaks are close to each other. The direct-transi-
tion excitons in the compound under consideration are
revealed from the reflection spectra [1] and indicate
that the value of Ej is correct. The large half-width of
the short-wavelength band peaked at 3.80 €V may indi-
catethat thisband is not elementary; thislarge half-width
can be aso caused by specia features of -1V,
semiconductors (by the absorption-edge spreading
owing to the exciton—phonon interaction [ 7] and by the
presence of more than 10?* cm™ vacant cation sitesin
the structure). It isthis specificity of the CdGa,S, com-
pound that makes the detection and investigation of the
edge luminescence difficult.

Theband peaked at 3.19 €V can berelated to recom-
bination via a deep impurity level. This suggestion is
supported by the previously revealed impurity-related
peak in photoconductivity at T = 300 K; this peak was
located at ~3.0 eV, and its magnitude decreased drasti-
caly if an electric field was applied to the sample [3].
Previoudy [6-8, 11], the analysis of the results of
studying the luminescence, impurity-related electroab-
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The spectra of edge cathodoluminescence of CdGa,S, sin-
glecrystalsat T=80K: (1) experiment, (2) spectral depen-
dence of absorption coefficient, and (3) the calculated emis-
sion with allowance made for self-absorption in the samples
(electron energy was 40 keV and the beam current density

was 102 A/cm?).

sorption, and thermally stimulated conduction made it
possible to suggest the energy diagram of recombina-
tion phenomena in CdGa,S,, including aso the origin
of the levels. According to this diagram, the band
peaked at 3.19 eV may correspond (with a high degree
of certainty) to an optical transition of electrons from
the conduction band to an acceptor level located near
thevalenceband, i.e,, E. — E, + 0.6 eV at 300K this
acceptor level can be assigned to cadmium atomsresid-
ing at the gallium sites [8]. In a similar ZnIn,S, com-
pound, cathodoluminescence bands peaked at 2.98 and
2.65 eV were observed at T = 10 K and were related to
thelly, — M. and E. — E, + 0.4 eV transitions,
respectively [8]. Recently, two cathodoluminescence
bands were also observed in the near-edge spectra
region of ZnSe crystals at 293 K: a broad edge-related
band peaked at 2.65 eV and a low-intensity band
peaked at 2.58 eV [12].

Thus, taking into account the self-absorption in cad-
mium thiogallate, we revealed for the first time an
intense emission caused by band-to-band optical tran-
sitions and a low-energy band related to recombination
via a deep acceptor level.
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Abstract—The special features of redistribution of phosphorus implanted into silicon wafers with a high con-
centration of boron (Ng = 2.5 x 10%° cm) were studied. It is shown that, in silicon initially doped heavily with
boron, the broadening of concentration profiles of phosphorus as aresult of postimplantation annealing for 1 h
inthe temperature range of 900-1150°C is significantly lessthan in the case of lightly doped silicon. Theresults
areinterpreted in terms of theimpurity—mpurity interaction with the formation of stationary boron—phosphorus
pairs. The binding energy of boron—phosphorus complexes in silicon was estimated at 0.6-0.8 eV. © 2000

MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Experimental studies performed to date have shown
that an annealing of silicon doped heavily with boron
(Ng = 2 x 10%° cm®) and implanted with B* ions results
in the formation of oscillating structures in the boron
distribution [1-4]. It is the high initial level of doping
with boron that represents one of the factors governing
the formation of such pronounced featuresin the redis-
tribution of boron both implanted and introduced into
the starting samples by other methods [4].

In [1-4], both factors (ahigh level of doping and the
effectsrelated to implantation) were related to the same
impurity, namely, by boron. In order to clarify the role
of each of these factors in the redistribution of impuri-
ties, it is of indubitable interest to study the effects of
implantation of other impurities (in particular, phos-
phorus) into silicon doped heavily with boron.

In this case, it should also be expected that specific
features of redistribution of impurities would appear,
because, asin[1-4], both factorsrelated to ahigh initial
doping level and to the effects of ion implantation are
present. In addition, it is known [5, 6] that the acceptor
and donor impuritiesimplanted simultaneously into sil-
icon interact with each other in the course of heat treat-
ments, which causes the resulting impurity distribution
to differ significantly from the distribution in the case
where these impurities are introduced separately in the
crystal. In certain cases, the corresponding impurity
distribution may be described on the basis of the mech-
anism of formation of donor—acceptor pairs [5, 6]. It
should be expected that such an interaction would also
manifest itself in the case under consideration and
would thus provide a better insight into the behavior of
boron atomsin the course of formation of spatial struc-
tures.

The objective of this work was to study the special
features of redistribution of implanted phosphorus
against the background of a high concentration of
boron dopant under the annealing conditions where the
formation of the oscillatory structure in the boron dis-
tribution has been previously observed [1-4].

EXPERIMENTAL

In the main experiment, we used two sets of wafers.
The first set included the KEF-7.5 slicon wafers
(n-Si:RB, p = 7.5 Q cm) with (100) orientation; boron
was introduced into these wafers by diffusion from the
surface source at a temperature of 1150°C so that the
region with uniform background doping with a high
concentration of 2.5 x 10%° ¢cm= was formed in the
near-surface layer with athickness no lessthan 1.5 pm
(Fig. 1). The second set included the KDB-10 silicon
wafers (p-Si:B, p = 10 Q cm) with (100) orientation
and a low level of doping with boron and served as a
reference with respect to the first set.

An HVEE-400 heavy-ion accelerator was used to
implant P* ions with an energy of 300 keV and a dose
of 10% cm2 into both sets of the wafers (Fig. 1). These
sets of wafers were then annealed for 1 h at tempera-
tures of 900, 950, 1000, 1075, and 1150°C in an inert-
gas ambient.

In addition, we prepared two wafers, in one of
which a high level of background doping with phos-
phorus impurity was attained by implanting P* ions
with an energy of 300 keV and a dose of 10'® cm~ into
aKDB-10 (100) silicon wafer with subsequent anneal-
ing for 1 h at 1075°C in an inert-gas medium. As a
result, a near-surface layer doped heavily with phos-
phorus was formed; the concentration of P in thislayer
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Fig. 1. Concentration profilesof (1-3) phosphorusand (4, 5)
boron in silicon doped (2, 4, 5) heavily and (3) lightly with
boron; the profiles were obtained after implantation of P*

ions (E = 300 keV and D = 10'® cm™) and subsequent
annealing (T = 1075°C and t = 1 h). Curve 1 corresponds to
the phosphorus concentration profile immediately after
implantation, and curve 4 represents theinitial boron distri-
bution in heavily B-doped silicon. Solid lines are experi-
mental, the dash-and-dot line correspondsto theresult of the
calculation of phosphorusdiffusionin lightly doped silicon,
and the dashed line representsthe result of the cal cul ation of
the phosphorus diffusion in silicon doped heavily with
boron with allowance made for the formation of P-B pairs.

decreased from about 102° cm at the surface to about
10% cm at adepth of 1.3 um. The second wafer was
cut from aKEF-7.5 silicon ingot with (100) orientation
and served as areference for the first wafer.

Both wafers were implanted with 1°B* ions with an
energy of 100 keV and adose of 10'> cm2; these wafers
were then annealed in an inert medium for 1 h at
1075°C. This experiment was complementary to the
main one, because the roles of boron and phosphorus
atoms were changed to the opposite.

The depth distributions of P and B impurities was
determined by secondary-ion mass spectroscopy
(SIMS) using an M1Q-256 CAMECA-RIBER system;
the yield of 1°B*, 11B*, and 3'P* secondary ions was
measured using the beam of O, primary ions with an
energy of 10 keV, and the yield of (*Si°B)-, (®Si'B),
and 3P~ secondary ions was measured using the pri-
mary beam of Cs' ions with an energy of 10 keV too.
The constancy of the etching rate was checked by mea-
suring the yield of *°Si secondary ions.

TISHKOVSKII e al.

EXPERIMENTAL RESULTS

For each annealing temperature, the initial spatial
distribution of impurities after ion implantation was
compared to that in heavily and lightly doped silicon
after annealing under identical conditions.

It wasfound that, after annealing for 1 h at atemper-
ature below 1000°C, the phosphorus profilesin silicon
doped heavily with boron did not differ (to within the
error of measurements) from the initial profiles
obtained immediately after ion implantation. At the
sametime, a broadening of the profilesin lightly doped
silicon as aresult of annealing at the same temperature
was clearly observed.

Broadening of phosphorus profilesin heavily doped
samples becomes evident only at annealing tempera-
tures above 1000°C. For such annealing temperatures,
the phosphorus concentration profile in lightly doped
silicon is still significantly broader than that in silicon
doped heavily with boron (Fig. 1). Such behavior was
observed not only for the phosphorus—boron pair of
impurities[7] but also for other pairs of impurities, one
of which acted as a donor and the other, as an acceptor
[5, 6].

A qualitatively similar result was also obtained in
the complementary experiment: the boron concentra-
tion profile was narrower in silicon doped heavily with
phosphorus and subjected to ion implantation and
annealing than that in the reference silicon sample
doped lightly with phosphorus and subjected to the
same implantation and annealing (Fig. 2).

Thus, as a result of preliminary high-concentration
doping of the sampleswith either boron or phosphorus,
the broadening of concentration profiles of the
implanted impurity (phosphorus or boron) is less pro-
nounced in the course of annealing than that in the
lightly doped silicon.

In connection with this, it is of interest to compare
the phosphorus concentration profiles in lightly doped
silicon annealed at temperatures of 950 and 1075°C
with those in silicon doped heavily with boron and
annealed at temperatures of 1075 and 1150°C, respec-
tively (Fig. 3). It can be seen that the aforementioned
profiles coincide with each other to within the error of
measurements. Thus, in the case of heavily doped sili-
con, an additional thermal activation is required to
obtain the same diffusion flux that takes placein lightly
doped silicon.

It is also worth noting that, in the cases where the
background impurity is boron, its accumulation (in
addition to the above processes) is observed in theform
of peaksin theinitialy flat concentration profile in the
ion-implanted layer (Fig. 1); these peaks are character-
istic of oscillatory structures in the impurity distribu-
tion[1-4]. Asshown previously [3], the depth positions
of these peaks correspond to the boundaries of the
implantation-damaged region, and the peaks them-
selves appear owing to the clusterization of excess
(with respect to ultimate solubility) interstitial boron

SEMICONDUCTORS Vol. 34 No.6 2000
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Fig. 2. The boron concentration profiles in silicon doped
(2) heavily and (3) lightly with phosphorus; the profiles
were obtained after implantation of B* ions (E = 100 keV
and D = 10% cm™) and subsequent annealing (T = 1075°C
and t = 1 h). Curve 1 was obtained immediately after

implantation of B* ions. Solid lines are experimental, the
dash-and-dot line corresponds to the calculation of the
boron diffusion in lightly doped silicon, and the dashed line
representsthe result of the calcul ation of the boron diffusion
in silicon doped heavily with phosphorus with allowance
made for the formation of P-B pairs.

atoms and to the motion of mobile boron atoms to the
formed clusters acting as sinks. The excess concentra-
tion of interstitial boron atoms at the above boundaries
is dueto the reaction of pushing the boron atoms out of
the lattice sites by self-interstitials released from the
damaged region. Inthiscase (i.e., after theimplantation
of P* ions and subsequent annealing), formation of the
peaks with the same magnitude as previously observed
[1-4] requires annealing temperatures about 50-100°C
higher than those used in the previous experiments, in
which the implant and the impurity ensuring the high
level of preliminary doping were the same (namely,
boron).

It is also noteworthy that no specia features are
observed in the phosphorus concentration profiles in
the regions where the peaks in boron distributions are
formed (Fig. 1).

DISCUSSION OF RESULTS

Experimental concentration profiles of implanted
impurities after annealing were compared with a solu-
No. 6
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Fig. 3. Comparison of experimental phosphorus concentra-
tion profilesin silicon heavily (the dashed lines) and lightly
(the solid lines) doped with boron; the profiles were mea-
sured after theimplantation of P* ions (E=300keV and D =
10'® cm™2) and subsequent annealing for 1 h at temperatures
(2) of 950 (lightly doped Si) and 1075°C (heavily doped Si)
and (2) of 1075 (lightly doped Si) and 1150°C (heavily
doped Si).

tion to the following one-parameter boundary-value
problem in diffusion:

0C(x.t) _ 0°C
at axz’

aC(0,1) _ 4 (1)
ox '

C(X1 O) = Cimpl(x)'

Here, C(x, t) is the concentration, D is the diffusion
coefficient (the parameter of simulation), Gy, (X) isthe
concentration profile immediately after implantation,
and x isthe coordinate (depth). The boundary condition
corresponds to the approximation of diffusion into a
semi-infinite crystal.

The boundary-value problem given by (1) was
solved numerically using an implicit difference scheme
with enhanced accuracy [8]. The resulting diffusion
coefficients are listed in the table, and the correspond-
ing distributions are showninFigs. 1 and 2 by the dash-
and-dot lines. For silicon doped heavily with boron and
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The values of parameters (diffusion coefficients) used in simulating the experimental concentration profiles of impurity in the

lightly and heavily doped silicon

T °C Dp, 10 cm?/s Dp, 107> cm?/s Dg, cm?/s Dg, cm?/s.
' (KDB-10) (heavy doping with B) (KEF-7.5) (heavy doping with P)
900 17 <1
950 2.3 <1
1000 3.7 <1
1075 15 23 15x 10713 15x 10
1150 57 150

subjected to annealing at comparatively low tempera-
tures (in which case the experimental concentration
profiles of phosphorus are not broadened), we managed
to estimate only the upper bound of the diffusion coef-
ficient D (seetable); if D exceedsthis bound, the calcu-
lated profiles become appreciably broadened.

In lightly doped samples, the diffusion coefficients
are in good agreement with available published data;
however, inthe lower half of the annealing-temperature
range, the calculated values regularly exceed somewhat
those obtained experimentally, which is conventionally
explained by the influence of defects stored in com-
plexes after implantation and released in the course of
annealing.

In the heavily doped samples, the obtained values of
effective diffusion coefficients are found to be much
smaller than those in lightly doped silicon annealed
under the same conditions. Asin [5, 6], these discrep-
ancies cannot be satisfactorily explained in terms of
multiflux diffusion with allowance made for internal
electric fields[9, 10].

In the case under consideration, distinctions
between the diffusion-affected concentration profiles
of the same impurity in the heavily and lightly doped
samples (Figs. 1-3) can be explained in terms of the
mechanism of formation of immobile impurity pairs
(P-B). The effective formation of such pairsin heavily
doped silicon diminishes the amount of the impurity
that is mobile and is involved in the diffusion flux.
According to what we assumed, the diffusion mecha-
nism remains unchanged in this case, which isin qual-
itative agreement with the fact that the same concentra-
tion profile can be observed either for a higher doping
level and at a higher annealing temperature or for a
lower doping level and at a lower annealing tempera-
ture (Fig. 3). Consequently, in order to describe the
simultaneously occurring processes of diffusion and
pair formation (P-B), we can use the values of diffu-
sion coefficient determined experimentally in lightly
doped silicon. The prablem of adequate description of
the concentration profiles can then be reduced to a one-
parameter problem for heavily doped silicon as well.

Indeed, for weak solid solutions (when the concen-
trations of P, B, and P-B pairs are much less than the
number of lattice sites N) and in the approximation of

local equilibrium, the concentration of pairs should be
consistent with the mass action law; i.e.,

Crg
Co.Csq

where K(T) is the equilibrium constant of the quasi-
chemical reaction, C; is the concentration of phospho-
rus atoms, Cg is the concentration of boron atoms, and
Cr_g is the concentration of P-B pairs. We can derive
the explicit expression for the rate constant of quasi-
chemical reaction (2) by minimizing the Gibbs thermo-
dynamic potential with allowance made for variations
in the configuration entropy in the case where the pairs
are formed (see, for example, [11]); thus, we have

4 . [AED
NTPOTD

where AE = (Ep_s — Ep — Eg) is the formation energy
for aP-B pair; Ep_g isthevariation inthe crystal energy
when two neighboring silicon atoms are replaced by a
P-B pair; and E; and Eg are variations in the crystal
energy when silicon atoms are replaced by P and B
atoms, respectively. Thus, the sole free parameter in
simulation is the binding energy AE of a pair, because
the diffusion coefficients for these impurities were
already determined for lightly doped silicon.

When simulating the processesin heavily doped sil-
icon, we first determined (in each time step) the spatial
distribution of mobile impurity by subtracting the con-
centration of immobile pairs obtained at each point of
the spatial mesh according to formulas (2) and (3) from
the total concentration of the impurity. The diffusion-
related redistribution of the mobile impurity was then
determined at the next layer of the temporal mesh.

The calculated concentration profile that simulates
the experimental profile of P in the presence of a high
concentration of B background impurity with allow-
ance made for the pair formation is shown in Fig. 1 by
the dashed line. The corresponding values of binding
energy were 0.6 eV for an annealing temperature of
1150°C and 0.7 eV for an annealing temperature of
1075°C. For annealing temperatures of 1000°C and
below, in which case the concentration profile of P in
silicon doped heavily with boron does not differ from

= K(T), )

K(T)= ©)
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that after implantation, we can only determine the
bound of the binding energy below which the concen-
tration profiles start to be appreciably broadened. For
1000°C, this bound was found to be about 0.8 eV.

In asimilar way (i.e., by simulation with allowance
made for the pair formation), we also obtained the con-
centration profile of B in a crystal with a high back-
ground concentration of phosphorus (Fig. 2, the dashed
ling). In this case, the pair-formation energy was found
to be equal to 0.8 eV.

Thus, a distinction between the concentration pro-
files of the same impurity in the heavily and lightly
doped samples annealed under identical conditions can
be interpreted using the mechanism of impurity—mpu-
rity interaction with the formation of immobile P-B
pairs. The fact that the estimates of the pair-formation
energy in the direct and complementary experiments
agree closely suggests that the mechanism of thisinter-
action isthe samein both cases.

It has already been mentioned above that the peaks
in the distribution of boron background impurity, which
areinitiated in the case under consideration by implan-
tation of P* ions (Fig. 1), are formed at postimplanta-
tion-annealing temperatures higher by about 50-100°C
than thosein the case of B* implantation. This necessity
of higher annealing temperatures is smilar to the
necessity of additional thermal activation of phospho-
rus diffusion in the presence of boron (Fig. 3). There-
fore, this fact can also be explained in terms of the
impurity—mpurity interaction; i.e., afraction of mobile
boron atoms that was previously involved in the pro-
cess of the formation of the oscillatory structure in the
distribution [3] now becomes bound in immobile P-B
pairs and drops out of the process. As the annealing
temperature increases, the concentration of pairs
decreases according to expressions (2) and (3), and a
sufficient amount of boron is released to be accumu-
lated in the peaks.

Except for the involvement in the pair-formation
reaction, the redistribution of boron and phosphorus
atoms in the same samples of silicon doped heavily
with boron proceeds independently, judging from the
fact that no specific features are observed in the por-
tions of the phosphorus concentration profiles corre-
sponding to the peaks in the boron concentration pro-
files. Consequently, sinksthat trap boron atoms and are
formed at the corresponding depths do not directly
affect the diffusion-induced redistribution of phospho-
rus atoms.

CONCLUSION

Thus, the main results of thiswork consist in thefol-
lowing.

Broadening of concentration profiles of implanted
phosphorus as a result of postimplantation annealing
for 1 hinthe temperature range of 900-1150°C ismuch
less pronounced in silicon doped heavily with boron
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than in silicon doped lightly with boron. Similarly, pre-
liminary doping of silicon with phosphorus to high
concentrations appreciably reduces the broadening of
boron concentration profilesin the course of annealing.

Asaresult of theimplantation of P+ ionsinto silicon
doped heavily with boron and subsequent annealing,
peaks are formed in an initially uniform distribution of
background boron. Thisissimilar to the boron-distribu-
tion oscillatory structure initiated by the implantation
of B* ions and studied previously; however, in the
former case, the annealing temperatures should be
higher by 50-100°C.

The fact that the concentration profiles of the same
impurity after implantation and annealing under identi-
cal conditions differ in shape in the heavily and lightly
doped silicon can be explained using the concept of for-
mation of immobile P-B pairs. We estimated the for-
mation energy for P-B pairsat about 0.6-0.8 eV. Onthe
basis of the impurity—impurity interaction, it is also
possible to explain the necessity of higher annealing
temperatures for the formation of an oscillatory struc-
ture in the boron distribution after the implantation of
phosphorus ions as compared to those in the case of
boron implantation: afraction of boron atomsinvolved
previously in the formation of the oscillatory structure
is rendered immobile by forming the P-B pairs.
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Abstract—Multiphonon field-assisted thermal capture of thermally equilibrium charge carriers by deep-level
centerslocated in a depletion region of a semiconductor isanalyzed. It is shown that, in the case of strong elec-
tron—phonon coupling (SEPC), the multiphonon capture with preliminary tunneling of an electron through a
potential barrier in the depletion region occurs with alower rate as compared to the direct multiphonon capture
in the electrically neutral bulk of the semiconductor, whereas, in the case of weak eectron—phonon coupling
(WEPC), the capture rate in the depletion region of a semiconductor may exceed that in the electrically neutral
bulk by severa orders of magnitude. The results of experimental study of capture processesin AlGaAs doped with
silicon indicate that el ectron—phonon coupling is strong in DX centers. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Multiphonon ionization of deep-level impurity cen-
ters in semiconductors and capture of charge carriers
(henceforth, for definiteness, of el ectrons) by these cen-
terscan be adequately described on the basis of the con-
cept of adiabatic potentials (terms) [1-4]. In the
absence of an electric field, the capture occurs by tun-
neling transition of the “center” from the term U, that
corresponds to an ionized center and a free electron
with zero kinetic energy to theterm U, that corresponds
to the bound state of electron at the center (Fig. 1). In
an electric field, a free electron being in the thermal
equilibrium and having a negative kinetic energy —
tunnels preliminarily from the conduction band to the
energy gap (this state corresponds to the term U.), and
then atunneling transition of the“ center” from the term
U, to the term U, occurs. lonization takes place in the
reverse order.

Multiphonon ionization of deep-level centersin an
electric field is found to be sensitive to the type of adi-
abatic potentials [5, 6]. The time 1, of tunneling
through the adiabatic potential U, (the value of T is
experimentally determined from the field dependence
of the emission rate) is found to exceed the value of
ni2ksT if the adiabatic potentiads U; and U, are
arranged on the same side of their intersection point (or
tangency point, see[2]) and below it [thisisthe case of
weak el ectron—phonon coupling (WEPC)]; by contrast,
T, < il2kgT if U; and U, are found at opposite sides of
the aforementioned point [this is the case of strong
electron—phonon coupling (SEPC)]. Furthermore, the

emission rate increases with an increasing electric field
for both types of adiabatic potentials. In the above, #
and kg are the Planck and Boltzmann constantsand T is
temperature.

In this work, we analyzed theoretically the mul-
tiphonon field-assisted thermal capture of thermally
equilibrium charge carriers by deep-level centers
located in the depletion region of a semiconductor. Itis
shown that the rate of capture of an electron by a center
located in the depl etion region of a semiconductor may
have afield dependence that differs radically from that
of the emission rate. In the case of SEPC, the mul-
tiphonon capture of an electron with its preliminary
tunneling through the potential barrier in the depletion
region (see Fig. 2) occurswith aratelower than the rate
of direct multiphonon capture of an electroninthe elec-
trically neutral bulk of a semiconductor; in the case of
WEPC, the above two rates can have areverse relation-
ship. Theoretical results are numericaly illustrated by
the examples of DX centersin AlGaAs doped with sili-
con and deep-level acceptorsin germanium doped with
gold. It is shown that, in the case of WEPC, the rate of
electron capture in the depletion region of semiconduc-
tor may exceed by several orders of magnitude the cor-
responding rate in the electrically neutral bulk of a
semiconductor at liquid-nitrogen temperature for the
concentration of dopant equal to Ny = 3 x 10*7 cm3,

The results of experimental studies of capture pro-
cesses in AlGaAs doped with silicon indicate that we
have a SEPC in the DX centers.

1063-7826/00/3406-0634%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Configuration diagrams for the cases of (W) weak
and (S) strong el ectron—phonon coupling. U, correspondsto
the state with an electron bound by the center; U, corre-
sponds to an ionized center with an electron located at the
conduction-band bottom; and U, correspondsto an ionized
center, with an electron located below the conduction-band
bottom by the tunneling energy €. Dashed curve 1 represents
U, for e = E; curve 2 corresponds to Uy, for € = Egy; and
curve 3 represents the same as curve 2 but in the case of
strong electron—phonon coupling.

2. GENERAL RELATIONSHIPS FOR ELECTRON
CAPTURE

Following [3], we represent the rate of emission
from the center (the probability of ionization of the cen-
ter per unit time) asW [ exp(—®,), where ®_ isthe min-
imal value of thefunction ®(E, €, X) = ©(E, €) + D(g, X).
Here,

(Er +E-¢)

SO

KTV

D(g, X) isthe exponent in the expression for the proba
bility of electron tunneling through the potential bar-
rier, which, for an arbitrary shape of the latter, depends
on the tunneling energy € and the position of the center

X; § = (2M)Y?|[(U; — E + €)¥2dO|/% are the modules of

actions multiplied by i/ and gained in tunneling to the
center with an energy E — € from the turn points to the
intersection point for the terms U; and U,; M is the
effective mass of the center; E; is the thermal binding
energy; and E is the vibrationa energy of the ionized
center (see [3, 6]). The values of E and ¢, for which
P(E, g, X) isminimized for agiven x, are given by

O(E €) = 2(S,£S) +

e

21, = #0D/0, 3)

whereT; = 2|0S/0E| isthetime of tunneling for the cen-
ter under the corresponding adiabatic potential. In rela-
tionships (1) and (2), the upper sign corresponds to the

21, + 21, = AlKgT,
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Fig. 2. Energy diagrams of depletion regions with (a) uni-
form doping and (b) a uniform electric field. The dashed
lines represent the dependences of optimal electron-tunnel-
ing energy € on the deep-center position x. Deep levels are
represented by circles.

case where the terms U, and U,, are of the SEPC type
and the lower sign corresponds to the case of WEPC.
Thisisindicated by the fraction SW on the right-hand
side of formulas (1) and (2). It is noteworthy that, for
the initial WEPC type of the terms U, and U,, the type
of the terms U, and U,, changes to SEPC as the energy
€ of éectron tunneling increases and becomes higher
than the luminescence-quantum energy E, .

Following [2], we use the principle of detailed bal-
ancing to determine the capture rate (the probability of
de-ionization of the center per unit time) as

_ E-V+E
R = Wexpg T O (4)

where E¢ is the Fermi energy measured from the con-
duction-band bottom in the electrically neutra region
of a semiconductor, and V is the potential energy of
center with respect to itsvaluein the electrically neutral
region. Since relation (2) defines unambiguously the
optimal value of E for any €, we may assumethat ©, W,
R, 14, and 1, are functions of € whose optimal valueis
defined by relationship (3) and, in the genera case,
depends on the position of the center in the depletion
region. For low electric fields, € = 0 and the capture rate
in the depletion region of a semiconductor is by
exp(V/ksT) times lower than that in the neutral region
Ry. Inthe case of ultimately high electric fields (the cri-
terion will be given below), the optimal 1, — 0 [as
follows from relation (3)], € tendsto the optical-ioniza-
tion energy E,y (see Fig. 1 and [3, 6]), and, conse-
guently, the emission and capture rates are the highest
for e =V provided that V < E. In this case, the capture
rate R(V) attains its maximal value of R, (V) O
exp[-O(V) + (Er + Er — V)/KsT] (as for the pre-expo-
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nential factor, see [2, 3]), and, for the derivative with
respect to V, we have

din(R,) _ _214 0SO
VAR ATy & ©)
Conseguently, in the case of WEPC, R, first increases
with increasing V, attains a maximum for V = E, (for
which 1, = 0), and then decreases. In the case of SEPC,
Rinvariably decreases with increasing V.
For intermediate fields, we differentiate (4) with
respect to V and find the differential form of the depen-

dence of Ron V (or on x because the dependence V(x)
is assumed to be known) as

din(R) _ 2T,de db 1 (6)
dv hdV dV kgT’

Here, the value of € is determined from relationship (3)
for any value of V. Without specifying the dependence
U, »(Q), we now consider the two most widely encoun-
tered cases: aparabolicincreasein potential in the near-
surface region of a uniformly doped semiconductor
(Fig. 2a) and a linear increase in potential in a lightly
doped region located between two heavily doped
regions of a semiconductor (Fig. 2b).

Depletion region in a uniformly doped semicon-
ductor. Let the concentration of doping impurity be Ny
and let the permittivity be X, The exponent in the
expression for the eectron-tunneling probability is
then given by

_V ED
D = f, o0 )

where oy = Ny/4mKs @2) = +/z — (1 = 2)In[(1 +

Jz)IJ/1-z], and q and m are the charge and effective
mass of the tunneling electron. The relation between
the potential energy V of the deep center and the opti-
mal tunneling energy ¢ is defined by

+1
V- B ©

with the coordinate of the center given by x =
(2VX/0PNy)Y2. Here, a(e) = exp(4wyT,(€)). For light
doping, such that 4u,T,(€) < 1, thevalue of € isdefined
by the field strength F(X) = V(X)/2xq at the coordinate
corresponding to the position of the deep center:
(e/lEDY?2 = 2(ksT/h)T,(e)(F(X)/Fy). Here, F, =
2(2mEq) Y2k T/hq (cf. [3]). If the doping level is suffi-
ciently high, so that 4u,T,(€) > 1 (theinequality isvio-
lated for certain €., because 1, — 0 for € — Ey),
then, for € < g, the value of € is defined by the potential
energy at the point of location of the center: € = V. Fur-
thermore, D = V/fiwy, < €./hwy,, SO that D may be
ignored for 2wy, > €. Inthiscase, for V < g, the capture
rate R(V) attainsits maximal value R(V).

DEM’YANENKO et al.

For small V and, consequently, smal €, we have
e/V=A=(a(0) —1)%(a(0) + 1), and relation (6) can be
rewritten as

din(R) _ . 2t 1(00A @A) 1-A SO ©
dv h hew, KeT ' LCWO

For afairly high doping level (i.e., for 4ugt,(0) > 1),
e/V=A=1,dIn(R)/dV = ¥21,(0)/ — Ly, and, inthe
case of WEPC, the rate of capture by deep centers
increases with increasing V for 2w,1,(0) > 1. For light
doping, such that 4w,T,(0) < 1, we have A < 1 and
din(R)/dV = —1/kgT.

Linearly increasing potential. Let the field
strength be F; the exponent in the expression for the
electron-tunneling probability is given by

D = 4.2me*?
3hgF

Outside of the neutral region of a semiconductor, the
optimal value of g, isindependent of x and is given by

[Eort? _
(E,0 ~

For x < %, = €,/Fq, thevalues of € =V = xFq are optimal
and relationship (6) takes the form

(10)

22T (e I (11)

din(R) _ . 2u(V) 2./2mv  [Sp (12)
dv f hgF WU

According to (12), in the case of WEPC, the capture
rate first increases with increasing V, attains a maxi-
mum for 1,(V) = (2mV)¥?/gF, and then decreases. For
V > g, the optimal value of € remains unchanged and
the capture rate R continues to decrease according to
the law dIn(R)/dV = —1/kgT. The maximum in R is
attained for V smaller than g,, because, according to (3),
T,5(€0) = (2megy)V?/gF, and, according to (2), T,> 1, inthe
case of WEPC.

According to (11), if F > Fo, then &g — Eyy,
because ks T1,(€ = 0)/4 ~ 1 is on the order of unity and
tends to zero for € — Euy. In the fields F >

F0(2Eom/3E¥2 keT), we also have D < 1, and, conse-
guently, in such fields, € = V and the capture rate attains
itsmaximal value R(V) for V <,

The above relationshipsinvolve the functions T, ,(€)
and ©(¢) that are undefined so far. In order to calculate
these functions, we have to specify the form of adia-
batic potentials U; »(Q).

3. THE RELATIONSHIPS FOR CAPTURE
IN THE MODEL BY HUANG AND RHYS

In the context of the model suggested by Huang and
Rhys, adiabatic potentials have the form of two identi-
cal shifted parabolas: U, = MurQ?%2 and U; = Mw?(Q —

SEMICONDUCTORS Vol. 34 No.6 2000
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Qo)%2 — Eq; thus, the emission and capture rates can be
calculated exactly. Following [1, 3], we determine the
corresponding dependences in parametric form; these
dependences are valid for both WEPC and SEPC and
are given by

hw

—0(y)

Er (13)
=|1—y|[12wr2(y)—41+52+5005h%} [y: ﬂ

+Jff?’[y<ﬂ; 14

9
20T,(y) = Eiln 7 y>1

y>1-f3 _ -0 1+A/1+E2 30
[y<1—B] 200,(y) +D'In 3 20 (15)
[y<l}
y>1]

In this case, the optimal vibrational energy of an ion-
ized center is equal to

E(y) = Erl1-y]
cosh(9/2)./1+E ~EFsnh(8/2) ry<1) (19
28nh(97/2) ! [y>l}'

Here, y = €/E;, 9 = hlkgT, & = B/|1 —y|sinh(3/2), and
B = Eqn/Er — 1. The upper and lower signs are chosen
according to the inequalities written in the sguare
brackets; in equality (15), the left-hand inequalities are
used for the signs at the brackets and the right-hand ine-
qualities determine the sign within the brackets.!

The largest excess of the capture rate for WEPC in
the depl etion region over the capture rate in the neutral
region (R,/Ry)max iSattained for y = 1 — 3 and is defined
b

y
1+.J1+8

ﬁ—(’oln[&‘D 9
EO (17)

= ,cosh= +In
Er RO, %2
_ 1 2.8

1+8-3,

where §, = &(y =0). For 8§ > 1 and B < 1, we have
(RO ED)IN(R/Ro)max = IN(1/B) — 1.

The exponents D in the expression for the tunneling
probability and the values of y at a given point in a
semiconductor for parabolic (Fig. 28) and linear
(Fig. 2b) laws of an increase in the potential with

1 Relationships (13) and (14) coincide completely with the rela-
tions derived in [3] where adiabatic potentials corresponding to
the case of WEPC were considered. However, taking into account
that no direct indications of applicability of these relations to the
case of SEPS were reported in [3] and for the sake of complete-
ness of presentation, we consider it desirable to write them down
here.
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Fig. 3. Relative rates of electron capture by deep centers
located in the depletion region of a uniformly doped semi-
conductor inrelation to the potential energy of the centersat
T=77K.Curvelisfor DX centersinAlGaAs:S inthe case
of strong electron—phonon coupling; curves 2—4 are for DX
centers in AIGaAs.Si in the case of weak electron—phonon
coupling; curve 5 isfor any deep centers in the absence of
tunneling (¢ = 0); and curve 6 is for Au acceptorsin p-Ge.
The parameters are given in the text.

increasing x are given by expressions (7) and (8) (for D)
and (10) and (11) (for y).

We now offer some numerical examples. Figure 3
shows the capture rates (the probabilities of de-ioniza-
tion) R in the depletion region of an uniformly doped
semiconductor in relation to the potential energy V for
DX centers in Aly,GaygAs doped with silicon
(curves 1-4) and for deep-level acceptors in germa-
nium doped with gold (curve 6); the quantities R are
rendered dimensionless by dividing them by the corre-
sponding values R, in the electrically neutral region. In
the case of DX centersin AlGaAs, we used both models
discussed previously: the SEPC (curve 1) [7] and
WEPC (curves 2—4) [8]. Dependences 1-3 were calcu-
lated to the Huang—Rhys approximation using formulas
4), (7), (8), (13), and (14). We used the following val-
uesof theparameters: T=77K, hw=5.5meV [9], E; =
0.2eV,E,=0.2eV [8,10], m=0.1my[11, 12], and Ny =
3 x 10 cmr 3 (for dependences 1 and 2). Here, E, isthe
energy corresponding to the intersection point for the
potentials U; and U, (see Fig. 1) and my is the mass of
the free electron. Curve 3 represents the dependence of
R./R, onV for the aforementioned values of the param-
eters. Dependences 4 and 6 are plotted using formula
(9) for DX centers in Al ,GaygAs doped with silicon
and deep acceptors in germanium doped with gold,
respectively. In the latter case, we used the experimen-
tally measured value of the tunneling time 1, = 103 s,
the value of 1, was determined from formula (2), and
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the mass of charge carriers involved in tunneling was
assumed equal to the mass of light holes [6]. It can be
seen that, in the case of SEPC, the capture rate in the
depletion region (curve 1) decreases with increasing V
and differs only dlightly from the dependence R/R, =
exp(—V/kgT) shown by curve 5 in Fig. 3. In the case of
WEPC, the capture rate in the depletion region may
increase by several orders of magnitude with increasing
V. The aforementioned distinction can be used to iden-
tify the type of adiabatic potentials of deep centers, in
particular, DX centersin AlGaAs doped with silicon, in
which case a SEPC should be expected by analogy with
studied DX centersin AlGaAsdoped with tellurium[6].

4. EXPERIMENT

In order to be able to study the process of capture by
deep centersin the same sampl e both in the presence of
adepletion region and in the case of flat bands, we used
molecular-beam epitaxy (a RIBER 32P system) to
grow structures that included

—an i-GaA $(100) substrate;

—an n*-GaAs 0.5-um-thick layer doped with sili-
con to the concentration of Ny = 108 cm™ (a nonrecti-
fying contact);

—an n-Al,Ga, _,As 0.4-um-thick layer doped with
silicon to the design concentration of Ny = 3 x 10 cmr3
(alayer containing DX centers);

—an insulating i-Al,Ga, _,As 0.45-um-thick layer;
and

—a passivating i-GaAs 250-A-thick layer.

By varying the voltage across the Schottky barrier
from 1 to —10 V, we could form both flat bands and a
well-defined depletion region in the layer with DX cen-
ters at the boundary with an insulating layer with a
near-surface potential of =0.2 V. The Schottky barrier
was produced by depositing anAu/ Ti film that was cir-
cular in shape and had an area of 1.26 x 10 cm?. The
composition of Al,Ga, _ ,Aswas given by x = 0.385 and
0.45 and was chosen close to the composition corre-
sponding to the direct-gap—indirect-gap transition; in
this case, the minimums of three valleys approximately
coincide[11, 12]. Thismakesit possibleto use the con-
figuration diagram for two adiabatic potentials, no mat-
ter which valleys contribute their wave functionsto for-
mation of the wave function of a DX center; i.e., we
may assume that the term U,, to which the transition
from the term U, occurs, coincides with the conduc-
tion-band bottom. In this case, the relative mass m/m,
of electron tunneling along an electric field variesinsig-
nificantly: it is equal to 0.1 for the I valley, 0.125 for
the L valey, and 0.2 for the X valley [11]. Furthermore,
for the above values of x, the dependence of the barrier
height for the electron transition from the conduction-
band bottom E, to the DX center on x has a minimum
[11] and, consequently, depends only dlightly on the
error in determining the value of x.

DEM’YANENKO et al.

In order to enhance the reliability of the results, we
performed three types of measurements:

(i) We measured the magnitude of variation in high-
frequency capacitance AC (f = 100 kHz) with periodic
illumination of the sample (f,, = 8 Hz with the filling
factor equal to 2) with the light with A = 1 um and the
intensity of ~10% photon/(cm? s) as a function of the
bias voltage V,, applied to the Schottky barrier (V,, was
varied from 1 to —10 V) at various temperatures (from
80 to 140 K). For the samples with x = 0.385 and 0.45,
the magnitude of variation in the high-frequency capac-
itance AC was smaller than 0.1 pF (the modulation of
the depletion-region thickness was much less than its
average value) and remained virtually unchanged for
all V,,; it decreased only dlightly if the value of V,, varied
so that it contributed to the depletion of the n-AlGaAs
layer. Consequently, the capture rate in the depletion
layer does not exceed the capture rate in the neutral
region of a semiconductor, because an excess of the
former would cause the quantity AC to decrease as the
depletion region in the n-AlGaAs layer is formed. As
the temperature was raised, AC decreased with an acti-
vation energy egual to 0.11 and 0.14 eV for the samples
with x = 0.385 and 0.45, respectively. Taking aso into
account that, during illumination and immediately
afterwards, electron concentration in the conduction
band (as measured by the CV method) decreased asthe
temperature increased with activation energies of 0.085
and 0.09 eV in the temperature range under consider-
ation for the sampleswith x = 0.385 and 0.45, we obtain
the barrier height for thetransition of electronsfromthe
conduction-band bottom E_ to DX centers equal to 0.2
and 0.23 eV, respectively. Such a temperature depen-
dence of electron concentration n is observed if the
dominant processes are (I) optical ionization of DX
centers with transfer of electrons to the conduction
band and (I1) the back capture of electrons by DX cen-
ters; since n < Ny, we have n = (N,Po,/v.0,)Y2. Here,
Ny is the concentration of DX centers; P is the flux of
radiation quanta; visthethermal velocity of electrons;
and oy and o, = 0 exp(—E./kgT) are the cross sections
for optical ionization of aDX center and for the capture
of an electron from the conduction band by this center,
respectively.

(ii) We measured the parameters of deep centers by
the modulation-spectroscopy method [13]. In the case
under consideration, the studied deep level is the level
ensuring the major doping effect, which required the
further development of this method. However, we will
not dwell on this here; we only report that, in the tem-
perature range of 77-300 K and for the modulation fre-
guencies ranging from 8 Hz to 2 kHz, a single level
with the parameters of E, = 0.41 eV and 0, = 1.2
107* cm? was dominant; these parameters determine
the emission cross section 0, = GeXp(—E/kgT). The
obtained values for the parameters E., E,, and o, agree
well with the known parameters of DX centers in
AlGaAs doped with silicon. This indicates that, in the
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samples we studied, the processes of capture arein fact
governed by DX centers.

(iii) We measured the C-V characteristics to deter-
mine the concentration profile of ionized impurities
after electron capture in the dark for a specified time by
the DX centers ionized preliminarily by optical radia-
tion for various states of the n-AlGaAs layer: from the
flat bands to well-developed depletion. For each fixed
bias voltage applied to the Schottky barrier V,, the DX
centers were completely ionized by optical radiation
with A =1 pum. The samplewas then kept in the dark for
a certain fixed time (15 and 60 s for the samples with
x = 0.385 and 0.45, respectively) under the same bias
V,, afterwards, the dependence of the concentration
Ncy determined by the C-V method on the depth of
depletion layer with V,, varying from —10 to 1 V was
rapidly (in 5 s) measured. Figure 4 shows the obtained
dependences for a sample with x = 0.45 (for a sample
with x = 0.385, the dependences were similar). The
concentration profile measured directly under constant
illumination of the sample (curve L in Fig. 4) indicates
that the actual concentration of impurity is close to the
expected one and is constant over the depth of the
doped AlGaAs layer. For V,, = 0, the band bending V; at
the boundary of n-AlGaAs is approximately equal to
-10 mV (the bands are almost flat) and the rate of elec-
tron capture by DX centers is independent of x. As the
potential V, decreases to —10 V, the depletion layer is
formed at the boundary with n-AlGaAs and V,
increases to —200 mV; in this case, the rate of capture
of electrons by DX centers located in the depletion
region decreases virtually to zero as the distance
between the DX centers and the neutral region of the
semiconductor increases.

Figure 4 shows the concentration profiles cal cul ated
to the Huang—Rhys approximation in the cases of the
weak and strong electron—phonon couplings for V, =
=7V with the same parameters as used in calculating
the dependences shown in Fig. 3. It was assumed that a
change in the dependence of potential energy V of the
center on the coordinate x may beignored if avariation
in the ionized-center concentration is small. In this
case, the concentration of ionized DX centers depends
on the time elapsed after the switching-off of illumina-
tion as Ng(X, t) = Nyexp(—R(X)t). It can be seen that
good agreement with experimental data is obtained
only if SEPC is assumed. In the case of WEPC, for the
local-vibration phonons having an energy of Aw =
5.5 meV [9] and governing the trend of adiabatic poten-
tial in the configuration space, the capture rate
increases with increasing distance from the neutral bulk
of the semiconductor (Fig. 4). Asfiw increases, the tun-
neling time 1, decreases, which can bring about the sign
reversal of dR/dV [see formula (9)]; however, even if
fiw increases up to 36 meV (the energy of LO phonons
[11]), thereis still no good agreement between the the-
ory and experiment within the WEPC context. Further-
more, for aiw aslargeasaboveand at T = 78 K, the tun-

SEMICONDUCTORS  Vol. 34

No. 6 2000

639

chl0717, Cl’1’173
451

4.0

3.5

3.0

251

2.0

0.49

1
0.50
X, hm

1 1 1
046 047 048

Fig. 4. The solid lines represent the dependences of the ion-
ized-impurity concentration Ngy on the depth x in
Alg 45Gag s5As doped with silicon. The dependences were
measured in the dark 60 s after the illumination was
switched off; the depleting voltages (in V) applied to the
Schottky barrier are indicated at each corresponding curve.
Curve L represents the concentration profile measured dur-
ing illumination. The circles and triangles correspond to the
dependences Ne\/(x) calculated for the case of (1) strong
electron—phonon coupling with Aw = 5.5 meV and (2' and
3) weak electron—phonon coupling with Aw = 5.5 and
36 meV, respectively. T=78 K.

neling between the adiabatic potentials U; and U,
becomes so promoted that the magnitude of the optimal
vibrational energy of the center equals E < 1 meV; in
addition, the temperature dependence of the capture
rate depends only dlightly on the energy E, and exhibits
an activation energy of =20 meV, which is lower by a
factor of 10 than the known experimental data [10].
Thus, we may conclude that the DX centersin AlGaAs
doped with silicon exhibit strong el ectron—phonon cou-

pling.

5. CONCLUSION

We analyzed the multiphonon field-assi sted thermal
capture of thermally equilibrium charge carriers by
deep-level centers located in the depletion region of a
semiconductor. It is shown that the rate of electron cap-
ture by the deep center may have radicaly different
field dependences. In the case of strong electron—
phonon coupling, the multiphonon capture with prelim-
inary tunneling of an electron through the potential bar-
rier in the depletion region occurswith alower rate than
direct multiphonon capture in the electrically neutral



640

bulk of a semiconductor; conversely, in the case of
weak el ectron—phonon coupling, the capture ratein the
depletion region of a semiconductor may exceed by
severa orders of magnitude the capture rate in the neu-
tral bulk.

The results of experimental studies of the capture
processes in AlGaAs doped with silicon indicate that
there is a strong el ectron—phonon coupling in DX cen-
ters.
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Abstract—The effect of a low-energy a-particle bombardment (5.5 MeV) on the electrical properties of
n-PbSe is studied. It is found that the bombardment increases the carrier density. The samples with an initia
electron concentration lower than 10%” cm change their properties after an a-particle dose of up to approxi-
mately 1012 cm. The change is not steady for the samples with higher initial carrier densities. The mobilities
of charge carriers decrease in sampleswith alower initial carrier density and do not change in those with ahigh

carrier density. © 2000 MAIK “ Nauka/Interperiodica” .

PbSe is a narrow-band semiconductor of particular
interest for application in infrared optoelectronics.
Radiation treatment is widely used to control the elec-
trical properties of semiconductors [1-3]. However,
thereisstill alack of information at present concerning
the effect of a-particle bombardment on the tempera-
ture variations of electrical properties of the single-
crystalline n-PbSe films.

In this work, we studied the effect of the bombard-
ment with a-particles with an energy of 5.5 MeV and
doses up to 4 x 102 cm™ on the temperature depen-
dences of the electrical parameters (the concentration n
and the mobility of charge carriers p) for single-crystal
films of n-type semiconductors. The samples of the
n-PbSe were films 12-15 pm in thickness deposited in
vacuum on the (111) cleavage surface of BaF, by a hot
wall epitaxy. The concentration and mobility of charge
carriers in single-crystalline films were n = 10' cm3
and p = 3 x 10* cm?/(V s). Electrical parameters were
measured in the temperature range of 77-320 K. The
samples were irradiated with an isotropic flux of low-
energy a-particles (5.5 MeV, ?®Pu source). The flux
was determined by the exposure time using the known
flux density 5 x 10’ cm= s [4].

Isochronous annealing was performed in air for the
samples with electrical parameters varying under the
bombardment. The duration of each stage of annealing
was 6-10 min. The temperature dependence of the
electrical properties at 77-300 K was measured after
each annealing. The main stage of the annealing occurs
in the range of 90-140°C, within which the concentra-
tion and mobility of charge carriers regain their initial

values. This apparently restricts the applicability of
o-bombardment in manufacturing the reliable ther-
mally stable devices. The parameters of n-PbSe sam-
ples prior to and after the a-particle bombardment are
listed in the table.

Theresults can be divided into two groups. Samples
30 and 31 belonging to the first group had a relatively
low concentration of the charge carriers prior to the
bombardment: 1.09 x 107 and 0.86 x 10%" cm3, respec-
tively. The concentration of the carriersfor this group of
samples increased by a factor of 1.5, and the mobility
decreased by afactor of 3 under theirradiation with com-
paratively low doses of a-particles (1.8 x 101 cm). The
second group included samples 29 and 32 with higher
initial electron concentrations: 1.46 x 10'” and 1.79 x
10Y" cm3, respectively. These samples exhibited no
changes in the concentration and mobility even for the
a-particles doses equal to 4.32 x 10%2 cm.

Experimental temperature variations of the concen-
trations of charge carriers for the samples of the first
group prior to and after the bombardment are shown in
Fig. 1a In the low-temperature range of 77-200 K, the
concentration of charge carriersis amost constant, and
impurity conduction takes place. At higher tempera
tures, the conductivity dlightly increases. The a-parti-
cleirradiation causes the curves to shift to higher con-
centrations with a subsequent stabilization at alevel of
about 1.6 x 10'” cmS. The main change in concentra-
tion occurs at small doses of up to 10'* cm?; the further
increase of dose virtually does not affect the concentra-
tion.

1063-7826/00/3406-0641$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Sample characteristics

Sample | Thicknessh, ym | 9-Paticleflux @,

30 14 0
18

31 12 0
108

29 15 0
432

32 12 0
378

Concentration | Adjustable parameters of mobility 1, cm?/ (V s)
N, 107 em 27108 cmr2 v sK32|B, 109 2V sK—52
1.09+£0.04 2+1 06+£01
1.65+0.05 13+1 12+0.1
0.86£0.04 5x1 06+0.1
151+ 0.06 40+ 10 13+0.1
146 +£0.13 5+1 0.65 £ 0.05
1.73+0.08 51 0.65+0.05
1.79 £ 0.05 15+1 0.50 £ 0.05
1.80+£0.08 18+1 0.50 £ 0.05

The obtained temperature dependences of the con-
centration of charge carriers can be explained by the

change in concentrations of donor levels Ny, in the

course of bombardment and by the contribution of
intrinsic conductivity at high temperatures. The tem-
perature dependence of the concentration n(T) can be
determined from the equation of electroneutrality

n(T) = Np +n?(300)
x exp{ —[E4(T) —E4(300)]/kT}/n,
where the band gap

(D)

E4(T) = E4(300)—0.00004(300—T) eV,

E4(300) = 0.29 eV, and the preexponential factor of the
concentration of intrinsic charge carriersis assumed to
depend only weakly on temperature, n,(300) = 3 x

106 cm3. The concentration of donor levels N, deter-
mined from the experimental temperature dependence
of the concentration of charge carriers is given in the
table. From the table it follows that, as a result of irra-
diation, the concentration of donor levels for the sam-
ples of the first group becomes two times higher, and
for the samples of the second group it remains almost
unchanged. The limiting value of the concentration n =
1.7 x 10'" cm3, which corresponds to pinning of the

Fermi level at thelevel of adefect withtheenergy Ep =
Erc =-0.024 eV determined from the relation

n = Ncexp(Egc/KT), (2

where Ng = 82 x 10®¥ cm™3, T = 77 K, and Eg. =
EF - Ec.
The temperature dependences of mobility for the

samples with alow initial concentration of charge car-
riersare shown in Fig. 1b. The mobility isreduced after

theirradiation by afactor of 2—-3 within the entire tem-
perature range. At low temperatures, this reduction is
caused by scattering by an increased number of ionized
defects and, at high temperatures, by the acoustic
phonons with modified phonon energy spectrum, prob-
ably dueto the formation of defects, which resultsin an
increase in the effective interaction of the charge carri-
ers with phonons.

In the samples with a high initial concentration of
charge carriers and, consequently, defects, the mobility
does not change in the course of bombardment.

The temperature dependence of mobility of charge
carriers may be approximated by the following func-
tion

1

= — 3
(AIT*? + BT*?) 3

H

chosen according to Matthiessen rule. Here, the first
term in the denominator accounts for the scattering by
ionized defects, and the second term, for the scattering

by acoustic phonons. It is known that B [J Ei/Cl,

where E,. isaconstant of the deformation potential, C;
is an averaged velocity of propagation of acoustic
vibrations; and A O N,, where N, is the total number of
ionized impurities (both donors and acceptors) [5, 6].

The obtained values of coefficients A and B are
giveninthetable. It is seen that, for samples 30 and 31
with alow initial concentration of charge carriers, the
coefficients A and B increase with bombardment by
factors of 6-8 and 2, respectively. For the samples with
ahigh initial concentration of charge carriers, the coef-
ficients A and B do not change, the coefficient B being
egual to the value for the samples of thefirst group prior
to the bombardment. This is indicative of the different
nature of the dominant defects in both groups after the
bombardment. The prevailing defects in the samples of
the first group are the radiation-induced defects, for the

SEMICONDUCTORS Vol. 34 No.6 2000
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Temperature variations of (a) concentration and (b) mobili-
ties of charge carriers for the n-PbSe films (1, 2) prior to a-
particle bombardment and (3, 4) after the bombardment;
numbers 1 and 3 refer to sample 31; 2 and 4, to sample 30.
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samples of the second group they are native defects.
The interstitial atoms formed during the bombardment
in the samples of the first group become stabilized, and
in the samples of the second group, they recombine
with native vacancies. The concentration of the native
defects prior to the bombardment in the samples of the
first group istwice as high as for the second group.

The temperature dependence of the concentration of
charge carriers is affected by the variation of the
vacancy concentration; the temperature dependence of
carrier mobility, by the variation in the concentration of
interstitial atoms.
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Abstract—The Hall mobility was studied in the n-Cd,Hg, _,Te crystal s subjected to dynamic ultrasonic stress-
ing (Wys< 10*W/m?, f = 5-7 MHz). It was found that, in field of the ultrasonic deformation, an increasein the
carrier mobility in theimpurity conduction region (T < 120 K) and adecrease in the intrinsic conduction region
(T > 120 K) occurred in all tested samples. In this case, the magnitude of the sonic-stimulated variation in p,
increases with decreasing structural perfection of a crystal. Different mechanisms of ultrasonic influence on py
with regard to scattering by optical phonons, ionized impurities, and alloy potential are analyzed, with the cur-
rent flow conditions in the crystal taken into account. It is shown that, in the impurity conduction region, the
main cause of the sonic-stimulated increase of the Hall mobility isthe smoothing of the macroscopic intracrys-
talline potential that results from the inhomogeneity of the crystals. In the intrinsic conduction region, a
decreasein mobility is caused by anincreasein theintensity of scattering by the optical phonons. © 2000 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

Previoudly, it was found that transport coefficients
of the Cd,Hg, _, Te crystals are sensitive to the effect of
the intense high-frequency alternating deformation,
that is, to the ultrasonic effect both in the mode of ultra-
sound treatment [1, 2] and in the course of dynamic
stressing [3-5]. Different mechanisms of acoustically
stimulated irreversible variations of the electrica
parameters (concentration and mobility) of the
Cd,Hg; _,Tecrystals, including thermoacoustic anneal -
ing [1], destruction of the defect clusters[2], and so on,
have been proposed. Processes of the ultrasound-
induced transformation of the crystal defects in
Cd.Hg, _,Te were studied in [4, 5]. In this paper, we
analyze mechanisms of the carrier mobility variations
in the n-Cd,Hg;_.Te crystas that have different
degrees of structural perfection and are subjected to
dynamic ultrasonic stressing.

2. EXPERIMENTAL RESULTS
Temperature dependences of the Hall mobility
Hy(T) inthen-Cd,Hg, _,Tecrystals (0.2 < x < 0.22 and
3 x 10* cm2 < n< 10% cmd) in the intense field of the
ultrasound-induced deformation (W, < 10* W/n?,
f=5-7 MHZ2) in the temperature range T = 77-300 K

were studied. The experimental technique was
described in [5].

Experimental curves of p(T) for several samples
with different uﬂ valuesat T=77K areshowninFig. 1

(curves 1-4). The initia uﬂ (T) dependences in the

intrinsic conduction region (T > 120 K) are similar to
the corresponding dependence in the structuraly per-
fect crystals (dashed line), but, in the impurity conduc-
tion region, the mobility is lower. For samples 3 and 4,

the dope of the uﬂ (T) curveinvertsat T < 120 K and

the mobility has anomalously low values. This can be
explained by the variation of the scattering mechanism
that is observed in the Cd,Hg, _,Te crystals at lower
temperatures (T <50 K) [6, 7]. Apparently, these trends
in uy(T) are related to the variation of the current flow
conditions due to the bulk inhomogeneity of the crys-
tals, which is confirmed by the form of the resistivity
dependences on the magnetic field. In high magnetic
fields (B = 0.2 T), the resistivity does not saturate and
magnetoresistance Ap/py(B) increases linearly with B.
It should be noted that, in sample 1, the magnetoresis-
tance dependence on B is weak and the p(T) depen-
denceisthe most similar to the mobility behavior in the
structurally perfect crystal. In addition, in sample 4, the
Hall coefficient Ry strongly depends on B (>20% for
B <0.55T). Apparently, at lower temperatures (<77 K),
conduction in the sample becomes of the p-type.

Under ultrasound stressing, an increasein py>/py; =
1.1-1.8 in the impurity conduction region (T < 120 K)

and a decrease in the Hall mobility p>/pS =
0.83-0.93 in the intrinsic conduction region are
observed in al investigated samples (Fig. 1, curves1'-4).
In this case, the magnetoresistance dependences
Apy/pg(B) are saturated in high magnetic fields. Hence-
forth, the index USindicates that the parameter is mea-

1063-7826/00/3406-0644%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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sured in the field of the ultrasound-induced deforma-
tion, and the index O corresponds to the measurements
in the absence of ultrasonic stressing (except for p,,
which istheresistivity at B = 0). It should be noted that
all observed acoustically stimulated variations have a
reversible character. After switching off the ultrasound,
mobility in the impurity conduction region returns to
theinitial valuesin the sametime asthe carrier concen-
tration (eR,)™. The conditions of our experiment do not
allow usto say the same about mobility in the intrinsic
conduction region.

The Raman spectraare shown in Fig. 2 for samples 3
and 4 with the largest influence of ultrasound on mobil-
ity. Curves 1' and 2' correspond to the ultrasonic stress-
ing at room temperature. Curves 1 and 2 correspond to
the measurements at the same temperature with an
absence of ultrasonic stressing. The caption to Fig. 2
describes the conditions under which the spectra were
measured.

The mobility dependences on the intensity of the
ultrasonic stressing py(oyg) at different temperatures
are shown in Fig. 3. It can be seen that the form of the
amplitude dependences p,(0y,9) isgoverned by temper-
ature. At T=83K (curvel), uy increaseslinearly under
the influence of the ultrasonic vibrations. At higher tem-
peratures (T =93 K, curve2and T =103 K, curve 3), the
mobility py levels off after a smal linear increase. As
the temperature is further increased, an acoustically
stimulated decrease in py(oyg) (T = 125K, curve 4) is
observed.

3. DISCUSSION

Analyzing the experimental data, it should be noted
that the acoustically stimulated variation of the Hall
mobility can be related, first of all, to the variation in
the conditions of charge-carrier scattering in the crystal
inthe presence of ultrasonic stressing. Another possible
reason is the changing of the current flow conditionsin
an inhomogeneous crystal. Let us analyze these possi-
ble reasonsin detail.

As has been established previously, for proper anal-
ysis of the py(T) dependence in CdHg, _,Tea T =
4-300 K, it is sufficient to consider three scattering
mechanisms: by polar optical phonons (L), by aloy
potential (u,), and by ionized impurities (Mo, [8].
Such mechanisms as acoustic phonon scattering and
el ectron—€l ectron scattering do not provide anoticeable
contribution to the total scattering process. Let us
assume that, in the presence of ultrasonic stressing, the
carrier scattering is determined by the same mecha-
nisms:

()™ = (@m) S (1)
US us,-1 z us,-1 (1)
= (uop) + (Ual ) + (uion) .
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Fig. 1. Temperature dependences of the Hall mobility py in
the Cd,Hg, _yTe crystals. Curves 1, 2, 3, and 4 were mea-

sured in the absence of ultrasound stressing, and curves 1,
2, 3, and 4' correspond to the samples subjected to ultra-

sound stressing (oyg = 4.8 x 10° Pa, f = 6.5 MHz). The
Mp(T) dependence for a structurally perfect crystal is given
by the dashed line [6]. The dependence of the sonic-stimu-

lated increase in the Hall mobility Aut,_JLSW = (uﬂs -

pa )/pE| on the value of Ua,n aT=77K and oys=
4.8 x 10° Pais shown in the insert.
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Fig. 2. Raman spectra of the Cd,Hg; _Te crystals (curves

1 and 1' correspond to sample 3; curves 2 and 2' correspond
to sample 4). Curves 1' and 2' correspond to the sample sub-
jected to ultrasound stressing, T = 300 K, oyg = 4.8 x

10° Pa.
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Fig. 3. Dependence of the carrier mobility on the amplitude
of the ultrasound stressing of the Cd,Hg, _,Tecrystal (sam-

ple 3) at temperatures of (1) 83, (2) 93, (3) 103, and
(4) 125K.

Let us consider separately each of these mechanisms
from the standpoint of its ultrasound-induced modifica-
tion.

3.1. lonized-Impurity Scattering

lonized impurity scattering is dominant in
CdHg; _,Te crystas at T < 50 K. Nevertheless, it is
necessary to consider this mechanism at higher temper-
atures. The relaxation time for this mechanism can be
given by [8]

Tion = (e1°21€"N) (K*/m* ) (1/F ), %)

where F;,, isafunction accounting for the symmetry of
the electron wave functions and for the screening of the
scattering center potentialsby thefree carriers, N, isthe
concentration of the ionized impurities, e,=¢, + €, €,
is the dielectric constant of the CdTe and HgTe sublat-
tices, and €, is the high-frequency dielectric constant.
Other designations are as generally accepted.

It is well known that the essence of the processes
that occur in CdHg, _,Te crystals under the influence
of external factors, such as laser irradiation [9], defor-
mation [10], y-irradiation [11], ultrasonic treatment [1],
efc., consists in the redistribution of the initial (native)
defects or newly formed point defects between matrix
and sinks (dislocations, small-angle boundaries,
boundaries of subblocks, and so on). This process is
governed by the initial state of the defects and causes
variation of the material properties. One can assume
that a similar situation takes place also in the case of
dynamic below-threshold ultrasonic stressing  of
Cd,Hg, _,Tecrystals[4, 5]. In accordance with general

VLASENKO et al.

mechanisms of the defect transformation in
Cd,Hg; _,Tein the field of intense ultrasound-induced
deformation, a temporary (during the ultrasound
action) detachment of the point defects (for example,
Hg or background-impurity atoms) from dislocations
and small-angle boundaries to the interstices of matrix
and (or) capture of vacancies by the linear defects are

possible. In this case, the concentration of donors N +
Ny > should increase and the concentration of acceptors

NI — N_° should decrease. Therefore, in the presence
of ultrasonic stressing, the concentration of the scatter-

ing centers N; should be changed. Let us express N°°,

without consideration of the ionization degree of the
defects, as

N'® = NP +AN; = N+ (Ng°—N3°). 3)

AtT=77K and g,5= 4.8 x 10° Pa, ultrasound-induced
variation of carrier concentration from ny = 7.5 x
10* cm=3to nyg= 8.5 x 10" cm2 is observed for sam-
ple 1, from ny = 3.2 x 10" cm=3 to n,g = 4 x 10* cm3
for sample 2, from n, = 3 x 10" cm® to nyg = 6 x
10* cm3 for sample 3, and from ny = 9 x 10** cm=3to
nys = 1.5 x 10 cm for sample 4. Concentration vari-
ation (nys — Ng) corresponds to the AN; value. In the

tested samples, N’ does not exceed 5 x 105 cm3. Tak-
ing into account (3), we easily derive the relation

0 us
between Hion and Hion 85

-1,US -1,0

(Mion) ™ = (ion) (1+AN/NY), @)
from which, considering the aforementioned estimates
of AN, and N, we obtain the ratio pi/pY, =
(0.99-0.89). This shows that the intensity of scattering
by the ionized impurities increases due to an acousti-
cally stimulated increase in the concentration of scat-
tering centers. Therefore, this mechanism does not
allow us to explain an increase in the mobility py,
which is observed in the experiment.

As one can see from (2), another cause of mobility
variation in the case of scattering by the ionized impu-
rities may be an increase in the free carrier concentra-
tionninthecrystal. Thisresults, first, in more effective
screening of the Coulomb potential of scattering cen-
ters, and, therefore, in a decrease in the contribution of
this mechanism to the total scattering. This assumption
is confirmed by calculations of the F;,,(n) dependence:
an increase in n from 10** to 10% cm™ leads to

Foo/Fo. = 0.95 and, as a result, to an insignificant

increase in the mobility ratio pas/p. = 1.05. Further-
more, an increase in the carrier concentration causes
also an increase in mobility W, due to an increase in
the average electron energy [12]. However, although
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this mechanism results in an increase in mobility, it
does not enable us to explain quantitatively the experi-
mental results for all tested samples, in particular, for
the dependence of the ultrasound-induced mobility

increase on the pOH' -7 value measured in the absence of
the ultrasonic deformation. Dependence of the acousti-

cally stimulated increase in the Hall mobility Apy>,
onthe py, - valueis presented in Fig. 1 (see theinset).
The larger the value of uﬂ, -, the less pronounced the

ultrasound effect (that is, Apy, ;) for equal values of
the intensity of the ultrasound stressing.

3.2. Scattering by the Alloy Potential

Scattering by the alloy potential arises from the dis-
turbance in periodicity of the crystal potentia in
A,B; _,C solid solutions due to disorder in the arrange-
ment of the A and B atomsin the sites of the crystal lat-
tice. Study of this mechanism is based on the assump-
tion that the difference between the A and B atomic
potentials Upg(r) = U, — Ug isasmall perturbation. In
addition, the U,g potential is localized: U,z = AE for
r<rgand U,g =0forr >r, wherer, is the distance
between the nearest neighbors [13].

The relaxation time for alloy scattering may be
expressed as [14]

Ty = (MNG/AxX(1=X)AEY) (K 3(de/dk)?),  (5)

where AE is the aloy scattering potential, N, is the
number of atoms in the unit volume, and X is the com-
position parameter. The value of AE is assumed, in the
first approximation, to be equal to the difference
between the band gaps of the AC and BC crystals
[15, 16]. It is proposed in [14] to choose AE as the dif-
ference between the A and B atomic screened poten-
tials. In this case, the value of the alloy potential for
Cd,Hg, _,Teis QAE =9 x 102 eV cmd, AE = 1 eV
[14, 17] and Q is the volume of the unit cell. A much
smaller value AE = 0.23 eV obtained from calculations
in the coherent potential approximation [18] was suc-
cessfully used in [19] in calculations of the mobility
temperature dependences. It should be noted that, most
often, AE isused as an adjustable parameter determined
from a comparison of the calculated and experimental
data.

Asin the above case of theionized impurity scatter-
ing, it is possible to assume the existence of severa
mechanisms of the ultrasound-induced modification of
scattering by the disorder of the crystal lattice. First,
due to the p, dependence on the electron energy
(~e7Y2) [14], an acoustically stimulated increase in the
carrier concentration should enhance scattering by the
aloy potential. Calculationsat T = 10 K show that the
contribution of this mechanism increases from 5% for
n =4 x 10" cm=3to 25% for n = 2 x 10% cm= [20].
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A similar result was obtained in [12] at T =77 K. Thus,
due to the acoustically stimulated increase of n, the
mobility limited by the aloy scattering should
decrease, which excludes this mechanism from consid-
eration, because it does not correspond to the experi-
mentally observed effect.

The deformation mechanism of the ultrasound influ-
ence on the alloy potential is quite possible if we
choose the latter as the difference between the CdTe
and HgTe band gaps. However, calculations show that,
at the intensities of ultrasound-stressing used in the
experiment, the value of the effective pressure P gener-
ated by the ultrasonic wave in crystal does not exceed
5 x 10° Pa. In this case, the aloy potential in the field

of the ultrasound-induced deformation AEYS = [g] +

(dey/dP)P] cqre — [eg — (dey/dP)P] gt decreases by a
negligible value (no more than ~5 x 10~ eV). Finaly,
since the carrier concentration increases in the ultra-
soundfield, it is possibleto assume that the all oy poten-
tial has additional screening. However, in the case of
alloy scattering, it isnot clear if screening significantly
changes the localized potential AE [14].

Thus, the analysis shows that it is impossible to
explain the effect of the ultrasound-induced increase of
the Hall mobility in the impurity conduction region
only on the basis of variation of the scattering condi-
tions.

3.3. Ultrasound-Stimulated Modification
of the Large-Scale Crystal Potential

Another possible cause of the acoustically stimu-
lated increase in mobility y is variation of the current
flow conditions in the sample due to the ultrasound-
induced modification of the intracrystalline potential.
We have in mind the large-scale potential, whose spe-
cific dimension exceeds the carrier free path, and,
therefore, we do not consider the influence of this
potential on the electron scattering processes. It iswell
known that reduced (in comparison with the theoretical
values) carrier mobilities and the anomalous decrease
of uy(T) in the impurity conduction region at T <
120 K, which we observed in the tested samples, can-
not be explained by additiona scattering mechanisms.
This shows that there are drift barriers in the crysta
related to the covariant and contravariant modul ation of
the crystal energy bandsin the inhomogeneous samples
[21, 22]. At the same time, the larger the size of inho-
mogeneity, the greater the difference between the Hall
mobility and the drift mobility. The presence of the
bulk inhomogeneities in the samples is confirmed, as
we mentioned above, by the linear dependence of
Ap/pg(B) in the high magnetic fields.

In our opinion, the intracrystalline potentia is
smoothed in the field of the ultrasound-induced defor-
mation. The point defects localized at (or near) the
extended defects absorbing the ultrasound wave are
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transferred to the matrix under the effect of the acoustic
field and cause the hillocksin the potential relief to flat-
ten. In this case, alarger crystal volume isinvolved in
conduction at the percolation level. The increase of the
Hall mobility in the impurity conduction region (T <
120 K) and the saturation of the magnetoresistance
Apa/po(B) in the high magnetic fields in the samples
subjected to ultrasonic stressing confirm these assump-
tions.

It is necessary to make clear that, by inhomogene-
ities, which give rise to the large-scale potential, we
mean dislocations with the surrounding impurities, the
didocation clusters, the low-angle boundaries, inclu-
sions of the second phase of the basic components of
the solid solution, impurities which appear near dislo-
cations, and other defects. Considering the sonic-dislo-
cation mechanism as dominant in the ultrasound-wave
interaction with crystal and absorption of the ultrasonic
energy near such macrodefects, we can also assume
that smoothing of the large-scale potential is governed
by the ultrasound-initiated deionization of the levels
localized at the dislocation line. In the initia state,
these levels capture the majority carriers and form
impermeable inclusions. The acoustically stimulated
increase in the electron concentration in the impurity
conduction region supports this assumption [5]. How-
ever, study of the relaxation time of the acoustically
stimulated processes in n-CdHgTe show that, after
relief of the ultrasound stressing, concentration and
mobility return to the initial valuesin ~10°-10% s. This
suggests that the ultrasound-stimul ated transformations
involve diffusion rather than recombination, because,
in the latter case, the typical relaxation time is
~106-10"s.

It should be also noted that, in spite of the key role
of dislocations in the ultrasonic effects in the CdHgTe
crystals, we do not consider scattering by dislocations,
because the contribution of this mechanism becomes
appreciable at temperatures < 50 K for a dislocation
density of Ny > 10° cm= [23]. However, in the investi-
gated samples, N4 does not exceed 10° cm. In addi-
tion, we do not exclude the possibility of the ultra-
sound-induced formation, under certain conditions, of
a paralel conduction channel with carrier mobility
higher than that in the matrix. However, further studies
are needed to confirm this conclusion.

3.4. Optical Phonon Scattering

We now attempt to explain the decrease of the car-
rier mobility in the intrinsic conduction region. It has
been established that scattering by the optical phonons
is dominant in the CdHgTe crystals in the temperature
range of 77-300 K. Therefore, adecrease in the carrier
mobility in the field of the ultrasound-induced defor-
mation in the intrinsic conduction region, which we
observed in all tested samples, can be explained by the
ultrasound-induced modification of the CdHgTe
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phonon spectrum. Actualy, in the field of the ultra-
sound-induced deformation, an increase in the band
intensity of the Raman spectra occurs (Fig. 2). We may
relate this result to an increase in the crystal's effective
temperature, which causes the rate of scattering by
optical phononsto increase. Attention is attracted to the
fact that the ultrasound influence on the Raman spectra
correlates with the magnitude of the acoustically stim-
ulated variation of mobility in these samples. Further
studies are necessary for quantitative estimations. We
only note that, both in the impurity conduction and
intrinsic conduction regions, an increase in the rate of
scattering by optical phonons also occurs.

The competition of the scattering processes men-
tioned above gives an adequate explanation of the Hall
mobility dependences on theintensity of the ultrasound
stressing py(0yg) at different temperatures (Fig. 3). At
lower temperatures, the form of the py(oyg) depen-
dence is determined by the acoustically induced
smoothing of theintracrystalline potential, i.e., by vari-
ation of the current flow conditions under ultrasound
stressing due to an increase in the effective crystal vol-
ume at the percolation level. As temperature increases,
the concentration distribution over the crystal becomes
uniform and the space-charge regions disappear. In this
case, the contribution of the crystal lattice vibrations
increases and the efficiency of this mechanism in the
field of the ultrasound-induced deformation also
increases. This accounts for the fact that the curve
Hy(oyg first levels off and then descends. Now the
dependence of the ultrasound-induced increase of Ly

on the value of uﬂvw becomes quite clear. The least

pronounced effect is observed in sample 1, which has
the most perfect structure and the highest value of

uﬂw. It is reasonable to assume that, in the uniform

CdHgTe crysta in which it is possible to neglect the
influence of the large-scale potential, the ultrasound-
induced decrease in the carrier mobility would occur in
the temperature range of 77-300 K due to an increase
in the rate of scattering by optical phonons and alloy
potential.

CONCLUSION

Thus, we observed an increase in the Hall mobility
in the impurity conduction region (T < 120 K) in
Cd.Hg, _,Te crystals subjected to dynamic ultrasound
stressing. The magnitude of the sonic-stimulated varia-
tion in Py increases with the decreasing structural per-
fection of a crysta. We also observed a mobility
decrease in the intrinsic conduction region (T > 120 K)
for al investigated samples. We analyzed the possible
mechanisms of the ultrasound influence on the p, tak-
ing into account scattering by optical phonons, ionized
impurities, aloy potential, and the conditions of the
current flow in the crystal. In the impurity conduction
region, the principal cause of the ultrasound-induced

SEMICONDUCTORS Vol. 34 No.6 2000
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increase in the Hall mobility is the smoothing of the
macroscopic intracrystalline potential determined by
theinhomogeneity of the tested crystals. Intheintrinsic
conduction region, a decrease in mobility is attributed
to an increase in the rate of scattering by optical
phonons.
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Abstract—Based on the concepts of the significant role of the surface neutralization of positive ions at the
boundaries of the oxide layer in the processes of ion transport in an insulating gap of MOS structures, the origin
of awell-pronounced asymmetry in the temperature and temporal characteristics of the volume-charge ionic
polarization/depolarization of an insulator are analyzed. The neutralization of ions occurs owing to the tunnel-
ing capture of el ectronsfrom semiconducting and metallic contacts. Experimental dataobtained in awiderange
of variationsin the gate potential V; and rel ated to the thermally stimul ated and isothermal polarization of oxide
in Si-MOS structures consistently support the asymmetry model that accounts for a higher degree of neutral-
ization of ions and a higher coupling of ionsto electrons at the metal surface (gate) than at the semiconductor
surface. The transients exhibit three stages during polarization. The first of these is related to the transport of
unneutralized (free) ions; in theinitial stages of thermally stimulated and isothermal polarization for V, = const,
the ions move in the oxide ballistically. In the second stage, a transition from the mode of free-ion drift to the
modes of hyperbolic and (or) exponential kinetics of relaxation is observed; in the latter case, the current
becomes virtually independent of the field, temperature, and the rates of the field or temperature scans and
becomes a single-valued function of actual time. In this case, the law of relaxation is defined by the rate of tun-
neling ionization of neutral associations of ion + electron and (or) by their diffusion and thermal decomposition

in the bulk of the insulator. © 2000 MAIK “ Nauka/Interperiodica” .

The observations of pronounced asymmetry in the
processes of the bulk—charge ionic polarization and
depolarization of the gate oxide in Si-MOS structures
are well known [1-6]; however, these observations
have not been adequately interpreted so far. At the same
time, the determination of the physical origin of such
distinctions is very important both from the cognitive
standpoint and from the standpoint of solving the prac-
tical MIS-microelectronics problems requiring a sub-
stantia reduction in the level of ionic contamination of
the insulator so that the optical-active range could be
extended to the submicron region [7-11]. Other factors
being the same, the polarization of SiO, proceeds much
slower than the depolarization and sets in for depolar-
izing gate potentials V,q < 0. These circumstances
clearly manifest themsalves in both the isothermal
dynamic current—voltage (I-V) characteristics of polar-
ization and depolarization and in the measurements of
thermally stimulated polarization; for values of V,
close in magnitude, the polarization currents are
observed at appreciably higher temperatures than the
depolarization currents [4, 6] (Fig. 2).

We are going to show that the analysis of the field
and temperature characteristics of thermally stimulated
and isothermal polarization and depolarization of the
insulating layer in MIS structures makes it possible to
clarify the cause of the asymmetry observed.

We studied an AlI-SiO,—n-Si(100) system similar to
those investigated in [5, 6, 12]. The technique and the
data-processing algorithms of experiments and also the
measurement procedure were described in detail in
[13]. The structure was completely depolarized at a
high temperature (T = 423 K) with a voltage of Vy =
-10V, was cooled to 295 K, and the potentia of the
field electrode was then changed abruptly to that corre-
sponding to polarization (V,, > 0); in the course of sub-
sequent heating at a constant rate of By = 0.4 K/s, we
measured the current of thermally stimulated polariza-
tion (TSP) | =S wherej isthe current density and Sis
the area of the field electrode. A family of TSP curves
obtained for several values of Vy, = const is shown in
Fig. 2. It followsfrom Fig. 2 that the curves I(T) shift to
lower temperatures as Vg, increases and, in the region
of the initial increase, the TSP current follows the
Arrhenius law with the activation energy E virtually
mdependent of the polarizing field (see the insert in
Fig. 2) In awide range of V,; (1.0 <V, < 10V), the
value of E isalmost constant and equalsO.82 +0.05eV;
i.e., within the limits of experimental accuracy, E coin-

LIn the case of a priori unknown kinetics of thermally stimulated
relaxation, the “method of initia increase in current,” in which
therelationship | O constexp(—E/KT) is used, yields the most reli-
able data on the value of E [14-16].
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cides with the activation energy of thermally stimulated
depolarization, which is equal to 0.87 £ 0.05 eV [6].
According to [6], thisindicates that the initial stages of
anincreasein the TSP current are related to the thermal
activation of the time of transit t4 of free ions through
the oxide layer. Under the condition of the drift of small
charge [17], i.e., if the inequality

ATgNgK g0, < Vgp/h Q)

isvalid, the TSP current is given by
| = GSNs _ aSNsVaphtoexp(~E,/KT)
Ty h? .

Here, qisthe elementary charge; Ngisthe density of
free ions at the oxide/gate contact, which are not neu-
tralized and are involved in the transit; Kgo, is the

)

oxide permittivity; h is the oxide thickness;, Vg, =
Vg + V isthe voltage drop acrossthe oxide; V, 0.5V
isthe contact potentia difference for Al-Si (it was cal-
culated according to [18] for Si with a free-electron
concentration of 10 cm=3[5, 6, 12] at atemperature of
350 K, which corresponds to the middle of the temper-
ature range used; see Fig. 3, curve 1); T4 = h¥uVgp,
where 4 = poexp(—E,/KT) is the ion mohility; E, isthe
activation energy of mobility; and k is the Boltzmann
constant. According to (2), the corresponding Arrhe-

nius curves plotted as log(1/Vgp) = f(T™) are expected
to be represented by a common straight line whose
slope is defined by the value of E,. Such a plot con-
structed on the basis of the data shown in Fig. 2 isin
complete agreement with the above concepts (Fig. 3,
curve 1). The value of E, determined by the method of
least sguares is 0.82 + 0.05 eV. Extrapolating the
straight line log(1/Vgp) = f(T) to the point T* = 0, we
estimate that Ng = 3.3 x 10 cm™ (S= 2.4 x 102 cm?,
Ho=3.2cm?V1st[6], and h=1.7 x 10° cm) from the
portion log(gSN44,/h?) intercepted on the T axis by
thisline [see (2)]. Substituting this value of Nginto the
left-hand side of (1), we obtain (for kgo, = 3.9)
41Ny Kgo, = 1.5x 10°V cm™, and, as can be easily
verified, the condition for the small-charge drift is met
for al experimental values of Vg, (Figs. 2, 3). Relying
on the above consideration, identifying E with E. and
taking into account that the determined value of E,
agreeswell both with the known values[17, 19-22] and
with the values obtained previously by us using other
methods [5, 12], we conclude that the initial stagesin

an increase in the TSP current are definitely related to
the thermal activation of the free-ion transit.

Comparison of the data obtained here on TSP with
the results of studies of thermally stimulated depolar-
ization [6] makes it possible to clarify the origin of the
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Fig. 1. Dynamic current-voltage characteristics of an
Al-SiO,~Si MOS structure. A pronounced asymmetry in

the processes of ionic (1) polarization and (2) depolarization
isevident. Thetemperature of measurementswasT =423 K,

and the field-sweep rate was By, = 0.02V s [5].
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Fig. 2. Thermally stimulated polarization of a Si-MOS
structure for the polarizing voltages Vg, = (1) 0.5, (2) 1.4,
(3) 5, and (4) 10V. Curve 5 (the scale on the vertical axisis
1.5 x 10720 A) represents the thermally stimulated depolar-
ization for Vg = -1V [6] and By = 0.4 K/s. The Arrhenius
curves for the stages of an initial increase in the current
(curves 1'4', see the inset) are plotted on the basis of
curves 1-4.
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Fig. 3. Straight line 1 represents the temperature depen-
dences of effectiveionic electrical conductivity log(l/Vyg) =
f(T™2) for the regions of initial rise of the current (To < T <
Ty in the curves of thermally stimulated polarization
(curves 1-4in Fig. 2) for the voltages Vi, = (3) 0.5, (4) 1.4,
(5) 5, and (6) 10V. Straight line 2 represents the dependence
log(l /|\~/gd D)= f(T) (taken from [6]) characteristic of
effective ionic electrical conductivity normalized to the
common value of Ng= 4.5 x 10'° cm for various depolar-
izing voltagesin the range of 0.6 < [Vgg| < 11.2V.

asymmetry observed. To thisend, we show in Fig. 3the
universal straight line (2) log(l|Vga|) = f(T™), where

Vgd = Vgq + V., Which characterizes the initia stages of
an increase in the depolarization current for various
valuesof Vg, [6]. Straight lines 1 and 2 are virtually par-
alel in accordance with the aforementioned activation
energies of corresponding processes. Therefore, a dif-

ference in the values of “polarization” (I/\79p) and

“depolarization” (I/|Vgp|) €electrical conductivities at
the same temperature may be due only to a difference
in the preexponential factors in the expression that
describes the initial stages of an increase in the polar-
ization and depolarization currents (see footnote 1) or,
for al other parameters being equal (the same sample),

(1Ngd ) (1 go)T=const = B = N/ Ngg,

where N and Ny arethe densities of free (not neutralized)
ions at the contacts of the oxide/silicon and oxide/gate,
respectively. According to [6], Ng = 4.5 x 10'° cnr?.
Determining the value of A for a certain given temper-
ature (indicated by the arrow in Fig. 3; A = 132), we
have Ng; = N/A = 3.4 x 108 cm2, which is quite close
to the value obtained previously by extrapolating the

straight line log(1/Vgpy) = f(T2), Ng = 3.3 x 10° cmr2
(Fig. 3, straight line 1). The inequality Ng; < Ng can be
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easily accounted for [6, 12] by a difference in the
degree of neutralization of the ions present in the oxide
at its boundaries with metal (gate) and silicon. In the
course of depolarization, dueto the depletion of the sur-
face, an accumulation of ions occurs owing to the fact
that tunneling decomposition of neutral associations
(ion + electron) occurs simultaneously with the transit
of the ion-charge front; at a later time, these ions aso
become incorporated into the transit—time packet [12].
The Fermi level position is fixed at the insulator—metal
contact, so that any realistic electric field cannot per-
turb the balance between the tunneling processes of
neutral-association ionization and the ion neutraliza-
tion. Therefore, charging of the ions formed as a result
of decomposition of neutral associations inhibits the
process of accumulation of mobile chargeintheinsula-
tor, because the rate of this processis much lower inthe
case of polarization than in the case of depolarization.
In addition, the state (possibly virtual) of an electron
bound by neutral associations at the boundary with the
metal may occur to be deeper than that at the boundary
with the semiconductor owing to the distinctionsin the
type of its hybridization with the wave functions of
electrons in the metal and semiconductor. Therefore,
the initial stages of TSP would be governed by the
transport of free (not neutralized) ions with a density
much lower than in the case of thermally stimulated
depolarization. This fact manifests itself quantitatively
in the value of A > 1. After the transit of free ions, the
TSP rate is limited by slower tunneling processes of
neutral-association ionization and neutralization of
ions separated more and more from the metal surface
and aso by the decomposition of neutral associations
that diffuse from the gate to the semiconductor in the
bulk of the insulator. Thisis naturally accompanied by
adrastic decrease in the rate of the current increase and
by the emergence of its peak and the region of dow
decrease (see Figs. 1, 2); in thisregion, like in the case
of thermally stimulated depolarization [6], the current
becomes virtually independent of the polarizing field,
temperature, and the heating rate By; i.e., the current
becomes a single-valued function of the actual timet.
In the context of the model [6, 12], only the descending
portions of the thermally stimulated current can be
quantitatively interpreted; unfortunately, they cannot
be studied in detail because of aloss of reproducibility
of experimental data if the samples are heated to tem-
peratures higher than 460 K.

We now consider the results of studies of isothermal
polarization, which is also widely used to gain insight
into the phenomena of ion transport in insulators of
MIS structures[1-3, 5, 12]. Theresults of observations
at T =const aregenerally easier to interpret, because, in
this case, there is no need to consider the poorly known
temperature dependences of preexponential factors. It
follows from the theory [23] that the initial stages of
polarization in the dynamic |-V characteristics are
defined by the free-ion transport through the barrier
formed by external voltage V,, and occur under the con-
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ditions of aquasi-balance between the processes of ion-
ization and neutralization. The corresponding problem
of depolarization was solved in [5]; according to the
experimentally verified model developed in [5], the
current in these stages is proportional to Ngexp(V,/KT)
and isindependent of the field-sweep rate 3, = dV,/dt =
const < 0.05 if B, < 0.05V s™. Asin the case of TSP,
the peaks and tails of the current in the -V characteris-
tics of polarization (Fig. 1) correspond to a transition
from the quasi-steady condition of the free-ion drift to
nonsteady conditions of tunneling ionization of neutral
associations (with a characteristic time of 1;), their dif-
fusion from the metal surface, and eventual decompo-
sition (with characteristic time T) in the bulk of the
insulator layer. The value of T is expected to increase
with increasing timet as aresult of abroad spatial dis-
tribution of tunneling distances. This causes the current
to fall off hyperbolically and to be independent of an
eectric field in theinsulator: | I t~Y, wherey = 1 [12].
Diffusion of neutral associations is described by the
power-law dependences with y = 1.5 [23], and the
decomposition of neutral associationsin the bulk of the
insulator obeys a classical exponential law [12] | O
exp(-t/1). These dependences can be easily distin-
guished if T > 1, or T < T;. In particular, the hyperbolic
kinetics of isothermal relaxation of the field-indepen-
dent depolarization current for V, = const was clearly
observed experimentally [12]; contrariwise, the expo-
nential region of depolarization kinetics corresponding
to the decomposition of neutral associationsin the bulk
of the insulator has not been observed within an actual
time range.2 Thus, a drastic decrease in the rate of rise
in the polarization current beyond the initial region of
the dynamic |-V characteristic, which is accompanied
by the appearance of apeak with an extended tail in the
I[Vy(1)] curve (cf. curves 1 and 2 in Fig. 1), should be
treated as evidence of atransition from the quasi-steady
thermal-emission mechanism of the free-ion transport
[5] to therelaxation that is limited by tunneling ioniza-
tion, diffusion, and eventual decomposition of neutral
associationsin the bulk of theinsulator. Since the polar-
ization current in the final stage of relaxation is found
to be comparable to the displacement current | = C,3y
(Fig. 1), where C, is the geometric capacitance of the
insulator layer, it isdifficult to clarify the mechanism of
the current fall-off in the dynamic |-V characteristics;
the situation is further complicated by the fact that both
the tunneling-related ionization of neutral associations
and their diffusion with eventual thermal decomposi-

2 As a consequence of very large values of T (~3.6 x 10% and 2.2 x

107 sat 423 and 333K, respectively) and asmall diffusion coeffi-
cient of neutral associations (at 423, this coefficient is by eight
orders of magnitude smaller than the diffusion coefficient of free
ions), the evidence for the existence of the corresponding trans-
port mechanism was only obtained using a special method for
measurements of steady current, which involved therma modula-
tion [12].
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Fig. 4. Dynamic current—voltage characteristics of polariza-
tionat T =423 K that demonstrate the independence of the
polarization current at theinitial stages of itsrise on the val-
ues of By = (1) 0.02, (2) 0.03, (3) 0.04, (4) 0.05, and
(5) 0.06 VvV st Dynamic current—voltage characteristics of
polarization at (1) 423 and (2) 453 K are shown in the inset
(By=0.02V sh.

tion in the bulk of the insulator are virtually indepen-
dent of the electric field.

In connection with this, it would be reasonable to
complement the method of dynamic |-V characteristics
with observations of kinetics of the isothermal polar-
ization-current relaxation with a stepped switching of
depolarizing voltage to the voltage ensuring the polar-
ization, because, under these conditions, it istheinitial
transit-time effect that may be difficult to measure.® At
the same time, new opportunities open up for the mea-
surements of long-term relaxation of the polarization
current. Following the transit of the free-ion packet
from the gate to the semiconductor, a transition region
is bound to appear in the dependence I (t); thisregionis
physically similar to that observed in the TSP curves
and the dynamic |-V characteristics of polarization. At
longer times, the relaxation kinetics would follow the
hyperbolic law | O t= and, further, the exponential law
I O exp(—t/1).

Figures 4 and 5 show experimental data that illus-
trate the main laws of isothermal-relaxation kinetics of
the oxide's ionic polarization and support the afore-
mentioned concepts. Figure 4 demonstratesthat theini-
tial stages of polarization are independent of the value
of By, that the current depends exponentially on Vg,
(see the insert), and that atransition between the expo-

3 This is due to the small magnitude of the transit-time signal,
which is caused by small values of Ngat the gate surface. It is dif-
ficult to measure this signal against the background of the current
that arises owing to differentiation of the polarizing-voltage step
by the geometric capacitance of the sample and the lead capaci-
tance.
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Fig. 5. Kinetics of isothermal relaxation of the polarization
current at atemperature of 453 K. The polarization voltages
Vgp Were equal to (1) 1 and (2) 5V.

nential and the very slowly descending portions of the
I[Vy(1)] curvesisgradual. It followsfrom Fig. 5 that the
polarization-current relaxation follows a hyperbolic
law withy = 1 and that | isindependent of V,,. A com-
parison of these data and the laws of isothermal depo-
larization indicates that the tails in polarization curves
are relatively protracted. This may indicate that the
electron isbound moretightly by anionin neutral asso-
ciationslocated closeto the gate than in the case of neu-
tral associations located at the semiconductor surface.
The considered origin of asymmetry in the ionic polar-
ization/depolarization of an insulator in a MOS struc-
ture is independently verified by the absence of such
asymmetry in a S—SiO,—~Si system [24]. On this basis,
we may state that the regularly observed temperature
and time asymmetry in the ionic polarization/depolar-
ization of the oxide is caused by asymmetry in the
degree of neutralization of ions, which are present in
the oxide layer at the semiconductor and metal sur-
faces.
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Abstract—An equilibrium energy distribution of charge carriersis possible in the 3D case in disordered semi-
conductors with a sufficiently rapidly decreasing density of localized states at |ow temperatures when the con-
tribution of thermally activated hops of charge carriers to the hopping transport is negligible. A Boltzmann
exponential with afield-dependent effective temperature describes the asymptotic behavior of this distribution.
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Processes of carrier transport in amorphous semi-
conductors with conduction via delocalized states have
been successfully described in terms of the multiple-
trapping model [1-3]. This model impliesthat two car-
rier fractions exist in the material, occupying at any
given instant of time delocalized and localized states.
However, in the materials with all carriersin localized
states, e.g., in most polymers, charge transport is due to
carrier hopping. Many interesting and important fea-
tures of the hopping transport in disordered semicon-
ductors have been observed experimentally in fairly
high electric fields [4-6]. It has been shown both ana-
lytically [7-10] and by Monte Carlo simulations
[11, 12] that the energy distribution of localized carri-
ers and the carrier mobility in a disordered semicon-
ductor can be described both by the ordinary tempera-
ture T and by some effective temperature Te(F) depen-
dent on the magnitude of the applied external electric
field F. Analytical calculations [7, 9] of this effective
temperature yield

- &
Te = 2K’ ()
while numerical ssimulation yields
= 0.675F
Te = 0.67yk

(see[11]) or
eF
Te = (0.69+ O.OS)W

(see [12]), where e is the elementary charge, y is the
reciprocal localization radius, and k is the Boltzmann
constant. The equilibrium energy distribution of
injected carriers in an amorphous semiconductor sub-
jected to an external electric field at low temperatures,
when the contribution of thermally activated hopsto the

transport process is negligible, has been found [9] for
the 1D case, which, in fact, correspondsto high electric
fields. In this paper, we demonstrate that the equilib-
rium energy distribution of localized carriers is aso
possiblein the 3D case at low temperaturesin an exter-
nal electric field. We show that this distribution can be
described by the Boltzmann exponentia with an effec-
tive temperature given by (1).

As an equation describing the kinetics of the hop-
ping transport, we use the well-known balance equation

of;
O_tl = zVijfj—fizVip (2
i#] %]

written for the case of low occupancy of localized
states, f; < 1. Here, f; isthe mean occupation number of
the ith state and vj; is the probability of transition from
the statei to the statej. Let us assume that in the quasi-
equilibrium transport regime, when the density of
states is time-independent, a great number of carriers
can avoid unlikely jumpsthat take avery long timetg >
hIAE, i.e., jumps that do not contribute significantly to
the transport process[13]. (Here, 7 is Planck’s constant
and AE is the characteristic energy change in carrier
transition from one localized state to ancther.) This
assumption makes it possible to take advantage of the
concept of the distribution function f(r, E, t) averaged
over continuous variables: energy E (deeper states have
higher energies E) and radius vector r. Let us use the
Miller—Abrahams expression for the transition rate

v(rl, R) = voep[ -2yl -HES ], @3

where € = E — eFAr —E', H(¢€) is the Heaviside func-
tion, v, is the characteristic rate of tunneling carrier
hops, and Ar = r —r'. Then, we use eguation (2) to
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derive the following kinetic equation for the distribu-
tion function f,

of (r, E, t)
ot

E—eFAr

=VOIdr'exp(—2y|Ar|)[ J’ dE'f(r, E, 1)

+ } dE'exp

E—eFAr

2Rl e, t)}g(E) @

D 0
—vo_[dr'eXp(—Zlerl)DJ' dE'g(E)

—eFAr

E—eFAr \
+ J’ dE'exp[_(E_ekFTAr —E)

normalized by the condition

[EGIsIA=
0

00

J’er’f(r, E t)dE = 1, 5)

—00

where t is time, and g(E) is the energy distribution of
localized states normalized by the condition

00

J’g(E)dE = 1. (6)

The zero energy E = 0 corresponds to the maximum of
the function g(E). Equation (4) is written on the
assumption that the position and energy of localized
states are uncorrelated, which corresponds to the case
of completely disordered materials.

At low temperatures, when the contribution of ther-
mally activated hops can be neglected subject to the
condition of the hypothetical equilibrium, kinetic equa-
tion (4) for the equilibrium distribution function aver-
aged over the space coordinates

fu(E) = [f(r,E c)ar ©)

takesthe form

E—eFAr
Ozvo-[dr'exp(—ZylArl) J’ dE'f(E')g(E)
- 8)

00

—voIdr'exp(—ZylArl) J' dE'Q(E) fq(E).

E—eFAr
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We use equation (8) and formulas (5) and (6) to derive
the following integral equation:

g(s)J’ds’A(a, g') feq(€")
fel€) = —= : )
4—J’de‘A(e, €)g(e)

Here, we introduced the kernel

A(g, €) = 4H(e—€)—(2+|e—€))e™ ™ (10)

and the dimensionless variables € = E/KT and €' =
E'/KTg, where T isthe effective temperature defined by
(1). The appearance of this effective temperature is
associated with the fact that, during transport, the elec-
tric field transfers carriers into states with a higher
energy, sSimilarly to the thermodynamic effects
described by the ordinary temperature T.

This equation can be solved by the iteration method;
as the first approximation, we use the density of local-
ized states

fa(E) = g(E). (12)
Substituting (11) into (9), we obtain
Ids'A(s, €)g(e)
~ (12)

_ Oexp(E/KTE)/E, E> Ey+E(Te);
THL E<—E,—E(T).
Here, the quantity E.(Tg) depends on the particular

form of the density of states g(E). In particular, in the
case of a Gaussian distribution

9(E) = goexp[—(E/E,)7,

wehave E(Tg) = ES /2T, whilein the case of an expo-
nential distribution

9(E) = goexp(—{E/E(|)
we obtain E,(Ts) = E5/(Te — E,). Hence,

fO < |5 9E) 5By exp LE-CO
e =[BT 0(B)expn 13)

|E| > Eq+ E(Tg).

Thus, to afirst approximation, the equilibrium energy
distribution is described by the Boltzmann function.

To calculate the distribution function f.,(E) more

precisely, we substitute, in accordance with (13), the
function g(E)exp(E/kT¢) into the right-hand side of

equation (9). The resulting solution ff;) (E) has the

SEMICONDUCTORS Vol. 34 No.6 2000



EQUILIBRIUM ENERGY

same asymptatic form asthefunction f g]) (E), sincethe
asymptotic form (12) of the function I de' Ag, €)9(e"

appearing in equation (9) is not changed. Thus, if the
density of localized statesg(E) is sufficiently “ shallow,”
so that the equilibrium can be established,

E
Eg(E)exprf—0, [E—= (19

then the asymptotic form of the occupancy of localized
states ¢(E) = f(E)/g(E) is the exponential exp(E/KT).
The quantity E.(Tg) appearing in equations (12) and
(13) is the characteristic energy of the peak in the dis-
tribution function fe,(E).

Thus, we showed the following. First, in the 3D
case, as also in the 1D one [9], the spatially uniform
equilibrium energy distribution of localized charge car-
riersmay occur even in thelimiting case T— 0, when
the contribution from thermally activated hops to the
kinetic equation (4) can be completely neglected. Sec-
ond, this distribution can be approximated by the Bolt-
zmann distribution function with the effective tempera-
ture (1) instead of the ordinary temperature. It should
be noted that this effective temperature coincides with
previous analytical estimations[9, 10].
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Abstract—The photosensitive a-Si:H/p-CulnSe, heterostructures were obtained for the first time by the depo-
sition of hydrogenated amorphous silicon on polycrystalline p-CulnSe, substrates. The photoel ectric properties
of the new system were studied. The conclusion was drawn on the prospects of the application of this system
for solar and linearly polarized radiation photoconvertors. © 2000 MAIK “ Nauka/lInterperiodica” .

The development of solar power is mainly directed
towards the efficiency increase and cost reduction of
the solar cells [1-3]. The use of the CulnGaSe, chal-
copyrite materials in the production of thin-film solar
cellsisrecognized to be one of the most promising ave-
nues for accomplishing these ends [4]. In recent years,
severa research teams have reported photoconversion
efficiencies higher than 17% for the chal copyrite mate-
rials and higher than 10% in the case of the modules
fabricated from these materials [5-7]. The photocon-
version in such devices is generaly defined by the
ZnO/CdS/CulnGaSe,/Malglass structure. However, in
an effort to increase the production efficiency and
because of environmental considerations, a demand
arose to replace the CdS buffer layers with an alterna-
tive material. The potentialities of various semiconduc-
tors had aready been analyzed as such materials
[8-10]. In this paper, the potentialities of the high-
resistivity layers of amorphous hydrogenated silicon
(a-Si:H) as a buffer material for the preparation of the
photosensitive heterostructures on the basis of
p-CulnSe, bulk crystals were first studied.

1. The electrically homogeneous polycrystalline
CulnSe, wafers with a free hole concentration p = 3 x
10Y cm3 at T = 300 K were used as the substrates for
the deposition of a-Si:H films. The typical dimensions
of the waferswere about 5 x 5 x 1 mm3. After mechan-
ical polishing, the surface of the wafers was treated in
the polishing etchant. The a-Si:H films were deposited
onto the surface of CulnSe, wafers at a temperature of
230°C by the RF glow discharge method. The gas mix-
tureSiH, : H, (9: 1) wasused inthefilm growth. The pro-
cess described provides the deposition of ~1 um-thick
a-Si:H films with a mirror surface. The a-Si:H films
exhibited a good adhesion to the CulnSe, surface. The
dark resistivity of n-type a-Si:H films amounts to
~10°Q cmat T =300 K.

2. All the a-Si:H/p-CulnSe, heterostructures
obtained exhibited a pronounced rectification. A steady-
state current—voltage characteristic typical of such het-
erostructuresisshownintheinsetin Fig. 1. Conduction
of heterostructuresisinitiated, asarule, by the positive
external bias applied to the p-CulnSe, substrate. Asthe
forward bias voltage increases (U = 2 V), the current—
voltage characteristic of the heterostructures consid-
ered istypicaly defined by the relationship

I'= (U=Ug)/R,, )

where U, = 1.8-2 V is the cutoff voltage and R, =

10° Q istheresidual resistanceat T =300 K. In view of
the electrical properties of the substrates, we may
assume that the main contribution to the R, is provided
by the series resistance of the a-Si:H film. The reverse
current in the structures under study typically obeysthe
power law | [0 U®, where a = 0.6—1. Such behavior can
primarily be caused by the imperfections at the periph-
ery of the heterostructures obtained.

The photovoltaic effect is reproducibly observed
when the a-Si:H/p-CulnSe, heterostructures are
exposed to light. The sign of the photoelectric voltage
in all such heterostructures corresponds to the negative
polarity at the a-Si:H film and appears to be indepen-
dent of the energy of incident photons 7. and the posi-
tion of the light probe at the heterostructure surface.
This alows us to attribute the photovoltaic effect
observed to separation of photogenerated pairs in the
single active region resulting from the formation of
such a heterostructure. The photosensitivity of all the
heterostructures obtained is found to be higher in the
case of illumination from the side of their wide-gap
component (a-Si:H). The best heterostructures of this
type are characterized by the open-circuit photoelectric
voltage U;, = 0.3 V and short-circuit current i, =
0.1 mA when exposed to unfocused radiation from an
incandescent lamp (L = 100 W). The maximum voltage
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and current photosensitivities of the structures studied
are§; =150V/W and § = 25 pA/W, respectively, at T =
300 K. It is evident that the mentioned parameters of
the first structures are still far from the ultimate values
for this system. The optimization of the properties of its
components will be the next stage in these studies.

3. Figure 1 shows the representative spectral depen-
dences of the relative quantum efficiency of photocon-
version n, which is defined as the ratio of the short-cir-
cuit photocurrent to the number of incident photons, for
one of the heterostructures studied. The long-wave-
length edge of the dependence n(%w) for the heteros-
tuctures is defined by the photoactive absorption in
their CulnSe, narrow-gap layer and appears to be the
same at iw < 1 eV for two different geometric layouts
of theillumination (Fig. 1, curves 1, 2). The maximum
of n in the case of a heterostructure illuminated from
the CulnSe, side and the step at #w = 1.01 €V, which
arisesfor a heterostructure illuminated from the side of
the a-Si:H, are consistent with the bandgap E, of the
ternary compound [11, 12]. The exponential increasein
the heterostructure photosensitivity for Zw < 1 eV is
described by a high slope S= &(Inig.)/d(Aw) = 30 eV
corresponding to the direct optical transitions in
CulnSe, [11]. Therefore, as soon as the photon energy
hw > 1.01 eV, a dramatic drop in photosensitivity
occurs in the short-wavelength region for the hetero-
structure illuminated from the side of the substrate.
This drop is due to the absorption of radiation in the
bulk of the CulnSe, layer adjacent to the active region
of the heterostucture. The pronounced feature at Aw <
0.95 eV with apeak near 0.9 eV in the spectran (fw) of
the heterostuctures is characteristic of the initial crys-
tals. This feature results from the photoactive absorp-
tion involving the defect levels in CulnSe, with the
energy position of E, + 0.11 eV [11, 13].

When the heterostructures are illuminated from the
side of the a-Si:H films, their photosensitivity spectra
become rather wide (Fig. 1, curve 1). In this case, the
FWHM of the photosensitivity band &, increases
steeply from 50 to 900950 meV. In the broadband
mode of photodetection, two bands can be reveaed in
the spectral region of high photosensitivity. The energy
positions of the peaks of these bands are indicated by
the arrowsin Fig. 1 (curve 1). These features are asso-
ciated with the interference of the incident radiation in
the a-Si:H film. Actually, the estimate of the thickness
of thisfilm based on the energy position of the extrema
in the n(Aw) spectraand refractive index of a-Si:H cor-
relates with that obtained from the optical transmission
spectra of the film deposited onto the glass in the same
process.

We note that the attainment of the broadband mode
of photodetection in the a-Si:H/p-CulnSe, heterostruc-
tures can be indicative of the rather perfect (at least as
regards the photosensitivity processes) interface of
amorphous a-Si:H and crystalline CulnSe, in spite of
the large difference in their structures. The short-wave-
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Fig. 1. Spectral dependences of the relative quantum effi-
ciency of photoconversion for the a-Si:H/p-CulnSe, hetero-
structure (sample 3) at T = 300 K. The structure is exposed
to light from the a-Si:H side (curve 1) and from the
p-CulnSe, side (curve 2). The current—voltage characteristic

is shown in the inset. The forward direction corresponds to
the positive polarity of the external bias at the p-CulnSe,.

length dip of the n(%w) dependence in the photosensi-
tivity spectra of a-Si:H/p-CulnSe, heterostructures in
the vicinity of 2 eV corresponds to the onset of the
interband absorption in a-Si:H and thus can be assighed
to the optical absorption in the hydrogenated amor-
phous silicon layer adjacent to the active region of the
heterostructure.

4. When exposed to linearly polarized radiation,
these heterostructures behave as typical isotropic sub-
stances. Actually, the short-circuit photocurrent isinde-
pendent of the orientation of the electric-field E of the
light wave at normal incidence. Thus, the natural pho-
topleochroism of these structures [14] is virtually zero
(Py = 0) in the entire photosensitivity region. This is
just an indication of the isotropic behavior of the pho-
toactive absorption by the a-Si:H amorphous film and
CulnSe, polycrystaline substrate.

As soon as the angle of incidence of linearly polar-
ized radiation onto the a-Si:H film of the heterostruc-
ture becomes distinct from zero (8 > 0°), the photocur-
rent appears to be dependent on the azimuth angle ¢
between the E vector and plane of incidence according
to the formula

iy = iPcos’d +i°sin’¢. )
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Fig. 2. Dependences of the short-circuit photocurrent (1) iP
and (2) i and induced-photopleochroism coefficient
(3) P, =1(6) and (4) P,ll2 =f(B) on the angle of incidence of

linearly polarized radiation onto the receiving plane a-Si:-H
of a a-Si:H/p-CulnSe, heterostructure at T = 300 K. The

datafor sample 6 at A = 1.1 um are presented.
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Fig. 3. Spectral dependence of the induced-photopleochro-
ism coefficient P, of the a-Si:H/p-CulnSe, heterostructure

at T = 300 K. The data are shown for sample 6 exposed to
light from the side of a-Si:H, 6 = 75°.

Here, iP and i® are the photocurrents for the polariza:
tions, which are paralléel to the plane of incidence and
normal to it, respectively. The polarization ratio iF/i®
increases with 6.

The typical dependences of i and i° on the angle of
incidence of linearly polarized radiation for . = const
are shown in Fig. 2 (curves 1, 2). With regard to the
criteria of polarization photoelectric spectroscopy

NIKOLAEYV et al.

[15, 16], the increase in iP and i with 6 observed, as
well as the appearance of the peaks in the dependences
iP(B) and i%(B), are indicative, on the one hand, of the
high optical quality of a-Si:H films deposited on
CulnSe, and, on the other hand, of the interference of
linearly polarized radiation in these films [15].

The angular dependences of the induced-photopleo-
chroism coefficient P, for the a-Si:H/p-CulnSe, hetero-
structuresin the entire photosensitivity region are char-
acterized by an increase in P, with the angle of inci-

dence under the parabolic law /P, O 8 (see Fig. 2,
curves 3, 4). For all these dependences, P,=0for6=0.
The latter is defined by the isotropic character of the
photoactive absorption. It follows from the experimen-
tal curves P, = () (Fig. 2, curve 3) that the abrupt tran-
sition from the isotropic mode to the polarization-sen-
sitive mode of photoconversion in a-Si:H/p-CulnSe,
heterostructures is possible merely by increasing the
angle of incidence.

The typical spectral dependence of the induced-
photopleochroism coefficient for one of the hetero-
structures exposed to light from the side of an a-Si:H
filmfor 8 = 75° isshown in Fig. 3. It follows from this
figure that the P, coefficient in such heterostructures
oscillates throughout the entire photosensitivity region
and maintains its large average value. Consequently,
the “spectral window” effect also manifests itself for
polarization photosensitivity on exposure of the hetero-
structureto light from the side of the wide-gap material.
With regard to [15], the manifestation of P, oscillations
can be assigned to the interference of the linearly polar-
ized radiation in the “wide-gap spectral window” of the
heterostructure. The assessment of the refractive index
based on the induced-photopleochroism coefficient
yields a value which agrees satisfactorily with the
known value for a-Si:H.

In conclusion, it has been found in the present study
that heterostructures based on chalcopyrite semicon-
ductors of the CulnSe, type and amorphous hydroge-
nated silicon can find application in the devel opment of
high-efficiency cadmium-free solar cells and photo-
analysers of linearly polarized radiation.
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Thermoelectric and Photoelectric Properties
of the p—n CulnSe,/CdS Heterostructures Obtained
by the Quasi-Equilibrium Deposition M ethod

M.-R. A. Magomedov, Sh. M. Ismailov, Dzh. Kh. Magomedova, and P. P. Khokhlachev

Ingtitute of Physics, Dagestan Scientific Center, Russian Academy of Sciences, ul. 26 Bakinskikh Komissarov 94,
Makhachkala, 367003 Dagestan, Russia

Submitted March 18, 1999; accepted for publication August 18, 1999

Abstract—Through deposition of CulnSe, films on CdS substrates in a quasi-closed-circuit “ hot-wall” reactor,
p—n CulnSe,/CdS heterostructures were obtained. The thermoelectric power, current—voltage characteristics,
and photosensitivity spectra of the structures were investigated. © 2000 MAIK “ Nauka/Interperiodica” .

The CulnSe,-based solar cells and optoelectronic
devices are competitive with the best devicesfabricated
from silicon and gallium arsenide [1]. CulnSe,/CdS
heterostructures provide electrical characteristics cor-
responding to device applications [2, 3]. Data on het-
erostructures that include the CulnSe, film deposited
on the bulk CdS crystal are lacking in the literature.
A method for obtaining these structures, aswell astheir
electrical and spectral characteristics, is described in
this paper for the first time. The specific features of
obtaining the photosensitive single-phase films of
CulnSe, with an electron mobility of 50 cm?/(V s) and
ahole mobility of 6 cm?/(V s) were reported in [4, 5].

To obtain heterostructures, n-CdS bulk crystals
grown from the melt were used. First, wafers of cad-
mium sulfide with an average size of 8 x 5 x 0.4 mm?
and a resistivity of 10>~10° Q cm at 290 K were
mechanically polished. Second, they were etched in a
1% solution of bromine in methanol for 20 sand in a
chromium etchant for 5 min. The CdS substrates were
then placed in a quasi-closed-circuit “ hot-wall” reactor
that was mounted within the operating volume of the
vacuum system, which was designed for deposition of
the CulnSe, films. The structures were obtained by
sputtering a fine powder prepared from polycrystals
and single crystals of CulnSe,, which were grown by
the vertical Bridgman method [6] in vacuum at aresid-
ual pressure of 10~ Pa. The temperatures of the source
and substrate were 1450-1650 K and 550-650 K,
respectively. The “hot-wall” method with an autono-
mously controlled temperature (up to 800 K) of the
screen was used. The use of the “hot wall” provided
operating conditions close to quasi-equilibrium ones
and reduced diffusion at the heterointerface, while the
low rates of deposition (1-5 nm/s) were favorable for a
good adhesion.

Nonrectifying contacts to CdS were formed by
indium deposition at 500 K, and thin gold layers were
deposited on the surface of the CulnSe, film. The lin-
earity of contacts was tested based on current—voltage
(I-V) characteristics. The electrical conductivity and
the Hall effect were measured using the four-probe
method. The charge-carrier concentration for CdS and
CulnSe, was 10%°-10% and 4 x 10*-1 x 10*® cm™ at
300 K, respectively.

The CulnSe, films 4-5 pm in thickness were depos-
ited on the CdS bulk crystals with a resistivity of
102 Q cm and a mobility of 70 cm?/(V s). The steady-
state thermoelectric power of 150 pV/K, which was
measured along the normal to the layers, corresponded
to n-type conduction, while the thermoelectric power
for CdS and CulnSe, was 230 and 450 pV/K at 300 K,
respectively. The barrier thermoelectric power was
measured in planar geometry [7] using electronic-flash
thermal pulses with an energy of 0.05 Jand a duration
of 2 us. The temperature was measured on the surface
of the sample, which was placed into a cell with an ori-
fice plate. The emf values at alarge temperature gradi-
ent (~2 x 10° K/cm) were more than one order of mag-
nitude larger compared to the emf for the sampleswith-
out barriers.

Typical 1-V characteristics of the p-CulnSe,/n-CdS
heterostructure at 290 K that were measured in the dark
and under illumination are shown in Fig. 1. In the
region of low biases, the |-V characteristics obtained in
the dark are symmetric and coincide with those
obtained under illumination; i.e., the current density is
defined by the equilibrium conduction rather than by
injection. Theforward |-V characteristic remains virtu-
ally unchanged under the influence of illumination,
while the resistance of CdS decreases and the slope of
the |-V characteristic increases at reverse biases. The
nonrectifying region of the I-V curve is defined by the

1063-7826/00/3406-0662%$20.00 © 2000 MAIK “Nauka/Interperiodica’



THERMOELECTRIC AND PHOTOELECTRIC PROPERTIES

temperature dependence of conduction (Fig. 1, the
inset). For biases up to 0.7V, the exponential region of
the I-V curve is adequately described by the diode
equation | = 1.exp(eV/nkT), where n = 1.1-2.6. This
indicates that generation—recombination processes
occur in the space charge region. The calculated barrier
height 0.97 eV, which was obtained from the energy
model of an ideal heterojunction, is close to the pub-
lished data [8], while the experimental barrier height
from the cutoff-voltage estimate is 0.65 eV.

The saturation-current values for the asymmetric
p—n junction were cal culated from the diode equation

3 D, O V4—AE[
I = eNdL—nex O w0 (1)

and were <10~ A/cm?. The quantity AE — 0 if the
electron affinities for constituents are identical. The
eectron affinity for CulnSe, and CdS is about 4.5 eV.
The diffusion coefficient and diffusion length for elec-
tronsin CulnSe,, D, = 4.2 cm%sand L, = 0.6 um, are
obtained from the capacitance-voltage curves and pho-
tovoltage measurement. Since the magjority charge car-
rier concentration in the CulnSe, region istwo order of
magnitude larger than that in the CdS region, the param-
eters of the p-material are included in equation (1).

The experimental saturation dark current, which
was determined from linear forward |-V characteristics
in the zero bias region, does not exceed 10° A/cm?.
This points both to alow equilibrium concentration of
the holes involved in conduction at the contact and to
separation of the electron—hole pairs across the genera-
tion region thicknessif edge effects are insignificant.

On illuminating the heterostructure in the CdS
absorption region (wavelengths of 500-900 nm), the
photovoltage is observed. The spectral dependences of
the photosensitivity in the mode of short-circuit current

ln(fiw) for various geometric conditions of illumina-
tlon are shown in Fig. 2. The setup for measuring the
spectral characteristics was designed on the basis of an
MDR-2 monochromator. An incandescent lamp with a
power of 150 W served as the radiation source. The
spectra were normalized to the constant photon flux.
For the modulation frequency of 400 Hz, in which case
the thermal generation processes are insignificant, the
photoresponse increases steadily with anincreasein the
radiation intensity. It can be seen from Fig. 2 that, if the
heterostructure is illuminated from the side of the CdS
substrate, the maximum sensitivity is observed (as dis-
tinct from the case of thin films) at the wavelength of
0.6 um (A= 2 eV). If the CulnSe, filmisilluminated,
the photosensitivity islow and manifestsitself in alow-
energy region only. For illumination in the longitudinal
geometry (from the end plane), in which case the radi-
ation is absorbed close to the heterojunction active
region, aplateau is observed between the bandgap ener-
gies of corresponding components.
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Fig. 1. Typical 1-V characteristics of the CulnSe,/CdS het-
erostructureat T=290K (1) inthedark and (2) with anillu-
mination intensity of 20 mW/cm2. The temperature depen-

denceof theforward current at the constant voltageis shown
intheinset.
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Fig. 2. Spectral dependence of the short circuit current i in
the p-CulnSe,/n-CdS structure in the case of illumination of

(2) the CulnSe; film, (2) the CdS crystal, and (3) in parallel
geometry.

The short-circuit photocurrent density 1, depends
on the relation between two terms [9]:

|y = eﬁN[l exp(—kd) + exp(— kd)ktl;l} @

where 3 is the quantum efficiency; N = Nyf(k, |, R);
Np is the number of incident photons; k' and k are the
absorption coefficients; | is the p-layer thickness; d is
the space charge layer thickness; and R and L are the
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reflectivity and diffusion length of the charge carriers,
respectively, in the p-layer. The plateau observed in the
spectral dependence of the photocurrent is due to the
fact that the second term is predominant in formula (2)
if I > L and the collection of photocarriers is dightly
weakened by recombination. The maximum depending
on the k'/I ration is observed if the absorption in the
n-region is weak and | > Lexp(—k'l) ~ 1. The selective
character of photosensitivity in the case of illumination
from the CulnSe, side can be explained by a small dif-
fusion length of the minority carriers. The highest volt-
age sensitivity is 5 x 10° V/W, and the highest current
sensitivity is5 mA/W.

Thus, the obtained data on thermoel ectric and pho-
toelectric properties of the structures consisting of
p-CulnSe, and n-CdS bulk crystal indicate that these
heterostructures can be used to solve applied problems.
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Abstract—Thethreshold of the voltage-rise rate was estimated; thisthreshold should be achieved in areversely
biased diode structure to excite an impact ionization front propagating with avel ocity higher than saturated car-
rier drift velocities. © 2000 MAIK “ Nauka/Interperiodica” .

The ultrafast impact ionization wavein the reversely
biased diode structure [1-3] corresponds to the most
interesting scenario of the p—n junction avalanche
breakdown, in many respects similar to the streamer-
type breakdown in a gas and a solid [4-7]. The impact
ionization front propagates in a p*—n—n* structure (the
typical n-baselengthis 100-250 pm, itsdoping level is
Ny = 10* cm3) from the cathode to the anode (see fig-
ure) with avelocity afew times exceeding the saturated
drift velocity v,= 107 cm/s of carriers, leaving behind it a
dense e ectron-hole plasma with concentration N > Nj.
Thefront propagation can modul ate a structure conduc-
tance in a shorter time than the drift time W/v, and is
sufficiently uniform over the area [2, 3, 8] as distinct
from the streamer [5]. The front is excited as follows
[2, 3]: first, back bias U, lower than the steady ava-
lanche breakdown voltage but close to it (see figure,
curve 1) is applied to the diode and series load resis-
tance R. Then, the applied voltage is increased
(curves 2 and 3) according to the law

U(t) = U, + At, 1)

which can be considered with good accuracy as linear
at theinitiation stage. Thefront isinitiated only at a suf-
ficiently fast voltage rise, A > Ay, with the voltage
applied to the structure at the initiation instant much
exceeding the steady breakdown voltage.! The thresh-
old A;, = 10?V s only dlightly depends on the mate-
rial (Si or GaAs) and device design. The existence of
thisthreshold was previoudly qualitatively explained as
follows (see [2, 3]). It is necessary to form a so-caled
overvoltage region near the p*—n junction, in which the
electric field strength E substantially exceeds the
impact ionization threshold. This should be done so fast
that thermal carriers would not have time to appear in
this region, initiate the avalanche breakdown and, thus,

1 The wave initiation and propagation are described in [2, 3] in
detail, a descriptive pattern is also presented by the numerical
simulation datain [8-10].

prevent afurther voltage increase due to the device cur-
rent growth. Asfar aswe know, the value of A, was not
estimated quantitatively. In this paper, we point to an
alternative cause of the threshold A, and estimate its
value.

Leaving aside the urgent problem of plane front
transverse stability [11-13] and wave initiation unifor-
mity [14], we assume that the front is excited and then
propagates uniformly over the entire structure area.

First of all, we consider the basic mechanisms of the
ultrafast front propagation by the example of a quasi-
steady stable mode (see figure, curve 4). The electric
field E somewhat exceeds the impact ionization thresh-
old E;, ahead of the front, and there exists alow initia
concentration of free electrons and holes, ny, py < Ng.
The wave propagation is characterized by electron—
hole plasma generation with a concentration N suffi-
cient for the aimost complete screening of the electric
field. Carrier generation due to the impact ionization
and field displacement (screening) from newly formed
conductive regions are two main processes responsible
for wave propagation, while the electron drift is not
important in conductance modulation. In this respect,
the wave propagates analogously to the threadlike
streamer under the conditions of preionization [7]. In
the simplest case of threshold dependence of impact
ionization coefficientsonthefield, a(E) = a,@(E—Ey),
where O(E) is the Heaviside function (unit step), the
wave velocity v; and the impact ionization region size
I; (where E > E;;)) can be approximately related by for-
mulas [11] completely similar to those [7] for a
streamer; i.e.,

| aqe€E
vi= 1= N, N = 2eete g
T¢ OgVs Ng q

where € is the semiconductor permittivity and q is the
elementary charge. The quantity t; stands for the field
displacement time and is controlled only by material
parameters. The size of the impact-ionization region |;
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Diagram of the p"—n—n" structure (bottom) and electric field
distributions in the n—base (top) at various instants: (1) t; =0,

theinitia field distribution; (2, 3) t, < t3, the front was not
yetinitiated; and (4) thefield in thetraveling wave. Ey, isthe

impact ionization threshold, and x* is the boundary of the
region in which the impact ionization can occur at timet,.

depends on the external applied voltage, ionization
front position, doping level Ny, and, at large base
lengths, also on the neutral (not depleted) region size
ahead of the front [11].2

The velocity of a quasi-steadily propagating wave
always exceeds the drift velocity, v; > v [15]: the front
cannot move with a velocity lower than vy since the
drift-induced spreading of carriers destroys the space
charge region behind the wave front. According to (2),
the condition v; > v, is equivalent to |; > v i.e., the
external voltage applied to the diode should be suffi-
ciently high during the wave propagation for theioniza-
tion region size to exceed the critical size.

The overal objective of this paper isto indicate the
critical role of drift-induced spreading at the wave ini-
tiation stage when electron (n) and hole (p) concentra-
tions are low (n, p < Ng), while the applied voltage
increases (see figure, curves 2, 3). In this case, the gen-
eration region size is necessary small over a certain
time, and the condition I; > v; is not satisfied and
should be substituted with the condition imposed onto
the generation-region expansion rate. The boundary x*
of the region where E > E is determined from
E(x*, t) = Ey.. If the generation zone expands faster than
the drift velocity, dx*/dt > v, al carriers produced by
impact ionization certainly remain in the ionization

2A comparison with the theory of front self-similar propagation in
the TRAPATT diode[15] shows that dependences (2) are accurate
to within logarithmic corrections.

MINARSKII, RODIN

zone and contribute to the field screening as their con-
centration increases. Thus, the drift spreading ceases to
be a factor preventing the front formation. The field in
the structure can be approximately defined as

N
My
€€,

Enax(t) = lz—q'\;‘: ©

When deriving (3), we assume the field distribution to
be triangular (see figure, curves 1-3), neglecting the
voltage drop in the quasi-neutral region near then* con-
tact. The voltage U(t) isbelieved to betotally applied to
the diode, whichisvalid for asmall current through the
load at the initiation stage. It follows from (1) and (3)
that the boundary x* moves with the velocity

dx* _ A
dt Emax ()

Taking into account that E,.(t) = Ey, at the initiation
stage, we estimate the critical rate of voltage growth as

An=EnVs. ©)

E(X1 t) = Emax(t) -
(©)

(4)

Assuming that E;, =2 x 10°V st and v,= 10" cms?,
wefind Ay, = 2 x 1012V s, which is close to the exper-
imentally observed value of 10 V st [2, 3]. We
emphasize that A, depends only on material parameters
and isidentical for structures with various dopant con-
centrations Ny.

The approximativeness of (5) is caused by asteplike
dependence of impact ionization coefficients a(E). The
inequality A > Ay, is equivalent to a sufficient, redun-
dantly strong condition for wave initiation. Actually,
the impact ionization is implicitly assumed to proceed
uniformly in the entire range E > E;;. In fact, the most
intense generation proceeds at the left edge of this
region (see figure), where the field is at its maximum
and exceeds the threshold one for a long time. Under
these conditions, drifting carriers need an additional
timeto leave theionization region; that is, the condition
dx*/dt > v can be weakened. Hence, formula (5) repre-
sents an upper bound of the critical field-rise rate.

The threshold voltage-rise rate exists also when ini-
tiating the streamer that propagatesfrom atip in asemi-
conductor [5] and has the same typical value of
102V s. Condition (5) coincides with the critical
voltage-rise rate estimated in [ 7] as

AUn __EoVs
Odt 0, ™ In(aoR)’ ©

(whereRisthetip radius and it is assumed that a(E) =
o exp(—E,/E)) within afactor accounting for the three-
dimensional nature of streamer initiation.
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The condition A > E;, v, is equivalent to the known
condition for the field rise rate in a diode structure in
the case of wave initiation

(7)

This condition was derived for a TRAPATT diode in
[15] on the assumption that the wave is initiated and
propagates in the mode of current J = const. The left-
hand side of (7) corresponds to the density of bias cur-
rent J = eg,0E/dt flowing through the structure prior to
the front initiation. Since J = const, this bias current
coincides with the conduction current flowing through
the conductive region after the wave initiation. This
current J = gN4Vv; ensures the compensation for charged
donorsin the depletion region. Condition (7) represents
aformal consequence of the condition v; > v and the
model assumption J = const [15]. The equivalence of
(5) and (7) can be verified by direct substitution, choos-
ing E(x, t) = E(0, t) = E»(t) and taking into account
that dE,,/dt = (qQN/€€g)dx* /dt.

If condition (5) is satisfied, the origin of carriersini-
tiating the impact ionization is unimportant. On the one
hand, any carrier found in the zone E > E;, generates
new carriers without leaving the impact ionization
region. There are two carrier sources: thermal genera-
tion directly intheregion of high field and drift of holes
from the diode neutral region [2, 3]. We note that the
characteristic time T; of concentration rise from the ini-
tial value n, = 10°-10° cm to the final one N >
10%-10'® cm~2 depends logarithmically on n, and, for
given typical values, a change in n, by afew orders of
magnitude |eads to achange in t; merely by tens of per-
cents. This can be substantial for understanding the low
sensitivity of basic switching characteristics (in partic-
ular, delay-time stability) to a specific initiation mech-
anism.

0E
SSOE < quVS'
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Abstract—New experimental data on the charge transport in p—n junctions based on Hg,; _,Mn,Te (x = 0.11)
are reported. The experimental |-V characteristics are interpreted in terms of the Sah—Noyce-Shockley theory
with allowance made for special features of recombination of the charge carriersin a narrow-gap semiconduc-

tor. © 2000 MAIK “ Nauka/Interperiodica” .

Asis known, electrical properties and, correspond-
ingly, detectability of a photodiode based on narrow-
gap semiconductors (such as HgCdTe and HgMnTe)
are primarily defined by the generation—recombination
processes in a p—n junction [1-3]. We report here the
data indicating that recombination processes in such
diodes have distinctive features.

The diode structures were produced by ion etching
of p-HgygMny 15 TE structures. The bandgap E, deter-
mined from the optical-transmission spectra was equal
to ~0.18 eV at 77 K. The electron concentration in the
near-surface n*-layer (1-2 pm thick) was close to
~10' cm3, whereas the hole concentration p in the
substrate was (2-3) x 10 cm=. The dimensions of
active regions were defined by photolithography, and a
three-layer Au/Cr/Pd metallization was used to form
the nonrectifying contacts [4].

Figure 1 shows typical electrical characteristics of
n*—p junctions based on Hg, _,Mn,Te and formed on
the same substrate. The feature common to the shown
current-voltage (1-V) characteristics is the presence of
the portions corresponding to the dependence | [0
exp(eV/2KT) for the voltages V < 0.1 V; thisis charac-
teristic of the recombination mechanism of the current.
The diode's differential resistance Ry varies apprecia-
bly from diode to diode for low V, decreases rapidly
with increasing voltage, and finally approaches the
value that is independent of V and is the same for dif-
ferent diodes for V > 0.3 V. This lowest value of resis-
tance that is equal to ~270 Q in the case under consid-
eration (with the diode area being 5 x 10~ cm?) obvi-
ously corresponds to the substrate resistance R.. If the
voltage drop across Ry is taken into account, the curve
I (V) becomes steeper for the currents =10 YA (points 2
in Fig. 1) and now represents the dependence | ~
exp(eV/KT) rather than the dependence | ~ exp(eV/2kT).
Thus, the recombination current that is dominant in the
region of low bias voltages gives way to the above-bar-

rier diffusion current asV increases. Thisinterpretation
seems to be quite plausible, because the diffusion cur-
rent depends on V more heavily than does the recombi-
nation current.

However, taking into account the voltage drop
across the substrate resistance (i.e., plotting the depen-
dence of | on V—1R), we virtually do not change the
curves in the region of V < 0.2 V. For the voltage drop
across R to be significant for the voltage V= 0.08V, the
value of R, should be at least by two orders of magni-
tude larger than the determined value of R.. In [5], it
was assumed that the diode structure formed by ion
etching incorporated a high-resistivity layer between
then* and p regions; thisis similar to what is observed
in the n*—p~—p junctions formed by ion implantation in
Hg,_,Cd,Te[6]. In order to interpret a drastic weaken-
ing of the influence of R;on (V) for V > 0.3V, we have
to assume in addition that the electrical conductivity of
the high-resistivity layer is modulated by electrons
injected into this layer from the n*-layer to such an
extent that its resistance becomes much less than the
substrate resistance for large forward currents. Appar-
ently, another interpretation based on the consideration
of gpecial features of recombination itself in the p—n
junction that does not include a high-resistivity p~layer
and is formed in a narrow-gap semiconductor (like
HgoseMnNg 1, TE) appears more realistic.

According to the Sah—Noyce-Shockley theory [7],
the most effective recombination centers are located
below the conduction-band bottom by the energy [8]

E TN
E, = =2+ K nCeend (1)

> "2 N,

where N, and N, are the effective densities of statesin
the conduction and valence bands, respectively, and are

proportional to m2* and m>* (m, and m, are the effec-
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Fig. 1. (a): (1) The current-voltage characteristics of n*—p junctions based on Hgy ggMng 11 Te and (2) the dependences of | onV—IRg;
(b): the voltage dependences of differential resistance for the same diodes.

tive masses of electron and hole); and 1, and 1, arethe
lifetimes of electron and hole, respectively.

It follows from (1) that, in the case of a wide-gap
semiconductor, the recombination centers may be
assumed to be located virtually in the middle of thefor-
bidden band. However, for a narrow-gap semiconduc-
tor (m, € m, and N, < N,), the second term on the
right-hand side of (1) becomes comparable to Ey/2. In
addition, the position of the Fermi level Ap in the p and
n regions (A in the substrate is defined by the equality
p =N, exp(-AWKT)) becomes closeto E,/2, and for p =
2 x 10% cmr3, amountsto ~0.03 eV at T =77 K. Itisthis
circumstance that brings about appreciable changes in
the voltage dependence of the recombination current,
which is defined by the following formula[7]:

en; . eV
| = Amsnh%k_rgj'f(x)dx )
notp

Here, A isthe diode area, n; is the intrinsic concentra:
tion of charge carriers; W is the width of the depletion
layer; and f(x) isafunction that depends not only on the
coordinate X but also on T, Tpo, N, Ny, and E;. For an
asymmetric n*—p junction, the expression for f(x) can
be written [8] as

eV 2Ey U
f(x) = [exp% kT%:OShBWE

©)

1
LE; —eV —2¢(x)U
roosT—i

where Ef =E—AY, Ej = E;—2Ap + KT(TpoN/ToN,),
Ap isthe aforementioned position of the Fermi level in
the bulk of asemiconductor, and ¢(X) isthe distribution
of the charge-carrier energy in the depletion layer. In
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this case, we deal with an abrupt asymmetric n*—p junc-
tion, with the depletion layer being located in alightly

doped p-region; i.e., wehave §(x) = (¢o—eV)(1 —x/W)?,
where ¢, isthe barrier height in the case of equilibrium.

Figure 2 shows the results of calculating the current
with formulas (2) and (3). If we assume that me = m,

= E¢/2, and 1 = Ty, the calculated curve virtually
c0| nci d% with that defl ned by the expression
enW  2kT nevo.
I = A [ 1] 4
oot o o—ev | P LRk @

which can be obtained from (2) by replacing the inte-
gration with respect to x with multiplication of the max-
imal value of the integrand by its half-width [8].

If we then assume that m. = 0.0lm, for
HgogeMnNg 11 Te [9] and that the position of the recombi-

107°

10—11 1 1 1 1
0 0.03 0.06 0.09 0.12

V.,V

Fig. 2. Therecombination currents cal culated with formulas
(2) and (3) for mg = my, and mg, = 0.01my,. The dashed line
corresponds to the current calculated with formula (4).
T=80K.
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nation level E; is defined by expression (1), the calcu-
lated dependence of the current deviates significantly
from (4); thisis similar to what is observed in experi-
mental curvesintherangeof 0.08<V<0.2V (Fig. 1),
in which case the diffusion current is negligibly small.
A quantitative analysis of the results of calculations for
V < 0.08 V does not make much sense, because we do
not take into account the difference between 1, and Ty,
i.e., between the lifetimes of electrons and holes under
the condition that the recombination centers (traps) are
either completely empty or completely filled with elec-
trons [7]. We may only assume that consideration of a
difference between 1, and T, cannot radically affect
the trend of the dependence 1(V) for V < 0.08 V.

We note that, in order to quantitatively compare the
calculated curves with experimental data for V <
0.08V, we should assume that the effective lifetime

To= A/TnoTpo IS equal to 10°-10° s (for different
diodes), which is consistent with the results reported

previously [2, 9]. It is a'so worth noting that the value
of such an important characteristic as the product R,A

[1, 2, 9] can be as high as ~500 Q cm? for the diodes

KOSYACHENKO et al.

under investigation (with the long-wavel ength cutoff of
~7 um).
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Abstract—The surfacerelief of SiO, films and the influence of these films on the in-diffusion of atomic hydro-
gen in asemiconductor in the course of hydrogenation wereinvestigated by atomic-force microscopy and scan-
ning tunneling microscopy. The mesostructures appearing as a corrugation on the semiconductor surface are
shown to be formed during the deposition of the SiO, film. Thisfact causes an increase in the amount of hydro-
gen penetrating into a semiconductor in the course of hydrogenation. The deposition of the dielectric film on
the n-GaAs surface results in its reconstruction consisting in forming a quasi-periodic relief. The treatment of
the n-GaAs surface covered with the SiO, protective film in atomic hydrogen modifies the surface relief of the

epitaxial layer. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Hydrogenation is one of the efficient methods of
treating semiconductor structures to considerably mod-
ify their electrophysical characteristics[1-3]. Asarule,
the modifications observed are caused by the fact that
hydrogen atoms passivate various electricaly active
centerslocated on the surface and in the bulk of a semi-
conductor [4, 5]. At the same time, atomic hydrogen
obtained from molecular hydrogen by decomposition
in the hydrogen plasma can cause the stoichiometry of
the surface layer of a semiconductor to be violated [6].
Therefore, in the case of treatment in the hydrogen
plasma, the semiconductor surface is covered with a
SO, protective film 5-10 nm thick [7, 8]. In this case,
the efficiency of penetration of atomic hydrogen into
the semiconductor can be even higher in the presence of
a SiO, surface layer than without it [8].

This study is devoted to investigating the influence
of the SIO, film on the diffusion of atomic hydrogen in
asemiconductor. Using scanning tunneling microscopy
and atomic-force microscopy, we investigated the sur-
face structure of the GaAs layers and SO, films and
also the influence of the hydrogenation of the
SiO,—n-GaAs structures on the relief of the semicon-
ductor surface.

2. EXPERIMENTAL PROCEDURE

The samples were produced on the basis of
n-GaAs(100) epitaxial layers grown by metalloorganic
hydride epitaxy on n*-GaAs:Te substrates with a con-
centration of 2 x 10'8 cm3. A charge-carrier concentra-

tion in epitaxial n-GaAs.Sn amounted to 4 x 10'° cm 3,
and the thickness of the layerswas 0.5 um. The nonrec-
tifying contact was formed on the n*-GaAs side by
means of electrochemical deposition of GeNi/Au with
subsequent annealing at a temperature of 450°C in
nitrogen for 5 min.

To remove the native oxide, the n-GaAs surface was
treated in an ammonia etchant (NH;OH : H,O=1:5).
According to the elipsometry data, the thickness of
residual oxide amounted to ~6 A. The SiO, films were
deposited on the n-GaAs surface by the plasma-chemi-
cal method. The temperature of deposition of the SIO,
layers was lower than 300°C, which rules out the
migration of atoms of the crystal matrix over the sur-
face of the n-GaAs epitaxial layer. The thickness of the
SO, films estimated from the data of ellipsometry var-
ied from 5t0 170 nm.

The treatment of the SIO,n-GaAs structures in the
atomic-hydrogen flow was carried out at atemperature
of 200°C for 5 min. A residual pressure in the vacuum
chamber amounted to 3.7 x 10~ Pa, and the pressure of
hydrogen in the treatment zone was 1.3 x 102 Pa. The
atomic-hydrogen flow was produced by the generator
based on the Penning discharge with a hollow cathode
and a self-incandescent element [8] spaced at 12 cm
from the sample holder. The discharge voltage was
170-190 V for a current of 2 A. An input flow rate of
hydrogen to the generator was kept constant by the elec-
tronic gas-flow-rate controller at alevel of 700 atm cmd/h.

A layer-by-layer elemental analysis of SiO, films
and the near-surface regions of GaAs layers was per-
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672

I*, arb. units (b)

gy

I, arb. units (2)

0 20 40 6

.:‘3 -.:
0

N
50 100 150 20

1
120
X, nm
Fig. 1. Concentration profiles for positive ions (1) H,
(2) Ga*, and (3) Si* in the SIO,-GaAs structures with a
SiOo-film thickness of (a) 5, (b) 38, (c) 93, and (d) 170 nm;
(4) isthe concentration profile for H in n-GaAs.
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Fig. 2. Concentration profilesfor the positiveions H* in the
SiO,n-GaAs structure with a SiO,-film thickness of (1) 5,

(2) 38, (3) 93, and (4) 170 nm; (5) isthe concentration pro-
filefor H* in n-GaAs.

formed using an MS-7201M secondary-ion mass spec-
trometer with a depth resolution of 30 A. Dependences
of the signals corresponding to H*, Si*, and Ga" sec-
ondary ions on the sputtering time were measured.

The surface morphology of SIO, films and GaAs
layers was studied using an SMM-2000TA scanning
multimicroscope produced in quantity by ZAO “KPD”
(Moscow Institute of Electronic Engineering) and oper-
ating both in the scanning tunneling microscope (STM)
and atomic-force microscope (AFM) modes. The
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images of the surface for nonconducting films of silicon
dioxide were obtained in the AFM mode. We used stan-
dard cantilevers made of Si;N, (Park Scientific Instru-
ments, USA). The cantilever was scanned over the sur-
face, and the photodiode current was kept constant
using a feedback; this corresponds to the scanning in
the constant-force mode of the probe-substrate interac-
tion. The GaAs surface before depaositing the SiO, films
and also following their etching-off wasinvestigated in
the STM mode. The silicon-oxide film was removed by
means of etching the structure in a solution of hydrof-
luoric acid (HF : H,O = 1 : 10). The STM measure-
ments were performed using a platinum tip (Pt of
99.99% purity) in the direct-current mode. The voltage
between thetip and the semiconductor surface was cho-
sen to be 1.5 V. All the measurements were performed
under atmospheric-air conditions at room temperature.

3. EXPERIMENTAL RESULTS

According to the data of secondary-ion mass spec-
trometry, the SIO, films are transparent for atomic
hydrogen. In Fig. 1, we show the distribution profiles
for a concentration of positiveions H*, Si*, and Ga* in
the SiO,n-GaAs structures. The thickness of the SO,
layers amountsto 5, 38, 93, and 170 nm. In the process
of hydrogenation, the hydrogen atoms penetrate freely
to the SIO,Nn-GaAs interface and diffuse further, deep
into the semiconductor. This fact is evidenced by the
presence of hydrogen in the surface region of GaAsin
al the samples irrespective of the silicon-oxide thick-
ness (see curve 1 in Figs. 1a-1d). As follows from the
analysis of distribution profiles for the H, concentra-
tion in the SIO,—n-GaAs structures (Fig. 2), the amount
of hydrogen penetrating both in the dielectric film and
in the surface region of the semiconductor depends on
the SiO,-layer thickness. The greater the thickness of
SiO,, the lower the maximum hydrogen concentration
(Fig. 2, curves 1-4). Thus, the presence of the SO,
layer leads to a more efficient accumulation of hydro-
gen in the near-surface region of n-GaAs.

The maximum concentration of hydrogen (5.2 x
10%* cm®) in the samples with the thinnest SiO, layer
probably stems from the presence of pores in the film
of thin dielectrics. In Fig. 3, we show an AFM image of
the surface of the SIO, film 10 nm thick; theimage was
obtained with the magnification of 4 x 106. As can be
seenin Fig. 3, the filmis porous. The sizes of pores are
comparable with the magnitude of the crystal-lattice
constant of the semiconductor. A similar porous struc-
ture of theinsulator film favors the unimpeded penetra-
tion of hydrogen in GaAs during hydrogenation. With
increasing silicon-oxide thickness, the pores disappear
and the amount of hydrogen in the SIO, and n-GaAs
layers decreases.

In Figs. 4a-4d, we present AFM images of the sur-
faces of the SIO, films 10, 38, 93, and 170 nm thick,
respectively; the images were obtained at a magnifica-
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4.7 nm(X)

Fig. 3. STM image of the surface for the SiO, film 10 nm thick. Magnification is 4 x 106.

tion of 1.6 x 10*. Asaresult of theinvestigations, it was
discovered that periodic mesostructures appearing as a
surface corrugation are formed on the surface following
the deposition of dielectrics. The analysis of theimages
showed that the SiO, films have a quasi-periodic undu-
latory surface relief, with the characteristic period and
amplitude depending on the thickness of the deposited
layer. With increasing the SIO, thickness from 10 to
170 nm, geometric dimensions (period) of the hillocks
first increase from 200 to 400 nm according to the log-
arithmic law and then level off. The height of the hill-
ocks (amplitude) is independent of the film thickness
and remains within the range of 4-8 nm.

It should be noted that the appearance of a similar
relief when depositing a SiO, thin film (Fig. 4) is not
related to the initial surface of the semiconductor sub-
strate. The STM images of the n-GaAs initial surface
before and after etching off the native oxide are shown
in Figs. 5 and 6, respectively. According to the ellip-
sometry data, the native-oxide thickness amounts to
3.5 nm. From a comparison of Figs. 5 and 6, it can be
seen that the roughness caused by the presence of the
native oxide on the surface disappears following the
treatment of n-GaAs in the ammonia etchant and the
semiconductor surface turns out to be flat. The peak-to-
peak value defined as S, = Z o — Zpmin [9] amounts to
23 nm (Fig. 6).

The treatment of the SIO,n-GaAs structures in the
atomic-hydrogen flow leadsto a considerable modifica
tion of the morphology of the n-GaAs surface. To verify
thisassumption, the SiO, film was etched off in abuffer
etchant and the GaAs-surfacerelief wasinvestigated by
means of the scanning tunneling microscope. The STM
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images of the semiconductor surface before and after
the treatment with atomic hydrogen are shown in
Figs. 7 and 8, respectively.

As aresult of the investigations performed, it was
established that, after etching off the SO, layer 10 nm
thick, the n-GaAs surface turns out to be rougher com-
pared to theinitial one (before depositing theinsulator).
The maximum peak-to-peak value is more than dou-
bled (S, = 403 nm), while the surface shape becomes
quasi-periodic (Fig. 7). Conversely, after treatment in
atomic hydrogen and etching off the SiO, film, the n-
GaA s surface turns out to be smooth. The peak-to-peak
value amountsto S, = 196 nm (Fig. 8).

4. DISCUSSION OF EXPERIMENTAL
RESULTS

Asis known, the structural basis for all the crystal-
line and amorphous modifications of silicon dioxideis
the oxygen tetrahedron SIO,. It is assumed that, as in
amorphous modifications of SIO,, annular structures
oriented predominantly parallel to the surface of the
semiconductor substrate arise in silicon-dioxide films.
In athree-dimensional structure, the windows of these
rings form submicrocrystalline channels 0.5 nm in
radius [10]. A marked penetrability of hydrogen and
helium atoms into the SIO, layers is associated with
these channels. In this case, the distinctions in struc-
tures of the SIO, films obtained by plasma oxidation
and by the standard thermal oxidation [11] are not
detected by X-ray photoelectron spectroscopy.

A possible cause of the more efficient accumulation
of hydrogen in the surface region of the semiconductor
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Fig. 4. AFM image of the surface of the SIO, film with a thickness of (a) 10, (b) 38, (c) 93, and (d) 170 nm. Magnification is

1.6 x 10%,

in the presence of the SIO, film and also of the highest
amount of hydrogen in sampleswith the smallest thick-
ness of silicon oxide may be an increasein the film-sur-
face area. Asfollows from Fig. 4, the film 10 nm thick
has the most irregular surface and the largest surface
area. Asaresult, alarger amount of atomic hydrogenis
chemisorbed on such a SIO, film, which leads to an
increase in the atomic-hydrogen flow deep in the SO,

layer.

The causes of the appearance of corrugation on the
surface of the SIO, films are unclear. It can be caused
both by the nucleation nature of thelayer growth and by
theinternal stressesarising in thinfilmsand at the film—
substrate interface. However, we may state with confi-
dence that the thermal stresses arising in thin films
owing to a difference in the coefficients of thermal
expansion of SiO, (0.48 x 10° K1) and GaAs (5.3 x
106 K1) [12] and also the stresses caused by a mis-
match between the lattice parameters of interfacing
materials lead to strains in the crystal lattice of the
deposited insulator film. The presence of the strainsin
the SIO,n-GaAs structures, similarly to the SIO—Si
structures [13], results in formation of microscopic
voids, which are transformed into macroscopic poresin
the course of cooling the structure. Some of these pores

may be holes, which leads to an increased sensitivity of
the interface to adsorption processes [10]. It is evident
that the number of pores decreases with increasing film
thickness and, simultaneously, the amount of hydrogen
in the SiO, layers also decreases.

From the analysis of Si and Ga concentration pro-
files shown in Fig. 1, it follows that there is no abrupt
interface between the SIO, film and the n-GaAs sub-
strate; rather, thereis certain boundary layer containing
chemical components of SIO, and GaAs. It is known
that, inthe case of thermally oxidized silicon, the thick-
ness of the SIO,—Si transition layer with aviolated sto-
ichiometry is approximately the same both for thick
(=200 nm) and ultrathin (2.3-4.5 nm) SiO, films and
amounts to 2-3 nm [10]. In our case, when using the
SO, films obtained by the plasma-chemica method,
the thickness of thetransition layer turns out to be much
larger. Simultaneoudly, a dependence of the transition-
layer extension on the silicon-oxide thickness is
observed.

The penetration of Si atoms into the surface region
of GaAs and Ga atoms in the SiO, film is probably
related to chemical reactions of interaction between
surface atoms of the semiconductor and the products of
areaction during the plasma-chemical deposition of the

SEMICONDUCTORS Vol. 34 No.6 2000
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0.895 pum(Y)

1.078 pm(X)

Fig. 5. STM image of the n-GaAs surface with a native
oxide. Magnification is 1.6 x 10*.

7 402.7 nm(2)

701.9 nm(X)

Fig. 7. STM image of the n-GaAs surface after etching off
the SiO, film. Magnification is 3.2 x 10*.

silicon-oxide film [14] on the n-GaAs surface, rather
than to the diffusion of Si (dueto thefairly low temper-
ature maintained while depositing the SO, layers).
This assumption is confirmed by a modification of the
surface relief of the semiconductor substrate following
the deposition of the S O, layers.

It is known that the buffer etchant (a solution of
hydrofluoric acid) does not etch GaAs. Therefore, after
the SIO, film is removed, the remaining relief of the
GaAs surface must reflect the nature of the interaction
between active elements of plasma and the semicon-
ductor surface during the synthesis of the SIO, film. As
can be seen from Fig. 7, the relief of the GaAs surface
is appreciably roughened and acquires a certain quasi-
periodicity that is indicative of a considerable recon-
struction of the semiconductor surface during the pro-
cess of synthesis of the SIO, film.
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Fig. 6. STM image of the n-GaAs surface after etching off
the native oxide. Magnification is 1.6 x 10%.

L
661.2 nm(Y)

783.3 nm(X)

Fig. 8. STM image of the n-GaAs surface after etching off
the SIO, film treated in atomic-hydrogen flow. Magnifica-

tionis3.2 x 10%,

The smoother surface of GaAs following the treat-
ment of the SIO,—GaAs structures in the atomic-hydro-
gen flow (Fig. 8) can be explained by the formation of
athinlayer with ahigh concentration of hydrogen at the
insulator—semiconductor interface and in the near-sur-
face region of GaAs [15]. This thin layer of hydroge-
nated GaAs has physical and chemical properties dif-
ferent from those of deeper layers. In particular, therate
of its chemical etching is lower than the GaAs etching
rate. This surface layer, formed from low-mobility
hydrogen molecules at interstitial sites of the GaAs lat-
tice, acts as the diffusion barrier and can simulta-
neoudly interfere with the diffusion of hydrogen atoms
both to the semiconductor and to the surface. This
assumption is confirmed by the presence of peaksin the
hydrogen distribution in the vicinity of the interface on
the n-layer side.
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5. CONCLUSION

On the basis of the analysis of experimental results,
it was established that the presence of the SIO, film
leads to amore efficient accumul ation of hydrogen near
the surface of the n-GaAs layer. The amount of hydro-
gen penetrating both into the insulator film and into the
near-surface region of the semiconductor during the
hydrogenation is determined by therelief of the protec-
tive film and decreases with increasing SiO,-layer
thickness. It was shown that the presence of the SO,
protective film leads to an appreciable modification of
the morphology of the GaAs surface during treatment
in the atomic-hydrogen flow. The deposition of the
SiO, layer onthe GaAs surface resultsin surface recon-
struction consisting in the formation of aquasi-periodic
relief on the semiconductor surface. However, in the
course of treatment in atomic hydrogen, the GaAs sur-
face covered by the SO, protective film becomes
smooth.
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Abstr act—Rectifying photosensitive structures were obtained for thefirst time by bringing the surfaces of thin
films of amorphous hydrogenated silicon deposited onto the silica-glass substrates into direct optical contact
with the InSe natural -cleavage surface. Spectral dependences of the quantum efficiency of the obtained hetero-
contacts were studied, and the prospects for the use of the new a-Si:H/n-InSe heterocontactsin solar cellswere

assessed. © 2000 MAIK * Nauka/Interperiodica” .

Studies of the photoconversion processes in the
structures based on amorphous hydrogenated silicon
are motivated by hopes to reduce the cost of silicon
solar cells[1]. At present, a selection of effective tech-
nologies for formation of thin films of amorphous and
polycrystalline silicon (as well as the films of binary
and ternary semiconductor compounds) with the aim of
producing efficient photoconversion structures is under
way [1-6]. This work pursues the above objective and
is devoted to pioneering studies of photosensitivity of a
contact between amorphous hydrogenated silicon
(a-Si:H) and the InSe direct-gap semiconductor com-
pound, the band gap of whichisE;=1.21 eV at atem-
perature of T=300K [7].

In order to produce photosensitive structures based
on a-Si:H films and InSe bulk crystals, we brought the
surfaces of the above materials into direct optical con-
tact [8, 9]. This method makes it possible to use semi-
conductors with the required characteristics; to elimi-
nate any additional technological operationsinforming
the contact itself; and, thus, to avoid the changes in
physical properties of the starting phases.

The a-Si:H films were prepared by the method of
radio-frequency glow discharge. As an operating gas
medium, we used a mixture of silane (12%) and hydro-
gen. The substrates were chemically cleaned silica-
glass wafers ~0.1 mm thick; in the course of the film
deposition, the substrate temperature was ~260°C. This
temperature ensured that homogeneous a-Si:H films
with adark resistivity of p = 10° Q cm at room temper-
ature were obtained. The actual parameters made it
possible to obtain reproducibly the a-Si:H films that
were homogeneous over the depth and had a specular
surface with an areaof ~15 x 15 mm?. For the thickness
of ~1 um, the a-Si:H films had a bright-red uniform
coloring under the conditions of daylight illumination.

InSe single crystals were grown by planar crystalli-
zation of the melt that had a composition close to sto-
ichiometric for the binary compound; in the case where

there was no intentional doping, the films were of
n-type, with afree-carrier concentration of n= 10 cnm=
and aresistivity of p=10° Q cmat T=300K. A plane-
parallel plate with perfect specular surfaces was
obtained from the n-InSe single-crystal ingots by cleav-
ing in atmospheric air [9, 10]. Average dimensions of
the n-InSe platelets used in forming the heterocontacts
were~5mm x 5 mm x 0.1 mm.

The heterocontacts are typically obtained by bring-
ing one of the surfaces of the n-InSe platelet into direct
contact with the outer as-grown surface of a-Si:H film.
With the use of a special holder, this contact isfixed in
such a way that a high stability of its photoelectric
properties is attained. Schematic representation of the
a-Si:H/n-InSe heterocontactsis shown in Fig. 1. A typ-
ica steady-state current—voltage characteristic of one
of the heterocontacts obtained is shown in Fig. 2. It fol-
lows from Fig. 2 that the method of bringing the as-
grown surface of a-Si:H film into direct contact with
the n-InSe natural-cleavage surface makesit possible to
produce rectifying structures. In such atype of hetero-
contact, the forward (conducting) direction corre-
sponds to the negative polarity of external bias voltage
applied to the n-InSe platelet. It also follows from

hw‘ZB

Fig. 1. Schematic representation of aa-Si:H/n-InSe hetero-
contact: (1) the silica-glass substrate, (2) the a-Si:H film,
and (3) InSe.

1063-7826/00/3406-0677$20.00 © 2000 MAIK “Nauka/Interperiodica’



678

I x107°%, A/cm?
2 -

1
5U,V

Fig. 2. A steady-state current—voltage characteristic of an
a-Si:H/n-InSe heterocontact. T = 300 K. The heterocontact

areais ~0.25 cm?, and the conducting (forward) direction
correspondsto the positive polarity of the external-biasvolt-
age applied to a-Si:H.

Fig. 2 that, for the forward-bias voltages of U > 2.5V,
the current—voltage characteristic 1(U) of a-Si:H/n-InSe
structures is described by the law U = U, + Ryl. For all
the structures obtained, the value of the cutoff voltage
isUy=2V and the on resistanceisRy, =10’ Q at T =
300 K. It follows from the comparison of electrical
properties of the contacting materials that the high
value of R, islargely defined by electrical properties of
a-Si:H films. For al the heterocontacts obtained, the
reverse current—voltage characteristic typically follows
the power law | ~ U™ (m = 0.7-1); the reverse current
increases with increasing bias voltage, which can be
due to imperfections at the heterocontact periphery and
to the corresponding influence of the leakage currents.
It is noteworthy that the parameters of the current—volt-
age characteristics are fairly stable in time; i.e., there
are no pronounced processes of degradation.

The photovoltaic effect was observed in the
obtained a-Si:H/n-InSe heterostructures if they were
illuminated from the sides of either of the two materias
(Fig. 1, configurations A and B). In this case, the sign of
photovoltage was found to be the same under both con-
ditions of illumination of these structures, did not
change if the light probe ~0.2 mm in diameter was
moved over the surface, and was retained in the entire
range of photosensitivity. The aforementioned special
features suggest that the separation of photogenerated
charge carriers in such structures occurs in a single
active region that originates as aresult of the formation
of the optical contact between a-Si:H and n-InSe. In all
such heterocontacts, the polarity of photovoltage corre-
sponds to the sign “+" at a-Si:H, which is consistent

NIKOLAEYV et al.

with the direction of rectification. The photosensitivity
of a-Si:H/n-InSe structures is higher if the structure is
illuminated from the side of the wide-gap material and
amounts to 1-5 V/W at T = 300 K in samples of the
highest quality. The above value is well reproduced if
the position of the InSe platelet ~1 x 1 mm? in areais
shifted over the a-Si:H surface, which indicatesthat the
a-Si:H films are fairly homogeneous. It is also impor-
tant that, in such structures, the photovoltaic effect (like
the current—voltage characteristics) does not exhibit
any indications of degradation.

Typical spectral dependences of relative quantum
efficiency of photoconversion n determined from the
ratio of the short-circuit photocurrent to the number of
incident photons are shown in Fig. 3 for two different
geometrical characteristics of illuminating an
a-Si:H/n-InSe structure. Only the long-wavelength
edge of the spectrum is insensitive to the geometry of
illumination, which is caused by the fact that the light
isabsorbed in the bulk in this spectral region. The spec-
tral position of the long-wavelength exponential edge
of n and afeaturein theform of apeak (Fig. 3, curve 2)
or astep (Fig. 3, curve 1) are consistent with the InSe
band gap [6, 8]; in addition, a steep slope of the edge
S= ¥(Inn)/d(fw) = 40 eV~ in various structures is
related to direct band-to-band optical transitions in the
above compound. In the case where the heterostructure
isilluminated from the side of InSe, we observe asharp
faloff of photosensitivity with increasing energy of
incident photons (w > 1.21 €V), which is caused by
the influence of the radiation absorption in the narrow-
gap material; at the same time, in the case of illumina
tion from the side of the wide-gap materia (a-Si:H),
this falloff of n is found to be appreciably shifted to
shorter wavelengths (deep within the fundamental-
absorption region of InSe; see Fig. 3, curves 1, 2).

In geometry B of illumination (Fig. 1), thefull width
of the photosensitivity spectra at half maximum is
0., = 50-60 meV for the thickness range of the struc-
tures used, whereas a transition to geometry B is
accompanied with a substantial increase in o, to the
values of 700-750 meV. In this case, the sharp short-
wavelength falloff of the photosensitivity is located in
thevicinity of 2 eV, which corresponds to band-to-band
transitionsin a-Si:H [2]. Consequently, the photosensi-
tivity of a-Si:H/n-InSe heterocontactsilluminated from
the side of the wide-gap material remainsat ahigh level
in the spectral range limited by the band gaps of the
phases in contact; thisis similar to what is observed in
the case of ideal abrupt heterojunctions [11, 12]. In
turn, this suggests that the differences between the
structures of contacting semiconductors are noncritical
under conditions of direct contact; in this case, we con-
sider the contact between amorphous hydrogenated sil-
icon and the natural-cleavage surface of InSe crystal
with the wurtzite structure [6].

A special feature of a-Si:H/n-InSe heterostructures
studied isadistinct series of six equidistant peaksinthe

SEMICONDUCTORS Vol. 34 No. 6 2000
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Fig. 3. Spectral dependences of relative quantum efficiency
of photoconversion for an a-Si:H/n-InSe heterocontact:
(2) illumination from the side of a-Si:H (geometry A) and
(2) illumination from the side of InSe (geometry B). T =
300 K.

region of high photosensitivity of heterocontacts. If we
relate these peaks to the interference of radiation in the
a-Si:H wide-gap film, the estimation of the film thick-
ness on the basis of positions of the peaks yields the
value of ~1 um, which is consistent with the results of
measurements of the film thickness by other methods.
The very presence of the structure in the photosensitiv-
ity spectra, along with the fact that the dependence
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n(Aw) isbroadband, should be considered asan indica-
tion of thefairly high structural perfection of photosen-
sitive structures based on a-Si:H films brought into
direct contact with InSe. This result makes it possible
to consider as promising, from the standpoint of the
study of the new heterocontacts, the quick-procedure
approach to the formation of new heterocontacts by
bringing the semiconductor materials into direct con-
tact. In the case that certain practical potentialities are
found on the basis of these results, efforts could be
made to develop the technology for formation of per-
manent heterostructures based on such materials. In
this case, it is obvious that technological development
of permanent heterostructures based on a-Si:H as a
wide-gap semiconductor and on InSe as a narrow-gap
material with high absorptivity of radiation within the
entire solar spectrum may result in the development of
high-efficiency thin-film solar cells.
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Abstract—Natural oscillations of an electromagnetic field at the boundary of free space with a ferromagnetic
semiconductor are studied. The corresponding dispersion law and the domain of existence are determined. Itis
shown that these oscillations can be excited by a magnetic dipole located above the surface of the conducting
medium. The fields and energy-flux density of surface waves in free space are calculated. © 2000 MAIK

“ Nauka/Interperiodica” .

1. For many years, consistent attention has been
drawn to magnetic conducting materials, in particular,
to ferromagnetic semiconductors [1-4], because of
their unigue properties. Many of these properties can be
used and are aready used in practical applications,
such as those related to various systems for data pro-
cessing, delay lines, filters, and new components for
integrated circuits. Undoubtedly, magnetic semicon-
ductors deserve attention also from the general physical
standpoint, because, in these materials, quasiparticles
of anew type areformed, phase separation occursinthe
ground state, magnetoresi stance exhibits specific prop-
erties, and so on. Physical processes occurring at the
surface should be taken into account when microstruc-
tures are formed on the basis of the materials under
consideration. These processes include also the effects
related to special features of excitation and propagation
of the surface el ectromagnetic waves.

2. In aseries of works (seereferencesin [5]), it was
theoretically and experimentally shown that the slow
magnetoplasmawaves existed in amagnetic field at the
boundary between the conducting medium and free
space; these are surface helicons. They comeinto exist-
ence in strong magnetic fields if the electrical conduc-
tivity of a semiconductor is the highest along the mag-
netic field. It is assumed that the total current (com-
posed of the displacement and conduction currents) in
the direction transverse to the magnetic field is small
compared to the longitudinal total current. In the refer-
ence frame with the OZ-axis parallel to the magnetic-
field vector H, and the OY-axis directed along the nor-
mal to the interface between the media (the semicon-
ductor occupies the half-space with y < 0), the follow-
ing inequalities hold for the components of the permit-
tivity tensor g, (w) of the semiconductor:

e > |‘°’xy| > ey, (1a)

NN (1b)

Here, wisthewave frequency. Such conditionsare met,
for example, in atwo-component plasma if the density
and mass of electrons differ appreciably from those of
holes. The spectrum of the surface helicons w(k) is
defined by the Hall component of the permittivity €,,
and is determined from the equation

H 2
2 = __|€Xy nk Q
X 2

C

;= —3 (K> k). @

Evidently, the wave propagates only if
(+ig,,sonk,) <0, ©)
and its frequency is given by

Koc?|o

W = 2_2___|2__H_0L|, (4)
(*)Oa

where wy, and wy, are the plasma and cyclotron fre-

quencies of the charge carrier that givesthe largest con-

tribution to the Hall conduction.

Attenuation of the surface heliconsis caused by the
permittivity component €,, and, as follows from condi-
tions (1a), is much less than the frequency defined
by (4).

In these waves, the magnetic-field components are
larger than the electric-field components, with E, O O.
We note that surface helicons exist in alimited range of
angles given by
% of 5)
ckio?’
where 9 is the angle of the vector H, with the vector
ko= (k,, O, k). The first condition in (5) specifies the
anglerange of 04 + nni< 9 < 3174 + nrt(n =0, 1), and
the second condition excludes the vicinities of the
angles 9 = 172 + nrtfrom consideration.

1<tan’9sin’d cosd >
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Since the slowly attenuated surface heliconsexist in
awide range of frequencies

Whg > W, (6)

and their phase velocities are controlled by the magni-
tude of external magnetic field H,, these helicons can
interact with various waves (such as the spin and sonic
waves) and also with electron beams.

It is noteworthy that the characteristics of propaga-
tion of these waves are defined not only by the proper-
ties of the semiconductor but also by those of the bor-
dering medium. In [6], coupled surface helicon—spin
wavesthat originated at the interface between the semi-
conductor and ferrite were observed. An interaction of
helicons with an electron subsystem of ferrite near the
interface causes the frequency of generated oscillations
to change appreciably; this frequency is found to
depend on both the Hall component ¢, and the compo-
nents of the ferrite's permeability tensor W, (w). The
equation for the surface waves at the semiconductor—
ferrite boundary iswritten as[6]

2

2 _ i g uxx+ ISgnkxl"lxy
T ey sk, )
where the components |, (w) are given by
Mxx = Hyy = Ll‘1+ 2, Mz = 1,
wg—
i WWy,
u = _u = —_—,
Y A (8)

Mz = Hx = Hyz = By = 0.

Here,
Wy = g(Ho + BM);
g is the magnetomechanical ratio; and 3 is the anisot-
ropy constant. The magnetic field H, isaligned with the

anisotropy axis and coincides with the direction of the
equilibrium magnetic moment M of the ferromagnet.

It can be shown that the domain of existence of wave
(7) differsfrom that of surface helicon (4). Indeed, sub-
stituting expression (8) into equation (7), we arrive at

Wy = 41gM;

i€ woo + W +sgnkoo
—Ysgnk, 55— ©)

Cm+0; + sgnk,

K = —

We now consider a semiconductor for which the ine-
quality i, < Oisvalid. In the configuration wherek, >0,
surface wave (9) exists for any frequencies w < wy. In
the case where k, < 0, the transparency band for these
waves is specified as

Wy :
Wy + =7 < W< 0y + Wy (ie,y<0,ky<0) (10
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(outside this band, we have kf < 0). In n-type semicon-
ductors (ie,, < 0), asurface wave cannot exist for k, > 0.
In such semiconductors, the wave exists for k, outside
the frequency range (10), i.e., for the frequencies satis-
fying the following inequalities:

w .
0)<Q)g+?M and W< Wy + Wy (lexy>o’ ke <0).(11)

Attenuation of the surface wave (7), like that of surface
helicon (2), isrelated to the component €.

3. Inthis paper, we consider astructure composed of
a magnetic semiconductor with two types of charge
carriers (medium 1, y < 0) and free space (medium 2,
y> 0). Propagation of the waves in medium 1 is
described by a system of equations including the Max-
well equations and constitutive equations that define
the relation between the fields E® and H® and the
inductions D@ and B®. In terms of the Fourier compo-
nents, the constitutive equations (without considering

the spatial dispersion) have the following form: D™ =
& (W) E® and B = p(w)H® . The permittivity-ten-

sor components of a ferromagnetic semiconductor are
given by

_ Woa (00 + V)
S)(X - ayy - _Zw[(w-'-lv )2_002 ]l
o o Ha

L2

- ¢ = Z | Wog W
xy — TCyx T T R 2 2 7
a w[(w'l'lva) _chx]

(12)

wO(x .
Z(wﬂvd)w

the permeability-tensor components are given by for-
mulas (8). If conditions (1&) are met, two waves propa-
gate in the magnetic semiconductor; normal compo-
nents of the wave vector for these waves are defined as

K w2+ L Hyw
2 _ 2 2
kyl - _kx_ﬁ_—fk—isxyT&/ Z'fc Sxy, (13)
€ 0)2 lJ'Z + l'12
K, = TZE"? L TaE (14)

(if weassumethat pu = 1 and i, = 0in (13) and (14), we
obtain the magnitudes of normal components of the
wave vectors for the ordinary and extraordinary waves
in a conventional semiconductor). The components of
the fields in these waves are related by the following
formulas.
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For wave 1 (13), we have

H 2
H, = A |: K (kxuxy + kylu) t= (I"lXYSXX + usxy)
k
+ _X(kylsxx - kxgxy)i|1
€z
H,,O
Hy = kzyAl%_ kg(kxuxy + kyl“) + (kylsxx_ kxsxy)
w’ 2 2 Ho2 2 O
x [?(U + p'xy) _S_(kx + kyl)i| 0
2z
(15
Cc
E, = —E(kayl— kyle)’
_ kXC(kXHyl - kylHXl) W
EX]‘ - kzwezz " kzc(_uxyHXl * tul)’
k,c(kH,y1— Ky Hy W

A = Ky (Kl —Kyahyy) + K2

2

w Ky

- ‘E(stx - nysyy) + & (kylsxx - kxsxy) .
C €

It is noteworthy that we may ignore €, in the diagonal
components of tensor g, in view of the smallness of the
displacement current compared to the conduction cur-
rent.

For wave 2 (14), we have

k €K
H.. = —2%H H., = —=X_ZH
X2 kx y21 z2 xxkx y21
k,c Ky,
Ex2 - w;XXHyZ! Ey2 = k_yxExz! (16)
2
2 W
kz_?exxc
Ezz = ——k—x—s—xz—(:)Hyz.

In free space, the waves split into H-waves (E, = 0) and
E-waves (H,=0).

For an H-wave, we have

Ky K2+ K
(2 _ (2) (2 _ X ¥0,4(2)
Exl - kyo H yl» Hzl - kyokz Hyl )
(17)
E(Z) =0 E(Z) — H(Z) E(Z) — H(Z)_
z1 ' x1 k yl: kyo c yl
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For an E-wave, we have

k
2 2 2
II(Z) — O, ||§<) — yXO||§/2)’

2 2
e = L8 ldye g - KO0 (g
Kkyoc w?
(2 _ 0 2) 2 _ 2 2
Ey, = kXy oM kyO = —ki—ko + 2

For the boundary conditions at the plane y = 0, we
choose the conditions for continuity of tangential com-
ponents of magnetic and electric fieldsand al so for con-
tinuity of the normal component of the magnetic-induc-
tion vector. Substituting formulas (15)—18) into the
boundary conditions, we obtain expressions that define
the spectrum and attenuation of the surface waves at the
interface between the magnetic semiconductor and free
space. The surface waves propagating in the XOZ plane
come into existence if the following conditions are sat-
isfied:

PR i T T
R VR SR Ve

A

(19)

The spectrum of uncoupled “oblique” surface wavesis
defined by the following equation:

2
kg = kgOE i zsxysgnkx
(20)
(u_luWSgnkx)(l_IUXy%nkx)
1+ p—ip,ysgnky

Attenuation of a coupled helicon—spin wave [as in the
case of surface helicon (4)] is proportional to the effec-
tive collision frequency of charge carriers. Substituting
the values of tensor components ;. (8) into (20), we
have

2 _ 2_00 Xy
kz_kzo=_2_

sgnk,

| (@ + @y — wsgnk,) (00— 0,) (W + ) (21)

8% + % —wsgn kxgws —w)

where w, , = /oof% + —sgnk In p-type semi-

conductors (ig,, < 0), the waves with the following fre-
guencies propagate along the OX-axis (k, < 0 and, con-
sequently, w; < wy):

wl<oo<wg%5I<8< m (igyy <0). (22)
SEMICONDUCTORS Vol. 3 No. 6 2000
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- W,
For k, > 0, the conditions w, + —ZM < Wy <0+ wy are

met for w;; thus, hybrid waves (21) can exist in the
three frequency ranges; i.e.,

W
O<w<wy W+ <w+ay;
(23)

3 ,
w>wg+wM%T<8 <Tn% (igyy <0).

In n-type semiconductors (ig,, > 0), the following trans-
parency bands appear for the surface waves:

for k, <O,

O<w<w,

STt 7
Bsxy>0, Z>8>Tn%

and > wy,
(24)

and for k, > 0,

Wy

Wy < W< 0y + =7,

w; < W< Wy + Wy,
(25)

Eexy>0, £<8 <3ZT[ET

Thus, the magnetic properties of asemiconductor affect
the surface-wave frequency. As aresult, a coupled hel-
icon—spin wave originates and (as distinct from the sur-
face silicon) propagates in certain transparency bands
within the frequency region of w < wy, rather than in
the entire frequency region. The characteristics of the
coupled helicon—spin waves in the semiconductor—fer-
rite structures differ from those in the structures com-
posed of a magnetic semiconductor and free space.

In the former structure, the interaction of the mag-
netic subsystem in the ferrite with conduction electrons
in the semiconductor occurs in a narrow region in the
vicinity of theboundary y = 0. Inthelatter structure, the
interaction between the magnetic and electronic sub-
systems occursin the entire volume of the semiconduc-
tor (in the half-space defined by y < 0).

We now dwell briefly on the magnetic semiconduc-
torsfor which condition (1) isvalid for the tensor com-
ponentsg;(w) and for which thefollowing equality also
holds:

€ = Epy- (26)
We note first of al that the surface helicon-spin waves
do not exist if equality (26) is valid. However,
“oblique’ pseudosurface waves appear if the following
inequalities are valid:

|(’~)H kxkz| C2

£W5 < Wh < (27)
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The dispersion relation for these waves is defined by
the equation
002
1+ H— MxySQHkx = _|_2
¢ (28)
x |€xy| (H —i nySQn kx)(l —i nySQn kx)
KKy '

The solution to equation (28) existsonly for k, > 0. The
wave frequency coincides with the frequency of the
Damon-Eshbach surface waves [4]

Wy
2 1

while attenuation is noncollisional and is caused by
propagation time lag in the semiconducting medium:

Wpg = Wy + (29)

2 2
Wy Wy

_ Wpe
Y kI 161 . @ul
H -M
XZ| B*)g"' 4|:|

(30)

The mechanism of origination of this attenuation is
related to the following factors. In the semiconductor,
one of the partial waves, namely, the wave with the
wave-number component k, (Rek, <0and Imk, <0),
is a bulk wave in the region of high frequencies w > v
if conditions (26) and (27) are satisfied. This wave car-
riesaway a part of the wave energy from the surface to
the bulk of the conducting medium. A similar effect
was predicted in [7], in which a ferrodiel ectric—semi-
conductor structure was considered.

4. In this section, we consider the excitation of
hybrid helicon—spin waves (20) and (21) by an emitter
located at a finite distance from the planar interface
between two media (free space and a ferromagnetic
semiconductor). Since we are interested in waves of the
magnetic type (in such waves, the electric-field compo-
nents are small), amagnetic dipole should be chosen as
the emitter. The latter islocated in free space (y > 0) at
a distance a from the surface y = 0. In fact, al the
known magnetic dipoles belong to the above type and
constitute a current loop whose size is small compared
to the wavelength. The current JV(r, t) in the loop can
be defined as

IV, 1) = joB(x)8(y—a)d(2)e, (31)

Jo = (Jox jOy’ 0). (32
The magnetic moment of the dipole under consider-
ation is directed aong the OZ-axis.

A system of field equations for free space is written
as

curlH = %[J(V);

cul E = 0, divH =0 (33)
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and can be reduced to the following inhomogeneous
field equation:

AH = —%T[curl ™. (34)

A solution to equation (34) is given by the sum of two
terms; i.e.,

i (kyx + kyoy + k,z—oot)

Hi(v) = I} dkxdeAi(kxa kz)e

1 ’ i[kx+k, (y—a)y+k,z—ot]
- dk, dk, dk,e ™ z 35
5 [ [k (@)
Fi(k) .
— (i=XYV,2),
K;+ K+ K
where ko = iko, ko = oK+ KZ;
ik,. ik, .
Fx = 'C_ZJOy’ y = _'C—ZJOX’
(36)

| . .
Fz = _(—:(kxj oy — kyJ Ox) :
The first term in (35) is a solution to a homogeneous
L aplace equation, whereas the second termisasolution
to an inhomogeneous equation and defines the waves
that propagate from the source. In the second term in
(35), the mgjor contribution to theintegral of k; isgiven
by the polesk, = ik, for y>aand k, = -k, fory <a(the
poles are chosen from the condition for attenuation of
thefield at y = £ ). The components of the vector A are
related by the formulas

Ky _k
A, = k—yOAy, A, = k—yOAy. (37)
We can use the boundary conditionsfor y = 0 to express
the unknown coefficients A(k,, k,) in terms of the given

parameters of the dipole and to determine the field of

the electromagnetic wave reflected to free space H{ef

[the first term in (35)]. In the general form, these
expressions are very cumbersome. The vanishing deter-
minant of a system of equations for A; corresponds to
the dispersion relation for natural surface waves in a
system of free space and a ferromagnetic semiconduc-
tor (see (20) and (21)). For these waves, we have

[ P( kx’ kz)

A (K, k) = , 38
(koke) = e (38)

P(kq k;) = P(kp, 9)
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[
cos9 sin“9 KoC[ 1+ (1 —isgnkyply,)]

w? Hyy } (39

O _ oo 2
x E—u(kxjoy + IkDJOX)[kx T 2T sgnk,Hyy

. . .G
€ ykx(l-1 —1sgn kxuxy)(unyOy - JOX) El

where k2, = k5, /cos?9.

It is convenient to calculate the field H™ (r) in a
cylindrical coordinate system (p, 3, ), in which case

x = psin® and z = pcosd. The field H{® (r) can be
then given by

d3 P(Kg,s)
J’km_kmo(s)
x exp{—ka(y + a) +ikppcos(8'~9)}.

(40)

In what follows, we are interested in the fields of
reflected wave (40) in the wave zone, i.e., at distances
from the emitter larger than the wavel ength. Inintegrat-
ing with respect to k-, the major contribution to the inte-
gral isgiven by small values of k; such that k.p < 1. In
this case, the stationary-phase approximation can be
used to calculate the integral for §'. Within the interval
[0, 211, there are two stationary-phase points; they are
9 =9 and 9, =9 + 1 Field (40) can be represented
as the sum of the two terms

(ref) _ . |2 _Kk(y+a)
Hy ——|Jn:pIJ?deDe yra
0

+ Pz(km,s)e_
K2 —k2
0 02

41

ikp—iZ ikop+il (4

y DPl(kD,s)e oP-1gz oP 4%
Ok — k2, 0

where P, = P@' = 9), P, =P® =9 + m), k5, =

Ko (9" =9), and k2, = k2, (8' =9 + ). Theintegrands
in (41) have singularities in the form of poles at the

points k; = ko, (P o(k) ko are smooth functions).
The poles k; , are located within the first and third
guadrants of the complex plane of k.. In integrals (41),
we pass on to integration along contours. In the first
term, this contour consists of the semi-axis (0, ), an
arc with the radius R — o, and the semi-axis (0, io);
in the second term, the contour includes the semi-axis
(O, ), an arc with infinitely large radius, and the semi-
axis (0, —i). It can be easily verified that the pole with
Rek; > Imkg > 0 contributes largely to the expression

SEMICONDUCTORS Vol. 34 No.6 2000
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for H(yre”; at the same time, the value of the integra
along the arcs and the imaginary axis is exponentially

small. For H{® (p, 9, ), we have

HIP(e.9,9) = = [5gime 7T 0tk 9,

kf1[ @, — sgn(sind)]

cosd [Bog + %E— oosgn(sinf))}c

®(kyy, 9) =

(42)

x[sind joy +ijol-

Formula (42) definesthe field located in free space and
generated as a result of excitation of the surface wave
by the magnetic dipole. For this wave, the density of
energy flux through the cylindrical surface element

aw C .
ds=pdddy[S, IS Sng, where S 4n[EH 1] and
n; = (sing, cosd) isgiven by

—2k,(y+a), . . .
5 = @ [H? = wkiye (s’ Y jo, + o)
4mkp, pc’ccos™d
. [~ wsgn(sing))’ (43)
Wy . 2
[oog+—§——oosgn(5|n8)}

The flux density of the radiation under consideration is
largest if the dipole and the detector are arranged at the
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interface between the media. Thus, the surface hybrid
wave defined by (21)—(25) can be observed if thiswave
is excited using amagnetic dipole and if the detector is
located in the planey = 0 within the ranges of angles of

F<9< 374” in the cases of (23) and (25) or within

5_T[<19<7_T[

7 7 in the cases of (22) and (24).
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Abstract—Propagation of magnetoplasma waves in a structure formed by periodically alternating semicon-
ductor and dielectric layers is studied for the case where an external magnetic field is applied parallel to the
layers; the waves traveling in the plane normal to the field are considered. Dispersion characteristics are calcu-
lated with the finiteness of the speed of light accounted for, and the features of the structure reflectivity are ana-
lyzed. It is demonstrated that the physical parameters and thicknesses of the layers composing the superlattice
can be obtained from the frequency, angle of incidence, and magnetic-field dependences of the reflection coef-

ficient. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The prablem of studying physical properties and
technological parameters of such structures as semi-
conductor superlattices presents considerable experi-
mental difficulties. Analysis of the dependence of elec-
tromagnetic-wave reflection or transmission coeffi-
cients on various external parameters like frequency,
angle of incidence, or static magnetic field is one of the
contactless methods for examining the superlattice
characteristics.

We demonstrated in [1] that, in a layered medium,
frequency and magnetic-field dependences of the per-
mittivity tensor results in the formation of a specific
band structure of the spectrum and the appearance of
“collective surface magnetoplasmon” modes (surface
waves propagating over the semiconductor—insulator
layer interfaces). Thefields of such awave penetrate, or
“tunnel,” through the layers of the structure and are,
thus, coupled by the boundary conditions. Under cer-
tain conditions, it is possible to excite these modeswith
an externa field and investigate the related superlattice
properties.

In this paper, we obtain analytical formulas and per-
form numerical calculations of the reflection % and
transmission I coefficients for the electromagnetic
wave incident on a semiinfinite periodically layered
structure composed of the semiconductor and insulator
layers and subjected to an external magnetic field. It is
shown that by analyzing the frequency, angle of inci-
dence, and magnetic field dependences of the above
coefficients one can determine the geometrical as well
as physical parameters of the layers composing the
structure.

One should be aware of a specific point in the calcu-
lation of the reflection and transmission coefficients of
the periodic medium. It is related to the fact that the

group velocity of the spatial harmonics in different
transmission bands can be either positive or negative.
Thiswas pointed out by L. Mandel’shtam asfar back as
in1945[2].

A lot of publications have been devoted to theoreti-
cal and experimental investigations of the reflection
and transmission coefficients in homogeneous media
(see, e.g., [3]). One of the most comprehensive studies
of the process of the plane wave reflection from a
dielectric medium was presented in Fedorov’s mono-
graph [4].

The problem of reflection from a periodic dielectric
structure was considered previously by A. Yariv and
P.Yeh [5]. However, considerable interest in such stud-
ies has not been shown until recently [6].

2. THE PROBLEM FORMULATION AND THE
BAND STRUCTURE OF THE SPECTRUM

We consider the reflection and transmission of light
through the semiinfinite periodically layered structure
composed of alternating semiconductor layers of thick-
ness d; and insulator layers of thickness d,. Let the
z-axis be oriented perpendicularly to the layers. We
assume that an external magnetic field H, oriented
along the y-axisisapplied to the structure. In this paper,
we consider the magnetoplasma waves propagating in
the xz-plane, perpendicular to the magnetic field. We
use the Maxwell equations written for the semiconduc-
tor and dielectric layers and aso the boundary condi-
tions at the layer interfaces; these conditions ensure the
continuity of the electric- and magnetic-field tangential
components. For the configuration considered, the
Maxwell equations are decoupled into two sets: that for
the TE waves with the nonzero field components E,, H,,
and H, (ordinary wave); and that for the TM waveswith

1063-7826/00/3406-0686%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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the nonzero field components E,, E,, and H, (extraordi-
nary wave). Only the TM waves are considered below,
since the external magnetic field has no effect on the
properties of the TE waves. The material equations
result in the following expression for the permittivity
tensor of the semiconductor [7]:

wh(w+iv)

d O
Ex = &€ = S|| = sOEﬂ-_ . 2 2 0

O w(w+iv) —wy]O
Wy

€z =

—£,, = €5 = —i¢

"ol (@+iv) -~ wf]’
where w, is the plasma frequency, &, is the lattice-
related part of the permittivity, wy, isthe cyclotron fre-
guency, and v is the effective collision rate.
For theinsulator layers, we have
D, = &E,,

For the plane wave exp(—iwt + ik x + ik,2), the trans-
verse wavenumber in each layer is given by

2 2
_ /00 2 _ /(.0 2
kzl - Czsfl_kw k22 - C2‘(':2_k><1

where g; is the so-called Voigt permittivity:

€, = const.

2

€
€ = g+ —. 2

[ g
In formula (1), subscripts 1 and 2 correspond to the

semiconductor and insulator layers, respectively.

To describe the periodicaly layered medium, we
use the transfer matrix technique [8]: the fields at the
beginning and at the end of each structure period are

related by
|j_|yl(0)D [Hyz(d)D
><l(0)D x2(d)|j

where d = d; + d, is the period of the structure. The
fields in a periodic structure should comply with the
Floquet theorem; thus,

Hyo(d) = Hy(0)€ Y, Ep(d) =

The wavenumber k , the so-called Bloch wavenumber,
is the transverse wavenumber averaged over the struc-
ture period; it replaces the transverse numbers k,, and
k,, which characterize separate layers. The Bloch
wavenumber is defined by the following relation,
resulting from the Floquet theorem:

Ea(0)e*. (3)

My + My,

coskd = — = cosk,,d, cosk,,d,
€¢1& |:|j<z1D2 d<z2ﬂ2 120 €1 DZ} 4
2kzlk22 Ce,0 DszD Eé”lsfl[l
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Fig. 1. The band structure of the spectrum.

x sink,,d; Sink ,d,.

Here, my; and m,, are the elements of the transfer
matrix m:

Ku€  foaf kee2 }

my = COSkZldlCOSkZZdZ B |:k228f1 B [h“1|:| kz1k228f1

€1k
x Sink,,d; sink,,d, + i |le —~Xsink,,d,cosk,,d,,
1 z1
Kk,
m,, = cosk,,d,cosk,,d,— kzz "sink,,d, sink,,d,
z1¢2
s k
—i—%2Xgink,,d, cosk,,d,.
||lkzl

We note that, for an infinite periodic medium, this for-
mula represents the dispersion equation, which gives

the relation between w, k,, and K .

The eigenmode spectrum is shown in Fig. 1. The
plots were calculated by formula (4); it was assumed
that the structure is composed of an InSb semiconduc-
tor layer (¢ = 17.8, w, = 102 s%, d; = 0.02 cm) and an
insulator layer (g, = 2, d, = 0.005 cm), and a magnetic
field Hy = 159.2 x 103 A/m (which corresponds to
2000 Oe) is applied.! The effective collision rate v was
assumed to be zero. One can see that the spectrum has
a band structure. The bands related to the propagating
waves (the allowed bands) lie between the Bloch wave-

1 The same parameters were used in the cal culations whose results
are represented in the other figures.
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Fig. 2. The reflection coefficient for 8 = (1) 0°, (2) 45°, and
(3) 60° for k, = 0.

numbers kd = 2riN and kd = (2N + 1), where N =
0, 1, 2, ...; the corresponding band boundaries are pl ot-
ted by thick and thin solid lines, respectively. Straight
line 1 correspondsto the light line of the homogeneous

half-space: k,, = /(w/c) e, —k; =0 (here, g4isthe per-
mittivity of the homogeneous half-space). Straight

line 2 corresponds to k,, = 0. Points to the left of this
line describe the waves with the waveguide-type field
configuration in the second layer (kf2 >0), while, inthe
waves corresponding to the points to the right of this
ling, the field penetrates, or “tunnels,” through the sec-
ond layer (kf2 < 0). The following characteristic fre-
quencies are important [8]:

2
W
7+ Dps (5)

+— 4+

_ H
Woy,00 = >

where s = W, ./€01/ (€01 + €2) IS the frequency of the
surface plasmon at the semiconductor—insulator inter-
face. The hybrid frequency is given by

W, = AW+ Wiy, (6)
Finaly, formula

& [ &n
S
P€01N €01 — €2

W, = W

(7)

definesthe “critical frequency,” whose significance will
become clear below.

Let us consider the different regions of the band-
structure.

BULGAKOV, SHRAMKOVA

(i) W < wy;. Inthisregion, & < 0, k, and k,, are
purely imaginary quantities, and the fields of the waves
propagating through the structure decay exponentially
away from the interfaces. Such waves can be called the
“collective surface magnetoplasmons.” It can be seen

from Fig. 1 that, for any Bloch wavenumber k ,thedis-
persion curves approach the horizonta asymptote
W = Wy, and the transmission band width tends to zero
with increasing k.d. We note that there is only one
transmission band.

(i) In the region between w,, and wy, (assuming that
Wy > W) asecond “collective” wave band appears. If
Wy < W, (W < W), the second band of “collective sur-
face magnetoplasmons” does not exist.

(i) For ty; < w < wy, (in the case wy, < wy,) or for
Wy; < W< W, (inthe case wy > wy,) the wavenumber k,;
is real, while k,, can be either real or imaginary. This
region is specific in that the permittivity & — +oo for
w — W,,; consequently, the argument k,,d, of the trig-
onometric functionsin the dispersion equation (4) also
tends to infinity. Any transmission band is character-
ized by an integer number of half-waves that fit across
each layer, i.e., the formation of the transmission and
no-transmission bandsis governed by the conditions of
geometrical resonance over the thickness of one of the
layers. Thus, with increasing k,,d,, the number of trans-
mission and no-transmission bands also becomes infi-
nitely large. The curve 3, corresponding to k, =0, isan
asymptotic line for the boundaries of al bands in this
region; its shape is determined by the frequency depen-
dence of the Voigt permittivity. This also explains the
shape of the transmission bands; their width vanishes
with increasing k,d, and their frequency approaches w.,.
This feature of the magnetoplasma wave spectrum is
described in our paper [1].

(4) Finally, when w exceeds both wy, and w,, the
magnetic field dependence of the permittivity tensor
components wanes with increasing frequency, the spec-
tral bandstructure becomes similar to that of an insula-
tor superlattice, and the boundaries of the bands
approach the asymptote k,, = 0, which isastraight line
in this region.

3. REFLECTION AND TRANSMISSION
COEFFICIENTS

The periodic structure spectrum can be investigated,
among other ways, by studying the dependence of the
electromagnetic wave reflection coefficient on the
related experimental parameters. In addition, the
energy of the incident wave can be expended to excite
the eigenmodes of the periodic structure, e.g., the “col-
lective surface magnetoplasmons,” which are responsi-
ble for the specific transmission bands in a periodic
medium. Thus, the rest of the paper is devoted to the
theoretical study of the reflection and transmission
coefficients.
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The problem of reflection from a homogeneous
medium is well known in the literature [9]. The reflec-
tion coefficient for aperiodic dielectric layer was calcu-
lated in [5]. However, certain difficulties related to the
proper choice of the sign of the Bloch wavenumber
arise in the problem of reflection from a semiinfinite
periodic structure. It isknown [9] that the reflected and
transmitted waves must carry energy away from the
interface. The choice of the solution for the reflected
wave in the form of the wave propagating into the
homogeneous medium is straightforward. However,
inside the periodic structure, the sign of the wave group
velocity aong the z-axis varies as afunction of the band
and the spatia-harmonic number. This can be seen

from the w(k d) dependence for k.d = const, plotted in
theinset of Fig. 1. It follows from (4) that

Jkd _ My + My, +il1- g + mzz|j2
o 2 O (8)

2
= coskd + sinkd.
The sign of the Bloch wavenumber and, consequently,

the sign of the group velocity v, = dw/ok are deter-
mined by the sign of the second term in this expression.

If sink d > 0, then the positive sign corresponds to the
positive group velocity and energy flux along the
z-axis, while the negative sign means that the energy
flows towards the interface with the homogeneous

medium. If sinkd < 0, then the negative sign corre-
sponds to the energy flux in the positive direction.

Thus, the sign of the radical term (or of the sink d) cor-
responding to the wave carrying energy from the inter-
face into the periodic medium should be chosen in the
following way (see Fig. 1): plus for the first transmis-
sion band; minus for the second; plus for the third;
minus for the fourth; etc. It isthis specifity in the prob-
lem of reflection from a periodic medium that was
noted by L. Mandel’shtam [2].

Taking these considerations into account, let us
define the reflection coefficient asthe ratio of the time-
averaged energy flux in the wave reflected from the sur-
face to the incident flux; and the transmission coeffi-
cient, as the ratio of the averaged transmitted energy
flux to the incident flux.

It is convenient to represent the electric field in a
homogeneous medium as

Ey = Eig(€ ™ +E'e" ), (9)
where EiXg and E' are the incident- and reflected-wave
amplitudes, respectively. The magnetic field in the
homogeneous half-space can be found using the Max-
well equations:

WE, i ik,Z r —ikyZ
Hyy = —2Ei (€ “"~E'e ™).
Y9 kng X9
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Fig. 3. Electromagnetic energy flux in the forbidden bands;
k, = 10.
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Fig. 4. Magnetic-field dependence of the reflection coeffi-
cient for w = (a) 4.1 x 10™, (b) 9.5 x 101, and (c) 2.5 x
102 s k, = 10.

The magnetic field in the structure can be expressed as

ik, z —ik,z

Hy, = Ale™ = Ae (10)
in the range of 0-d,; similarly, we have
Hy, = Be @+ B,e (12)
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Fig. 5. The reflection coefficient as a function of the angle
of incidence for the permittivity of the homogeneous

medium g4 = (a) 1, (b) 10, and (¢) 20; w=2.5 x 10" s7™.

R
1.0‘ |
|
I (\ (\
|
|
Lol
|
|
{
|
061 |
0.2
I
I
:Q)Ol 1 1
0 2

w, 101?571

Fig. 6. Reflection coefficient calculated with the dissipation
taken into account; k, = Oandv = 2 x 10 71,

in the range of d,—d.,.

Substituting Hy; and H,, in the Maxwell equations,
we obtain

Exl
CkZl |: ik 1Z|:§D1kx |:| —ik 1Z|:§lex
= 2" + 10+ ae™ —1},
WE;y Q||1kz1 02 inkzl O
_ Ckzz ik,yz —ik,,z
EX2 - wgz(Ble _Bze )

The boundary conditions at the interface between the
homogeneous half-space and the structure call for the
continuity of the tangential components of the fields:

Exg(o) = Exl(o)i Hyg(o) = Hyl(o)-

At the interface between the layers of the structure, the
following boundary conditions must be satisfied:

Exi(d;) = Ex(dy), Hyl(dl) = Hy2(d1)'

The reflection and transmission coefficients can be
obtained using these conditions. Introducing for the sake

of convenience the designation a = my/[exp(-ik d) —

my4], we obtain
K,4C K€ ?
E*l‘w—eﬂ%“wsg“a - ®@

for the reflection coefficient, and

R =

2
/‘1+Ez—gfa

WE,

_ 4k,cl
C wey

T

5 (13)
[l

for the transmission coefficient. In the above expres-
sions,

.clk .
my, = —i <2 cosk,d;sink,,d,
wDSZ

K,y [?m[f ki } .
+| %= — =—5 —— |sink,,d, cosk,,d
|:€fl D’:nlD Ka€¢1 t 272

+ sink,,d,sink,,d, [}
8”182 kzl z1¥1 z2 2[|

where k, = (0/c) \e4SiNG, ky = (w/c) /e, 080, and 6
stands for the angle of incidence of the el ectromagnetic
wave from the homogeneous half-space. This angle is
measured from the negative z-axis direction.

The structure of the spectral bands can be studied in
a number of ways: one can measure the frequency
dependence of the reflection coefficient R for the con-
stant magnetic field Hy = const and the angle of inci-
dence 6 = const, or %(0) for Hy = const and w = congt,
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or, finally, the magnetic field dependence of the reflec-
tion coefficient R (H) for w = const and 6 = const.

The %R (w) dependence in the frequency range wy,; <
W< W, for H=159.2 x 103 A/m (2000 Oe) for three dif-
ferent angles of incidence is shown in Fig. 2. Compar-
ing Figs. 1 and 2, one can see that the reflection coeffi-
cient takes the value R = 1 in the forbidden bands. In
the transmission bands, the dependence R (w) is not
monotonic, but the curves in the different bands are
similar to each other. Note that any transmission band
may feature an “absolute transmission” frequency,
where the reflection coefficient exactly equals zero, i.e.,
the incident wave energy is fully transmitted inside the
periodic structure. A similar phenomenon may aso
take placein the case of reflection from ahomogeneous
medium, the corresponding angle of incidence being
called the Brewster angle[9]. In contrast with this case,
in the periodic structure, a set of frequencies from dif-
ferent transmission bands corresponds to a single
angle.

It is interesting to find the field distribution within
the structure if the frequency belongs to a forbidden
band. The point isthat the wavenumbersin the structure
layers are still real. Consequently, the field oscillates
within each layer, while its amplitude decays with
depth inside the structure. However, the field oscilla-
tions do not result in the energy transfer, since the
z-component of the flux is a pure imaginary quantity.
Thus, the penetration of the field inside the periodic
medium is caused by the reactive component of the
energy flux. In Fig. 3, we present the distribution of the
imaginary part of the energy flux ImS, in a periodic
medium. The flux oscillations occur because the field
oscillates in each layer, which is clearly demonstrated
by the inset in the upper part of Fig. 3. Note that the
field can penetrate into the structure to a depth of many
periods, depending on the value of |k | . Since k is
defined by (4) and depends both on the structure param-
eters (d; and d,) and the physical properties of the lay-
ers, it is possible to control the penetration depth in a
number of ways. It would be of interest to compare the
phenomenon of the field penetration inside a periodic
structure with the case of electromagnetic wave reflec-
tion from an insulator half-space with large € [4].

InFig. 4, the R(H) dependences are plotted for sev-
eral frequencies at afixed k,d = 10. One can seethat the
transmission bands and no-transmission bands appear
inthe magnetic field dependences aswell. Note that the
width and shape of the transmission bands depend in an
intricate manner on the frequency and magnetic field.
We believe that thisfeature of the magnetoplasmawave
spectrum can be used to devel op special band filters.

Next, let us study the influence of the permittivity &,
of the homogeneous half-space on the refl ection coeffi-
cient. The point is that the maximum value of the lon-
gitudina wavenumber at grazing incidence (6 = 90°)
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equals k, = (w/c) A/s_g . Hence, the entire dispersion
region to the right of the light line (Fig. 1) isinaccessi-
ble when the incident wave comes from the vacuum.
Meanwhile, it is of considerable interest to study the
propagation of the waves in the regions adjacent to the
characteristic frequencies wy,, Wy, and w,,, where the
phase velocity is low. Evidently, such modes can be
excited by the wave incident from a medium with high
permittivity. From Fig. 5, one can see that, for g, = 1,
only part of asingle transmission band can be spanned
by variation of the angle of incidence. For &4 = 10, two
bands are accessible for penetration of the incident
wave; there are three such bands for g, = 20.

Consider the situation when an integer number of
the half-waves fit over the thickness of the first layer
and, thus, the Bragg resonance condition is satisfied:

k,d; = nrt It follows from (4) that in this case kd =
k,d, for odd n and k d = k,d, + Ttfor even n. Substitut-

ing these valuesin (12) we find that the reflection coef-
ficient is given by
% - SngZ - SZng

Zghz2” ®2hzg 14
agkz2 + szkzg (14)

and is equal to the reflection coefficient of the second
layer only [9]. Thus, the parameters of one of the layers
can be found from the observation of the Bragg reso-
nance, provided that the parameters of the other layer
are known.

The effect of damping in the semiconductor layer on
the reflection coefficient can be seen from Fig. 6. Com-
paring Figs. 2 and 6, one can see that, with the damping
accounted for, the reflection coefficient in the forbidden
bandsis no more equal to unity; thus, the energy of the
incident waveistransmitted inside the superlattice even
if its frequency falls within a forbidden band. This
occurs due to the fact that the wavenumbersk,, and k,,
as well as the Bloch wavenumber k, are now complex
quantities. This means that the z component of the
energy flux is also a complex quantity, and ReS, # 0.

It should also be noted that the reflection coefficient
in the vicinity of w = w,, is smaller that 0.5, and the
bands discussed above in connection with the argument
k,d; going into infinity in formula (4) disappear. This
means that the frequency width of the allowed and for-
bidden bands cannot be smaller than the effective
damping rate.

4. CONCLUSION

Thus, features of the refl ection coefficient of asemi-
conductor periodic structure subjected to a magnetic
field have been studied. It was demonstrated that infor-
mation about the physical parameters and thicknesses
of the layers comprising the superlattice can be
obtained from an analysis of the dependences of the
reflection coefficient on frequency, angle of incidence,
and magnetic field. Hence, such measurements can be
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used as contactless methods for examining the parame-
ters of periodic structures.

We suppose that the specific properties of the reflec-
tion coefficient can be utilized to devel op devices such
as filters, attenuators, etc., in the wavelength range
from centimeters to micrometers. For instance, any
transmission band features a Brewster frequency, for
which the energy of the incident wave penetrates into
the superlattice without losses (%R = 0). These frequen-
cies vary with the magnetic field and angle of inci-
dence. Also, the transmission and no-transmission
bands over the magnetic field appear when the field
strength is varied. The depth at which the external field
in the forbidden-band frequency region penetrates into
the structure depends on the ratio of the layer thick-
NEesses.

Finally, studying the features of the reflection coef-
ficient, one can obtain information on the spectral prop-
erties of the periodic structure and also excite slow
waves like collective magnetic polaritons.
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Abstract—The structures grown by molecular-beam epitaxy with In,Ga; _,As quantum wells (QWSs) in GaAs
were studied by X-ray diffractometry and low-temperature photol uminescence techniques. The inhomogeneity
of the QW composition along the growth direction was established. Energy positions of the exciton recombi-
nation lines in the QWs with step-graded In distribution were cal culated, and good agreement with the experi-
mental data was obtained. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Most of the work devoted to the fabrication and
investigation of the structures with single and multiple
heterojunctions, such as heterostructures with selective
doping, quantum wells (QWSs), and superlattices, was
based on the gallium and aluminum arsenides [1]. The
lattice constants of these two materials match almost
perfectly, which enables one to obtain high-quality
structures. However, employment of other materias
may result in a considerable improvement in the char-
acteristics of existing devices and the enhancement of
their functional capabilities. Recently, structures with
strained InGa,_,As layers confined by GaAs or
AlGaAs barriers have become widely used. Employ-
ment of InGa, _,As layers as QWs opens the way to
achieving better confinement of the charge carriers in
the size-quantization states and to varying the optical
characteristics of the heterostructures[2, 3]. To take an
example, the use of an In,Ga, _,Aslayer as the channel
of a high electron mobility transistor (HEMT) enabled
the authors of the recent publication [4] to obtain the
maximum transconductance of 1510 mS/mm and the
cutoff frequency of 220 GHz, which is one of the best
results for HEMTs. The use of a near-contact graded-
gap InGa, _,As layer makesit possible to form nonal-
loyed ohmic contacts, which considerably simplifies
the fabrication of large-scale integrated circuits [5]. An
unconventional method for the formation of indepen-
dent contacts to the isotype QWs of a double-well het-
erostructure has been proposed by us[6]; it is based on
the use of QWs of different composition, including
InGa, _,Asones.

In connection with this wide usage of the strained
InGa, _,As heterostructures, wide-scale investigations
of the samples being obtained are required to optimize
the technological regimes for the formation of In-con-
taining layers and interfaces. Another problem is
related to the identification of the band diagram of the
structures with InGaAs-AlGaAs heterojunctions and
QWs, which is necessary for developing devices with
the required characteristics. In particular, to elaborate
the growth technology for InGaAs quantum-scale lay-
ers one needs to know such parameters as the indium
molar fraction and the layer thickness. The photolumi-
nescence (PL) technigue is commonly used for ex situ
control of these parameters of the quantum-scale het-
erostructures. In the spectrum of the PL originating
from the electron—hole pair recombination in the QW,
the position of the main line corresponds to the energy
difference between the ground quantum-scale levels
Ey and E,; of electrons in the conduction band and
heavy holes in the valence band, respectively, with the
correction for the exciton binding energy. This position
depends on the well width, composition, and the QW
exciton binding energy. Thus, information on the con-
figuration of a given QW cannot be unambiguously
obtained from the PL data. Broadening of the PL lines
isoften observed, and detailed knowledge of the factors
that determine the linewidth is required. Besides, the
generally accepted estimates for the band-diagram
parameters of the InGaAs-AlGaAs structures are lack-
ing. This problem has not been solved until now, since
these structures are strained because of the large lattice
mismatch of the materials involved (7% mismatch
between InAs and GaAs). Complete information on the
InGa, _,As elastic constants and their dependence on
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Table 1. The QW parameters set by the technological conditions and determined from X-ray diffractometry data

% MBE DRC
5 d,nm| x |Tg, °C| di, nm Xy d,, nm Xo ds, nm X3 >d;, nm O
A |135(0.08| 580 | 3.3+£0.1 |0.037+£0.004{10.0+0.3/0.071+£ 0.001|1.3 + 0.2|0.043 £+ 0.003|14.6 + 0.6 0.061 + 0.002
B |13.5|0.17| 555 {3.38+0.08| 0.10+0.03 |10.0£0.1{0.165+0.005| - - 13.4+0.2/0.149+ 0.005
C |115]0.17| 535 Calculation was not performed

3.0 (0.17| 535 Calculation was not performed

6.0 |0.25| 500 Calculation was not performed

the In content and temperature cannot be found in the
literature, which makes a theoretical calculation of the
band gap of a strained-layer QW impossible. To calcu-
late the free-carrier properties in such heterostructures
one also needs to know the conduction- and valence-
band discontinuities at the heterojunction AE. and AE,
and their dependence on the QW composition. Usually,
the value being taken for the band gap of the
InGa, _,As QW is based on the assumption that it is
linearly dependent on the In content, with the coeffi-
cient equal to the band-gap difference of the bulk mate-
rials at afixed temperature. The value adopted in differ-
ent publications for the AEJAE, ratio varies from 0.55
to 0.85 [7—9]. In this context, it is desirable to use the
other nondestructive control techniques to complement
the PL data.

Combined studies by the PL and double-crystal
X-ray diffractometry techniques were performed inthis
work to determine the main parameters of In,Ga, _,As
QWs that were grown by molecular-beam epitaxy
(MBE) and had different widths and In content and
were confined by the GaAs barriers. In addition, calcu-
lations of the el-hhl transition energies for the grown
QWswere carried out using an empirical expression for
the indium-content dependence of the InGaAs/GaAs
QW band gap. The PL spectra calculated in this way
[taking into account the binding energy of the exciton
in the two-dimensional (2D) layer] and using the QW
parameters determined from the X-ray diffraction
reflection curves (DRCs) agree well with the experi-
mental results.

2. GROWTH OF THE SAMPLES

Samples with the QWs were grown by MBE in a
Tsna-18 setup on the semiinsulating GaAs(001) sub-
strates misoriented by 3° in the [110] direction. Two
structures with a single QW (samples A and B) and a
structure with three QWs (sample C) were grown. The
designed indium molar fraction x and the QW widths
varied from 0.08 to 0.25 and from 3 to 13.5 nm, respec-
tively. These values were determined from the mea
sured dependences of the Ga and In molecular beam
equivalent pressures on the temperatures of the corre-
sponding molecular sources and on the source calibra-

tions based on the growth rates of GaAs and InAs lay-
ers. The study was largely focused on the wide QWs
with x = 0.2, which can be used in various types of
field-effect transistors. In this connection, the growth
temperatures of the In-containing layers exceeded their
usual values by 30—40°C to achieve ahigher conductiv-
ity of the 2D channels obtained. In the pseudomor-
phous HEMT structures (with a single doped barrier
layer above the In-containing QW) grown under these
conditions, the 2D electron gas mobilities of 5700 and
37000 cm?/(V s) were obtained at temperatures of T =
300 and 77 K, respectively, and the 2D electron density
ng= 2.4 x 10% cm2,

To prevent the diffusion of impurities and defects
from the substrate into the active region of the hetero-
structure, a 0.5-um-thick GaAs buffer layer was first
deposited on all of the samples. Similar GaAs layers
were also used to separate the InGaAs QWSs from the
film surface and from each other. The structures were
not intentionally doped during the growth. A substrate
temperature of 610°C was held during the GaAs depo-
sition; the GaAs growth rate was 0.6 pm/h, and theratio
of the As and Gabeam equivalent pressureswas 20 : 1.
In the case of formation of both InGa, _,Aslayer inter-
faces, the growth was interrupted for 90 s with the
arsenic flux being maintained. This was done to reduce
the interface roughness and to change the substrate
temperature, which was first decreased to a certain
value depending on the QW composition and then
increased to 610°C after the deposition of an
InGa, _, Aslayer. Therodlike high-energy electron dif-
fraction patterns with no pronounced intensity modula-
tion along the reflections were observed at all stages of
the growth process. To prevent thermal desorption from
the near-surface region and to minimize possible ther-
mally stimulated indium segregation, three GaAs
monolayerswere deposited in samples A and C over the
QW layer before the growth interruption at its upper
interface and raising of the substrate temperature. This
operation was not performed in the growth of sample B.
The designed InGa, _,As QW parameters, along with
the corresponding growth temperatures T, are given in
Table 1 in the column marked as“MBE.”
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3. X-RAY DIFFRACTION STUDIES

The layer structural parameters were studied by the
techniques of double-crystal X-ray diffractometry. We
employed a TRS-1 triple-crystal X-ray spectrometer
operating in automated mode controlled by a personal
computer and the MATEX controller. The DRCs were
recorded in the (004) reflection in the w/(1 + (3)0-scan-
ning mode (here, 3 isthe asymmetry coefficient) with a
narrow (8" dlit placed in front of the detector. The same
layout was also used in the 8-scanning mode to mea-
sure the contribution of the diffuse scattering in the
DRCs. A 1.1-kW X-ray tube with a copper anode
served as aradiation source. The X-ray beam incident
on the sample was formed by a dlit triple-reflection
monochromator made of a high-quality Ge(004) crys-
tal. The DRCs were recorded in a step-by-step regime;
the signals at each point were accumulated until the
desired signal statistics was achieved. Other details of
the experimental setup are similar to those described
in[10].

The DRCs recorded for samples A and C are shown
in Figs. 1a and 1b, respectively. Qualitatively, the fea-
tures observed in the curves are readily understood.
One can see that, in addition to the main diffraction
maximum at A8 = 8 — 6; = 0 (where 65 is the Bragg
angle), a complicated interference pattern resulting
from the superposition of the two waves with different
oscillation periodsis observed in the tails of the DRCs.
The smaller period oscillations indicate that a film of
thickness

L = (AsinB,)/A08SiN20;=0.1 um (1)

exists on the sample surface (here, A isthe X-ray wave-
length and 6, is the grazing angle).

The larger period oscillations exhibit a clearly pro-
nounced maximum, which indicates that a single-crys-
tal layer of thickness~0.01 pum with the lattice constant
different from that of the substrate is formed near the
surface of the sample, the lattice constant difference
being equal to Aa = —0y(cotBg)AB (where a, isthe sub-
strate lattice constant). Analyzing the DRCs recorded
from the asymmetric reflections, we found that the
grown layers are pseudomorphous. Taking this into
account, we estimated the In content in the QWSs to be
x=0.07 and 0.17 in samples A and B, respectively.

To carry out aquantitative analysis of the DRCsand
to obtain detailed information on the structure parame-
ters of separate layers and interfaces, the method devel-
oped in [11] was used. The parameters estimated from
the technological settings were taken as an initia
approximation. Next, the models that give the best
agreement between the theoretical and experimental
DRCs were searched for. Note that not only the proper
model can be selected by this method but also the errors
for the parameters being determined can be found for
each layer of the sample. Fitting of a calculated curve
to the one recorded experimentally was terminated
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Fig. 1. Diffraction reflection curvesfor the InGa _ ,AJGaAs
heterostructures: (a) sample A ()(2 =1.28) and (b) sample B

(x? = 1.33). Curves 1 and 1' represent the standard error o.
| stands for intensity.

when the rms errors of the parameters obtained
exceeded their average val ues.

The DRCscalculated in the model with abrupt inter-
faces are visually similar to the experimental ones.
However, the agreement achieved is not satisfactory,
since the values obtained for the x? functional [10] dif-
fered greatly from unity. Thus, the model with addi-
tional sublayers, characterizing the heterojunction
broadening, was introduced at the next stage of the
analysis. This yielded x? values of 1.28 and 1.33 for
samples A and B, respectively. Virtually no visua dif-
ference between the theoretical and experimental
curves can be found in this case. This result is illus-
trated by the standardized residuals & shown in the bot-
tom of Figs. 1a and 1b; amost al of them fall well
within the theoretically predicted range from -3 to 3.

In Figs. 2aand 2b, the distributions of lattice defor-
mation Aa-/a and amorphization f, over the distance
from the surface are shown for samples A and B,
respectively.

The structure of the QW layer is characterized by an
abrupt top interface with the GaAs layer and a bottom
interface broadened by about 3 nm inside the sample.
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Fig. 2. Distribution profiles of the statistical Debye-\Waller
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The In content (or the change in the interplanar spac-
ing) in the transition regions is reduced by about 1.5
and 2 times for samples A and B, respectively, as com-
pared to the main part of the QW. The thicknesses and
indium content in the In,Ga, _,As layers determined
from the X-ray diffraction data are given in Table 1 in
the column headed “DRC.” One can see that the QW
layer is effectively composed of three and two sublay-
ers in samples A and B, respectively. Subscripts 1, 2,
and 3 in Table 1 enumerate the corresponding QW
regions sequentially from the substrate to the surface of
the epitaxial film. The total thickness and average In

EVSTIGNEEYV et al.

content in the In,Ga, _,As layer are given in the two
rightmost columns in Table 1. The obtained values
agree well with those corresponding to the technologi-
cal settings.

The models obtained for samples A and B differ
most significantly in the average value of the atomic
ordering in the crystal lattice f, characterizing the main
region of the QW. The vaues f, = 0.85 and 0.62
obtained for samples A and B, respectively, differ by
more than 30% (see Fig. 2b). This means that the In-
containing layer in sample A is more perfect than that
in sample B. This is corroborated by the fact that the
diffuse scattering intensity in the angle range corre-
sponding to the reflection from the In,Ga, _,As lattice
is higher and the interference oscillations at A8 < 0
(Fig. 1b) decay more rapidly in sample B.

The DRC of sample C is shown in Fig. 3. A large
number of oscillations can be observed here, which
confirms the existence of the clearly developed multi-
layer structure near the surface. Using the technique of
the x? functional minimization [10], one can obtain, if
need be, extensive information on the layer parameters
in the sample.

4. PHOTOLUMINESCENCE

The PL measurements were carried out at liquid-
nitrogen temperature. An Ar* laser emitting at A =
488 nm was used as an excitation source. The laser
radiation was focused at a ~50-um-diameter spot, and
the maximum excitation intensity was 200 W/cm?. The
spectra were recorded with an MDR-23 monochroma-
tor equipped with a cooled FEU-62 photomultiplier
operating in the photon-counting mode.

The PL Ip (E) spectra of samples A, B, and C are
demonstrated in Figs. 4a and 4b. Intense and, at the
same time, rather broad bands related to the el-hhl
excitonic recombination in the QWs are observed. The
PL band energy positions and widths at half-maximum
are given in Table 2 in the column headed as “PL."
Broadening of the PL bands may be caused both by the
QW-barrier interface imperfections, resulting in the
fluctuations of the QW width, and compositional inho-
mogeneity over the QW thickness. The appearance of
such imperfections is confirmed by the X-ray diffrac-
tion data, which indicate that the bottom interface is
broadened (and depleted in indium) to a greater extent.

One should note that the intensity of the radiative
recombination in the InGa, _,As layers is very high.
Even the signal corresponding to the smallest peak
(related to the 3-nm well in sample C) exceeds the bar-
rier-layer signal by two orders of magnitude.
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Table 2. Parameters of the quantum wells determined from the photol uminescence data
PL Calculation 1 Calculation 2
Sample :
Edé\;‘hl’ Pearn\év\|/dth, d, nm X dy, nm Xq d,, nm X5 ds, nm X3 | Zd;, nm
A 1.4391 9 146 | 0.064 33 0.033 | 100 0.07 13 0.04 14.6
B 1.3306 21 134 | 0.175 34 0.01 10.0 0.17 134
C 1.3272 12 11.0 | 0.17 16 0.11 10.0 0.175 116
1.4459 13 30 | 014 16 0.11 14 0.175 30
1.2999 25 6.0 | 0.24 1.0 0.17 5.0 0.25 6.0

5. CALCULATION
OF THE PHOTOLUMINESCENCE TRANSITION
ENERGY E.,_; AND DETERMINATION
OF THE QUANTUM WELL PARAMETERS

Most of the QWSsin the samplesunder consideration
are wide, i.e., the ground quantum-confined levels are
located near the edges of the corresponding allowed
bands. In this case, the potential barrier heights and,
consequently, the specific choice of the AE./AE, ratio
are of little importance for calculation of the PL peak
energy position. For definiteness, we chose for this
parameter the average value among those cited in the
literature, equal to 0.7. The QW exciton transition
energy was determined by adding the In,Ga, _,As band
gap at 77 K to the energy of the el and hhl quantum
confinement levels measured from the corresponding
band edges and subtracting the exciton-binding energy.
Dependence of the In,Ga, _,As band gap E, on the
indium content is largely determined by a second-
degree polynomial [12-14]. The coefficients of the
first- and second-order terms were taken from [15], and
the value of the GaAs band gap at 77 K, equal to
1.508 eV, was taken as the origin:

E, [eV] = 1.508—1.214x + 0.264%". )

The energies of the first electron and heavy-hole
guantum confinement levels were calculated numeri-
cally from the Schrédinger equation, which was solved
in the one-electron approximation in the frame of the
envelope-function method. It is assumed that the elec-
tron and heavy-hole effective masses do not vary
throughout the structure and are equal to the values cal-
culated for the QW layer using the following relation-
ships:

m¢ = 0.0665 —0.0642x,
mf, = 0.62—0.22x.

The transfer matrix technique was used to solve the
Schrddinger equation. The rectangular QW shape with
abrupt interfaces was assumed. For samples A and B,
QW parameters determined from the DRCs (tota
InGa, _,As layer width and indium content calcul ated
asan average over all QW regions) weretaken as afirst

©)
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approximation for the calculation of the PL transition
energies. For sample C, the parameters were taken from
the “MBE” column of Table 1.

The exciton-binding energy in the QWs considered
varies in the range of 6-9 meV, the maximum value
corresponding to the 3-nm-thick InGa _,As layer
[16, 17]. For most of the wells, thisvalueis 7 £ 1 meV.
Thus, the average value of the exciton-binding energy,
equal to 7 meV, is a good approximation for the calcu-
lation of al PL peaks.

In Fig. 5, experimental data and theoretical results
for thetransition energies E¢;_y,; in samplesA, B, and C
are shown by closed and open symbols, respectively.
The errors in the calculated QW parameters for sam-
ples A and B correspond to the errors in the weight-
average parameters determined from the DRCs. One
can see that satisfactory agreement between the results
of calculations and the energy position of the PL peaks
isachieved for sample A and the wide QW of sample C.
For sample B and the narrow (3-nm) QW of sample C,
the disagreement is quite appreciable. Thisis probably
caused by the nonuniformity of the indium distribution
inthe QWs. Note that experimentally obtained energies
of the el-hhl transition correspond to lower values of
the indium molar fraction than the expected ones. In
Fig. 5, we indicate the values of the indium molar frac-
tion determined from thefit of the results of calculations
for the rectangular QWs to the experimental data. The
QW parameters thus obtained from the Eg_; = f(d, X)
dependences are given in Table 2 (“Calculation 1").

To clarify the causes of such a disagreement
between the theory and experiment, we calculated the
luminescence transition energies for the step-graded
QWs. As stated above, it follows from the DRC analy-
sis that in the ~3-nm-thick bottom boundary region of
the QW layers in samples A and B the indium content
is lower than in the rest of the layer (Fig. 2a). This
depleted region is formed due to the surface segrega-
tion of indium atoms in the process of the QW growth.
The increased growth temperatures that we use to
obtain high conductivity of the In-containing channels
favorsthis effect. The excess indium atoms accumul at-
ing in the near-surface region of the QW either desorb
during the growth interruption at the upper interface or
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Fig. 5. The el-hh1 QW exciton recombination energiesin
the samples under study: (1)—(3) experimental data and
(1"—(3)) results of caculations.

diffusein the adjacent GaAslayer. The evidencefor the
latter mechanism of the indium redistribution is found
from the DRC analysis in sample A (Table 1). In this
case, the depletion region isformed by the In atom dif-
fusion in the adjacent 3-monolayer-thick region of the

EVSTIGNEEYV et al.

GaAs barrier deposited to prevent indium evaporation
during the growth interruption. For sample B, which is
not coated with the GaAs protective film during the
growth interruption at the top interface, excess indium
desorption takes place.

Taking dl this into account, we calculated the
energy position of the PL peaksfor the QWs composed
of several regions differing in indium content. For sam-
ples A and B, the parameters were taken from Table 1
(“DRC" column). For sample C, it was assumed that
the InGaAs layers consist of two regions: an indium-
depleted region formed due to the surface segregation
and the “core” of the QW, whose composition nearly
corresponds to the technological settings. It was
assumed that the indium molar fraction in these regions
differs by a factor of 1.5. The el-hh1 transition ener-
gies calculated with the parameters given in Table 2
agree with the experimental values measured for the
grown QWs (with regard to the averaged exciton bind-
ing energy of 7 meV).

Note the good agreement between the simulated
parameters of the QWsin samples A and B and the X-
ray diffraction data. It follows from the results pre-
sented that the inhomogeneous QW composition pro-
file should be taken into account, which is especialy
important for the thin wells (thinner than 6 nm) and
increased epitaxy temperatures, since in this case the
thickness of the indium-depleted region is comparable
to the thickness of the QW core.

6. CONCLUSION

Combined X-ray diffraction and PL studies of the
In,Ga, _,As heterostructures carried out in this work
enabled us to establish the relation between the energy
position of the QW PL lines and the composition inho-
mogeneity over the QW thickness. Calculation per-
formed in the frame of the rectangular QW model
(using an empirical formula for the InGa, _,As band
gap in the presence of strain) gives satisfactory agree-
ment with the experiment for relatively thick QWs
(thicker than 6 nm) with a low indium molar fraction
(below 0.17). Application of the model corrected by
introducing the step-graded profile of the QW compo-
sition revealed by the X-ray diffraction studies results
in better agreement between the theoretical and experi-
mental values both for the wide and narrow QWs. With
the epitaxy regimes used, the vertical compositional
inhomogeneity of the QWs near the bottom interfaceis
caused by the surface segregation effects and, near the
top interface, by the indium diffusion into the adjacent
GaAslayer. Further refinement of the model for the cal-
culation of the narrow QW PL spectra requires precise
information on the ratio AE./AE, of the conduction-
band to the full band-gap discontinuity.
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Abstract—Scanning tunneling spectroscopy was used to obtain topographic images of the (100) surface of
ultrashallow diffusion profiles of boronin silicon. This method makesit possible to study the influence of fluc-
tuations of the surface deformation potential, which depend on the thickness of the preliminary deposited oxide
layer and on the crystallographic orientation of the fluxes of nonequilibrium vacancies and self-interstitial s that
stimul ate the exchange mechanisms of impurity diffusion. The existence of self-assembled systems of quantum
anti-dots, which are formed due to fluctuations in the surface deformation potential and which are microdefects
that penetrate through the diffusion profile of the dopant, is demonstrated for thefirst time. It is established that
aspread in the sizes of quantum anti-dots is reduced with increasing temperature of the impurity diffusion. In
addition, the sizes of quantum anti-dots are found to be interrelated to their spatial distribution, which isindic-
ative of a fractal mechanism of formation of self-assembled zero-dimensional systems under conditions of
strong interaction of the flux of impurity atoms with that of primary defects. Self-assembled quantum anti-dots
embedded into asystem of silicon quantum wells make it possible to design microcavities with distributed neg-
ative feedback; the existence of such microcavities is confirmed by spectral dependences of the reflection and
transmission coefficients in the visible and infrared regions of the spectrum, respectively. © 2000 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

The formation of all currently known nanostruc-
tures in semiconductors is based on processes of local
self-ordering of atoms in the matrix [1]. At the same
time, the self-ordered nanostructures can also originate
dueto anisotropy in the diffusion of impurity atomsand
ionsin the course of their introduction to the semicon-
ductor lattice by ion implantation and diffusion [2, 3].
Such a self-organization of impurity atomsis enhanced
drastically if nonequilibrium impurity diffusion is used
under the conditions of controlled injection of vacan-
cies or sdf-intergtitials[3, 4]. In this case, planar tech-
nology is preferable. Thistechnology makesit possible
to implement the mechanism of enhanced diffusion of
the dopant by stimulating the exchange interaction of
the impurity atom with the self-interstitial [the kick-out
(KO) mechanism of interstitial impurity diffusion] or
the vacancy (the substitutional mechanism of theimpu-
rity diffusion); it is also possible to retard drastically
the impurity diffusion under conditions of complete
annihilation of native defects[3].

An analysis of angular dependences of cyclotron-
resonance spectra for electrons and holes and also
study of quantized electrical conductivity [3, 5] have
shown that the ultrashallow boron-diffusion profiles
(extending to a depth of 5-20 nm according to the data
obtained by secondary-ion mass spectroscopy [4, 6])
obtained by the above method consist of two-dimen-

siona heavily doped barriers, between which the self-
ordered quantum wells (QWSs) are formed. Depending
on the conditions of nonequilibrium diffusion, the pro-
cesses of self-ordering of dopants may stimulate the
formation of both transverse and longitudinal impurity
superlattices. A certain advantage of impurity-related
QWs and superlattices consists in the fact that they can
be formed even in elemental semiconductors, for exam-
ple, in the course of formation of silicon p—n junctions
and transistor structures, in which the effects of trans-
port of individual electrons and holes are pronounced
[7,8].

However, technological implementation of more
complex devices of silicon nanoelectronics (for exam-
ple, various combinations of single-electron memory
cells and transistor structures) requires that the con-
trolled sequences of longitudinal and transverse QWs
be reproducibly formed; in turn, these sequences are
defined by the form of the surface deformation poten-
tial that arisesin the course of nonequilibrium diffusion
of impurities. The most pronounced fluctuations in the
deformation potential are observed if the KO or substi-
tutional mechanisms of impurity diffusion are domi-
nant; this is due to spatia separation of counter fluxes
of self-interdtitials or vacancies [3]. In this case, it
should be expected that native defects that are not
involved in the nonequilibrium impurity diffusion can
form microdefects, which thread through the entire
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depth of the ultrashalow diffusion profiles. Thus, in
addition to the ordered QWSs, a self-organized system
of microdefects (anti-dots) may emerge in the course of
nonequilibrium impurity diffusion; this system can
affect the dynamics of ballistic transport of nonequilib-
rium charge carriers within the ultrashallow diffusion
profiles.

In this paper, we report the results of studies of the
surface of Si(100) with diffusion profiles of boron; the
data were obtained by scanning tunneling microscopy
(STM). Wefirst consider the effects of the impurity-dif-
fusion temperature and the thickness of the preliminary
deposited oxide layer, which defines the magnitude and
form of the surface deformation potential, on the char-
acteristics of microdefects formed within the ultrashal-
low diffusion profile. We then analyze the interrelation
between the sizes of microdefects and their spatial dis-
tribution; thisinterrelation formsthe basis of the fractal
mechanism for self-organization of zero-dimensional
systemsin the course of nonequilibrium impurity diffu-
sion. Since the self-ordered systems of microdefects
(anti-dots) incorporated into the impurity superlattices
can constitute the basis for the formation of microcavi-
ties, we study the spectral dependences of thereflection
and transmission coefficientsin the visible and infrared
regions of the spectrum in order to determine the char-
acteristics of the above systems. In conclusion, we
demonstrate for the first time an enhancement of the
QW luminescence and the intracenter luminescence of
a point defect, with the QW and the defect residing
within the above microcavity.

2. ULTRASHALLOW DIFFUSION PROFILES
OF BORON IN SILICON

We used single-crystal n-Si(100) wafers with a
thickness of 350 pm and a resistivity of 1.0 Q cm as
substrates in obtaining the ultrashallow diffusion pro-
files of boron. Preliminarily, both surfaces of the wafer
were oxidized in an atmosphere of dry oxygen at atem-
perature of 1150°C. The oxide-layer thickness was
governed by the oxidation time. It is noteworthy that
the preliminary oxidation of both surfaces of the wafer
was primarily used to accumulate both the self-intersti-
tials (Fig. 1d) and the vacancies (Fig. 1f) in the sub-
strate, which isattained if thereisathin and athick sur-
face oxide layer, respectively. Such an effect cannot be
achieved if the operating surface alone is oxidized,
which corresponds to the conditions of gettering the
residual impurities; in this case, the sdlf-interstitials
and vacancies are involved in the formation of microde-
fectsin thevicinity of the back surface of the substrates
(Figs. 1a, 1c). After oxidation was over, we used photo-
lithography to open the windows at the operating sur-
face of thewafer in order to perform ashort-term diffu-
sion of boron from the gas phase.

By varying the diffusion temperature (T, = 800, 900,
and 1100°C) and the thickness of the preliminarily
SEMICONDUCTORS  Vol. 34
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Fig. 1. Schematic representation of the procedure for
obtaining the ultrashalow diffusion profiles of doping
impurity under the conditions of injection of [(a) and (d)]
self-interstitials | and [(c) and (f)] vacancies V in the pres-
ence of the oxidelayer grown preliminarily [(a)—(c)] ononly
the operating surface and [(d)—(f)] on both surfaces of the
substrate. C, and C,, represent the nonequilibrium concen-

trations of self-interstitials and vacancies, respectively.

deposited oxide layer dgo,, we managed to determine

the optimal conditionsfor predominance of the KO and
vacancy mechanismsfor the boron diffusion and estab-
lish the criteria for their parity. A high level of genera-
tion of primary defects ensuring that the primary-defect
diffusion is enhanced or retarded was attained not only
by the preliminary accumulation of these defectsin the
substrate but also by the additional introduction of dry
oxygen and chlorine compounds into the boron-con-
taining gas phase.

An analysis of the obtained boron concentration
profilesin Si(100) by the secondary-ion mass spectros-
copy (Fig. 2) showsthat the parity between the KO and
vacancy diffusion mechanisms, which results in an
abrupt retardation of impurity diffusion, is established
at Ty = 900°C. In addition, we should expect that, due
to intense annihilation of self-interstitials and vacan-
cies, the fluctuations of the surface deformation poten-
tial can be minimized at a given temperature and under
the existence of the oxide layer of a medium thickness.
In the case of predominance of either the KO mecha-
nism (T4 = 1100°C) or the vacancy mechanism (T, =
800°C) of boron diffusion in silicon, the largest fluctu-
ations in the surface deformation potential apparently
arise in the presence of the thin and thick oxide layers,
respectively.
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Fig. 2. The ultrashallow distributions of boron N(B) over the depth x in n-Si that were obtained at different diffusion temperatures
Ty after the oxide layer with the thickness dSioz was grown on both surfaces of the Si(100) wafer. Here, dSiOZ/ dg=(1) 0.17,(2) 1.0,

and (3) 1.28; T4 = (a) 800, (b) 900, and (c) 1100°C. The oxide-layer thickness is defined by the duration of the silicon-wafer oxida-
tion, and dg corresponds to the average oxide-layer thickness for which parity is attained between the KO and vacancy mechanisms

of impurity diffusion.

The above assumption was verified by the analysis
of angular dependences of the cyclotron resonance
[3, 5], which made it possible to identify the longitudi-
nal QWs within the ultrashallow boron-diffusion pro-
file obtained under the conditions of parity between the
KO and vacancy mechanisms of diffusion; conversely,
the transverse QWs that are perpendicular to the
ultrashallow-profile surface are dominant at T, = 800
and 1100°C. In what follows, the influence of the sur-
face deformation potential on the characteristics of
ultrashallow boron profiles in Si(100) is analyzed on
the basis of the data obtained by STM with an electro-
magnetic system of a coarse approach of the sampleto
the tip (Fig. 3a); this system operates both at room and
liquid-helium temperatures. The study we report was
performed at room temperature.

3. SCANNING TUNNELING MICROSCOPY
OF SELF-ORDERED MICRODEFECTS
AT THE SURFACE OF ULTRASHALLOW
DIFFUSION PROFILES OF BORON
IN SILICON (100)

Figures 4-6 show three-dimensional STM images
of the surface-fragment topography for the boron diffu-
sion profilesin silicon (100); the profiles were obtained
for various diffusion temperatures (T,) and oxide-layer

thicknesses (dgo,) and under different spatial resolu-
tions.

As was mentioned above, the use of high diffusion
temperatures (T4 = 1100°C) drastically enhances the

diffusion of boron that penetratesinto the silicon single
crystal under the conditions of predominance of the KO
mechanism. In turn, if thediffusioniscarried out at rel-
atively low temperatures (T4 = 800°C), the dominant
role is played by the vacancy mechanism that implies
the dragging of boron atoms by nonequilibrium vacan-
cies. In addition, at moderate diffusion temperatures
(T4 =900°C), a parity between the two impurity-diffu-
sion mechanisms can be attained, which causes a com-
plete annihilation of self-interstitials and vacancies and
ensures a drastic retardation of dopant diffusion. The
diffusion rate also strongly depends on the oxide-layer

thickness (dg, ), because it defines the dominant type

of excess defects. Vacancies stimulate the impurity dif-
fuson predominantly for large values of dgo,,

whereas, for small thicknesses of the oxide, the impuri-
tiesare largely dragged by self-interstitials.

Thus, if the diffusion temperatureis T, = 800°C and
there is a thick layer of preliminarily deposited oxide,
doping with boron was performed under the conditions
of predominance of the vacancy mechanism of the
impurity diffusion [4]. This means that there were a
large number of vacancies at the initial stage of the dif-
fusion. However, these vacancies were distributed non-
uniformly throughout the crystal. It isevident that there
were much fewer vacancies in the vicinity of bulging
formationswith aheight of about 200 nm (Fig. 44) than
in the regions between these formations. These forma-
tions apparently constitute microdefects composed of
interstitial atoms. Such a distribution of microdefects,
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which arises due to fluctuations in the deformation
potential, becomes evident as early as in the course of
the window opening in the oxide layer in order to per-
form the impurity diffusion. In the course of photoli-
thography, the etchant based on the hydrofluoric acid
removes not only the oxide layer but also undercuts the
silicon near-surface layer. The undercutting occurs in
different ways: in the regions where there are less
vacancies and the density is larger, it proceeds more
slowly than in the regions where there are alarge num-
ber of vacancies. As a result, there exists a relief of
deformation potential (with a height, however, of much
less than 200 nm) at the initially smooth surface of the
window opened for the impurity diffusion. Boron was
diffused from the gas phase at a temperature of 800°C
through the surface, which was not quite smooth. At
such a temperature, the diffusion proceeds only via
vacancies and is dominant in the regions where there
are many vacancies. In Fig. 4a, these regions are repre-
sented by dark areas. In the course of diffusion, the
oxide layers outside the window opened by photoli-
thography continue to supply the vacancies that pre-
dominantly move to the aforementioned regions with
aninitially high concentration of vacancies; thus, impu-
rity diffusionis stimulated in these regions. As aresullt,
the potential relief pattern in these regionsis depressed
with respect to the microdefects, into which the impu-
rity atoms virtually do not penetrate. Thus, a selective
etching of the surface occurs. For large accumulation of
vacancies, the impurity diffusion along the crystallo-
graphic axis[100] occursso rapidly that it is possible to
identify the crystallographic directions [110] and [100]
corresponding to the largest enhancement of impurity
diffusion in the context of the vacancy mechanism
(Fig. 6c). Different processes occur in the crystal
regions where the impurity diffusion is retarded. In
Fig. 4a, these regions congtitute the microdefects. In the
course of impurity diffusion, these microdefects repre-
sent the sinks for migrating silicon interstitials, which is
reflected in an increase in the size of microdefects.
A depression in the center of microdefectsis related to
the fact that the migration rate of silicon interstitialsis
highest along the crystallographic direction [111[JAsa
result, the capture of silicon interstitials by microde-
fects occurs predominantly over the microdefect sur-
face; i.e., the microdefects grow faster along their outer
contour (along the equivalent crystallographic direc-
tions [1110) than at their center. Thus, the sizes of
microdefects that were first observed immediately after
opening awindow in the oxide increase in the course of
theimpurity diffusion. Itisworth noting that the micro-
defects thread through not only the entirely of the dif-
fusion profile but also through the remaining volume of
the sample [9]; thus, self-ordered systems of large
guantum anti-dots are formed (Fig. 3a).

When analyzing the results of studies of the boron
diffusion profile obtained at T, = 800°C and in the pres-
ence of the medium-thickness oxide layer (Fig. 4b), we
should take into account that, in this case, the number
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Fig. 3. (8) The planar structure used in STM studies of self-
ordered systems of quantum anti-dots within the ultrashal-

low diffusion p*-profile; Uy, stands for the applied volt-

age. (b) Three-dimensional representation of the single-
electron band structure of longitudinal and transverse QWs

formed between the diffusion p*-barriers of a self-ordered
microcavity; the edges of the conduction band (E¢) and the

valence band (E,), as well as the Fermi level position (Ep),
are shown.

of vacanciesin the vicinity of the etched silicon surface
(200) within the diffusion window is close to the num-
ber of interstitials. However, notwithstanding the fact
that the vacancies and interstitials mostly annihilate
each other, the boron atoms are dragged by vacanciesas
before due to the low temperature of the impurity diffu-
sion. Nevertheless, the boron diffusion profiles forms
relatively slowly due to the small number of vacancies
accumulated in the volume in the stage of preliminary
oxidation. In addition, the observed diffusion profileis
more uniform due to a decrease in fluctuations of the
surface deformation potential; this is reflected in the
fact that the microdefects observed at the surface are
much smaller in size (Fig. 4b) than in the case of the
thick oxide layer (Fig. 4a).

Figure 4c shows an STM image of the surface of the
diffusion profile obtained at the same diffusion temper-
ature, but with a thin layer of preliminarily grown
oxide. The presence of the thin oxide layer implies that
there are comparatively few vacanciesin the vicinity of
the etched (100) surface within the diffusion window;
in contrast, the clusters of silicon interstitials, which
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Fig. 4. Three-dimensional STM images of the surface region of ultrashallow boron-diffusion profilesin Si(100); the profiles were
obtained at a diffusion temperature of Ty = 800°C in the presence of a preliminarily grown oxide layer: (a) with a thick layer

(dSio2 /dg=1.28); (b) with alayer of medium thickn&&(dsm2 /dg = 1.0); and (c) with athinlayer (dSio2 /dy=0.17). Here, X||[001]

and Y ||[010].

serve as nuclei for formation of large and crystalo-
graphically oriented microdefects in the course of
impurity diffusion, are dominant in this region. The
above microdefects have a fine structure that is mani-
fested even in the small surface fragments. As can be
seen from Fig. 4c, thereisapreferential direction at the
(100) surface of silicon single crystal; this direction
corresponds to the crystallographic axis [111], along
which the microdefects are oriented. Such a crystallo-
graphic orientation of microdefects along either of two
equivalent directions [111] lying in the (110) planeis
caused by residual stresses, which frequently occur

when asilicon ingot is cut into wafers. In this case, the
diffusion of silicon self-interstitials can effectively dec-
orate the direction of the largest (smallest) stress. It is
noteworthy that the diffusion coefficient for silicon
self-interstitials is largest along the crystallographic
direction [111], whereastheir diffusion along the direc-
tion [100] is suppressed to a large extent; conversely,
the diffusion of vacanciesis most rapid in the direction
[100] and is retarded in the direction [111]. Such a
dependence of diffusion rates of native defects in the
crystallographic direction similarly affects the tensors
of the nonequilibrium-diffusion coefficients for the
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vacancy- and KO-controlled mechanisms [10, 11].
Because of this, the boron diffusion isretarded at T, =
800°C under the conditions when there is a thin oxide
layer at the surface; in this case, the microdefects ori-
ented along the[111] axisthat correspondsto the direc-
tion of the most rapid diffusion of silicon self-intersti-
tials are dominant at the surface of the diffusion profile.
In the case of athick oxide layer, vacancies are domi-
nant in the vicinity of the etched surface; thus, the
residual silicon interstitials haveto diffusein the course
of impurity diffusion along the [100] axis, which
defines the direction of the microdefect growth under
these conditions.

Thus, the initial deformation-potential distribution
that depends on the thickness of the preliminarily
grown oxide layer defines not only the crystallographic
orientation of diffusion fluxes of impurity atoms but
also the optimal growth direction for microdefects,
which penetrate through the diffusion profile.

The STM images of the surface fragments of the
boron diffusion profile obtained at the diffusion tem-
perature of T, = 900°C in the presence of the oxide
layer of medium thickness are shown in Figs. 5a-5c. In
this case, we have parity between the two mechanisms
of diffusion, which makesit possible to obtain the most
shallow diffusion profiles. The size of microdefects
formed in the course of diffusion under the above tech-
nological conditions is appreciably smaller (Fig. 5)
than that of microdefects formed at the surface at a dif-
fusion temperature of 800°C. In addition, the roughness
of the surface over the diffusion profilesis also moder-
ate. Under these conditions, the ultrashallow diffusion
profile forms appreciably more slowly than it does at
T4= 800°C due to intense annihilation of primary
defects. Because of this, the excess fluxes of nonequi-
librium interstitials and vacancies do not arise in the
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course of impurity diffusion; as aresult, the magnitude
of the deformation-potential fluctuations defined by the
conditions of preliminary oxidation remains unchanged.
Thus, theformation of the ultrashallow impurity profiles
under conditions of parity between the diffusion mech-
anismsisaccompanied by smoothing of the correspond-
ing surface relief in the absence of appreciable fluctua-
tionsin the surface deformation potential.

It isworth noting that the shape of microdefectsand,
in particular, the special features of their spatial distri-
bution at the surface of the diffusion profile, are well
reproduced when the resolution of the recorded STM
images is increased (Figs. 5a-5c, 4a, 6¢). In other
words, we observe complete interrelation between the
sizes of microdefects and their spatial distribution irre-
spective of the magnitude of fluctuationsin the surface
deformation potential; this magnitude is larger in the
diffusion profiles obtained at T, = 800°C than in the
case of parity between the diffusion mechanisms (T, =
900°C). Such a hierarchy of microdefects, which is
independent of the initial spread in their sizes, isindic-
ative of afractal mechanism of the microdefect forma-
tion in circumstances where the nonequilibrium fluxes
of sdf-intergtitials and vacancies are separated to a
great extent owing to generation of fluctuations in the
deformation potential at the silicon—oxide interface.

The suggested mechanism of forming the surface
relief for ultrashallow diffusion profilesis substantiated
by examination of an STM image of a surface fragment
for the diffusion profile obtained at the diffusion tem-
perature of 1100°C (Figs. 6a, 6b). At this temperature,
the impurity diffusion is stimulated under the condi-
tions when the KO mechanism is dominant; the role of
this mechanism is enhanced owing to the presence of a
thin layer of the preliminarily grown oxide at the sur-
face. Because of this, the impurity diffusion and the
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Fig. 5. Three-dimensional STM images of the surface region of ultrashallow boron-diffusion profilesin Si(100); the profiles were
obtained at the diffusion temperature of T4 = 900°C in the presence of a preliminarily grown oxide layer with medium thickness

(ds-02 I/dg = 1.0). Here, X[|[001] and Y || [010]. The images (), (b), and (c) correspond to different spatial resolutions.

microdefect formation are accelerated along either of
two equivalent axes [111] lying in the (110) plane that
is perpendicular to the operating (100) silicon surface
(Fig. 6a); the above axes correspond to the highest
migration rate of siliconinterstitials. It isimportant that
there are no large microdefects at the surface of the
boron diffusion profile obtained at T, = 1100°C; thisis
caused by intense interaction of self-interstitials with
the dopant under the conditionswherethe KO diffusion
mechanism is predominant. In this case, most silicon
interstitials stimulate the impurity diffusion and are not

involved in the formation of microdefects at the sites
where there are fluctuations of the deformation poten-
tia.

Thus, acomparative analysis of STM images shown
in Figs. 4aand 6a shows that the microdefects originat-
ing in the course of nonequilibrium impurity diffusion
consist predominantly of silicon self-interstitials,
whereas the migration of nonequilibrium vacancies
does not give rise to similar defects. Apparently, thisis
due to a low mobility of vacancies compared to the
mobility of self-interstitials.

SEMICONDUCTORS Vol. 34 No.6 2000
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The observed microdefects constitute the systems of
anti-dots incorporated into the impurity superlattices
that comprisethe ultrashallow diffusion profiles[3, 12],
which makes it possible to recognize these microde-
fects as the basis for formation of self-ordered micro-
cavities (Fig. 7). In order to identify these unconven-
tional microcavities whose characteristics are defined
by the sizes and distribution of microdefects, we stud-
ied the spectral dependences of the reflection and trans-
mission coefficients in the visible and infrared regions
of the spectrum.

4. OPTICAL PROPERTIES OF SELF-ORDERED
ANTI-DOTS AT THE (100) SILICON SURFACE

Self-ordered microcavities incorporated into the
impurity superlattices at the (100) silicon surface
(Fig. 3b) reduce appreciably the reflection coefficient
of light in the short-wavel ength region of the spectrum;
this reflection is due to direct band-to-band transitions
in narrow QWs (with awidth of d= 2 nm) formed inthe
plane of the ultrashalow diffusion p*-profile [3, 6, 8].
In the foregoing, we referred to these QWs, which are

=40
= 6 =
N 20
600 400 ~ 200
X, nm

Fig. 6. Three-dimensional STM images of the surface region of ultrashallow boron-diffusion profilesin Si(100); the profiles were
obtained at the diffusion temperature of Ty = [(a) and (b)] 1100 and (c) 800°C in the presence of a preliminarily grown oxide layer

with the relative thickness dSioz I/dg =[(a) and (b)] 0.17 (athin layer) and (c) 1.28 (athick layer). Here, X ||[001] and Y || [010].

SEMICONDUCTORS Vol. 34 No.6 2000



708

BAGRAEV et al.

Fig. 6. (Contd.)

V3>V, >V,

Fig. 7. A model of asystem of microcavities based on quan-
tum anti-dots obtained as a result of the fractal mechanism
of diffusion doping under conditions of the primary-defect
injection.

components of the impurity superlattice, as longitudi-
nal QWs.

The reflection spectra R(A) were studied using a
UV-VIS Specord M-40 spectrophotometer produced
by Carl Zeiss Jena and equipped with an Ulbricht
sphere for the reflectivity measurements. Figure 8
shows the spectra of reflection of light from ultrashal-
low diffusion p*-profiles obtained at different boron-
diffusion temperatures.

A decrease in R(A\) compared with the case of mod-
erately doped silicon single-crystal, as well as a broad-
ening of the peaks at the wavelengths of A = 354 and
275 nm, are characteristic of all the samples studied;
the above peaks are related to transitions between the

SEMICONDUCTORS Vol. 34 No.6 2000
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Fig. 8. Spectral dependence of the coefficient R(A) of the
reflection of light from the surface of aSi(100) singlecrystal

and from ultrashallow Si p*—n junctionsin the (100) plane;
these junctions were obtained at different boron-diffusion
temperatures and for differing thicknesses of the preliminar-
ily grown oxide layer. Curve 1 corresponds to Fig. 6c;
curve 2, to Fig. 5b; and curve 3, to Fig. 6b.

L valleysand inthevicinity of the point X in the Bril-
louin zone, with the former of the above peaks being

assigned to the direct transitions s 45, L3—L;, and

I % ,, whereas the latter peak is attributed to the tran-
sitions X,—X; and 2,~2;.

An analysis of the spectral dependence of the reflec-
tion coefficient shows that the presence of microcavi-
ties self-assembled between the self-ordered microde-
fects with medium sizes reduces R(A) most profoundly
in the short-wavelength region of the spectrum
(200—330 nm), whereas the presence of larger microde-
fects is conducive to effective reflection of light in the
region of longer wavelengths (A > 330 nm). It follows
from the comparison of R(A) with the STM datathat the
position of a minimum in the reflection coefficient in
the spectral dependence R(A) and the microcavity size
areinterrelated and satisfy the Bragg condition; i.e., we
have x = A/2n, where x isthe cavity size, A isthe wave-
length, and n is the refractive index of silicon (see
Figs. 8, 6c, 5b, 6b).

The presence of large quantum anti-dots (see, e.g.,
Fig. 4a) incorporated into a system of narrow silicon
QWSs makes it possible to abtain microcavities having
distributed feedback and corresponding to A [um] <
1.24/E, [eV], where E is the band gap of silicon; the
characteristics of these microcavities are determined
from the spectral dependences of the transmission coef-
2000
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Fig. 9. Spectral dependence of the coefficient of transmis-
sion of light Tey through a self-ordered system of quantum

anti-dots within the ultrashallow diffusion p*-profile; this
dependence makes it possible to determine the characteris-
tics of incorporated microcavities. (a) Corresponds to
Fig. 4a; (b) corresponds to Fig. 5; and (c) corresponds to
Figs. 6aand 6b. T = 300 K.

ficient in the infrared region of the spectrum. Figure 9
shows the spectral dependences of the transmission
coefficient measured at room temperature using an
IFS-28 Bruker infrared Fourier spectrometer for the
studied ultrashallow diffusion profiles.

The spectral dependences we report are clearly
indicative of the presence of self-ordered microcavities
whose sizes determined from the STM images are con-
sistent with the corresponding wavelengths in accor-
dance with the Bragg condition. The presence of longi-
tudina narrow QWs (d = 2 nm) within the microcavi-
ties made it possible to detect the Rabi splitting
(Fig. 9c); the latter is an important characteristic of
microcavities incorporated into systems of semicon-
ductor superlattices [13, 14]. An additional indication
that the absorption lines defined by intraband transi-
tions of holes in a p-type QW with d = 2 nm (see
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Fig. 10. Spectral dependence of the coefficient of transmis-
sionof light Top at 300K through the ultrashallow diffusion
p*-profile in Si(100); the profile was obtained at Ty =
1100°C (Figs. 6a, 6b), and this dependence is indicative
of enhancement of (1) luminescencefrom QW and (2) intra-
center luminescence of the point defect residing within the
microcavity in a system of self-ordered quantum anti-dots
(see Fig. 9c).

Fig. 3b) are related to the Rabi splitting is the observed
enhancement of luminescence in the corresponding
range of wavelengths (Fig. 10).

The spectral line peaked at 1.3278 um (see Fig. 10)
is apparently related to the intraband luminescence of
holes in the course of their tunneling between longitu-
dinal QWs within the microcavity (Fig. 3b). The tun-
neling occurs due to the presence of the built-in electric
field within an ultrashalow diffusion p*-profile at the
surface of n-Si(100); this electric field is simply the
field of the p*—n junction.

The allowed spectrum observed in the wavelength
range of A = 1.3335-1.3375 um (Fig. 10) may be
related to a point defect residing within the cavity.
A tentative analysis of the energy spectrum indicates
that residual copper-containing centers, which origi-
nate in the course of doping from the gas phase, are
involved in the formation of this spectrum. The number
of linesin the spectrum is indicative of the splitting of
the center’s ground state under the effect of the electric
field of the p*—n junction.

It is noteworthy that the enhancement of intracenter
and interband luminescence induced by the point impu-
rity centersresiding in silicon microcavitiesis quite an
important problem; the solution to this problem would
make it possible to increase drastically the efficiency of
intracenter luminescence of Er3* ions in silicon light-
emitting diodes designed for fiber-optical communica-
tion links[15].

BAGRAEV et al.

CONCLUSION

The use of scanning tunneling microscopy made it
possible to assess the influence of the impurity-diffu-
sion temperature and the parameters of preliminary
oxidation on the characteristics of the surfacerelief pat-
tern in ultrashalow diffusion profiles of boron in
Si(100).

It was found that the initial deformation-potential
distribution governed by the thickness of the prelimi-
narily grown oxide defined the crystallographic depen-
dence of the impurity-diffusion coefficient under con-
ditions of dragging both the vacancies and the intersti-
tials by the excess fluxes;, the above potential
distribution also defines the spatia distribution and
optimal growth direction of the self-ordered microde-
fectsthat areinduced by these fluxes and thread the dif-
fusion profiles of the doping impurity.

It is shown that the spread in the sizes of observed
microdefectsthat constitute the self-assembled systems
of guantum anti-dots reflects the magnitude of the
deformation-potential fluctuations and decreases with
decreasing temperature of impurity diffusion. In addi-
tion, we reved ed the interrel ation between the sizes of
guantum anti-dots and their spatia distribution; this
interrelation isindicative of afractal mechanism of for-
mation of self-ordered zero-dimensional systems under
conditions of strong interaction between the nonequi-
librium fluxes of impurity atoms and those of primary
defects.

The production of self-assembled systems of quan-
tum anti-dots incorporated into a system of silicon
QWs made it possible to form microcavities with dis-
tributed feedback; the characteristics of these were
determined using the spectral dependences of the
reflection and transmission coefficients in the visible
and infrared regions of the spectrum, respectively.

We demonstrated for the first time an enhancement
in luminescence from aQW and in intracenter lumines-
cence of a point defect, with both the QW and the
defect residing within the aforementioned microcavity.
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Abstract—The temperature-dependent ballistic conductance of a quantum wire is calculated without consid-
eration of carrier scattering. The contribution to the conductance (G) from size-quantization subbands with
E. — 1 > KT is described by the Landauer—Biittiker formula G = 2e?/h, where e is the elementary charge, his
Pianck sconstant, u(T) isthe electrochemical potential, E; isthej-th subband bottom, T istemperature, andk is
the Boltzmann constant. The contribution from other subbands decreases astheir number increases, being expo-
nentially small for higher subbands. The quantum staircase disappears when KT approaches the energy spacing
between the size-quantization levels. Such temperature quenching of the quantum staircase at gate potentials
corresponding to a stepwise change in the ballistic conductance is observed in studies of the quantized conduc-
tance of a silicon quantum wire. © 2000 MAIK “ Nauka/l nterperiodica” .

The conductance of a single ballistic quantum wire
at zero temperature can be described within the weak-
pulling-voltage approximation by the Landauer—Butt-
iker formula[1, 2]:

G = 2%N(uo), (1)

where |, is the electrochemical potential of carriers at
zero temperature and is equal to the Fermi energy and
where N(l) is the number of occupied size—quantiza-
tion (SQ) subbands, as determined by the Fermi level
position relative to their bottom. N can be changed by
applying a gate voltage V,, which changes the carrier
density in the wire and, therefore, the value of py = Er.

As follows from (1), the conductance at T = 0 is
independent of the pulling voltage V; i.e. the current—
voltage (I-V) characteristic is linear. At the same time,
the dependence of the conductance on the gate voltage
V,, isstepwise [3, 4]. Deviations from formula (1) may
be observed because of carrier transitions between the
SQ subbands under the action of the pulling voltage [5].
Such transitions are the most probable for values of V
corresponding to conductance steps, which would
cause the dependence G(V,) to be smooth and the I-V
characteristics to be nonlinear.

Of interest is the problem of the ballistic conduc-
tance of a quantum wire at a finite temperature, when
the number of occupied SQ subbandsis, strictly speak-
ing, indeterminate, since there exists a finite tempera-
ture-dependent probability of finding an electronin any

of them. The subband occupancy is determined by the
Fermi distribution

1
Ty @

n(e) =
wheree = E; + p?/2m(E; isthej-th SQ subband bottom),
M is the temperature-dependent electrochemical poten-
tial determined from the equation

-2
21h
+00 too o0 (3)
+ p’/2m- Ei+p/2m—p _ 1
] B nﬁ_zolj'
]:

2 I[1+6Xp kT

At an arbitrary temperature, the integrals appearing
in (3) can be calculated only numerically. However, of
interest is the limiting case of KT sufficiently small in
comparisonwith [ — . Inthiscase, theintegralsin (3)
can be classified into two types:

E —
J
D =q
KT

> 0,
(4)

2) <0.

In calculating integrals of thefirst type, the unity in (3)
can be neglected. In this case, the Fermi distribution

1063-7826/00/3406-0712%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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reduces to the Boltzmann distribution; thus, we have

1 _ - JD
7= &Pt DI P 2kaEdIO

(5)
= J2mmkT exp %%%

The integrals of the second type are calculated by the
conventional procedure [6], which yields

+o00

2 1
. 2m—
I§2) _ [[1+expgfj+p/ HE} dp

kT
T (6)
= ZmI [1+ expgk.rz’%} .

Changing the variable n = (€ — {;)/KT and expanding the
function (¢; + nkT)Y2in powers of n up to second-order
terms, we obtain

O = el gy KT (KT o] "
! mﬂz " e }(1+e‘">2n
, (7
8m(u—Ej)y2[l——T-[2-m—)——2}.
24(u-E))
Thus,
_ J/8m el T(KT)?
o Z s [1 24(1-E))° o
i 8

A/2T[ka Z exp[ —Ej]
E>E kT

The dependence p(n, T) is determined by solving this
equation for p, which is only possible when the

SQ spectrum { Ej} ‘,-”: o Of thewireisknown.

If we consider the case of a single SQ subband with
bottom E, = 0, then, at a sufficiently low temperature
and for high carrier density, we obtain the following
approximate expression;

u(n, ) = (20 {

(9)

8m

(kD]
24415
The exact form of the dependence p(n) for this caseis
presented in Fig. 1.

Let us consider now the conductance of a ballistic
guantum wire at a certain prescribed temperature and
electrochemica potential (determined by the carrier

density) for a given SQ spectrum {E} ]-”: o- We calcu-

late the contribution to the conductance from an SQ
subband with some number |, neglecting inter-subband
SEMICONDUCTORS  Vol. 34
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Wk, arb. units

-6 I I I I I I ]
0 1 2 3 4 5 6 7

nh(8TwnkT)~V2, arb. units

Fig. 1. Calculated dependence of the electrochemical poten-
tial 1 on the carrier concentration in the quantum wire with
asingle size-quantization subband (E;=0) at T= 1 K.

transitions of carriers. To start, let us consider aderiva-
tion of thiskind for T = 0. In this case, empty subbands
with E; < gy make no contribution to the conductance at
al. To calculate the conductance of an occupied sub-
band, two infinitely large reservoirs of electrons are
considered, separated by a point contact that replaces
the quantum wire. The difference between the electro-
chemical potential to theleft and to the right of the con-
tact isequal to the product of the electron charge by the
pulling voltage applied to the wire: p; — 4, = €V. Only
states with energy E intherange of p, < E <, contrib-
ute to the conductance. Thus, the conductance is given

by

- 28 _,e
G—I/V—V z Vi =22

Ha<E<iy
~2me 2

= 2%
pdp = 2h.

e
im#h I

J2m(e—eV)

In the case of a finite temperature, we have to take

into consideration that the energy distribution of elec-

trons is broadened and electrons with any energy can

contribute to the current with some probability. Calcu-

lating the current through the contact as a difference of

the currents flowing from left to right and vice versa,
we obtain

00

G = TTthJ'IO{ F(p, My T[1=F(p, 1y, T)]

—f(p, H2 T[1-T(p Mz T)] }dp

[

o (11)
= nmﬁvj’p[f(p, Hy, T) = f(p, Ha, T)]dp
0
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1
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Ve, V

Fig. 2. Quantized conductance at different temperatures.
(a) Calculated dependence of the conductance on the elec-
trochemical potentiad p a T = (1) 0, (2) 0.1AE/k, and
(3) 0.6AE/k. (b) Experimental dependence of the conduc-
tance on the gate voltage Vg at T=(1) 77 and T = (2) 300 K.

[

_ e
= sy PLT(P e T) = F(p, iy —eV, T]dp,
0

wheref(p, 4, T) standsfor the Fermi distribution. Thus,

1

E. —uy)/KT p?
+ e( j—H1) eP /2mkT

_ e
G; = nmﬁvfp[l
0

1
- 12
1+ e(Ej—H1+eV)/kTep2/2kai| P ( )

_ 2ekT [1+ et
- (s —E))/KT

—Ej)/kTeeV/kT

It can be seen that the conductance at a finite tem-
perature depends both on the carrier density and on the

BAGRAEV et al.

applied pulling voltage. In the limit of weak pulling
voltages, we have

—E;)/KT
2e e(“l ])

h 14 MBI
Let us consider several limiting cases.

(i) Occupied subbands with a low bottom (u;, —
E)/KT > 1. In this case, we can neglect unity in the
denom| nator of (13). Therefore, the conductance does
not differ from its value at zero temperature

_2€?
G, = R

(i) (M, — B)/KT ~ 0. This situation occurs near
regions of stepW|se conductance change. Expanding
the exponents in a series, we obtain

2
_e_ ml_EJD
G = h%H kT O

It can be seen that, if the chemical potential coincides
with the bottom of a subband, its contribution to the
conductance is half the contribution of an occupied
subband at T =0.

(iif) High-lying subbands that are empty at zero

G, = (13)

(14)

(15

temperature. For these subbands (K, — E)/KT < 0, so
that
2¢° (g~ E/KT
G, = —h—e“ < 1. (16)

Thus, the contribution from these subbands to the con-
ductance is exponentially small. For a sufficiently low
carrier density, the condition (U, — Ej)/KT < Oisfulfilled
for al subbands, including the lowest subband. The
dependence of the carrier density on the electrochemi-
cal potential can be written as a series. Let us consider
here only the lowest subband. We have

+o00

dp
hn =
I1+ e(“1—Eo)/kTep2/2ka

p2/ 2mkT
= e~ dp (17)

2 —Ey)/KT
ep /2mkT + e(“l o)

—00

mz( 1) (ul Eo)/kT.

j=1

If the density is so low that e(lll ) < 1, we can retain
only thefirst term of the expansion; thus,

T
2mkT

0

e(“l_ Eo)/KT

fi n=pn<1i,

(18)
T

N

™
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This condition clarifies the meaning of the term “low
density.” Thus, the conductance is given by

2
_€ _ 2 21T
G= h[3n = em /——kan.

It can be seen that, in contrast to the case of T =0,
the ballistic conductance apparently falls to zero when
the carrier density within the quantum wire decreases.
Taking into account the two leading terms of the expan-
sion, we readily obtain a correction to the conductance
that is quadratic in carrier density:

(19)

2

G= %(Bn +B2n%/2). (20)

The above consideration of the conductance depen-
dence on the electrochemical potential at different tem-
peratures (see (13), Fig. 2a) shows the following. The
guantum staircase observed at T = 0 is smoothed when
the temperature is elevated and disappears when kT
becomes of the same order of magnitude as the gap
between SQ subbands AE.

Such temperature suppression of the ballistic con-
ductance at partid SQ subband filling was first
observed by measuring the quantized conductance as a
function of voltage applied to a silicon quantum wire
shorter than the mean free path. The carrier transport in
such a quantum wire is not accompanied by Joule loss,
sinceinelastic scattering is suppressed. Therefore, elec-
trons and holes will demonstrate ballistic properties
under one-dimensional (1D) transport conditions [1-4].

Fabrication of silicon quantum wires with ballistic
properties became possible owing to the use of diffu-
sion techniques of nanotechnology and formation of
the self-organized impurity quantum wells (QWSs).
QWsof thiskind are formed inside ultrashallow p* pro-
files during nonequilibrium boron diffusion on the
(100) silicon surface [7-9].

The depth of an ultrasharp diffusion profile and the
boron concentration in it, measured by secondary-ion
mass spectrometry, are 10 nm and 10%* cm3, respec-
tively. The presence of a single QW between heavily
doped impurity barriers inside the p* diffusion profile
was revealed while analyzing the angular dependences
of the cyclotron resonance [7, 10]. Owing to the pyro-
electric properties of the two-dimensional (2D) barri-
ers, an electric field applied in the QW plane givesrise
to transverse confinement of carriers on the one hand
and effects their transport on the other [8, 9]. Depend-
ing on the uniformity of boron distribution within the
pyroelectric barriers, the applied el ectric field can form
both uniform and modulated quantum wires[8, 9].

One of the most important consegquences of fabrica-
tion of quantum wires possessing ballistic propertiesis
guantized conductance. This phenomenon is observed
when varying the gate voltage, which controls the
Fermi level position relative to the SQ subbands and
thereby can change the number of carriersin the quan-
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Fig. 3. Temperature dependence of quantized conductance:
solid line corresponds to calculations by formula (13) and
the points represent experimental data of (1) [12] and
(2) thosein Fig. 2b.

tumwire[2, 3]. Inthis case, the dependence of G onthe
gate voltage V, is stepwise, since the conductance of a
guantum wire changes abruptly every time the Fermi
level coincides with one of the SQ subbands (see
Fig. 2a). Such a stepwise dependence of the conduc-
tance was observed while studying the above-men-
tioned smooth silicon quantum wire (2 x 2 nm?), which
was formed electrostatically in a p-type self-organized
silicon QW (Fig. 2b). The Fermi level position is deter-
mined by the quantum wire cross section, the 2D hole
density (~2.5 x 10° cm™), and the effective length of
the 1D channel (~4 um). It corresponds to the filling of
1D subbands of both heavy and light holes, which man-
ifests itself in the quantum step height (Fig. 2b). It
should be noted that the height of the quantum step cor-
responding to the filling of the first SQ subband
(Fig. 2b) is somewhat smaller than the theoretically
predicted value (~4€?/h). Thisis presumably dueto spin
polarization of carriersin azero magnetic field [11].

The observed temperature quenching of conduc-
tance near the quantum steps (Fig. 2b) agreeswell with
the calculated dependence (13) (Fig. 2a) if the energy
gap (~96 meV, [9]) between the 1D subbands for the
guantum wire under study is taken into account. The
universality of (13) in describing the temperature
dependence of conductance in a quantum wire is also
confirmed by the similarity of the temperature quench-
ing of quantum steps observed in studying two quan-
tum wires with different parameters (Fig. 3).

Thus, the derived expression for the conductance of
a ballistic quantum wire at finite temperature makes it
possible to describe the temperature quenching of
guantum steps exhibited by the conductance when the
Fermi level passes through the SQ subbands. It is pre-
dicted that, in contrast to the case of T = 0, the ballistic
conductance at afinite temperature tends to zero as the
carrier concentration in the quantum wire decreases.
A similar temperature quenching of quantum steps in
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the dependence of the conductance on the gate voltage
was observed while studying a silicon quantum wire. It
is shown that the contribution of filled subbands to the
ballistic conductance is well described by the Land-
auer—Buttiker formula in the limit of a weak pulling
voltage. At the same time, in the case of partia occu-
pancy, the conductance is half as large. This leads to
temperature quenching of quantum steps in the depen-
dence of the conductance on the Fermi level position,
when KT approaches the energy gap between the
SQ levels.
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Abstract—In thiswork we investigated the stability of a-Si:H films under illumination and following recovery
in darkness at different temperatures. The a-Si:H films were fabricated with 55 kHz PECV D and with conven-
tional rf 13.56 MHz PECVD. We measured the steady-state photocurrent and the dark-current after switching
off the light source as a function of time. We observed photocurrent degradation and the following recovery of
the dark current. Thekinetics of the photocurrent degradation aswell asthe dark-current recovery demonstrated
stretched-exponential behavior. The results of these straightforward measurements in combination with com-
puter simulation were used to determine the effect of light-induced degradation and thermal recovery on the
density of states distribution in the band gap of a-Si:H. We have found that the photocurrent degradation and
the corresponding increase in the total defect concentration have different kinetics. The different kinetics were
also determined for the dark-current recovery and the corresponding decrease in the total defect concentration.
The results point out that slow and fast types of defectsin a-Si:H films control the kinetics of light-induced
changes of the defect distribution in the band gap. A model is proposed that relates the origin of the fast and
slow metastable defects with the distribution of Si—Si bond Iengths. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

One of the important problems limiting the applica-
tion of hydrogenated amorphous silicon (a-Si:H) mate-
rial is the instability of its electronic properties and
device performance under illumination. This phenome-
non was observed by Staebler and Wronski [1] in 1977
and since then it has still not been fully explained. The
most frequently used method for fabricating a-Si:H
devicesis 13.56 MHz plasma-enhanced chemical vapor
deposition (PECVD). However, this method is charac-
terized by alow growth rate (0.1-0.2 nm/s). For indus-
trial applications, a higher growth rate of a-Si:H is
desirable while maintaining the device quality proper-
ties of the material. The growth rate can beincreased by
applying a higher RF power or microwaves, but these
layers show inferior electronic properties[2]. Recently,
it was demonstrated [3] that a-Si:H films can be fabri-
cated by 55 kHz PECVD with a high growth rate
(higher than 1 nm/s) and device quality optoelectronic
properties. Since these films exhibit microstructural
inhomogeneities, we investigated their stability under
illumination and following recovery in darkness at dif-
ferent temperatures and compared the results with the
13.56 MHz PECVD a-Si:H films.

We observed the photocurrent degradation and the
following recovery of the dark current. The kinetics of
the observed degradation and recovery are different for

L This article was submitted by the authorsin English.

different temperatures. Existing models describe the
photocurrent degradation as a process in which the
defect concentration in the material increases. These
additional defects introduce metastable states in the
band gap of a-Si:H and cause a shift of the Fermi level
towards the midgap [4]. The kinetics of the light-
induced formation of defectsin a-Si:H has been inves-
tigated by other teams by means of the analysis of the
sub-band gap absorption spectra that change during
light soaking [5].

In this work, we combined the measu