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Abstract—Properties of gold atoms in silicon and the change of their energy levels under uniform pressure are
investigated. The investigations demonstrated that the band gap of silicon varies under the influence of pressure

(P) and temperature (T) with a rate  and  © 2000
MAIK “Nauka/Interperiodica”.

∂E/∂P 1.5 10 11–  eV/Pa×–= ∂E/∂T 3.2 10 6–  eV/K.×–=
Deformation-induced variation of deep-level ener-
gies, which strongly affects the electrical properties of
semiconductors and depends on the degree of distortion
of internal bonds in the lattice, can provide important
information about deep levels in semiconductor crys-
tals.

The model of the deep center of Au in Si, in which
the Au atom lattice site was related to a charge state of
the center, was suggested in [1, 2]. A specific feature of
this model is the possibility of varying the charge state
of the center via the tunneling transition.

In this paper, the properties of the gold atom in sili-
con and the variation of its energy levels under hydro-
static pressure are considered.

The samples for investigations were 3 × 3 × 7 mm3

in size. Single crystals of Si were doped with gold from
the diffusant layer, which was deposited on the surface
of silicon in vacuum using a UVN-2M-2 installation.
Diffusion was carried out in SOUL-4M furnaces in the
temperature range of 950–1200°C. Subsequent to dif-
fusion annealing, the samples were quenched in water;
the cooling rate was V = 200 K/s.

In order to investigate the influence of defects
induced by thermal treatment on the parameters of sili-
con, reference samples treated in similar conditions
without doping were used in all of the experiments.
Nonrectifying contacts were deposited on all of the
samples according to [3], and their electrical conductiv-
ity was determined from the Hall measurements.

Electrophysical parameters (electron concentration
N, mobility µ, and resistivity ρ) of the n-Si:Au samples
investigated by us are listed in Table 1.

Properties of the n-Si:Au samples were studied
using a setup for unifrom compression with a pneu-
matic amplifier [4] in the pressure range P = (0–6) ×
108 Pa at the temperature T = 300 K.

Time (t) dependences of the current relative varia-
tion IP/I0 in the n-Si:Au samples with different resistiv-
ity at various pressures are shown in Fig. 1. It can be
1063-7826/00/3406- $20.00 © 20615
seen from Fig. 1 that the current increases for all of the
samples with an increase in pressure up to P = (0–6) ×
108 Pa. The current gradually decreased after exposure
for 20 s (P = const). The peaks observed (maximum
values of the current) depend on the degree of compen-
sation of the sample; namely, the larger the resistivity,
the higher the peak. It is our opinion that the gold atoms
in the bulk of the Si:Au samples are temporary
depleted; i.e., electrons are transferred to the conduc-
tion band and start contributing to the current under the
influence of pressure. However, the duration of this
process is no longer than 20 s. Then the electrons return
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Fig. 1. Kinetic dependences of the current variation induced
by pressure in the n-Si:Au samples. Samples: (1) Si:P, ini-
tial; (2) Si:P, reference; (3) Si:Au, ρ ≈ 102 Ω cm; (4) Si:Au,
ρ ≈ 103 Ω cm; and (5) Si:Au, ρ ≈ 105 Ω cm.
000 MAIK “Nauka/Interperiodica”



 

616

        

ZAŒNABIDINOV 

 

et al

 

.

                                     
Table 1.  Parameters of the samples

No. Samples Conduction type Temperature of 
diffusion, °C ρ, Ω cm N, cm–3 µ, cm2/(V s)

1 Si:P n – 15 3.47 × 1014 1200

2 Si:Au n 920 1.3 × 102 3.94 × 1013 1219

3 Si:Au p 960 2 × 102 3.13 × 1014 500

4 Si:Au n 940 2.9 × 105 1.78 × 1010 1214

5 Si:P n – 7 7.4 × 1014 1200

6 Si:Au n 1050 2.2 × 103 2.7 × 1012 1073

7 Si:Au n 1100 1.9 × 105 2.7 × 1010 1220

8 Si:Au p 1200 1.0 × 105 1.8 × 1011 343

9 Si:Ni n 1230 1.0 × 103 5.81 × 1011 1080

p 1250 3.6 × 104 4.67 × 1011 249

10 Si:Gd n 1260 20.4 2.12 × 1014 1400

Table 2.  Parameters of the levels 

Samples Ei, eV ∆Ei, eV α, 10–11 eV/Pa P, 108 Pa Source

Si:Au* Ec – 0.54 0.53 1.81 6 –

Si:Au** Ev + 0.36 0.34 1.97 6 –

Si:Ni Ec – 0.42 0.41 1.12 6 [6]

Si:Ni Ev + 0.21 0.20 1.33 6 –

Si:Gd Ev + 0.34 0.33 0.8 6 [7]

Note: Ei are the energy levels, ∆Ei are the energy level variations under a pressure, * corresponds to sample 2 in Table 1, and ** corresponds
to sample 8 in Table 1.
to the gold atoms, and the current begins to fall off to
the initial value.

According to [1, 2], three various configuration
curves correspond to three possible charge states of Au
impurity; the minima of these curves do not coincide. It
is important that the center [VAui], which comprises
the complex formed by the Au atom displaced into the
interstice and vacancy formed because of this displace-
ment, corresponds to the curve with the lowest energy.
The Au atom can be readily displaced from the inter-
stice back to the lattice site as a result of compression,
since this is precisely the configuration in the material
compressed that corresponds to the energy minimum
for a system as a whole. As this takes place, another
electronic state corresponds to this configuration.

We note that each gold atom in this situation is dis-
placed according to the quasi-chemical reaction

(1)

i.e., it moves from the interstice to the lattice site. Here,
Aus corresponds to the position of the gold atom at the
lattice site. After the pressure relief, the system
becomes metastable and the onset of spontaneous tran-

VAui[ ]       Aus;
compression
sition to the state [VAui] is observed:

(2)

It is important that this transition occurs via tunneling
according to [1].

The characteristic relaxation time can be calculated
as

(3)

where τ0 is a quantity with a dimension of time and
involves the matrix element and FFC is the Franck–Con-
don factor, which accounts for the overlapping of the
wave functions for the gold atom in two states, namely,
Aus and Aui.

According to experimental data, the pressure coeffi-
cient can be determined from the expression [5]

(4)

Processing of experimental data yielded the pressure
coefficients for the samples containing gold and other
impurities. These coefficients are listed in Table 2.

Using the data of Table 2, it is possible to construct
an energy diagram for the Si:Au samples; this diagram
is shown in Fig. 2.

Aus VAui[ ] .pressure relief

τ r τ0 FFC[ ] 1– ,=

α kT /∆P( ) NP/N0( ).ln=
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The bandgap of silicon varies under the influence of
pressure and temperature with the rates ∂E/∂P = –1.5 ×
10–11 eV/Pa and ∂E/∂T = –3.2 × 10–6 eV/K.

In conclusion, it is noteworthy that this effect can be
apparently observed only in the case of relatively meta-
stable impurity. From this point of view, it is clear why
this effect is not observed in silicon doped with nickel
and gadolinium [7]. However, a similar effect can be
observed in Si:Mn, since, according to [8], manganese
is a metastable impurity in silicon and can migrate,
occupying alternatively interstices and lattice sites
under the influence of external effects.

αc = 2.4 × 10–11 eV/Pa

Ec
αAu = 1.9 × 10–11 eV/Pa

Ec – 0.54 eV
αAu = 1.8 × 10–11 eV/Pa

Ev + 0.35 eV
αv = 3.9 × 10–11 eV/Pa

Ev

Fig. 2. Energy diagram of the Au levels in Si under pressure.
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Abstract—Sizes of the second-phase microinclusions typical of III–V, II–VI, and IV–VI semiconductor com-
pounds and their derivatives were theoretically estimated. A formula relating the temperature shift of the inter-
nal-friction peak caused by the inclusion-shape changes under the effect of sign-alternating elastic stresses to
linear inclusion dimensions was derived. The results were confirmed by data on the low-frequency internal fric-
tion in SnTe. © 2000 MAIK “Nauka/Interperiodica”.
Materials containing low-melting inclusions of
another phase were shown in [1–3] to exhibit a specific
internal-friction peak. Several atomic mechanisms that
could be responsible for this peak have been proposed.
A common feature of all mechanisms is the change in
the cavity (inclusion) shape due to host elastic deforma-
tion. A subsequent irreversible change in the cavity or
inclusion shape can proceed according to the following
mechanisms: (i) bulk self-diffusion of host and inclu-
sion materials, (ii) surface self-diffusion over the host–
inclusion interface, (iii) viscous slip over the interface,
and (iv) a change in the host and inclusion shapes due
to plastic deformation.

All the above mechanisms were assessed for suffi-
ciently large inclusions exceeding the unit cell size by
several orders of magnitude. These mechanisms were
shown to cause the internal-friction peak. The temper-
ature dependence of internal friction, defining the
relaxation peak shape, corresponds to the Debye peak
if we assume that the most significant contribution is
introduced by diffusive mechanisms. At the same time,
the temperature dependence measured in [4] for a num-
ber of low-melting inclusions exhibited a pronounced
asymmetry in the internal-friction peak observed at the
inclusion melting point. This counts in favor of the
assumption that mechanisms (iii) and (iv) are domi-
nant. The peak height approximately corresponds to a
relative volume fraction occupied by inclusions.

In many works, the temperature dependence of
internal friction was used for the accurate determina-
tion of low-melting inclusion concentrations; this
method is covered by an Inventor’s Certificate [5].

An urgent problem concerns measuring the concen-
trations of relatively small inclusions with sizes
amounting to 102–103 lattice constants. Experimental
1063-7826/00/3406- $20.00 © 20618
studies of the samples of IV–VI binary compounds
showed that the internal-friction peak shifts to lower
temperatures by ∆T ≈ 10°C and is wider for small inclu-
sions as compared to large inclusions (see Fig. 1).

This work is aimed at explaining these laws inherent
in materials with small inclusions.

We consider a medium consisting of a host and
inclusions with a cubic lattice, for instance, GaAs–Ga.
It is reasonable to believe that crystallographic axis
directions coincide in the host and inclusion lattices in
the thermodynamic equilibrium state reached during
material productions, which allows the attainment of a
minimum energy of the matrix–inclusion interface.
Under such conditions, the cavity and inclusion should
be shaped as regular polyhedrons with a face orienta-
tion controlled by the minimum surface energy of the
interface.

For simplicity, we assume that the cavity is cubic.
Let us designate the host and inclusion lattice constants
as a and b, respectively. In general, these are incom-
mensurable, that is, for any integers m and n, the value

∆ = ma – nb (1)

(where nb = l is the inclusion edge length) cannot be
equal to zero. Inclusion and host materials near the
former are in the elastically stressed state. The value ∆
and the elastic energy are minimized for the (m, n)
spectrum defined by the incommensurability of param-
eters a and b. For this spectrum, the expression
∆(m, n) ≤ 0.5b is valid, where ∆ can be positive and
negative. In these cases, the inclusion has stretching
and compressive strains, respectively. Due to the non-
linear dependence of energy on strain, the second case
seems to be improbable; thus, a small number of inclu-
sions is stretched. The inclusion volume increases on
000 MAIK “Nauka/Interperiodica”
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melting, which is accompanied by a change in the elas-
tic stresses. If a relative change in the molten material
volume is ∆V/V = γ ~ 10–2, the greatest elastic energy
decrease due to melting is inherent in inclusions with
sizes defined by the condition γ = ∆/nb. This yields the
estimate n = ∆/γb ~ 102. Thus, an appreciable shift in
the melting point is attained for relatively small inclu-
sions with sizes not exceeding a few hundred lattice
constants.

External stresses at the host–inclusion interface give
rise to cleaving stresses τi given by

(2)

where σij is the stress tensor and ni is the normal to the
surface at a given point of the host–inclusion interface.
This cleaving component decreases to zero due to slip
at the interface. The slip time τ controls the frequency
of the internal-friction peak related to this process and
is defined by the effective viscosity coefficient η and
the medium elastic modulus G as τ = η/G.

The viscosity coefficient abruptly decreases as tem-
perature grows in the vicinity of the inclusion melting
point. Initially, the host–inclusion interface atomic
structure is substantially rearranged, and then melting
proceeds. This causes the internal-friction peak to be
asymmetric in the temperature dependencies.

In this work, we pose the problem of the effect of
low-melting inclusion sizes on the internal-friction
peak temperature position.

The inclusion volume grows on melting, which is
accompanied by stress relief. Therefore, a stressed
inclusion is molten at a lower temperature. The melting
temperature shift is found from the condition for the
equality of chemical potentials of liquid (ϕ1) and solid
(ϕ2) phases.

τ i σijn j σlmnlnmni,–=

Q–1 × 103 
10

8

6

4

2

275 325 375 425 475
T, °C

Fig. 1. Temperature dependence of internal friction.
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Assuming that the dependences of ϕ1 and ϕ2 on tem-
perature T are linear in the vicinity of the phase-transi-
tion point, we have

(3)

Therefore, the phase-transition temperature is given by

(4)

If the inclusion material is stretched, we find the
chemical potential additive

(5)

Thus, the melting-point shift is given by

(6)

To estimate the strain ε, we should take into account
the relationship between the host and inclusion unit
cells. If the size l ~ ma ~ nb, the additional strain is
ε ~ a/l.

Substituting this value into the formula for ∆T, we
arrive at

(7)

Assuming that Ga3 = 1 eV, a/l = 0.01, and α1 – α2 = 0.3
in our estimates, which corresponds to tellurium
parameters, we find ∆T ~ 2°C. The experimentally
observed peak shift (see Fig. 1) is about 10°C; thus, the
internal-friction peak shift can be explained by inclu-
sion stresses arising due to incommensurable host and
inclusion lattice constants.

Formula (7) shows that the internal-friction peak
shift to lower temperatures grows as the inclusion lin-
ear dimension decreases. If a sample contains a fairly
large number of small inclusions, this effect is experi-
mentally detected and can be a convenient method for
estimating an average size of low-melting inclusions
and their number in a sample.

ϕ1 ϕ10 α1kT , ϕ2– ϕ20 α2kT .–= =

ϕ10 ϕ20–( )/ α1 α2–( ) kT .=

ϕ2 ϕ20 a3ε2G/2.+

k∆T Ga3ε2/2 α1 α2–( ).=

∆T Ga3/2k∆α( ) a/l( )2.∼

Q–1 × 102 

8

7

6

5

4

3

1 2 3 4
104ε, arb. units

Fig. 2. Dependence of internal friction on strain.
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In conclusion, we note that the considered pattern of
stresses initiated by the three-dimensional incommen-
surability of host and inclusion lattice constants implies
that the distribution over possible ∆ is shifted to posi-
tive values. Hence, cleaving stresses can detach mate-
rial from the host, which should be accompanied by an
amplitude dependence of internal friction. This is what
was observed in the experiment (see Fig. 2).

The considered data point to the efficiency of the
internal-friction method as applied to determine spe-
cific parameters of a system composed of the host and
an inclusion of another phase. Previously [1–3], it was
established that the internal-friction peak height can be
used to estimate the integral characteristic of the
medium, that is, the volume concentration of the inclu-
sion material. The above results show that the internal-
friction data can also be used to estimate the average
size of inclusions. It is virtually impossible to acquire
such data by other techniques, such as X-ray
microanalysis or electron microscopy.
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Abstract—MOCVD-grown heterostructures with one or several InxGa1 – xN layers in a GaN matrix have been
studied by transmission electron microscopy. In heterostructures with thick InGaN layers, a noncoherent sys-
tem of domains with lateral dimensions (~50 nm) on the order of the layer thickness (~40 nm) is formed. In the
case of ultrathin InGaN inclusions, nanodomains coherent with the GaN matrix are formed. The content of
indium in nanodomains, determined by the DALI method, is as high as x ≈ 0.6 or more, substantially exceeding
the average In concentration. The density of the nanodomains formed in the structures studied is n ≈ (2–5) ×
1011 cm–2. In the structures with ultrathin InGaN inclusions, two characteristic nanodomain sizes are observed
(3–6 and 8–15 nm). © 2000 MAIK “Nauka/Interperiodica”.
Studies of the growth and properties of
InGaN-based heterostructures attract considerable
interest for two reasons. One is the possible extension
of the operation range of microelectronic and optoelec-
tronic devices to green, blue, and near-UV spectral
regions and the other is that self-organization effects
can be observed in structures of this kind [1, 2].

The structural and optical properties of the III–V
nitrides strongly depend on the growth conditions: sub-
strate temperature, reactant flow rates, etc. It was
shown in [3–5] that high-quality InGaN-based hetero-
structures with a high radiative recombination effi-
ciency can be fabricated by MOCVD under special
growth conditions. However, only a limited number of
attempts have been made until recently to relate the
optical properties to structural features: morphology,
composition distribution, and the relationship of these
with the configuration of the structures. This is
explained by difficulties encountered in the structural
analysis of the composition and morphology of nanom-
eter-scale objects. In some cases, these problems can be
resolved by determining the composition profile by the
method of digital analysis of cross-sectional electron
micrographs [6, 7] (the digital analysis of lattice
images, a DALI software package). In this paper, we
report the results of a comparative study of the forma-
tion and properties of InGaN inclusions in a GaN
matrix in relation to the average thickness of the InGaN
layer.

The samples were grown by MOCVD in a modified
VP-50 RP (Epiquip) installation with a horizontal
inductively heated reactor. A detailed description of the
growth process can be found elsewhere [8, 9]. As sub-
1063-7826/00/3406- $20.00 © 20621
strates, we used ~400-µm-thick [0001] sapphire
wafers. We note that quantum wells were formed by
varying the substrate temperature from 730 to 850°C at
constant flows of trimethylindium (TMI) and trimethyl-
gallium (TMG). With this approach, no modulation of
the TMI and TMG flow rates is necessary, because the
incorporation of In in InGaN decreases strongly with
increasing temperature. Figure 1 shows schematically
the samples studied.

A Philips CM 200 FEG microscope was used for the
transmission electron microscopy (TEM). The samples
to be studied were prepared by the conventional
method, using in the final stage etching with 4-keV

GaN

In0.01Ga0.99N

InGaN

In0.01Ga0.99N

GaN

Al2O3 substrate

Fig. 1. Cross section of the samples. The InGaN-layer
parameters are given in the table.
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Fig. 2. Cross-sectional HRTEM image of coherent InGaN inclusions in a GaN matrix and the result of DALI processing. a/a0 is
the lattice mismatch.
Ar+ ions. The composition was analyzed by the DALI
method [6, 7] determining local values of the interpla-
nar spacings in the c-axis direction. Figure 2 exempli-
fies the application of the DALI procedure for deter-
mining the composition distribution.

InGaN/GaN heterostructures of varied thickness
and number of InGaN inclusions were fabricated for
the study. The configuration of the heterostructures and
the parameters revealed in structural studies are pre-
sented in the table.

Figure 3 shows a cross-sectional TEM image of a
structure with a thick (~40 nm) InGaN layer. This layer
has a domain structure that is noncoherent with the
matrix lattice. Typical block dimensions in the lateral
direction are between 50 and 150 nm. We note that in
most cases the extension of dislocations in the growth
direction is blocked by this layer. The observed type of
structure (noncoherence, formation of blocks, large
strain, and a large number of defects) is typical of spin-
odal decomposition during the growth of thick layers of
materials with a pronounced lattice mismatch [1, 2].
Figure 4 presents cross-sectional and plan-view
TEM images of a heterostructure with a single thin
InGaN layer. In this case, the layer is coherent with the
matrix lattice. The average thickness of the layer is
about 4 nm. We note that in some cases the extension of
dislocations growing from the buffer layer is termi-
nated at the layer boundary. Figure 4a shows a plan-
view image obtained in the (1000) reflection, demon-
strating the structural perfection of the sample. Nanore-
gions with a dark contrast corresponding to a higher In
content are observed. The nanodomains can be divided
into two groups: single quantum dots (denoted SQD in
Fig. 4a) and clusters of quantum dots (CQD). Typical
dimensions of SQDs are in the range of 5–15 nm. It
should be noted that it is difficult to reveal single
domains less than 5 nm in size, which may lead to a cer-
tain underestimation of the nanodomain density. The
nanodomains are nearly round or hexagonal in shape.
The density of single nanoislands is n ≈ (3.5 ± 1.0) ×
1011 cm–2. In addition, clusters of islands are observed,
with dimensions decreasing from the cluster center to
its periphery. The cluster density is n ≈ 108 cm–2.
Structure of the samples and TEM data

Sample Structure Average composition 
and layer thickness TEM data Nanodomain density, 

cm–2

A593 Single thick InxGa1 – xN layer x ≈ 0.25, 40 nm h = 40 nm n ≈ 108

d ≈ 50–100 nm

A679 Single thin InxGa1 – xN layer x ≈ 0.25, 3 nm h = 3 nm, d1 ≈ 3–15 nm n1 = 3.5 × 1011

d2 ≈ 3–30 nm n2 = 3.5 × 1010

x ≤ 0.6

A614 Superlattice 
(InxGa1 – xN/InyGa1 – yN) × 12

x ≈ 0.25, 3 nm; h = 3 nm,

y ≈ 0.01, 10 nm d1 ≈ 3–7 nm

x1 ≈ 0.4

d2 ≈ 10–15 nm

x2 ≈ 0.6

Note: Subscripts 1 and 2 refer to different types of domains. h is the InGaN layer thickness.
SEMICONDUCTORS      Vol. 34      No. 6      2000
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Figure 5 presents size (d) distributions of nan-
odomains. The nanodomain distribution in clusters is
satisfactorily approximated by an exponential function

where n0 ≈ 109 cm–2 is the zero-size approximation of
nanodomain density in clusters; and d0 is a characteris-
tic size of nanodomains in clusters. At the same time,

n n0 d/d0( ),exp∼

[1120]

[0001]

InGaN

50 nm

100 nm

100 nm

InGaN

(‡)

(b)

SQD
CQD

Fig. 3. Cross-sectional ( ) TEM image of a hetero-
structure with a thick InGaN layer in a GaN matrix.

1100

Fig. 4. Plan-view (a) and cross-sectional (b) TEM images of
a heterostructure with a single ultrathin InGaN inclusion in
the GaN matrix.
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the distribution of single nanodomains can be approxi-
mated by

where n0 = 1.5 × 1011 cm–2 is the maximum nan-
odomain density, d0 ≈ 12 nm is an average nanocluster
size, and k = 6 is a parameter. We note that the distribu-
tion for single domains can be distorted in the region of
small sizes, in view of the problems associated with the
detection of these clusters.

The existence of two nanodomain size distributions
correlates with photoluminescence (PL) spectra [9] that
demonstrate the presence of exciton localization cen-
ters with higher and lower binding energies.

Figure 6 shows a cross-sectional TEM image of an
InGaN superlattice. Similarly to the case of a single
thin layer, a satisfactory coherence is observed between
the lattices of the matrix and layers with a high In con-
tent. The cross-sectional images were analyzed by the
DALI method [6, 7]. Figure 7 presents the results of a
DALI analysis demonstrating the modulation of layer
composition in the lateral direction. The observed nan-
odomains can be classed into two main groups:

n n0 d/d0( )k d/d0( )k–[ ] ,exp∼

(a)Density, cm–2

1011

1010

109

108

107

0 4 8 12 16 20
Size, nm

(b)
Density, cm–2

1011

1010

109

108

107

0 4 8 12 16 20
Size, nm

Fig. 5. Size distribution of (a) single nanodomains and
(b) clusters of these in a heterostructure with a single
ultrathin InGaN inclusion in a GaN matrix.



624 SOSHNIKOV et al.
a) an indium content of up to x ≈ 0.4, a domain size
of 3–5 nm (Fig. 7a); uncorrelated positions of In-
enriched regions;

b) an indium content of up to x ≈ 0.7, a domain size
of ~10 nm (Fig. 7b); in addition, the positions of larger
nanodomains are apparently for the most part corre-
lated in the vertical direction, in accordance with the
correlated-growth theory [10]. The latter indicates that
vertically correlated growth must be observed when the
interlayer distance is smaller than the lateral nan-
odomain size or the superlattice period.

The period of the composition modulation is
15−25 nm for large nanodomains and 10–15 nm for
small ones, corresponding to island densities in the
layer, n, of (3 ± 2) × 1011 cm–2 for large nanodomains
and (5 ± 4) × 1011 cm–2 for small ones for a sample
thickness of 15–30 nm.

Similarly to the case of a single InGaN layer, in the
case of a superlattice structure, the extension of dislo-
cations growing from the buffer layer is partly termi-
nated at the bottom heterointerface.

The fact that two groups of nanodomains with two
characteristic sizes and compositions were observed in
the structure correlates well with the results of the PL
spectrum studies [11] where two types of centers were
revealed.

A comparison of the results obtained for different
samples shows that thin InGaN layers may self-orga-
nize into systems of nanoislands coherent with the
matrix, with an In content of up to x ≈ 0.6 or higher.
Two systems of nanoislands are formed: single islands
and clusters of these. The density of single nanoislands
is 3.5 × 1011 cm–2, with their sizes being in the range of
3–15 nm. An increase in the InGaN layer thickness

100 nm
[1120]

[0001]

GaN

InGaN

Fig. 6. Cross-sectional ( ) TEM image of a hetero-
structure with a multilayer system of ultrathin InGaN inclu-
sions in the GaN matrix.

1100
gives rise to a block-imperfect structure, allowing for a
relaxation of the strain. At the same time, the multilayer
InGaN/GaN system (superlattice) is formed similarly
to single-inclusion structures: islands with a coherent
atomic lattice and a high In content (x ≈ 0.6 and higher)
are formed in the layers. The density and size of the
nanoislands in the coherent structures are determined
by growth conditions (primarily, by temperature); they
are ~1011 cm–2 and 3–15 nm, respectively.

In many cases, the extension of dislocations was ter-
minated at the bottom heterointerface of the InGaN
layer in the growth of InGaN/GaN heterostructures.

5 nm

In concentration

In concentration

(a)

(b)

0 6 12 18 24 30 36%

0 10 20 30 40 50 60%

5 nm

Fig. 7. Composition distribution maps for a heterostructure
with a multilayer system of ultrathin InGaN inclusions in
the GaN matrix, obtained by DALI processing of cross-sec-

tional ( ) HRTEM images.1100
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Abstract—The edge cathodoluminescence of CdGa2S4 single crystals was studied at a temperature of 80 K.
The true emission spectrum was obtained with allowance made for self-absorption. New intense lines related
to band-to-band transitions and recombination via a deep acceptor level were observed. The results obtained
are interpreted using the data on photoconductivity and fundamental absorption of this compound. © 2000
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The CdGa2S4 compound is a wide-gap semiconduc-

tor (  = 3.77 eV at T = 10 K) exhibiting the allowed
direct optical transitions, high photosensitivity, and
intense cathodoluminescence and photoluminescence
[1–4]; consequently, this compound is a promising
material for nonlinear optics and optoelectronics [5].
The single crystals of this compound exhibit especially
intense cathodoluminescence bands in the blue and red
regions of the visible spectrum and stimulated emission
peaked at 2.1 eV (T = 80 K) [2, 6]. However, emission
properties of this compound have been scarcely studied
in the region of fundamental absorption. In connection
with this, in this paper, we report the results of studying
the emission properties of cadmium thiogallate in the
energy range of 3.0–4.0 eV under the excitation with an
electron beam.

The system for studying cathodoluminescence was
equipped with an MZD-2 diffraction monochromator
that ensured a resolution of ±0.02 eV in the spectral
range of measurements. The electron-beam parameters
(such as the energy, current density, and the pulse dura-
tion) were controlled within a wide range, which made
it possible to choose optimal conditions that ensured
the highest yield of emission in the spectral region of
interest. We used samples grown by the method of
chemical transport reactions, from a solution in the
melt, and by the Bridgman–Stockbarger method. The
wafers were cut from the single crystals grown by the
Bridgman–Stockbarger method; these wafers were
then reduced to ~0.3 mm in thickness by mechanical
grinding and polished.

2. EXPERIMENTAL RESULTS

The figure shows the experimentally observed
short-wavelength emission band (curve 1) for cadmium
thiogallate single crystals that were grown from a solu-
tion in the melt and were stoichiometric in composi-

Eg
opt
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tion. Cathodoluminescence was observed with the

emission coming from the [1 2] face. The emission
spectrum is shown for the energy range of 3.1–4.0 eV.
The region of lower energies was studied in detail in
[2, 4]. The energy position of the peak of the band
under consideration (3.70 eV) makes it possible to
assume that a severe distortion of the emission spec-
trum occurs in the range under consideration owing to
self-absorption in the sample.

Indeed, it follows from the energy dependence of
the penetration depth of electrons [4] that the beam of
electrons with an energy of 50 keV penetrates into the
cadmium thiogallate to a depth of about 5 µm; there-
fore, the absorption of radiation in a layer of such a
thickness should be taken into account for a value of the
absorption coefficient equal to α ~ 104 cm–1. The exper-
imental plot of α ~ f(hν) is shown in the figure (curve 2)
according to the data reported in [7]. The true emission
spectrum in the range of 3.1–4.0 eV was calculated (as
in [8]) with the formula

(1)

Here, I(λ) is the experimental spectrum of cathodolu-
minescence emitted at a depth equal to the range of pri-
mary electrons with a given energy; R is the reflection
coefficient of the crystal, with R being small (~10%)
and constant in the range under consideration; and x is
the penetration depth for electrons with a given energy.

Curve 3 in the figure represents the true cathodolu-
minescence spectrum of cadmium thiogallate in the
region of fundamental absorption; this spectrum is a
superposition of emission from various layers in the
depth range of 0–5 µm. The emission spectrum in the
range under consideration involves bands peaked at
3.80 and 3.19 eV. The approximated half-width of the
former band is ∆hν = 0.45 eV. The lower energy emis-
sion is much less intense in comparison. In the experi-
mental spectrum (curve 1), the band peaked at 3.19 eV

1

I λ( ) 1 R–( )I0 λ( ) 1 e αx––( )/αx.=
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is absent, although, in this range, the intensity of the
blue-emission wing is comparable to the intensity of
the emission band at shorter wavelengths.

The accuracy of determining the energy positions of
the above peaks was assessed on the basis of expression
(1). Analysis of this expression shows that an additional
contribution to the errors may come from inaccuracy in
determining the thickness of the emission layer. In
order to evaluate the role of the thickness, we per-
formed calculations according to several approaches.
In each of them, different, although close in value,
thicknesses were chosen. It was found that, in all cases,
two peaks were clearly pronounced, with their energy
positions varying within ±0.02 eV. It was this value that
was taken as the measure of accuracy of determining
the energy positions of the peaks of the bands.

3. DISCUSSION OF RESULTS

In order to interpret the CdGa2S4 cathodolumines-
cence in the fundamental-absorption edge region under
investigation, we should rely on data obtained by other
methods, such as measurements of photoconductivity
and extrinsic electroabsorption [3]. It is reasonable to
relate the highest energy peak of cathodoluminescence
at 3.80 eV to radiative transitions of free electrons. In
this case, the value of Eg = 3.80 eV corresponds to the
CdGa2S4 bandgap at 80 K. The structure of the Bril-
louin zone was previously determined for K = 0 [9]. In
[1], the energy of splitting the valence band ∆ =
0.012 eV by an anisotropic crystal field at 4.2 K was
determined. Taking into account the specific band struc-
ture of CdGa2S4 as related to radiative recombination
[10], we may conclude that the transition Γ2 + Γ4  Γ1

(with ⊥  polarization) is most likely involved. The
energy positions of the reflection and cathodolumines-
cence peaks are close to each other. The direct-transi-
tion excitons in the compound under consideration are
revealed from the reflection spectra [1] and indicate
that the value of Eg is correct. The large half-width of
the short-wavelength band peaked at 3.80 eV may indi-
cate that this band is not elementary; this large half-width
can be also caused by special features of II–III2–VI4

semiconductors (by the absorption-edge spreading
owing to the exciton–phonon interaction [7] and by the
presence of more than 1021 cm–3 vacant cation sites in
the structure). It is this specificity of the CdGa2S4 com-
pound that makes the detection and investigation of the
edge luminescence difficult.

The band peaked at 3.19 eV can be related to recom-
bination via a deep impurity level. This suggestion is
supported by the previously revealed impurity-related
peak in photoconductivity at T = 300 K; this peak was
located at ~3.0 eV, and its magnitude decreased drasti-
cally if an electric field was applied to the sample [3].
Previously [6–8, 11], the analysis of the results of
studying the luminescence, impurity-related electroab-
SEMICONDUCTORS      Vol. 34      No. 6      2000
sorption, and thermally stimulated conduction made it
possible to suggest the energy diagram of recombina-
tion phenomena in CdGa2S4, including also the origin
of the levels. According to this diagram, the band
peaked at 3.19 eV may correspond (with a high degree
of certainty) to an optical transition of electrons from
the conduction band to an acceptor level located near
the valence band, i.e., Ec  Ev + 0.6 eV at 300 K; this
acceptor level can be assigned to cadmium atoms resid-
ing at the gallium sites [8]. In a similar ZnIn2S4 com-
pound, cathodoluminescence bands peaked at 2.98 and
2.65 eV were observed at T = 10 K and were related to
the Γ3v  Γ1c and Ec  Ev + 0.4 eV transitions,
respectively [8]. Recently, two cathodoluminescence
bands were also observed in the near-edge spectral
region of ZnSe crystals at 293 K: a broad edge-related
band peaked at 2.65 eV and a low-intensity band
peaked at 2.58 eV [12].

Thus, taking into account the self-absorption in cad-
mium thiogallate, we revealed for the first time an
intense emission caused by band-to-band optical tran-
sitions and a low-energy band related to recombination
via a deep acceptor level.
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Abstract—The special features of redistribution of phosphorus implanted into silicon wafers with a high con-
centration of boron (NB = 2.5 × 1020 cm–3) were studied. It is shown that, in silicon initially doped heavily with
boron, the broadening of concentration profiles of phosphorus as a result of postimplantation annealing for 1 h
in the temperature range of 900–1150°C is significantly less than in the case of lightly doped silicon. The results
are interpreted in terms of the impurity–impurity interaction with the formation of stationary boron–phosphorus
pairs. The binding energy of boron–phosphorus complexes in silicon was estimated at 0.6–0.8 eV. © 2000
MAIK “Nauka/Interperiodica”.
INTRODUCTION

Experimental studies performed to date have shown
that an annealing of silicon doped heavily with boron
(NB ≈ 2 × 1020 cm–3) and implanted with B+ ions results
in the formation of oscillating structures in the boron
distribution [1–4]. It is the high initial level of doping
with boron that represents one of the factors governing
the formation of such pronounced features in the redis-
tribution of boron both implanted and introduced into
the starting samples by other methods [4].

In [1–4], both factors (a high level of doping and the
effects related to implantation) were related to the same
impurity, namely, by boron. In order to clarify the role
of each of these factors in the redistribution of impuri-
ties, it is of indubitable interest to study the effects of
implantation of other impurities (in particular, phos-
phorus) into silicon doped heavily with boron.

In this case, it should also be expected that specific
features of redistribution of impurities would appear,
because, as in [1–4], both factors related to a high initial
doping level and to the effects of ion implantation are
present. In addition, it is known [5, 6] that the acceptor
and donor impurities implanted simultaneously into sil-
icon interact with each other in the course of heat treat-
ments, which causes the resulting impurity distribution
to differ significantly from the distribution in the case
where these impurities are introduced separately in the
crystal. In certain cases, the corresponding impurity
distribution may be described on the basis of the mech-
anism of formation of donor–acceptor pairs [5, 6]. It
should be expected that such an interaction would also
manifest itself in the case under consideration and
would thus provide a better insight into the behavior of
boron atoms in the course of formation of spatial struc-
tures.
1063-7826/00/3406- $20.00 © 20629
The objective of this work was to study the special
features of redistribution of implanted phosphorus
against the background of a high concentration of
boron dopant under the annealing conditions where the
formation of the oscillatory structure in the boron dis-
tribution has been previously observed [1–4].

EXPERIMENTAL

In the main experiment, we used two sets of wafers.
The first set included the KÉF-7.5 silicon wafers
(n-Si:P, ρ = 7.5 Ω cm) with (100) orientation; boron
was introduced into these wafers by diffusion from the
surface source at a temperature of 1150°C so that the
region with uniform background doping with a high
concentration of 2.5 × 1020 cm–3 was formed in the
near-surface layer with a thickness no less than 1.5 µm
(Fig. 1). The second set included the KDB-10 silicon
wafers (p-Si:B, ρ = 10 Ω cm) with (100) orientation
and a low level of doping with boron and served as a
reference with respect to the first set.

An HVEE-400 heavy-ion accelerator was used to
implant P+ ions with an energy of 300 keV and a dose
of 1015 cm–2 into both sets of the wafers (Fig. 1). These
sets of wafers were then annealed for 1 h at tempera-
tures of 900, 950, 1000, 1075, and 1150°C in an inert-
gas ambient.

In addition, we prepared two wafers, in one of
which a high level of background doping with phos-
phorus impurity was attained by implanting P+ ions
with an energy of 300 keV and a dose of 1016 cm–2 into
a KDB-10 (100) silicon wafer with subsequent anneal-
ing for 1 h at 1075°C in an inert-gas medium. As a
result, a near-surface layer doped heavily with phos-
phorus was formed; the concentration of P in this layer
000 MAIK “Nauka/Interperiodica”
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decreased from about 1020 cm–3 at the surface to about
1019 cm–3 at a depth of 1.3 µm. The second wafer was
cut from a KÉF-7.5 silicon ingot with (100) orientation
and served as a reference for the first wafer.

Both wafers were implanted with 10B+ ions with an
energy of 100 keV and a dose of 1015 cm–2; these wafers
were then annealed in an inert medium for 1 h at
1075°C. This experiment was complementary to the
main one, because the roles of boron and phosphorus
atoms were changed to the opposite.

The depth distributions of P and B impurities was
determined by secondary-ion mass spectroscopy
(SIMS) using an MIQ-256 CAMECA-RIBER system;
the yield of 10B+, 11B+, and 31P+ secondary ions was

measured using the beam of  primary ions with an
energy of 10 keV, and the yield of (28Si10B)–, (28Si11B)–,
and 31P– secondary ions was measured using the pri-
mary beam of Cs+ ions with an energy of 10 keV too.
The constancy of the etching rate was checked by mea-
suring the yield of 30Si secondary ions.

O2
+

N, cm–3

1020

1019

1018

1017

4

5

321

0 0.5 1.0 1.5
x, µm

Fig. 1. Concentration profiles of (1–3) phosphorus and (4, 5)
boron in silicon doped (2, 4, 5) heavily and (3) lightly with
boron; the profiles were obtained after implantation of P+

ions (E = 300 keV and D = 1015 cm–2) and subsequent
annealing (T = 1075°C and t = 1 h). Curve 1 corresponds to
the phosphorus concentration profile immediately after
implantation, and curve 4 represents the initial boron distri-
bution in heavily B-doped silicon. Solid lines are experi-
mental, the dash-and-dot line corresponds to the result of the
calculation of phosphorus diffusion in lightly doped silicon,
and the dashed line represents the result of the calculation of
the phosphorus diffusion in silicon doped heavily with
boron with allowance made for the formation of P–B pairs.
EXPERIMENTAL RESULTS
For each annealing temperature, the initial spatial

distribution of impurities after ion implantation was
compared to that in heavily and lightly doped silicon
after annealing under identical conditions.

It was found that, after annealing for 1 h at a temper-
ature below 1000°C, the phosphorus profiles in silicon
doped heavily with boron did not differ (to within the
error of measurements) from the initial profiles
obtained immediately after ion implantation. At the
same time, a broadening of the profiles in lightly doped
silicon as a result of annealing at the same temperature
was clearly observed.

Broadening of phosphorus profiles in heavily doped
samples becomes evident only at annealing tempera-
tures above 1000°C. For such annealing temperatures,
the phosphorus concentration profile in lightly doped
silicon is still significantly broader than that in silicon
doped heavily with boron (Fig. 1). Such behavior was
observed not only for the phosphorus–boron pair of
impurities [7] but also for other pairs of impurities, one
of which acted as a donor and the other, as an acceptor
[5, 6].

A qualitatively similar result was also obtained in
the complementary experiment: the boron concentra-
tion profile was narrower in silicon doped heavily with
phosphorus and subjected to ion implantation and
annealing than that in the reference silicon sample
doped lightly with phosphorus and subjected to the
same implantation and annealing (Fig. 2).

Thus, as a result of preliminary high-concentration
doping of the samples with either boron or phosphorus,
the broadening of concentration profiles of the
implanted impurity (phosphorus or boron) is less pro-
nounced in the course of annealing than that in the
lightly doped silicon.

In connection with this, it is of interest to compare
the phosphorus concentration profiles in lightly doped
silicon annealed at temperatures of 950 and 1075°C
with those in silicon doped heavily with boron and
annealed at temperatures of 1075 and 1150°C, respec-
tively (Fig. 3). It can be seen that the aforementioned
profiles coincide with each other to within the error of
measurements. Thus, in the case of heavily doped sili-
con, an additional thermal activation is required to
obtain the same diffusion flux that takes place in lightly
doped silicon.

It is also worth noting that, in the cases where the
background impurity is boron, its accumulation (in
addition to the above processes) is observed in the form
of peaks in the initially flat concentration profile in the
ion-implanted layer (Fig. 1); these peaks are character-
istic of oscillatory structures in the impurity distribu-
tion [1–4]. As shown previously [3], the depth positions
of these peaks correspond to the boundaries of the
implantation-damaged region, and the peaks them-
selves appear owing to the clusterization of excess
(with respect to ultimate solubility) interstitial boron
SEMICONDUCTORS      Vol. 34      No. 6      2000
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atoms and to the motion of mobile boron atoms to the
formed clusters acting as sinks. The excess concentra-
tion of interstitial boron atoms at the above boundaries
is due to the reaction of pushing the boron atoms out of
the lattice sites by self-interstitials released from the
damaged region. In this case (i.e., after the implantation
of P+ ions and subsequent annealing), formation of the
peaks with the same magnitude as previously observed
[1–4] requires annealing temperatures about 50–100°C
higher than those used in the previous experiments, in
which the implant and the impurity ensuring the high
level of preliminary doping were the same (namely,
boron).

It is also noteworthy that no special features are
observed in the phosphorus concentration profiles in
the regions where the peaks in boron distributions are
formed (Fig. 1).

DISCUSSION OF RESULTS

Experimental concentration profiles of implanted
impurities after annealing were compared with a solu-

0 0.5 1.0 1.5
x, µm

NB, cm–3

1019

1018

1017

321

Fig. 2. The boron concentration profiles in silicon doped
(2) heavily and (3) lightly with phosphorus; the profiles
were obtained after implantation of B+ ions (E = 100 keV
and D = 1015 cm–2) and subsequent annealing (T = 1075°C
and t = 1 h). Curve 1 was obtained immediately after
implantation of B+ ions. Solid lines are experimental, the
dash-and-dot line corresponds to the calculation of the
boron diffusion in lightly doped silicon, and the dashed line
represents the result of the calculation of the boron diffusion
in silicon doped heavily with phosphorus with allowance
made for the formation of P–B pairs.
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tion to the following one-parameter boundary-value
problem in diffusion:

(1)

Here, C(x, t) is the concentration, D is the diffusion
coefficient (the parameter of simulation), Cimpl(x) is the
concentration profile immediately after implantation,
and x is the coordinate (depth). The boundary condition
corresponds to the approximation of diffusion into a
semi-infinite crystal.

The boundary-value problem given by (1) was
solved numerically using an implicit difference scheme
with enhanced accuracy [8]. The resulting diffusion
coefficients are listed in the table, and the correspond-
ing distributions are shown in Figs. 1 and 2 by the dash-
and-dot lines. For silicon doped heavily with boron and

∂C x t,( )
∂t

-------------------- D
∂2C

∂x2
---------,=

∂C 0 t,( )
∂x

-------------------- 0,=

C x 0,( ) Cimpl x( ).=

NP, cm–3

0 0.5 1.0 1.5
x, µm

1017

1018

1019

21

Fig. 3. Comparison of experimental phosphorus concentra-
tion profiles in silicon heavily (the dashed lines) and lightly
(the solid lines) doped with boron; the profiles were mea-
sured after the implantation of P+ ions (E = 300 keV and D =
1015 cm–2) and subsequent annealing for 1 h at temperatures
(1) of 950 (lightly doped Si) and 1075°C (heavily doped Si)
and (2) of 1075 (lightly doped Si) and 1150°C (heavily
doped Si).
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The values of parameters (diffusion coefficients) used in simulating the experimental concentration profiles of impurity in the
lightly and heavily doped silicon

T, °C DP, 10–14 cm2/s
(KDB-10)

DP, 10–15 cm2/s
(heavy doping with B)

DB, cm2/s
(KÉF-7.5)

DB, cm2/s
(heavy doping with P)

900 1.7 <1

950 2.3 <1

1000 3.7 <1

1075 15 23 1.5 × 10–13 1.5 × 10–14

1150 57 150
subjected to annealing at comparatively low tempera-
tures (in which case the experimental concentration
profiles of phosphorus are not broadened), we managed
to estimate only the upper bound of the diffusion coef-
ficient D (see table); if D exceeds this bound, the calcu-
lated profiles become appreciably broadened.

In lightly doped samples, the diffusion coefficients
are in good agreement with available published data;
however, in the lower half of the annealing-temperature
range, the calculated values regularly exceed somewhat
those obtained experimentally, which is conventionally
explained by the influence of defects stored in com-
plexes after implantation and released in the course of
annealing.

In the heavily doped samples, the obtained values of
effective diffusion coefficients are found to be much
smaller than those in lightly doped silicon annealed
under the same conditions. As in [5, 6], these discrep-
ancies cannot be satisfactorily explained in terms of
multiflux diffusion with allowance made for internal
electric fields [9, 10].

In the case under consideration, distinctions
between the diffusion-affected concentration profiles
of the same impurity in the heavily and lightly doped
samples (Figs. 1–3) can be explained in terms of the
mechanism of formation of immobile impurity pairs
(P–B). The effective formation of such pairs in heavily
doped silicon diminishes the amount of the impurity
that is mobile and is involved in the diffusion flux.
According to what we assumed, the diffusion mecha-
nism remains unchanged in this case, which is in qual-
itative agreement with the fact that the same concentra-
tion profile can be observed either for a higher doping
level and at a higher annealing temperature or for a
lower doping level and at a lower annealing tempera-
ture (Fig. 3). Consequently, in order to describe the
simultaneously occurring processes of diffusion and
pair formation (P–B), we can use the values of diffu-
sion coefficient determined experimentally in lightly
doped silicon. The problem of adequate description of
the concentration profiles can then be reduced to a one-
parameter problem for heavily doped silicon as well.

Indeed, for weak solid solutions (when the concen-
trations of P, B, and P–B pairs are much less than the
number of lattice sites N) and in the approximation of
local equilibrium, the concentration of pairs should be
consistent with the mass action law; i.e.,

(2)

where K(T) is the equilibrium constant of the quasi-
chemical reaction, CP is the concentration of phospho-
rus atoms, CB is the concentration of boron atoms, and
CP–B is the concentration of P–B pairs. We can derive
the explicit expression for the rate constant of quasi-
chemical reaction (2) by minimizing the Gibbs thermo-
dynamic potential with allowance made for variations
in the configuration entropy in the case where the pairs
are formed (see, for example, [11]); thus, we have

(3)

where ∆E = –(EP–B – EP – EB) is the formation energy
for a P–B pair; EP–B is the variation in the crystal energy
when two neighboring silicon atoms are replaced by a
P–B pair; and EP and EB are variations in the crystal
energy when silicon atoms are replaced by P and B
atoms, respectively. Thus, the sole free parameter in
simulation is the binding energy ∆E of a pair, because
the diffusion coefficients for these impurities were
already determined for lightly doped silicon.

When simulating the processes in heavily doped sil-
icon, we first determined (in each time step) the spatial
distribution of mobile impurity by subtracting the con-
centration of immobile pairs obtained at each point of
the spatial mesh according to formulas (2) and (3) from
the total concentration of the impurity. The diffusion-
related redistribution of the mobile impurity was then
determined at the next layer of the temporal mesh.

The calculated concentration profile that simulates
the experimental profile of P in the presence of a high
concentration of B background impurity with allow-
ance made for the pair formation is shown in Fig. 1 by
the dashed line. The corresponding values of binding
energy were 0.6 eV for an annealing temperature of
1150°C and 0.7 eV for an annealing temperature of
1075°C. For annealing temperatures of 1000°C and
below, in which case the concentration profile of P in
silicon doped heavily with boron does not differ from

CP–B

CPCB
------------- K T( ),=

K T( ) 4
N
---- ∆E

kT
------- 

  ,exp≈
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that after implantation, we can only determine the
bound of the binding energy below which the concen-
tration profiles start to be appreciably broadened. For
1000°C, this bound was found to be about 0.8 eV.

In a similar way (i.e., by simulation with allowance
made for the pair formation), we also obtained the con-
centration profile of B in a crystal with a high back-
ground concentration of phosphorus (Fig. 2, the dashed
line). In this case, the pair-formation energy was found
to be equal to 0.8 eV.

Thus, a distinction between the concentration pro-
files of the same impurity in the heavily and lightly
doped samples annealed under identical conditions can
be interpreted using the mechanism of impurity–impu-
rity interaction with the formation of immobile P–B
pairs. The fact that the estimates of the pair-formation
energy in the direct and complementary experiments
agree closely suggests that the mechanism of this inter-
action is the same in both cases.

It has already been mentioned above that the peaks
in the distribution of boron background impurity, which
are initiated in the case under consideration by implan-
tation of P+ ions (Fig. 1), are formed at postimplanta-
tion-annealing temperatures higher by about 50–100°C
than those in the case of B+ implantation. This necessity
of higher annealing temperatures is similar to the
necessity of additional thermal activation of phospho-
rus diffusion in the presence of boron (Fig. 3). There-
fore, this fact can also be explained in terms of the
impurity–impurity interaction; i.e., a fraction of mobile
boron atoms that was previously involved in the pro-
cess of the formation of the oscillatory structure in the
distribution [3] now becomes bound in immobile P–B
pairs and drops out of the process. As the annealing
temperature increases, the concentration of pairs
decreases according to expressions (2) and (3), and a
sufficient amount of boron is released to be accumu-
lated in the peaks.

Except for the involvement in the pair-formation
reaction, the redistribution of boron and phosphorus
atoms in the same samples of silicon doped heavily
with boron proceeds independently, judging from the
fact that no specific features are observed in the por-
tions of the phosphorus concentration profiles corre-
sponding to the peaks in the boron concentration pro-
files. Consequently, sinks that trap boron atoms and are
formed at the corresponding depths do not directly
affect the diffusion-induced redistribution of phospho-
rus atoms.

CONCLUSION

Thus, the main results of this work consist in the fol-
lowing.

Broadening of concentration profiles of implanted
phosphorus as a result of postimplantation annealing
for 1 h in the temperature range of 900–1150°C is much
less pronounced in silicon doped heavily with boron
SEMICONDUCTORS      Vol. 34      No. 6      2000
than in silicon doped lightly with boron. Similarly, pre-
liminary doping of silicon with phosphorus to high
concentrations appreciably reduces the broadening of
boron concentration profiles in the course of annealing.

As a result of the implantation of P+ ions into silicon
doped heavily with boron and subsequent annealing,
peaks are formed in an initially uniform distribution of
background boron. This is similar to the boron-distribu-
tion oscillatory structure initiated by the implantation
of B+ ions and studied previously; however, in the
former case, the annealing temperatures should be
higher by 50–100°C.

The fact that the concentration profiles of the same
impurity after implantation and annealing under identi-
cal conditions differ in shape in the heavily and lightly
doped silicon can be explained using the concept of for-
mation of immobile P–B pairs. We estimated the for-
mation energy for P–B pairs at about 0.6–0.8 eV. On the
basis of the impurity–impurity interaction, it is also
possible to explain the necessity of higher annealing
temperatures for the formation of an oscillatory struc-
ture in the boron distribution after the implantation of
phosphorus ions as compared to those in the case of
boron implantation: a fraction of boron atoms involved
previously in the formation of the oscillatory structure
is rendered immobile by forming the P–B pairs.
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Abstract—Multiphonon field-assisted thermal capture of thermally equilibrium charge carriers by deep-level
centers located in a depletion region of a semiconductor is analyzed. It is shown that, in the case of strong elec-
tron–phonon coupling (SEPC), the multiphonon capture with preliminary tunneling of an electron through a
potential barrier in the depletion region occurs with a lower rate as compared to the direct multiphonon capture
in the electrically neutral bulk of the semiconductor, whereas, in the case of weak electron–phonon coupling
(WEPC), the capture rate in the depletion region of a semiconductor may exceed that in the electrically neutral
bulk by several orders of magnitude. The results of experimental study of capture processes in AlGaAs doped with
silicon indicate that electron–phonon coupling is strong in DX centers. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Multiphonon ionization of deep-level impurity cen-
ters in semiconductors and capture of charge carriers
(henceforth, for definiteness, of electrons) by these cen-
ters can be adequately described on the basis of the con-
cept of adiabatic potentials (terms) [1–4]. In the
absence of an electric field, the capture occurs by tun-
neling transition of the “center” from the term U2 that
corresponds to an ionized center and a free electron
with zero kinetic energy to the term U1 that corresponds
to the bound state of electron at the center (Fig. 1). In
an electric field, a free electron being in the thermal
equilibrium and having a negative kinetic energy –ε
tunnels preliminarily from the conduction band to the
energy gap (this state corresponds to the term U2ε), and
then a tunneling transition of the “center” from the term
U2ε to the term U1 occurs. Ionization takes place in the
reverse order.

Multiphonon ionization of deep-level centers in an
electric field is found to be sensitive to the type of adi-
abatic potentials [5, 6]. The time τ2 of tunneling
through the adiabatic potential U2 (the value of τ is
experimentally determined from the field dependence
of the emission rate) is found to exceed the value of
"/2kBT if the adiabatic potentials U1 and U2 are
arranged on the same side of their intersection point (or
tangency point, see [2]) and below it [this is the case of
weak electron–phonon coupling (WEPC)]; by contrast,
τ2 < "/2kBT if U1 and U2 are found at opposite sides of
the aforementioned point [this is the case of strong
electron–phonon coupling (SEPC)]. Furthermore, the
1063-7826/00/3406- $20.00 © 20634
emission rate increases with an increasing electric field
for both types of adiabatic potentials. In the above, "
and kB are the Planck and Boltzmann constants and T is
temperature.

In this work, we analyzed theoretically the mul-
tiphonon field-assisted thermal capture of thermally
equilibrium charge carriers by deep-level centers
located in the depletion region of a semiconductor. It is
shown that the rate of capture of an electron by a center
located in the depletion region of a semiconductor may
have a field dependence that differs radically from that
of the emission rate. In the case of SEPC, the mul-
tiphonon capture of an electron with its preliminary
tunneling through the potential barrier in the depletion
region (see Fig. 2) occurs with a rate lower than the rate
of direct multiphonon capture of an electron in the elec-
trically neutral bulk of a semiconductor; in the case of
WEPC, the above two rates can have a reverse relation-
ship. Theoretical results are numerically illustrated by
the examples of DX centers in AlGaAs doped with sili-
con and deep-level acceptors in germanium doped with
gold. It is shown that, in the case of WEPC, the rate of
electron capture in the depletion region of semiconduc-
tor may exceed by several orders of magnitude the cor-
responding rate in the electrically neutral bulk of a
semiconductor at liquid-nitrogen temperature for the
concentration of dopant equal to Nd ≈ 3 × 1017 cm–3.

The results of experimental studies of capture pro-
cesses in AlGaAs doped with silicon indicate that we
have a SEPC in the DX centers.
000 MAIK “Nauka/Interperiodica”
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2. GENERAL RELATIONSHIPS FOR ELECTRON 
CAPTURE

Following [3], we represent the rate of emission
from the center (the probability of ionization of the cen-
ter per unit time) as W ∝  exp(–Φc), where Φc is the min-
imal value of the function Φ(E, ε, x) = Θ(E, ε) + D(ε, x).
Here,

(1)

D(ε, x) is the exponent in the expression for the proba-
bility of electron tunneling through the potential bar-
rier, which, for an arbitrary shape of the latter, depends
on the tunneling energy ε and the position of the center

x; Si = (2M)1/2| (Ui – E + ε)1/2dΘ|/" are the modules of

actions multiplied by i/" and gained in tunneling to the
center with an energy E – ε from the turn points to the
intersection point for the terms U1 and U2ε; M is the
effective mass of the center; ET is the thermal binding
energy; and E is the vibrational energy of the ionized
center (see [3, 6]). The values of E and ε, for which
Φ(E, ε, x) is minimized for a given x, are given by

(2)

(3)

where τi = "|∂Si/∂E | is the time of tunneling for the cen-
ter under the corresponding adiabatic potential. In rela-
tionships (1) and (2), the upper sign corresponds to the

Θ E ε,( ) 2 S2 S1±( )
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kBT
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Fig. 1. Configuration diagrams for the cases of (W) weak
and (S) strong electron–phonon coupling. U1 corresponds to
the state with an electron bound by the center; U2 corre-
sponds to an ionized center with an electron located at the
conduction-band bottom; and U2ε corresponds to an ionized
center, with an electron located below the conduction-band
bottom by the tunneling energy ε. Dashed curve 1 represents
U2ε for ε = EL; curve 2 corresponds to U2ε for ε = Eopt; and
curve 3 represents the same as curve 2 but in the case of
strong electron–phonon coupling.
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case where the terms U1 and U2ε are of the SEPC type
and the lower sign corresponds to the case of WEPC.
This is indicated by the fraction S/W on the right-hand
side of formulas (1) and (2). It is noteworthy that, for
the initial WEPC type of the terms U1 and U2, the type
of the terms U1 and U2ε changes to SEPC as the energy
ε of electron tunneling increases and becomes higher
than the luminescence-quantum energy EL.

Following [2], we use the principle of detailed bal-
ancing to determine the capture rate (the probability of
de-ionization of the center per unit time) as

(4)

where EF is the Fermi energy measured from the con-
duction-band bottom in the electrically neutral region
of a semiconductor, and V is the potential energy of
center with respect to its value in the electrically neutral
region. Since relation (2) defines unambiguously the
optimal value of E for any ε, we may assume that Θ, W,
R, τ1, and τ2 are functions of ε whose optimal value is
defined by relationship (3) and, in the general case,
depends on the position of the center in the depletion
region. For low electric fields, ε ≈ 0 and the capture rate
in the depletion region of a semiconductor is by
exp(V/kBT) times lower than that in the neutral region
R0. In the case of ultimately high electric fields (the cri-
terion will be given below), the optimal τ2  0 [as
follows from relation (3)], ε tends to the optical-ioniza-
tion energy Eopt (see Fig. 1 and [3, 6]), and, conse-
quently, the emission and capture rates are the highest
for ε = V provided that V < Eopt. In this case, the capture
rate R(V) attains its maximal value of Rm(V) ∝
exp[−Θ(V) + (ET + EF – V)/kBT] (as for the pre-expo-

R W
ET V– EF+

kBT
---------------------------- 

  ,exp=
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Fig. 2. Energy diagrams of depletion regions with (a) uni-
form doping and (b) a uniform electric field. The dashed
lines represent the dependences of optimal electron-tunnel-
ing energy ε on the deep-center position x. Deep levels are
represented by circles.
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nential factor, see [2, 3]), and, for the derivative with
respect to V, we have

(5)

Consequently, in the case of WEPC, Rm first increases
with increasing V, attains a maximum for V = EL (for
which τ1 = 0), and then decreases. In the case of SEPC,
R invariably decreases with increasing V.

For intermediate fields, we differentiate (4) with
respect to V and find the differential form of the depen-
dence of R on V (or on x because the dependence V(x)
is assumed to be known) as

(6)

Here, the value of ε is determined from relationship (3)
for any value of V. Without specifying the dependence
U1, 2(Q), we now consider the two most widely encoun-
tered cases: a parabolic increase in potential in the near-
surface region of a uniformly doped semiconductor
(Fig. 2a) and a linear increase in potential in a lightly
doped region located between two heavily doped
regions of a semiconductor (Fig. 2b).

Depletion region in a uniformly doped semicon-
ductor. Let the concentration of doping impurity be Nd
and let the permittivity be χs. The exponent in the
expression for the electron-tunneling probability is
then given by

(7)

where  = q2Nd/4mχs, φ(z) =  – (1 – z)ln[(1 +

)/ ], and q and m are the charge and effective
mass of the tunneling electron. The relation between
the potential energy V of the deep center and the opti-
mal tunneling energy ε is defined by

(8)

with the coordinate of the center given by x =
(2Vχs/q2Nd)1/2. Here, a(ε) = exp(4ω0τ2(ε)). For light
doping, such that 4ω0τ2(ε) ! 1, the value of ε is defined
by the field strength F(x) = V(x)/2xq at the coordinate
corresponding to the position of the deep center:
(ε/ET)1/2 = 2(kBT/")τ2(ε)(F(x)/F0). Here, F0 =
2(2mET)1/2kBT/"q (cf. [3]). If the doping level is suffi-
ciently high, so that 4ω0τ2(ε) @ 1 (the inequality is vio-
lated for certain εc, because τ2  0 for ε  Eopt),
then, for ε < εc, the value of ε is defined by the potential
energy at the point of location of the center: ε = V. Fur-
thermore, D ≈ V/"ω0 ≤ εc/"ω0, so that D may be
ignored for "ω0 @ εc. In this case, for V < εc, the capture
rate R(V) attains its maximal value Rm(V).
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For small V and, consequently, small ε, we have
ε/V = A ≡ (a(0) – 1)2/(a(0) + 1)2, and relation (6) can be
rewritten as

(9)

For a fairly high doping level (i.e., for 4ω0τ2(0) @ 1),
ε/V = A = 1, dln(R)/dV = τ1(0)/" – 1/"ω0, and, in the
case of WEPC, the rate of capture by deep centers
increases with increasing V for 2ω0τ1(0) > 1. For light
doping, such that 4ω0τ2(0) ! 1, we have A ! 1 and
dln(R)/dV = –1/kBT.

Linearly increasing potential. Let the field
strength be F; the exponent in the expression for the
electron-tunneling probability is given by

(10)

Outside of the neutral region of a semiconductor, the
optimal value of ε0 is independent of x and is given by

(11)

For x < x0 = ε0/Fq, the values of ε = V = xFq are optimal
and relationship (6) takes the form

(12)

According to (12), in the case of WEPC, the capture
rate first increases with increasing V, attains a maxi-
mum for τ1(V) = (2mV)1/2/qF, and then decreases. For
V > ε0, the optimal value of ε remains unchanged and
the capture rate R continues to decrease according to
the law dln(R)/dV = –1/kBT. The maximum in R is
attained for V smaller than ε0, because, according to (3),
τ2(ε0) = (2mε0)1/2/qF, and, according to (2), τ2 > τ1 in the
case of WEPC.

According to (11), if F @ F0, then ε0  Eopt,
because kBTτ2(ε = 0)/" ~ 1 is on the order of unity and
tends to zero for ε0  Eopt. In the fields F @

F0(2 /3 kBT), we also have D ! 1, and, conse-
quently, in such fields, ε = V and the capture rate attains
its maximal value Rm(V) for V < ε0.

The above relationships involve the functions τ1, 2(ε)
and Θ(ε) that are undefined so far. In order to calculate
these functions, we have to specify the form of adia-
batic potentials U1, 2(Q).

3. THE RELATIONSHIPS FOR CAPTURE
IN THE MODEL BY HUANG AND RHYS

In the context of the model suggested by Huang and
Rhys, adiabatic potentials have the form of two identi-
cal shifted parabolas: U2 = Mω2Q2/2 and U1 = Mω2(Q –
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Q0)2/2 – ET; thus, the emission and capture rates can be
calculated exactly. Following [1, 3], we determine the
corresponding dependences in parametric form; these
dependences are valid for both WEPC and SEPC and
are given by

(13)

(14)

(15)

In this case, the optimal vibrational energy of an ion-
ized center is equal to

(16)

Here, y = ε/ET , ϑ  = "ω/kBT, ξ = β/|1 – y |sinh(ϑ /2), and
β = Eopt /ET – 1. The upper and lower signs are chosen
according to the inequalities written in the square
brackets; in equality (15), the left-hand inequalities are
used for the signs at the brackets and the right-hand ine-
qualities determine the sign within the brackets.1 

The largest excess of the capture rate for WEPC in
the depletion region over the capture rate in the neutral
region (Rm/R0)max is attained for y = 1 – β and is defined
by

(17)

where ξ0 ≡ ξ(y = 0). For ϑ  @ 1 and β ! 1, we have
("ω/ET)ln(Rm/R0)max = ln(1/β) – 1.

The exponents D in the expression for the tunneling
probability and the values of y at a given point in a
semiconductor for parabolic (Fig. 2a) and linear
(Fig. 2b) laws of an increase in the potential with

1 Relationships (13) and (14) coincide completely with the rela-
tions derived in [3] where adiabatic potentials corresponding to
the case of WEPC were considered. However, taking into account
that no direct indications of applicability of these relations to the
case of SEPS were reported in [3] and for the sake of complete-
ness of presentation, we consider it desirable to write them down
here.

"ω
ET

-------Θ y( )

=  1 y– 2ωτ2 y( ) 1 ξ2+– ξ ϑ
2
---cosh+± ,

y 1<
y 1>
------------ ;

2ωτ2 y( ) ϑ
2
---

+ 1 ξ2–
ξ

---------------------,
y 1<
y 1>
------------ ;ln±=

y 1 β–>
y 1 β–<
--------------------- ,  2ωτ1 y( ) 1 1 ξ2++

ξ
--------------------------- ϑ

2
---–ln± 

  ,+−=

y 1<
y 1>
------------ .

E y( ) ET 1 y–=

× ϑ /2( ) 1 ξ2+cosh ξ– ϑ /2( )sinh+−
2 ϑ /2( )sinh

------------------------------------------------------------------------------------,
y 1<
y 1>
------------ .

"ω
ET

-------
Rm

R0
------ 

 
max

ln ξ0
ϑ
2
---

1 1 ξ0
2++

ξ0
---------------------------ln+cosh=

– 1 ξ0
2+

ϑ
2
---,–
SEMICONDUCTORS      Vol. 34      No. 6      2000
increasing x are given by expressions (7) and (8) (for D)
and (10) and (11) (for y).

We now offer some numerical examples. Figure 3
shows the capture rates (the probabilities of de-ioniza-
tion) R in the depletion region of an uniformly doped
semiconductor in relation to the potential energy V for
DX centers in Al0.4Ga0.6As doped with silicon
(curves 1–4) and for deep-level acceptors in germa-
nium doped with gold (curve 6); the quantities R are
rendered dimensionless by dividing them by the corre-
sponding values R0 in the electrically neutral region. In
the case of DX centers in AlGaAs, we used both models
discussed previously: the SEPC (curve 1) [7] and
WEPC (curves 2–4) [8]. Dependences 1–3 were calcu-
lated to the Huang–Rhys approximation using formulas
(4), (7), (8), (13), and (14). We used the following val-
ues of the parameters: T = 77 K, "ω = 5.5 meV [9], ET =
0.2 eV, E2 = 0.2 eV [8, 10], m = 0.1m0 [11, 12], and Nd =
3 × 1017 cm–3 (for dependences 1 and 2). Here, E2 is the
energy corresponding to the intersection point for the
potentials U1 and U2 (see Fig. 1) and m0 is the mass of
the free electron. Curve 3 represents the dependence of
Rm/R0 on V for the aforementioned values of the param-
eters. Dependences 4 and 6 are plotted using formula
(9) for DX centers in Al0.4Ga0.6As doped with silicon
and deep acceptors in germanium doped with gold,
respectively. In the latter case, we used the experimen-
tally measured value of the tunneling time τ2 = 10–13 s,
the value of τ1 was determined from formula (2), and
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Fig. 3. Relative rates of electron capture by deep centers
located in the depletion region of a uniformly doped semi-
conductor in relation to the potential energy of the centers at
T = 77 K. Curve 1 is for DX centers in AlGaAs:Si in the case
of strong electron–phonon coupling; curves 2–4 are for DX
centers in AlGaAs:Si in the case of weak electron–phonon
coupling; curve 5 is for any deep centers in the absence of
tunneling (ε = 0); and curve 6 is for Au acceptors in p-Ge.
The parameters are given in the text.
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the mass of charge carriers involved in tunneling was
assumed equal to the mass of light holes [6]. It can be
seen that, in the case of SEPC, the capture rate in the
depletion region (curve 1) decreases with increasing V
and differs only slightly from the dependence R/R0 =
exp(–V/kBT) shown by curve 5 in Fig. 3. In the case of
WEPC, the capture rate in the depletion region may
increase by several orders of magnitude with increasing
V. The aforementioned distinction can be used to iden-
tify the type of adiabatic potentials of deep centers, in
particular, DX centers in AlGaAs doped with silicon, in
which case a SEPC should be expected by analogy with
studied DX centers in AlGaAs doped with tellurium [6].

4. EXPERIMENT

In order to be able to study the process of capture by
deep centers in the same sample both in the presence of
a depletion region and in the case of flat bands, we used
molecular-beam epitaxy (a RIBER 32P system) to
grow structures that included

—an i-GaAs(100) substrate;
—an n+-GaAs 0.5-µm-thick layer doped with sili-

con to the concentration of Nd = 1018 cm–3 (a nonrecti-
fying contact);

—an n-AlxGa1 – xAs 0.4-µm-thick layer doped with
silicon to the design concentration of Nd = 3 × 1017 cm–3

(a layer containing DX centers);
—an insulating i-AlxGa1 – xAs 0.45-µm-thick layer;

and
—a passivating i-GaAs 250-Å-thick layer.
By varying the voltage across the Schottky barrier

from 1 to –10 V, we could form both flat bands and a
well-defined depletion region in the layer with DX cen-
ters at the boundary with an insulating layer with a
near-surface potential of ≈0.2 V. The Schottky barrier
was produced by depositing an Au / Ti film that was cir-
cular in shape and had an area of 1.26 × 10–3 cm2. The
composition of AlxGa1 – xAs was given by x = 0.385 and
0.45 and was chosen close to the composition corre-
sponding to the direct-gap–indirect-gap transition; in
this case, the minimums of three valleys approximately
coincide [11, 12]. This makes it possible to use the con-
figuration diagram for two adiabatic potentials, no mat-
ter which valleys contribute their wave functions to for-
mation of the wave function of a DX center; i.e., we
may assume that the term U2, to which the transition
from the term U1 occurs, coincides with the conduc-
tion-band bottom. In this case, the relative mass m/m0
of electron tunneling along an electric field varies insig-
nificantly: it is equal to 0.1 for the Γ valley, 0.125 for
the L valley, and 0.2 for the X valley [11]. Furthermore,
for the above values of x, the dependence of the barrier
height for the electron transition from the conduction-
band bottom Ec to the DX center on x has a minimum
[11] and, consequently, depends only slightly on the
error in determining the value of x.
In order to enhance the reliability of the results, we
performed three types of measurements:

(i) We measured the magnitude of variation in high-
frequency capacitance ∆C (f = 100 kHz) with periodic
illumination of the sample (fm = 8 Hz with the filling
factor equal to 2) with the light with λ ≈ 1 µm and the
intensity of ~1017 photon/(cm2 s) as a function of the
bias voltage Vb applied to the Schottky barrier (Vb was
varied from 1 to –10 V) at various temperatures (from
80 to 140 K). For the samples with x = 0.385 and 0.45,
the magnitude of variation in the high-frequency capac-
itance ∆C was smaller than 0.1 pF (the modulation of
the depletion-region thickness was much less than its
average value) and remained virtually unchanged for
all Vb; it decreased only slightly if the value of Vb varied
so that it contributed to the depletion of the n-AlGaAs
layer. Consequently, the capture rate in the depletion
layer does not exceed the capture rate in the neutral
region of a semiconductor, because an excess of the
former would cause the quantity ∆C to decrease as the
depletion region in the n-AlGaAs layer is formed. As
the temperature was raised, ∆C decreased with an acti-
vation energy equal to 0.11 and 0.14 eV for the samples
with x = 0.385 and 0.45, respectively. Taking also into
account that, during illumination and immediately
afterwards, electron concentration in the conduction
band (as measured by the CV method) decreased as the
temperature increased with activation energies of 0.085
and 0.09 eV in the temperature range under consider-
ation for the samples with x = 0.385 and 0.45, we obtain
the barrier height for the transition of electrons from the
conduction-band bottom Ec to DX centers equal to 0.2
and 0.23 eV, respectively. Such a temperature depen-
dence of electron concentration n is observed if the
dominant processes are (I) optical ionization of DX
centers with transfer of electrons to the conduction
band and (II) the back capture of electrons by DX cen-
ters; since n ! Nd, we have n ≈ (NdPσ0/vTσc)1/2. Here,
Nd is the concentration of DX centers; P is the flux of
radiation quanta; vT is the thermal velocity of electrons;
and σ0 and σc = σc0exp(–Ec/kBT) are the cross sections
for optical ionization of a DX center and for the capture
of an electron from the conduction band by this center,
respectively.

(ii) We measured the parameters of deep centers by
the modulation-spectroscopy method [13]. In the case
under consideration, the studied deep level is the level
ensuring the major doping effect, which required the
further development of this method. However, we will
not dwell on this here; we only report that, in the tem-
perature range of 77–300 K and for the modulation fre-
quencies ranging from 8 Hz to 2 kHz, a single level
with the parameters of Ee = 0.41 eV and σe0 = 1.2 ×
10−14 cm2 was dominant; these parameters determine
the emission cross section σe = σe0exp(–Ee/kBT). The
obtained values for the parameters Ec, Ee, and σe0 agree
well with the known parameters of DX centers in
AlGaAs doped with silicon. This indicates that, in the
SEMICONDUCTORS      Vol. 34      No. 6      2000
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samples we studied, the processes of capture are in fact
governed by DX centers.

(iii) We measured the C–V characteristics to deter-
mine the concentration profile of ionized impurities
after electron capture in the dark for a specified time by
the DX centers ionized preliminarily by optical radia-
tion for various states of the n-AlGaAs layer: from the
flat bands to well-developed depletion. For each fixed
bias voltage applied to the Schottky barrier Vb, the DX
centers were completely ionized by optical radiation
with λ ≈ 1 µm. The sample was then kept in the dark for
a certain fixed time (15 and 60 s for the samples with
x = 0.385 and 0.45, respectively) under the same bias
Vb; afterwards, the dependence of the concentration
NCV determined by the C–V method on the depth of
depletion layer with Vb varying from –10 to 1 V was
rapidly (in 5 s) measured. Figure 4 shows the obtained
dependences for a sample with x = 0.45 (for a sample
with x = 0.385, the dependences were similar). The
concentration profile measured directly under constant
illumination of the sample (curve L in Fig. 4) indicates
that the actual concentration of impurity is close to the
expected one and is constant over the depth of the
doped AlGaAs layer. For Vb = 0, the band bending Vs at
the boundary of n-AlGaAs is approximately equal to
−10 mV (the bands are almost flat) and the rate of elec-
tron capture by DX centers is independent of x. As the
potential Vb decreases to –10 V, the depletion layer is
formed at the boundary with n-AlGaAs and Vs

increases to –200 mV; in this case, the rate of capture
of electrons by DX centers located in the depletion
region decreases virtually to zero as the distance
between the DX centers and the neutral region of the
semiconductor increases.

Figure 4 shows the concentration profiles calculated
to the Huang–Rhys approximation in the cases of the
weak and strong electron–phonon couplings for Vb =
−7 V with the same parameters as used in calculating
the dependences shown in Fig. 3. It was assumed that a
change in the dependence of potential energy V of the
center on the coordinate x may be ignored if a variation
in the ionized-center concentration is small. In this
case, the concentration of ionized DX centers depends
on the time elapsed after the switching-off of illumina-
tion as NCV(x, t) = Ndexp(–R(x)t). It can be seen that
good agreement with experimental data is obtained
only if SEPC is assumed. In the case of WEPC, for the
local-vibration phonons having an energy of "ω =
5.5 meV [9] and governing the trend of adiabatic poten-
tial in the configuration space, the capture rate
increases with increasing distance from the neutral bulk
of the semiconductor (Fig. 4). As "ω increases, the tun-
neling time τ1 decreases, which can bring about the sign
reversal of dR/dV [see formula (9)]; however, even if
"ω increases up to 36 meV (the energy of LO phonons
[11]), there is still no good agreement between the the-
ory and experiment within the WEPC context. Further-
more, for "ω as large as above and at T = 78 K, the tun-
SEMICONDUCTORS      Vol. 34      No. 6      2000
neling between the adiabatic potentials U1 and U2
becomes so promoted that the magnitude of the optimal
vibrational energy of the center equals E < 1 meV; in
addition, the temperature dependence of the capture
rate depends only slightly on the energy E2 and exhibits
an activation energy of ≈20 meV, which is lower by a
factor of 10 than the known experimental data [10].
Thus, we may conclude that the DX centers in AlGaAs
doped with silicon exhibit strong electron–phonon cou-
pling.

5. CONCLUSION
We analyzed the multiphonon field-assisted thermal

capture of thermally equilibrium charge carriers by
deep-level centers located in the depletion region of a
semiconductor. It is shown that the rate of electron cap-
ture by the deep center may have radically different
field dependences. In the case of strong electron–
phonon coupling, the multiphonon capture with prelim-
inary tunneling of an electron through the potential bar-
rier in the depletion region occurs with a lower rate than
direct multiphonon capture in the electrically neutral
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Fig. 4. The solid lines represent the dependences of the ion-
ized-impurity concentration NCV on the depth x in
Al0.45Ga0.55As doped with silicon. The dependences were
measured in the dark 60 s after the illumination was
switched off; the depleting voltages (in V) applied to the
Schottky barrier are indicated at each corresponding curve.
Curve L represents the concentration profile measured dur-
ing illumination. The circles and triangles correspond to the
dependences NCV(x) calculated for the case of (1') strong
electron–phonon coupling with "ω = 5.5 meV and (2' and
3') weak electron–phonon coupling with "ω = 5.5 and
36 meV, respectively. T = 78 K.
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bulk of a semiconductor; conversely, in the case of
weak electron–phonon coupling, the capture rate in the
depletion region of a semiconductor may exceed by
several orders of magnitude the capture rate in the neu-
tral bulk.

The results of experimental studies of the capture
processes in AlGaAs doped with silicon indicate that
there is a strong electron–phonon coupling in DX cen-
ters.
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Abstract—The effect of a low-energy α-particle bombardment (5.5 MeV) on the electrical properties of
n-PbSe is studied. It is found that the bombardment increases the carrier density. The samples with an initial
electron concentration lower than 1017 cm–3 change their properties after an α-particle dose of up to approxi-
mately 1012 cm–2. The change is not steady for the samples with higher initial carrier densities. The mobilities
of charge carriers decrease in samples with a lower initial carrier density and do not change in those with a high
carrier density. © 2000 MAIK “Nauka/Interperiodica”.
PbSe is a narrow-band semiconductor of particular
interest for application in infrared optoelectronics.
Radiation treatment is widely used to control the elec-
trical properties of semiconductors [1–3]. However,
there is still a lack of information at present concerning
the effect of α-particle bombardment on the tempera-
ture variations of electrical properties of the single-
crystalline n-PbSe films.

In this work, we studied the effect of the bombard-
ment with α-particles with an energy of 5.5 MeV and
doses up to 4 × 1012 cm–2 on the temperature depen-
dences of the electrical parameters (the concentration n
and the mobility of charge carriers µ) for single-crystal
films of n-type semiconductors. The samples of the
n-PbSe were films 12–15 µm in thickness deposited in
vacuum on the (111) cleavage surface of BaF2 by a hot
wall epitaxy. The concentration and mobility of charge
carriers in single-crystalline films were n ≈ 1017 cm–3

and µ ≈ 3 × 104 cm2/(V s). Electrical parameters were
measured in the temperature range of 77–320 K. The
samples were irradiated with an isotropic flux of low-
energy α-particles (5.5 MeV, 238Pu source). The flux
was determined by the exposure time using the known
flux density 5 × 107 cm–2 s–1 [4].

Isochronous annealing was performed in air for the
samples with electrical parameters varying under the
bombardment. The duration of each stage of annealing
was 6–10 min. The temperature dependence of the
electrical properties at 77–300 K was measured after
each annealing. The main stage of the annealing occurs
in the range of 90–140°C, within which the concentra-
tion and mobility of charge carriers regain their initial
1063-7826/00/3406- $20.00 © 20641
values. This apparently restricts the applicability of
α-bombardment in manufacturing the reliable ther-
mally stable devices. The parameters of n-PbSe sam-
ples prior to and after the α-particle bombardment are
listed in the table.

The results can be divided into two groups. Samples
30 and 31 belonging to the first group had a relatively
low concentration of the charge carriers prior to the
bombardment: 1.09 × 1017 and 0.86 × 1017 cm–3, respec-
tively. The concentration of the carriers for this group of
samples increased by a factor of 1.5, and the mobility
decreased by a factor of 3 under the irradiation with com-
paratively low doses of α-particles (1.8 × 1011 cm–2). The
second group included samples 29 and 32 with higher
initial electron concentrations: 1.46 × 1017 and 1.79 ×
1017 cm–3, respectively. These samples exhibited no
changes in the concentration and mobility even for the
α-particles doses equal to 4.32 × 1012 cm–2.

Experimental temperature variations of the concen-
trations of charge carriers for the samples of the first
group prior to and after the bombardment are shown in
Fig. 1a. In the low-temperature range of 77–200 K, the
concentration of charge carriers is almost constant, and
impurity conduction takes place. At higher tempera-
tures, the conductivity slightly increases. The α-parti-
cle irradiation causes the curves to shift to higher con-
centrations with a subsequent stabilization at a level of
about 1.6 × 1017 cm–3. The main change in concentra-
tion occurs at small doses of up to 1011 cm–2; the further
increase of dose virtually does not affect the concentra-
tion.
000 MAIK “Nauka/Interperiodica”
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Sample characteristics

Sample  Thickness h, µm α-particle flux Φ, 
1011 cm–2

Concentration 

, 1017 cm–3

Adjustable parameters of mobility µ, cm2/ (V s)

A, 10–3 cm–2 V s K3/2 B, 10–9 cm–2 V s K–5/2

30 14 0 1.09 ± 0.04 2 ± 1 0.6 ± 0.1

1.8 1.65 ± 0.05 13 ± 1 1.2 ± 0.1

31 12 0 0.86 ± 0.04 5 ± 1 0.6 ± 0.1

10.8 1.51 ± 0.06 40 ± 10 1.3 ± 0.1

29 15 0 1.46 ± 0.13 5 ± 1 0.65 ± 0.05

43.2 1.73 ± 0.08 5 ± 1 0.65 ± 0.05

32 12 0 1.79 ± 0.05 15 ± 1 0.50 ± 0.05

37.8 1.80 ± 0.08 18 ± 1 0.50 ± 0.05

ND
+

The obtained temperature dependences of the con-
centration of charge carriers can be explained by the

change in concentrations of donor levels  in the
course of bombardment and by the contribution of
intrinsic conductivity at high temperatures. The tem-
perature dependence of the concentration n(T) can be
determined from the equation of electroneutrality

(1)

where the band gap

Eg(300) = 0.29 eV, and the preexponential factor of the
concentration of intrinsic charge carriers is assumed to
depend only weakly on temperature, ni(300) = 3 ×
1016 cm–3. The concentration of donor levels  deter-
mined from the experimental temperature dependence
of the concentration of charge carriers is given in the
table. From the table it follows that, as a result of irra-
diation, the concentration of donor levels for the sam-
ples of the first group becomes two times higher, and
for the samples of the second group it remains almost
unchanged. The limiting value of the concentration n ≈
1.7 × 1017 cm–3, which corresponds to pinning of the

Fermi level at the level of a defect with the energy  =
EFC = –0.024 eV determined from the relation

(2)

where NC = 8.2 × 1018 cm–3, T = 77 K, and EFC =
EF − EC.

The temperature dependences of mobility for the
samples with a low initial concentration of charge car-
riers are shown in Fig. 1b. The mobility is reduced after

ND
+

n T( ) ND
+ ni

2 300( )+=

× exp Eg T( ) Eg 300( )–[ ] /kT–{ } /n,

Eg T( ) Eg 300( ) 0.00004 300 T–( ) eV,–=

ND
+

ED
+

n NC EFC/kT( ),exp=
the irradiation by a factor of 2–3 within the entire tem-
perature range. At low temperatures, this reduction is
caused by scattering by an increased number of ionized
defects and, at high temperatures, by the acoustic
phonons with modified phonon energy spectrum, prob-
ably due to the formation of defects, which results in an
increase in the effective interaction of the charge carri-
ers with phonons.

In the samples with a high initial concentration of
charge carriers and, consequently, defects, the mobility
does not change in the course of bombardment.

The temperature dependence of mobility of charge
carriers may be approximated by the following func-
tion

(3)

chosen according to Matthiessen rule. Here, the first
term in the denominator accounts for the scattering by
ionized defects, and the second term, for the scattering

by acoustic phonons. It is known that B ∝  /C1,
where Eac is a constant of the deformation potential, C1
is an averaged velocity of propagation of acoustic
vibrations; and A ∝  NI, where NI is the total number of
ionized impurities (both donors and acceptors) [5, 6].

The obtained values of coefficients A and B are
given in the table. It is seen that, for samples 30 and 31
with a low initial concentration of charge carriers, the
coefficients A and B increase with bombardment by
factors of 6–8 and 2, respectively. For the samples with
a high initial concentration of charge carriers, the coef-
ficients A and B do not change, the coefficient B being
equal to the value for the samples of the first group prior
to the bombardment. This is indicative of the different
nature of the dominant defects in both groups after the
bombardment. The prevailing defects in the samples of
the first group are the radiation-induced defects, for the

µ 1

A/T3/2 BT5/2+( )
---------------------------------------,=

Eac
2
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particle bombardment and (3, 4) after the bombardment;
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samples of the second group they are native defects.
The interstitial atoms formed during the bombardment
in the samples of the first group become stabilized, and
in the samples of the second group, they recombine
with native vacancies. The concentration of the native
defects prior to the bombardment in the samples of the
first group is twice as high as for the second group.

The temperature dependence of the concentration of
charge carriers is affected by the variation of the
vacancy concentration; the temperature dependence of
carrier mobility, by the variation in the concentration of
interstitial atoms.
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Abstract—The Hall mobility was studied in the n-CdxHg1 – xTe crystals subjected to dynamic ultrasonic stress-
ing (WUS ≤ 104 W/m2, f = 5–7 MHz). It was found that, in field of the ultrasonic deformation, an increase in the
carrier mobility in the impurity conduction region (T < 120 K) and a decrease in the intrinsic conduction region
(T > 120 K) occurred in all tested samples. In this case, the magnitude of the sonic-stimulated variation in µH
increases with decreasing structural perfection of a crystal. Different mechanisms of ultrasonic influence on µH
with regard to scattering by optical phonons, ionized impurities, and alloy potential are analyzed, with the cur-
rent flow conditions in the crystal taken into account. It is shown that, in the impurity conduction region, the
main cause of the sonic-stimulated increase of the Hall mobility is the smoothing of the macroscopic intracrys-
talline potential that results from the inhomogeneity of the crystals. In the intrinsic conduction region, a
decrease in mobility is caused by an increase in the intensity of scattering by the optical phonons. © 2000 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Previously, it was found that transport coefficients
of the CdxHg1 – xTe crystals are sensitive to the effect of
the intense high-frequency alternating deformation,
that is, to the ultrasonic effect both in the mode of ultra-
sound treatment [1, 2] and in the course of dynamic
stressing [3–5]. Different mechanisms of acoustically
stimulated irreversible variations of the electrical
parameters (concentration and mobility) of the
CdxHg1 – xTe crystals, including thermoacoustic anneal-
ing [1], destruction of the defect clusters [2], and so on,
have been proposed. Processes of the ultrasound-
induced transformation of the crystal defects in
CdxHg1 – xTe were studied in [4, 5]. In this paper, we
analyze mechanisms of the carrier mobility variations
in the n-CdxHg1 – xTe crystals that have different
degrees of structural perfection and are subjected to
dynamic ultrasonic stressing.

2. EXPERIMENTAL RESULTS

Temperature dependences of the Hall mobility
µH(T) in the n-CdxHg1 – xTe crystals (0.2 ≤ x ≤ 0.22 and
3 × 1014 cm–3 < n < 1015 cm–3) in the intense field of the
ultrasound-induced deformation (WUS ≤ 104 W/m2,
f = 5–7 MHz) in the temperature range T = 77–300 K
were studied. The experimental technique was
described in [5].

Experimental curves of µH(T) for several samples

with different  values at T = 77 K are shown in Fig. 1

(curves 1–4). The initial (T) dependences in the

µH
0

µH
0

1063-7826/00/3406- $20.00 © 20644
intrinsic conduction region (T > 120 K) are similar to
the corresponding dependence in the structurally per-
fect crystals (dashed line), but, in the impurity conduc-
tion region, the mobility is lower. For samples 3 and 4,

the slope of the (T) curve inverts at T < 120 K and
the mobility has anomalously low values. This can be
explained by the variation of the scattering mechanism
that is observed in the CdxHg1 – xTe crystals at lower
temperatures (T < 50 K) [6, 7]. Apparently, these trends
in µH(T) are related to the variation of the current flow
conditions due to the bulk inhomogeneity of the crys-
tals, which is confirmed by the form of the resistivity
dependences on the magnetic field. In high magnetic
fields (B ≥ 0.2 T), the resistivity does not saturate and
magnetoresistance ∆ρ⊥ /ρ0(B) increases linearly with B.
It should be noted that, in sample 1, the magnetoresis-
tance dependence on B is weak and the µH(T) depen-
dence is the most similar to the mobility behavior in the
structurally perfect crystal. In addition, in sample 4, the
Hall coefficient RH strongly depends on B (>20% for
B ≤ 0.55 T). Apparently, at lower temperatures (<77 K),
conduction in the sample becomes of the p-type.

Under ultrasound stressing, an increase in /  =
1.1–1.8 in the impurity conduction region (T < 120 K)

and a decrease in the Hall mobility /  =
0.83−0.93 in the intrinsic conduction region are
observed in all investigated samples (Fig. 1, curves 1'–4').
In this case, the magnetoresistance dependences
∆ρ⊥ /ρ0(B) are saturated in high magnetic fields. Hence-
forth, the index US indicates that the parameter is mea-
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US µH

0

µH
US µH

0
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sured in the field of the ultrasound-induced deforma-
tion, and the index 0 corresponds to the measurements
in the absence of ultrasonic stressing (except for ρ0,
which is the resistivity at B = 0). It should be noted that
all observed acoustically stimulated variations have a
reversible character. After switching off the ultrasound,
mobility in the impurity conduction region returns to
the initial values in the same time as the carrier concen-
tration (eRH)–1. The conditions of our experiment do not
allow us to say the same about mobility in the intrinsic
conduction region.

The Raman spectra are shown in Fig. 2 for samples 3
and 4 with the largest influence of ultrasound on mobil-
ity. Curves 1' and 2' correspond to the ultrasonic stress-
ing at room temperature. Curves 1 and 2 correspond to
the measurements at the same temperature with an
absence of ultrasonic stressing. The caption to Fig. 2
describes the conditions under which the spectra were
measured.

The mobility dependences on the intensity of the
ultrasonic stressing µH(σUS) at different temperatures
are shown in Fig. 3. It can be seen that the form of the
amplitude dependences µH(σUS) is governed by temper-
ature. At T = 83 K (curve 1), µH increases linearly under
the influence of the ultrasonic vibrations. At higher tem-
peratures (T = 93 K, curve 2 and T = 103 K, curve 3), the
mobility µH levels off after a small linear increase. As
the temperature is further increased, an acoustically
stimulated decrease in µH(σUS) (T = 125 K, curve 4) is
observed.

3. DISCUSSION

Analyzing the experimental data, it should be noted
that the acoustically stimulated variation of the Hall
mobility can be related, first of all, to the variation in
the conditions of charge-carrier scattering in the crystal
in the presence of ultrasonic stressing. Another possible
reason is the changing of the current flow conditions in
an inhomogeneous crystal. Let us analyze these possi-
ble reasons in detail.

As has been established previously, for proper anal-
ysis of the µH(T) dependence in CdxHg1 – xTe at T =
4−300 K, it is sufficient to consider three scattering
mechanisms: by polar optical phonons (µop), by alloy
potential (µal), and by ionized impurities (µion) [8].
Such mechanisms as acoustic phonon scattering and
electron–electron scattering do not provide a noticeable
contribution to the total scattering process. Let us
assume that, in the presence of ultrasonic stressing, the
carrier scattering is determined by the same mecha-
nisms:

(1)
µH

US( ) 1–
e/m*( ) 1– τ i

US( ) 1–∑=

=  µop
US( ) µal

US( ) 1– µion
US( ) 1–

.+ +
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Fig. 1. Temperature dependences of the Hall mobility µH in
the CdxHg1 – xTe crystals. Curves 1, 2, 3, and 4 were mea-
sured in the absence of ultrasound stressing, and curves 1',
2', 3', and 4' correspond to the samples subjected to ultra-
sound stressing (σUS = 4.8 × 105 Pa, f = 6.5 MHz). The
µH(T) dependence for a structurally perfect crystal is given
by the dashed line [6]. The dependence of the sonic-stimu-

lated increase in the Hall mobility ∆  = (  –

)/  on the value of  at T = 77 K and σUS =

4.8 × 105 Pa is shown in the insert.
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Fig. 2. Raman spectra of the CdxHg1 – xTe crystals (curves
1 and 1' correspond to sample 3; curves 2 and 2' correspond
to sample 4). Curves 1' and 2' correspond to the sample sub-
jected to ultrasound stressing, T = 300 K, σUS = 4.8 ×
105 Pa.
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Let us consider separately each of these mechanisms
from the standpoint of its ultrasound-induced modifica-
tion.

3.1. Ionized-Impurity Scattering

Ionized impurity scattering is dominant in
CdxHg1 − xTe crystals at T < 50 K. Nevertheless, it is
necessary to consider this mechanism at higher temper-
atures. The relaxation time for this mechanism can be
given by [8]

(2)

where Fion is a function accounting for the symmetry of
the electron wave functions and for the screening of the
scattering center potentials by the free carriers, Ni is the
concentration of the ionized impurities, εs = εL + ε∞, εL

is the dielectric constant of the CdTe and HgTe sublat-
tices, and ε∞ is the high-frequency dielectric constant.
Other designations are as generally accepted.

It is well known that the essence of the processes
that occur in CdxHg1 – xTe crystals under the influence
of external factors, such as laser irradiation [9], defor-
mation [10], γ-irradiation [11], ultrasonic treatment [1],
etc., consists in the redistribution of the initial (native)
defects or newly formed point defects between matrix
and sinks (dislocations, small-angle boundaries,
boundaries of subblocks, and so on). This process is
governed by the initial state of the defects and causes
variation of the material properties. One can assume
that a similar situation takes place also in the case of
dynamic below-threshold ultrasonic stressing of
CdxHg1 – xTe crystals [4, 5]. In accordance with general

τ ion εs"
3/2πe4Ni( ) k3/m*( ) 1/Fion( ),=

(µH
US – µH

0)/µH
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Fig. 3. Dependence of the carrier mobility on the amplitude
of the ultrasound stressing of the CdxHg1 – xTe crystal (sam-
ple 3) at temperatures of (1) 83, (2) 93, (3) 103, and
(4) 125 K. 
mechanisms of the defect transformation in
CdxHg1 − xTe in the field of intense ultrasound-induced
deformation, a temporary (during the ultrasound
action) detachment of the point defects (for example,
Hg or background-impurity atoms) from dislocations
and small-angle boundaries to the interstices of matrix
and (or) capture of vacancies by the linear defects are

possible. In this case, the concentration of donors  +

 should increase and the concentration of acceptors

 –  should decrease. Therefore, in the presence
of ultrasonic stressing, the concentration of the scatter-

ing centers Ni should be changed. Let us express ,
without consideration of the ionization degree of the
defects, as

(3)

At T = 77 K and σUS = 4.8 × 105 Pa, ultrasound-induced
variation of carrier concentration from n0 = 7.5 ×
1014 cm–3 to nUS = 8.5 × 1014 cm–3 is observed for sam-
ple 1, from n0 = 3.2 × 1014 cm–3 to nUS = 4 × 1014 cm–3

for sample 2, from n0 = 3 × 1014 cm–3 to nUS = 6 ×
1014 cm–3 for sample 3, and from n0 = 9 × 1014 cm–3 to
nUS = 1.5 × 1015 cm–3 for sample 4. Concentration vari-
ation (nUS – n0) corresponds to the ∆Ni value. In the

tested samples,  does not exceed 5 × 1015 cm–3. Tak-
ing into account (3), we easily derive the relation

between  and  as

(4)

from which, considering the aforementioned estimates

of ∆Ni and , we obtain the ratio /  =
(0.99−0.89). This shows that the intensity of scattering
by the ionized impurities increases due to an acousti-
cally stimulated increase in the concentration of scat-
tering centers. Therefore, this mechanism does not
allow us to explain an increase in the mobility µH,
which is observed in the experiment.

As one can see from (2), another cause of mobility
variation in the case of scattering by the ionized impu-
rities may be an increase in the free carrier concentra-
tion n in the crystal. This results, first, in more effective
screening of the Coulomb potential of scattering cen-
ters, and, therefore, in a decrease in the contribution of
this mechanism to the total scattering. This assumption
is confirmed by calculations of the Fion(n) dependence:
an increase in n from 1014 to 1015 cm–3 leads to

/  = 0.95 and, as a result, to an insignificant

increase in the mobility ratio /  = 1.05. Further-
more, an increase in the carrier concentration causes
also an increase in mobility µion due to an increase in
the average electron energy [12]. However, although
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this mechanism results in an increase in mobility, it
does not enable us to explain quantitatively the experi-
mental results for all tested samples, in particular, for
the dependence of the ultrasound-induced mobility

increase on the  value measured in the absence of
the ultrasonic deformation. Dependence of the acousti-

cally stimulated increase in the Hall mobility ∆

on the  value is presented in Fig. 1 (see the inset).

The larger the value of , the less pronounced the

ultrasound effect (that is, ∆ ) for equal values of
the intensity of the ultrasound stressing.

3.2. Scattering by the Alloy Potential

Scattering by the alloy potential arises from the dis-
turbance in periodicity of the crystal potential in
AxB1 − xC solid solutions due to disorder in the arrange-
ment of the A and B atoms in the sites of the crystal lat-
tice. Study of this mechanism is based on the assump-
tion that the difference between the A and B atomic
potentials UAB(r) = UA – UB is a small perturbation. In
addition, the UAB potential is localized: UAB = ∆E for
r < r0 and UAB = 0 for r > r0, where r0 is the distance
between the nearest neighbors [13].

The relaxation time for alloy scattering may be
expressed as [14]

(5)

where ∆E is the alloy scattering potential, N0 is the
number of atoms in the unit volume, and x is the com-
position parameter. The value of ∆E is assumed, in the
first approximation, to be equal to the difference
between the band gaps of the AC and BC crystals
[15, 16]. It is proposed in [14] to choose ∆E as the dif-
ference between the A and B atomic screened poten-
tials. In this case, the value of the alloy potential for
CdxHg1 – xTe is Ω∆E = 9 × 10–29 eV cm3, ∆E = 1 eV
[14, 17] and Ω is the volume of the unit cell. A much
smaller value ∆E = 0.23 eV obtained from calculations
in the coherent potential approximation [18] was suc-
cessfully used in [19] in calculations of the mobility
temperature dependences. It should be noted that, most
often, ∆E is used as an adjustable parameter determined
from a comparison of the calculated and experimental
data.

As in the above case of the ionized impurity scatter-
ing, it is possible to assume the existence of several
mechanisms of the ultrasound-induced modification of
scattering by the disorder of the crystal lattice. First,
due to the µal dependence on the electron energy
(~ε−1/2) [14], an acoustically stimulated increase in the
carrier concentration should enhance scattering by the
alloy potential. Calculations at T = 10 K show that the
contribution of this mechanism increases from 5% for
n = 4 × 1014 cm–3 to 25% for n = 2 × 1016 cm–3 [20].
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A similar result was obtained in [12] at T = 77 K. Thus,
due to the acoustically stimulated increase of n, the
mobility limited by the alloy scattering should
decrease, which excludes this mechanism from consid-
eration, because it does not correspond to the experi-
mentally observed effect.

The deformation mechanism of the ultrasound influ-
ence on the alloy potential is quite possible if we
choose the latter as the difference between the CdTe
and HgTe band gaps. However, calculations show that,
at the intensities of ultrasound-stressing used in the
experiment, the value of the effective pressure P gener-
ated by the ultrasonic wave in crystal does not exceed
5 × 105 Pa. In this case, the alloy potential in the field

of the ultrasound-induced deformation ∆EUS = [  +

(dεg/dP)P]CdTe – [  – (dεg/dP)P]HgTe decreases by a
negligible value (no more than ~5 × 10–5 eV). Finally,
since the carrier concentration increases in the ultra-
sound field, it is possible to assume that the alloy poten-
tial has additional screening. However, in the case of
alloy scattering, it is not clear if screening significantly
changes the localized potential ∆E [14].

Thus, the analysis shows that it is impossible to
explain the effect of the ultrasound-induced increase of
the Hall mobility in the impurity conduction region
only on the basis of variation of the scattering condi-
tions.

3.3. Ultrasound-Stimulated Modification
of the Large-Scale Crystal Potential

Another possible cause of the acoustically stimu-
lated increase in mobility µH is variation of the current
flow conditions in the sample due to the ultrasound-
induced modification of the intracrystalline potential.
We have in mind the large-scale potential, whose spe-
cific dimension exceeds the carrier free path, and,
therefore, we do not consider the influence of this
potential on the electron scattering processes. It is well
known that reduced (in comparison with the theoretical
values) carrier mobilities and the anomalous decrease
of µH(T) in the impurity conduction region at T <
120 K, which we observed in the tested samples, can-
not be explained by additional scattering mechanisms.
This shows that there are drift barriers in the crystal
related to the covariant and contravariant modulation of
the crystal energy bands in the inhomogeneous samples
[21, 22]. At the same time, the larger the size of inho-
mogeneity, the greater the difference between the Hall
mobility and the drift mobility. The presence of the
bulk inhomogeneities in the samples is confirmed, as
we mentioned above, by the linear dependence of
∆ρ⊥ /ρ0(B) in the high magnetic fields.

In our opinion, the intracrystalline potential is
smoothed in the field of the ultrasound-induced defor-
mation. The point defects localized at (or near) the
extended defects absorbing the ultrasound wave are

εg
0

εg
0
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transferred to the matrix under the effect of the acoustic
field and cause the hillocks in the potential relief to flat-
ten. In this case, a larger crystal volume is involved in
conduction at the percolation level. The increase of the
Hall mobility in the impurity conduction region (T <
120 K) and the saturation of the magnetoresistance
∆ρ⊥ /ρ0(B) in the high magnetic fields in the samples
subjected to ultrasonic stressing confirm these assump-
tions.

It is necessary to make clear that, by inhomogene-
ities, which give rise to the large-scale potential, we
mean dislocations with the surrounding impurities, the
dislocation clusters, the low-angle boundaries, inclu-
sions of the second phase of the basic components of
the solid solution, impurities which appear near dislo-
cations, and other defects. Considering the sonic-dislo-
cation mechanism as dominant in the ultrasound-wave
interaction with crystal and absorption of the ultrasonic
energy near such macrodefects, we can also assume
that smoothing of the large-scale potential is governed
by the ultrasound-initiated deionization of the levels
localized at the dislocation line. In the initial state,
these levels capture the majority carriers and form
impermeable inclusions. The acoustically stimulated
increase in the electron concentration in the impurity
conduction region supports this assumption [5]. How-
ever, study of the relaxation time of the acoustically
stimulated processes in n-CdHgTe show that, after
relief of the ultrasound stressing, concentration and
mobility return to the initial values in ~102–103 s. This
suggests that the ultrasound-stimulated transformations
involve diffusion rather than recombination, because,
in the latter case, the typical relaxation time is
~10−6−10–7 s.

It should be also noted that, in spite of the key role
of dislocations in the ultrasonic effects in the CdHgTe
crystals, we do not consider scattering by dislocations,
because the contribution of this mechanism becomes
appreciable at temperatures < 50 K for a dislocation
density of Nd > 106 cm–2 [23]. However, in the investi-
gated samples, Nd does not exceed 105 cm–2. In addi-
tion, we do not exclude the possibility of the ultra-
sound-induced formation, under certain conditions, of
a parallel conduction channel with carrier mobility
higher than that in the matrix. However, further studies
are needed to confirm this conclusion.

3.4. Optical Phonon Scattering

We now attempt to explain the decrease of the car-
rier mobility in the intrinsic conduction region. It has
been established that scattering by the optical phonons
is dominant in the CdHgTe crystals in the temperature
range of 77–300 K. Therefore, a decrease in the carrier
mobility in the field of the ultrasound-induced defor-
mation in the intrinsic conduction region, which we
observed in all tested samples, can be explained by the
ultrasound-induced modification of the CdHgTe
phonon spectrum. Actually, in the field of the ultra-
sound-induced deformation, an increase in the band
intensity of the Raman spectra occurs (Fig. 2). We may
relate this result to an increase in the crystal's effective
temperature, which causes the rate of scattering by
optical phonons to increase. Attention is attracted to the
fact that the ultrasound influence on the Raman spectra
correlates with the magnitude of the acoustically stim-
ulated variation of mobility in these samples. Further
studies are necessary for quantitative estimations. We
only note that, both in the impurity conduction and
intrinsic conduction regions, an increase in the rate of
scattering by optical phonons also occurs.

The competition of the scattering processes men-
tioned above gives an adequate explanation of the Hall
mobility dependences on the intensity of the ultrasound
stressing µH(σUS) at different temperatures (Fig. 3). At
lower temperatures, the form of the µH(σUS) depen-
dence is determined by the acoustically induced
smoothing of the intracrystalline potential, i.e., by vari-
ation of the current flow conditions under ultrasound
stressing due to an increase in the effective crystal vol-
ume at the percolation level. As temperature increases,
the concentration distribution over the crystal becomes
uniform and the space-charge regions disappear. In this
case, the contribution of the crystal lattice vibrations
increases and the efficiency of this mechanism in the
field of the ultrasound-induced deformation also
increases. This accounts for the fact that the curve
µH(σUS) first levels off and then descends. Now the
dependence of the ultrasound-induced increase of µH

on the value of  becomes quite clear. The least
pronounced effect is observed in sample 1, which has
the most perfect structure and the highest value of

. It is reasonable to assume that, in the uniform
CdHgTe crystal in which it is possible to neglect the
influence of the large-scale potential, the ultrasound-
induced decrease in the carrier mobility would occur in
the temperature range of 77–300 K due to an increase
in the rate of scattering by optical phonons and alloy
potential.

CONCLUSION

Thus, we observed an increase in the Hall mobility
in the impurity conduction region (T < 120 K) in
CdxHg1 – xTe crystals subjected to dynamic ultrasound
stressing. The magnitude of the sonic-stimulated varia-
tion in µH increases with the decreasing structural per-
fection of a crystal. We also observed a mobility
decrease in the intrinsic conduction region (T > 120 K)
for all investigated samples. We analyzed the possible
mechanisms of the ultrasound influence on the µH tak-
ing into account scattering by optical phonons, ionized
impurities, alloy potential, and the conditions of the
current flow in the crystal. In the impurity conduction
region, the principal cause of the ultrasound-induced

µH 77,
0

µH 77,
0
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increase in the Hall mobility is the smoothing of the
macroscopic intracrystalline potential determined by
the inhomogeneity of the tested crystals. In the intrinsic
conduction region, a decrease in mobility is attributed
to an increase in the rate of scattering by optical
phonons.
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Abstract—Based on the concepts of the significant role of the surface neutralization of positive ions at the
boundaries of the oxide layer in the processes of ion transport in an insulating gap of MOS structures, the origin
of a well-pronounced asymmetry in the temperature and temporal characteristics of the volume–charge ionic
polarization/depolarization of an insulator are analyzed. The neutralization of ions occurs owing to the tunnel-
ing capture of electrons from semiconducting and metallic contacts. Experimental data obtained in a wide range
of variations in the gate potential Vg and related to the thermally stimulated and isothermal polarization of oxide
in Si-MOS structures consistently support the asymmetry model that accounts for a higher degree of neutral-
ization of ions and a higher coupling of ions to electrons at the metal surface (gate) than at the semiconductor
surface. The transients exhibit three stages during polarization. The first of these is related to the transport of
unneutralized (free) ions; in the initial stages of thermally stimulated and isothermal polarization for Vg = const,
the ions move in the oxide ballistically. In the second stage, a transition from the mode of free-ion drift to the
modes of hyperbolic and (or) exponential kinetics of relaxation is observed; in the latter case, the current
becomes virtually independent of the field, temperature, and the rates of the field or temperature scans and
becomes a single-valued function of actual time. In this case, the law of relaxation is defined by the rate of tun-
neling ionization of neutral associations of ion + electron and (or) by their diffusion and thermal decomposition
in the bulk of the insulator. © 2000 MAIK “Nauka/Interperiodica”.
The observations of pronounced asymmetry in the
processes of the bulk–charge ionic polarization and
depolarization of the gate oxide in Si-MOS structures
are well known [1–6]; however, these observations
have not been adequately interpreted so far. At the same
time, the determination of the physical origin of such
distinctions is very important both from the cognitive
standpoint and from the standpoint of solving the prac-
tical MIS-microelectronics problems requiring a sub-
stantial reduction in the level of ionic contamination of
the insulator so that the optical-active range could be
extended to the submicron region [7–11]. Other factors
being the same, the polarization of SiO2 proceeds much
slower than the depolarization and sets in for depolar-
izing gate potentials Vgd < 0. These circumstances
clearly manifest themselves in both the isothermal
dynamic current–voltage (I–V) characteristics of polar-
ization and depolarization and in the measurements of
thermally stimulated polarization; for values of Vg
close in magnitude, the polarization currents are
observed at appreciably higher temperatures than the
depolarization currents [4, 6] (Fig. 2).

We are going to show that the analysis of the field
and temperature characteristics of thermally stimulated
and isothermal polarization and depolarization of the
insulating layer in MIS structures makes it possible to
clarify the cause of the asymmetry observed.
1063-7826/00/3406- $20.00 © 20650
We studied an Al–SiO2–n-Si(100) system similar to
those investigated in [5, 6, 12]. The technique and the
data-processing algorithms of experiments and also the
measurement procedure were described in detail in
[13]. The structure was completely depolarized at a
high temperature (T . 423 K) with a voltage of Vgd =
−10 V, was cooled to 295 K, and the potential of the
field electrode was then changed abruptly to that corre-
sponding to polarization (Vgp > 0); in the course of sub-
sequent heating at a constant rate of βT . 0.4 K/s, we
measured the current of thermally stimulated polariza-
tion (TSP) I = jS, where j is the current density and S is
the area of the field electrode. A family of TSP curves
obtained for several values of Vgp = const is shown in
Fig. 2. It follows from Fig. 2 that the curves I(T) shift to
lower temperatures as Vgp increases and, in the region
of the initial increase, the TSP current follows the
Arrhenius law with the activation energy E virtually
independent of the polarizing field (see the insert in
Fig. 2).1 In a wide range of Vg (1.0 ≤ Vg ≤ 10 V), the
value of E is almost constant and equals 0.82 ± 0.05 eV;
i.e., within the limits of experimental accuracy, E coin-

1 In the case of a priori unknown kinetics of thermally stimulated
relaxation, the “method of initial increase in current,” in which
the relationship I ∝  constexp(–E/kT) is used, yields the most reli-
able data on the value of E [14–16].
000 MAIK “Nauka/Interperiodica”
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cides with the activation energy of thermally stimulated
depolarization, which is equal to 0.87 ± 0.05 eV [6].
According to [6], this indicates that the initial stages of
an increase in the TSP current are related to the thermal
activation of the time of transit τd of free ions through
the oxide layer. Under the condition of the drift of small
charge [17], i.e., if the inequality

(1)

is valid, the TSP current is given by

(2)

Here, q is the elementary charge; NS is the density of
free ions at the oxide/gate contact, which are not neu-
tralized and are involved in the transit;  is the

oxide permittivity; h is the oxide thickness;  =
Vgp + Vc is the voltage drop across the oxide; Vc ≅  0.5 V
is the contact potential difference for Al–Si (it was cal-
culated according to [18] for Si with a free-electron
concentration of 1013 cm–3 [5, 6, 12] at a temperature of
350 K, which corresponds to the middle of the temper-

ature range used; see Fig. 3, curve 1); τd = h2/µ ,
where µ = µ0exp(–Eµ/kT) is the ion mobility; Eµ is the
activation energy of mobility; and k is the Boltzmann
constant. According to (2), the corresponding Arrhe-

nius curves plotted as I/ ) = f(T–1) are expected
to be represented by a common straight line whose
slope is defined by the value of Eµ. Such a plot con-
structed on the basis of the data shown in Fig. 2 is in
complete agreement with the above concepts (Fig. 3,
curve 1). The value of Eµ determined by the method of
least squares is 0.82 ± 0.05 eV. Extrapolating the

straight line I/ ) = f(T–1) to the point T–1 = 0, we
estimate that NS . 3.3 × 108 cm–2 (S = 2.4 × 10–2 cm2,
µ0 = 3.2 cm2 V–1 s–1 [6], and h = 1.7 × 105 cm) from the
portion qSNSµ0/h2) intercepted on the T–1 axis by
this line [see (2)]. Substituting this value of NS into the
left-hand side of (1), we obtain (for  = 3.9)

4πqNS/  . 1.5 × 102 V cm–1, and, as can be easily
verified, the condition for the small-charge drift is met

for all experimental values of  (Figs. 2, 3). Relying
on the above consideration, identifying E with Eµ, and
taking into account that the determined value of Eµ
agrees well both with the known values [17, 19–22] and
with the values obtained previously by us using other
methods [5, 12], we conclude that the initial stages in
an increase in the TSP current are definitely related to
the thermal activation of the free-ion transit.

Comparison of the data obtained here on TSP with
the results of studies of thermally stimulated depolar-
ization [6] makes it possible to clarify the origin of the

4πqNSκSiO2
 ! Vgp/h

I
qSNS

τd

-------------
qSNSṼgpµ0 Eµ/kT–( )exp

h2
-------------------------------------------------------------.= =
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Fig. 1. Dynamic current–voltage characteristics of an
Al−SiO2–Si MOS structure. A pronounced asymmetry in
the processes of ionic (1) polarization and (2) depolarization
is evident. The temperature of measurements was T = 423 K,
and the field-sweep rate was βV = 0.02 V s–1 [5].

Fig. 2. Thermally stimulated polarization of a Si-MOS
structure for the polarizing voltages Vgp = (1) 0.5, (2) 1.4,
(3) 5, and (4) 10 V. Curve 5 (the scale on the vertical axis is
1.5 × 10–10 A) represents the thermally stimulated depolar-
ization for Vgd = –1 V [6] and βT . 0.4 K/s. The Arrhenius
curves for the stages of an initial increase in the current
(curves 1'–4', see the inset) are plotted on the basis of
curves 1–4.
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asymmetry observed. To this end, we show in Fig. 3 the

universal straight line (2) I| |) = f(T–1), where

 ≡ Vgd + Vc, which characterizes the initial stages of
an increase in the depolarization current for various
values of Vgd [6]. Straight lines 1 and 2 are virtually par-
allel in accordance with the aforementioned activation
energies of corresponding processes. Therefore, a dif-

ference in the values of “polarization” (I/ ) and

“depolarization” (I/| |) electrical conductivities at
the same temperature may be due only to a difference
in the preexponential factors in the expression that
describes the initial stages of an increase in the polar-
ization and depolarization currents (see footnote 1) or,
for all other parameters being equal (the same sample),

where Nss and Nsg are the densities of free (not neutralized)
ions at the contacts of the oxide/silicon and oxide/gate,
respectively. According to [6], Nss = 4.5 × 1010 cm–2.
Determining the value of ∆ for a certain given temper-
ature (indicated by the arrow in Fig. 3; ∆ = 132), we
have Nsg = Nss/∆ = 3.4 × 108 cm–2, which is quite close
to the value obtained previously by extrapolating the

straight line I/ ) = f(T–1), Nsg = 3.3 × 108 cm–2

(Fig. 3, straight line 1). The inequality Nsg ! Nss can be

(log Ṽgd
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Ṽgp
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Fig. 3. Straight line 1 represents the temperature depen-
dences of effective ionic electrical conductivity /Vgp) =

f(T–1) for the regions of initial rise of the current (T0 < T <
Tm) in the curves of thermally stimulated polarization
(curves 1–4 in Fig. 2) for the voltages Vgp = (3) 0.5, (4) 1.4,
(5) 5, and (6) 10 V. Straight line 2 represents the dependence

/| |) = f(T–1) (taken from [6]) characteristic of
effective ionic electrical conductivity normalized to the
common value of NS = 4.5 × 1010 cm–2 for various depolar-
izing voltages in the range of 0.6 ≤ |Vgd | ≤ 11.2 V.

(Ilog

(Ilog Ṽgd
easily accounted for [6, 12] by a difference in the
degree of neutralization of the ions present in the oxide
at its boundaries with metal (gate) and silicon. In the
course of depolarization, due to the depletion of the sur-
face, an accumulation of ions occurs owing to the fact
that tunneling decomposition of neutral associations
(ion + electron) occurs simultaneously with the transit
of the ion-charge front; at a later time, these ions also
become incorporated into the transit–time packet [12].
The Fermi level position is fixed at the insulator–metal
contact, so that any realistic electric field cannot per-
turb the balance between the tunneling processes of
neutral-association ionization and the ion neutraliza-
tion. Therefore, charging of the ions formed as a result
of decomposition of neutral associations inhibits the
process of accumulation of mobile charge in the insula-
tor, because the rate of this process is much lower in the
case of polarization than in the case of depolarization.
In addition, the state (possibly virtual) of an electron
bound by neutral associations at the boundary with the
metal may occur to be deeper than that at the boundary
with the semiconductor owing to the distinctions in the
type of its hybridization with the wave functions of
electrons in the metal and semiconductor. Therefore,
the initial stages of TSP would be governed by the
transport of free (not neutralized) ions with a density
much lower than in the case of thermally stimulated
depolarization. This fact manifests itself quantitatively
in the value of ∆ @ 1. After the transit of free ions, the
TSP rate is limited by slower tunneling processes of
neutral-association ionization and neutralization of
ions separated more and more from the metal surface
and also by the decomposition of neutral associations
that diffuse from the gate to the semiconductor in the
bulk of the insulator. This is naturally accompanied by
a drastic decrease in the rate of the current increase and
by the emergence of its peak and the region of slow
decrease (see Figs. 1, 2); in this region, like in the case
of thermally stimulated depolarization [6], the current
becomes virtually independent of the polarizing field,
temperature, and the heating rate βT; i.e., the current
becomes a single-valued function of the actual time t.
In the context of the model [6, 12], only the descending
portions of the thermally stimulated current can be
quantitatively interpreted; unfortunately, they cannot
be studied in detail because of a loss of reproducibility
of experimental data if the samples are heated to tem-
peratures higher than 460 K.

We now consider the results of studies of isothermal
polarization, which is also widely used to gain insight
into the phenomena of ion transport in insulators of
MIS structures [1–3, 5, 12]. The results of observations
at T = const are generally easier to interpret, because, in
this case, there is no need to consider the poorly known
temperature dependences of preexponential factors. It
follows from the theory [23] that the initial stages of
polarization in the dynamic I–V characteristics are
defined by the free-ion transport through the barrier
formed by external voltage Vg and occur under the con-
SEMICONDUCTORS      Vol. 34      No. 6      2000
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ditions of a quasi-balance between the processes of ion-
ization and neutralization. The corresponding problem
of depolarization was solved in [5]; according to the
experimentally verified model developed in [5], the
current in these stages is proportional to NSexp(Vg/kT)
and is independent of the field-sweep rate βV = dVg/dt =
const < 0.05 if βV < 0.05 V s–1. As in the case of TSP,
the peaks and tails of the current in the I–V characteris-
tics of polarization (Fig. 1) correspond to a transition
from the quasi-steady condition of the free-ion drift to
nonsteady conditions of tunneling ionization of neutral
associations (with a characteristic time of τi), their dif-
fusion from the metal surface, and eventual decompo-
sition (with characteristic time τ) in the bulk of the
insulator layer. The value of τ is expected to increase
with increasing time t as a result of a broad spatial dis-
tribution of tunneling distances. This causes the current
to fall off hyperbolically and to be independent of an
electric field in the insulator: I ∝  t–γ, where γ . 1 [12].
Diffusion of neutral associations is described by the
power-law dependences with γ = 1.5 [23], and the
decomposition of neutral associations in the bulk of the
insulator obeys a classical exponential law [12] I ∝
exp(–t/τ). These dependences can be easily distin-
guished if τ @ τi or τ ! τi. In particular, the hyperbolic
kinetics of isothermal relaxation of the field-indepen-
dent depolarization current for Vg = const was clearly
observed experimentally [12]; contrariwise, the expo-
nential region of depolarization kinetics corresponding
to the decomposition of neutral associations in the bulk
of the insulator has not been observed within an actual
time range.2 Thus, a drastic decrease in the rate of rise
in the polarization current beyond the initial region of
the dynamic I–V characteristic, which is accompanied
by the appearance of a peak with an extended tail in the
I[Vg(t)] curve (cf. curves 1 and 2 in Fig. 1), should be
treated as evidence of a transition from the quasi-steady
thermal-emission mechanism of the free-ion transport
[5] to the relaxation that is limited by tunneling ioniza-
tion, diffusion, and eventual decomposition of neutral
associations in the bulk of the insulator. Since the polar-
ization current in the final stage of relaxation is found
to be comparable to the displacement current I . CiβV

(Fig. 1), where Ci is the geometric capacitance of the
insulator layer, it is difficult to clarify the mechanism of
the current fall-off in the dynamic I–V characteristics;
the situation is further complicated by the fact that both
the tunneling-related ionization of neutral associations
and their diffusion with eventual thermal decomposi-

2 As a consequence of very large values of τ (~3.6 × 103 and 2.2 ×
107 s at 423 and 333 K, respectively) and a small diffusion coeffi-
cient of neutral associations (at 423, this coefficient is by eight
orders of magnitude smaller than the diffusion coefficient of free
ions), the evidence for the existence of the corresponding trans-
port mechanism was only obtained using a special method for
measurements of steady current, which involved thermal modula-
tion [12].
SEMICONDUCTORS      Vol. 34      No. 6      2000
tion in the bulk of the insulator are virtually indepen-
dent of the electric field.

In connection with this, it would be reasonable to
complement the method of dynamic I–V characteristics
with observations of kinetics of the isothermal polar-
ization-current relaxation with a stepped switching of
depolarizing voltage to the voltage ensuring the polar-
ization, because, under these conditions, it is the initial
transit-time effect that may be difficult to measure.3 At
the same time, new opportunities open up for the mea-
surements of long-term relaxation of the polarization
current. Following the transit of the free-ion packet
from the gate to the semiconductor, a transition region
is bound to appear in the dependence I(t); this region is
physically similar to that observed in the TSP curves
and the dynamic I–V characteristics of polarization. At
longer times, the relaxation kinetics would follow the
hyperbolic law I ∝  t–γ and, further, the exponential law
I ∝  exp(–t/τ).

Figures 4 and 5 show experimental data that illus-
trate the main laws of isothermal-relaxation kinetics of
the oxide’s ionic polarization and support the afore-
mentioned concepts. Figure 4 demonstrates that the ini-
tial stages of polarization are independent of the value
of βV , that the current depends exponentially on Vgp
(see the insert), and that a transition between the expo-

3 This is due to the small magnitude of the transit-time signal,
which is caused by small values of NS at the gate surface. It is dif-
ficult to measure this signal against the background of the current
that arises owing to differentiation of the polarizing-voltage step
by the geometric capacitance of the sample and the lead capaci-
tance.

2

1
2

1

3

5

4

10.5

11.5

12.5

1.5 1.0 0.5 0
–Vg, V

–logI, A
I × 10–11, A

9

6

3

101234
|Vg|, V

Fig. 4. Dynamic current–voltage characteristics of polariza-
tion at T = 423 K that demonstrate the independence of the
polarization current at the initial stages of its rise on the val-
ues of βV = (1) 0.02, (2) 0.03, (3) 0.04, (4) 0.05, and
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nential and the very slowly descending portions of the
I[Vg(t)] curves is gradual. It follows from Fig. 5 that the
polarization-current relaxation follows a hyperbolic
law with γ . 1 and that I is independent of Vgp. A com-
parison of these data and the laws of isothermal depo-
larization indicates that the tails in polarization curves
are relatively protracted. This may indicate that the
electron is bound more tightly by an ion in neutral asso-
ciations located close to the gate than in the case of neu-
tral associations located at the semiconductor surface.
The considered origin of asymmetry in the ionic polar-
ization/depolarization of an insulator in a MOS struc-
ture is independently verified by the absence of such
asymmetry in a Si–SiO2–Si system [24]. On this basis,
we may state that the regularly observed temperature
and time asymmetry in the ionic polarization/depolar-
ization of the oxide is caused by asymmetry in the
degree of neutralization of ions, which are present in
the oxide layer at the semiconductor and metal sur-
faces.
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Fig. 5. Kinetics of isothermal relaxation of the polarization
current at a temperature of 453 K. The polarization voltages
Vgp were equal to (1) 1 and (2) 5 V.
REFERENCES
1. M. Yamin, IEEE Trans. Electron Devices 12, 88 (1965).
2. M. Kuhn and D. J. Silversmith, J. Electrochem. Soc. 118,

966 (1971).
3. A. G. Tangena, N. F. de Rooij, and J. Middelhock,

J. Appl. Phys. 49, 5576 (1978).
4. T. Hino and K. Yamashita, J. Appl. Phys. 50, 4879

(1979).
5. E. I. Gol’dman, A. G. Zhdan, and G. V. Chucheva, Fiz.

Tekh. Poluprovodn. (St. Petersburg) 31, 1468 (1997)
[Semiconductors 31, 1268 (1997)].

6. E. I. Gol’dman, A. G. Zhdan, and G. V. Chucheva, Fiz.
Tekh. Poluprovodn. (St. Petersburg) 33, 962 (1999)
[Semiconductors 33, 877 (1999)].

7. G. S. Horner, M. Kleefstra, T. G. Miller, and
M. A. Peters, Solid State Technol., No. 6, 79 (1995).

8. G. Ya. Krasnikov, Élektron. Tekh., Ser. 3, No. 1, 67
(1996).

9. T. Shimatani, S. Pidin, and M. Koyanagi, Jpn. J. Appl.
Phys., Part 1 36 (3B), 1659 (1997).

10. G. V. Chucheva, Candidate’s Dissertation (Moscow,
1998).

11. E. H. Nicollian and J. R. Brews, MOS (Metal Oxide
Semiconductor) Physics and Technology (New York,
Wiley, 1982).

12. E. I. Gol’dman, A. G. Zhdan, and G. V. Chucheva, Fiz.
Tekh. Poluprovodn. (St. Petersburg) 33, 933 (1999)
[Semiconductors 33, 852 (1999)].

13. E.I. Gol’dman, A. G. Zhdan, and G. V. Chucheva, Prib.
Tekh. Éksp., No. 6, 110 (1997).

14. K. H. Nickolas and J. Woods, Br. J. Appl. Phys. 15, 783
(1964).

15. L. I. Grossweiner, J. Appl. Phys. 24, 1306 (1953).
16. A. G. Zhdan and N. A. Lushnikov, Fiz. Tekh. Polupro-

vodn. (Leningrad) 16, 793 (1982) [Sov. Phys. Semicond.
16, 509 (1982)].

17. M. A. Lampert and P. Mark, Current Injection in Solids
(Academic, New York, 1970; Mir, Moscow, 1973).

18. S. Sze, Physics of Semiconductor Devices (Wiley, New
York, 1981; Mir, Moscow, 1984).

19. T. W. Hickmott, J. Appl. Phys. 46, 2583 (1975).
20. M. R. Boudry and J. P. Stagg, J. Appl. Phys. 50, 942

(1979).
21. S. R. Hofstein, IEEE Trans. Electron. Devices ED-13,

222 (1966).
22. G. Greeuw and J. F. Verwey, J. Appl. Phys. 56, 2218

(1984).
23. E. I. Gol’dman, Fiz. Tekh. Poluprovodn. (St. Petersburg)

34 (2000) (in press) [Phys. Solid State 34 (2000) (in
press)].

24. K. Vanhensden, W. L. Warren, R. A. B. Devine, et al.,
Nature (London) 368, 587 (1997).

Translated by A. Spitsyn
SEMICONDUCTORS      Vol. 34      No. 6      2000



  

Semiconductors, Vol. 34, No. 6, 2000, pp. 655–657. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 34, No. 6, 2000, pp. 682–684.
Original Russian Text Copyright © 2000 by Nikolaenkov, Arkhipov, Nikitenko.

                                                                                         

ELECTRONIC AND OPTICAL PROPERTIES
OF SEMICONDUCTORS

       
Equilibrium Energy Distribution of Localized Carriers
in Disordered Semiconductors Subjected

to an External Electric Field at Low Temperature
D. V. Nikolaenkov, V. I. Arkhipov, and V. R. Nikitenko

Moscow Engineering Physics Institute, Kashirskoe sh. 31, Moscow, 125080 Russia
Submitted December 23, 1999; accepted for publication December 28, 1999

Abstract—An equilibrium energy distribution of charge carriers is possible in the 3D case in disordered semi-
conductors with a sufficiently rapidly decreasing density of localized states at low temperatures when the con-
tribution of thermally activated hops of charge carriers to the hopping transport is negligible. A Boltzmann
exponential with a field-dependent effective temperature describes the asymptotic behavior of this distribution.
© 2000 MAIK “Nauka/Interperiodica”.
Processes of carrier transport in amorphous semi-
conductors with conduction via delocalized states have
been successfully described in terms of the multiple-
trapping model [1–3]. This model implies that two car-
rier fractions exist in the material, occupying at any
given instant of time delocalized and localized states.
However, in the materials with all carriers in localized
states, e.g., in most polymers, charge transport is due to
carrier hopping. Many interesting and important fea-
tures of the hopping transport in disordered semicon-
ductors have been observed experimentally in fairly
high electric fields [4–6]. It has been shown both ana-
lytically [7–10] and by Monte Carlo simulations
[11, 12] that the energy distribution of localized carri-
ers and the carrier mobility in a disordered semicon-
ductor can be described both by the ordinary tempera-
ture T and by some effective temperature TF(F) depen-
dent on the magnitude of the applied external electric
field F. Analytical calculations [7, 9] of this effective
temperature yield

(1)

while numerical simulation yields

(see [11]) or 

(see [12]), where e is the elementary charge, γ is the
reciprocal localization radius, and k is the Boltzmann
constant. The equilibrium energy distribution of
injected carriers in an amorphous semiconductor sub-
jected to an external electric field at low temperatures,
when the contribution of thermally activated hops to the

TF
eF
2γk
--------,=

TF 0.67
eF
γk
------=

TF 0.69 0.03±( )eF
γk
------=
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transport process is negligible, has been found [9] for
the 1D case, which, in fact, corresponds to high electric
fields. In this paper, we demonstrate that the equilib-
rium energy distribution of localized carriers is also
possible in the 3D case at low temperatures in an exter-
nal electric field. We show that this distribution can be
described by the Boltzmann exponential with an effec-
tive temperature given by (1).

As an equation describing the kinetics of the hop-
ping transport, we use the well-known balance equation

(2)

written for the case of low occupancy of localized
states, fi ! 1. Here, fi is the mean occupation number of
the ith state and νij is the probability of transition from
the state i to the state j. Let us assume that in the quasi-
equilibrium transport regime, when the density of
states is time-independent, a great number of carriers
can avoid unlikely jumps that take a very long time tR @
"/∆E, i.e., jumps that do not contribute significantly to
the transport process [13]. (Here, " is Planck’s constant
and ∆E is the characteristic energy change in carrier
transition from one localized state to another.) This
assumption makes it possible to take advantage of the
concept of the distribution function f(r, E, t) averaged
over continuous variables: energy E (deeper states have
higher energies E) and radius vector r. Let us use the
Miller–Abrahams expression for the transition rate

(3)

where % ≡ E – eF∆r – E ', H(%) is the Heaviside func-
tion, ν0 is the characteristic rate of tunneling carrier
hops, and ∆r = r – r'. Then, we use equation (2) to

∂ f i

∂t
------- ν ij f j f i ν ij,

j j≠
∑–

j j≠
∑=

ν ∆r R,( ) ν0 2γ ∆r– H %( ) %
kT
------– ,exp=
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derive the following kinetic equation for the distribu-
tion function f, 

(4)

normalized by the condition

(5)

where t is time, and g(E) is the energy distribution of
localized states normalized by the condition

(6)

The zero energy E = 0 corresponds to the maximum of
the function g(E). Equation (4) is written on the
assumption that the position and energy of localized
states are uncorrelated, which corresponds to the case
of completely disordered materials.

At low temperatures, when the contribution of ther-
mally activated hops can be neglected subject to the
condition of the hypothetical equilibrium, kinetic equa-
tion (4) for the equilibrium distribution function aver-
aged over the space coordinates 

(7)

takes the form

(8)

∂f r E t, ,( )
∂t

-------------------------

=  ν0 r' 2γ ∆r–( ) E' f r E' t, ,( )d

∞–

E eF∆r–

∫expd∫

+ E'
E eFDr– E'–

kT
---------------------------------- 

  f r' E' t, ,( )expd

E eF∆r–

∞

∫ g E( )

– ν0 r' 2γ ∆r–( ) E'g E'( )d

E eF∆r–

∞

∫



expd∫

+ E'
E eF∆r– E'–( )–

kT
------------------------------------------ g E'( )expd

∞–

E eF∆r–

∫ 



f r E t, ,( ),

r f r E t, ,( ) Ed

∞–

∞

∫d∫ 1,=

g E( ) Ed

∞–

∞

∫ 1.=

f eq E( ) f r E ∞, ,( ) rd∫=

0 ν0 r' 2γ ∆r–( ) E' f eq E'( )g E( )d

∞–

E eF∆r–

∫expd∫=

– ν0 r' 2γ ∆r–( ) E'g E'( ) f eq E( ).d

E eF∆r–

∞

∫expd∫
We use equation (8) and formulas (5) and (6) to derive
the following integral equation:

(9)

Here, we introduced the kernel

(10)

and the dimensionless variables ε = E/kTF and ε' =
E'/kTF , where TF is the effective temperature defined by
(1). The appearance of this effective temperature is
associated with the fact that, during transport, the elec-
tric field transfers carriers into states with a higher
energy, similarly to the thermodynamic effects
described by the ordinary temperature T.

This equation can be solved by the iteration method;
as the first approximation, we use the density of local-
ized states

(11)

Substituting (11) into (9), we obtain 

(12)

Here, the quantity Em(TF) depends on the particular
form of the density of states g(E). In particular, in the
case of a Gaussian distribution

,

we have Em(TF) = /2TF , while in the case of an expo-
nential distribution

we obtain Em(TF) = /(TF – E0). Hence,

(13)

Thus, to a first approximation, the equilibrium energy
distribution is described by the Boltzmann function.

To calculate the distribution function feq(E) more
precisely, we substitute, in accordance with (13), the
function g(E)exp(E/kTF) into the right-hand side of

equation (9). The resulting solution (E) has the

f eq ε( )

g ε( ) ε'A ε ε',( ) f eq ε'( )d

∞–

∞

∫

4 ε'A ε ε',( )g ε'( )d

∞–

∞

∫–

----------------------------------------------------------.=

A ε ε',( ) 4H ε ε'–( ) 2 ε ε'–+( )e ε ε'–––=

f eq
0( ) E( ) g E( ).=

ε'A ε ε',( )g ε'( )d

∞–

∞

∫

≈
E/kTF( )/E, E @ E0 Em TF( );+exp

1, E ! E0– Em TF( ).–



g E( ) g0 E/E0( )2–[ ]exp=

E0
2

g E( ) g0 E/E0–( )exp=

E0
2

f eq
1( ) E E( )sgn– g E( ) E

kTF

--------- 
  ,exp≈

E  @ E0 Em TF( ).+

f eq
2( )
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same asymptotic form as the function (E), since the

asymptotic form (12) of the function A(ε, ε')g(ε')

appearing in equation (9) is not changed. Thus, if the
density of localized states g(E) is sufficiently “shallow,”
so that the equilibrium can be established, 

(14)

then the asymptotic form of the occupancy of localized
states ϕ(E) = f(E)/g(E) is the exponential exp(E/kTF).
The quantity Em(TF) appearing in equations (12) and
(13) is the characteristic energy of the peak in the dis-
tribution function feq(E).

Thus, we showed the following. First, in the 3D
case, as also in the 1D one [9], the spatially uniform
equilibrium energy distribution of localized charge car-
riers may occur even in the limiting case T  0, when
the contribution from thermally activated hops to the
kinetic equation (4) can be completely neglected. Sec-
ond, this distribution can be approximated by the Bolt-
zmann distribution function with the effective tempera-
ture (1) instead of the ordinary temperature. It should
be noted that this effective temperature coincides with
previous analytical estimations [9, 10].

f eq
1( )

ε'd∫

Eg E( ) E
kTF

--------- 
  0, E ∞,exp
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Abstract—The photosensitive a-Si:H/p-CuInSe2 heterostructures were obtained for the first time by the depo-
sition of hydrogenated amorphous silicon on polycrystalline p-CuInSe2 substrates. The photoelectric properties
of the new system were studied. The conclusion was drawn on the prospects of the application of this system
for solar and linearly polarized radiation photoconvertors. © 2000 MAIK “Nauka/Interperiodica”.
The development of solar power is mainly directed
towards the efficiency increase and cost reduction of
the solar cells [1–3]. The use of the CuInGaSe2 chal-
copyrite materials in the production of thin-film solar
cells is recognized to be one of the most promising ave-
nues for accomplishing these ends [4]. In recent years,
several research teams have reported photoconversion
efficiencies higher than 17% for the chalcopyrite mate-
rials and higher than 10% in the case of the modules
fabricated from these materials [5–7]. The photocon-
version in such devices is generally defined by the
ZnO/CdS/CuInGaSe2/Mo/glass structure. However, in
an effort to increase the production efficiency and
because of environmental considerations, a demand
arose to replace the CdS buffer layers with an alterna-
tive material. The potentialities of various semiconduc-
tors had already been analyzed as such materials
[8−10]. In this paper, the potentialities of the high-
resistivity layers of amorphous hydrogenated silicon
(a-Si:H) as a buffer material for the preparation of the
photosensitive heterostructures on the basis of
p-CuInSe2 bulk crystals were first studied.

1. The electrically homogeneous polycrystalline
CuInSe2 wafers with a free hole concentration p . 3 ×
1017 cm–3 at T = 300 K were used as the substrates for
the deposition of a-Si:H films. The typical dimensions
of the wafers were about 5 × 5 × 1 mm3. After mechan-
ical polishing, the surface of the wafers was treated in
the polishing etchant. The a-Si:H films were deposited
onto the surface of CuInSe2 wafers at a temperature of
230°C by the RF glow discharge method. The gas mix-
ture SiH4 : H2 (9 : 1) was used in the film growth. The pro-
cess described provides the deposition of ~1 µm-thick
a-Si:H films with a mirror surface. The a-Si:H films
exhibited a good adhesion to the CuInSe2 surface. The
dark resistivity of n-type a-Si:H films amounts to
~109 Ω cm at T = 300 K.
1063-7826/00/3406- $20.00 © 20658
2. All the a-Si:H/p-CuInSe2 heterostructures
obtained exhibited a pronounced rectification. A steady-
state current–voltage characteristic typical of such het-
erostructures is shown in the inset in Fig. 1. Conduction
of heterostructures is initiated, as a rule, by the positive
external bias applied to the p-CuInSe2 substrate. As the
forward bias voltage increases (U * 2 V), the current–
voltage characteristic of the heterostructures consid-
ered is typically defined by the relationship

(1)

where U0 . 1.8–2 V is the cutoff voltage and R0 .
105 Ω is the residual resistance at T = 300 K. In view of
the electrical properties of the substrates, we may
assume that the main contribution to the R0 is provided
by the series resistance of the a-Si:H film. The reverse
current in the structures under study typically obeys the
power law I ∝  Uα, where α = 0.6–1. Such behavior can
primarily be caused by the imperfections at the periph-
ery of the heterostructures obtained.

The photovoltaic effect is reproducibly observed
when the a-Si:H/p-CuInSe2 heterostructures are
exposed to light. The sign of the photoelectric voltage
in all such heterostructures corresponds to the negative
polarity at the a-Si:H film and appears to be indepen-
dent of the energy of incident photons "ω and the posi-
tion of the light probe at the heterostructure surface.
This allows us to attribute the photovoltaic effect
observed to separation of photogenerated pairs in the
single active region resulting from the formation of
such a heterostructure. The photosensitivity of all the
heterostructures obtained is found to be higher in the
case of illumination from the side of their wide-gap
component (a-Si:H). The best heterostructures of this
type are characterized by the open-circuit photoelectric
voltage Uir = 0.3 V and short-circuit current isc =
0.1 mA when exposed to unfocused radiation from an
incandescent lamp (L . 100 W). The maximum voltage

I U U0–( )/R0,=
000 MAIK “Nauka/Interperiodica”



        

PHOTOELECTRIC PHENOMENA 659

                                                    
and current photosensitivities of the structures studied
are SU = 150 V/W and Si = 25 µA/W, respectively, at T =
300 K. It is evident that the mentioned parameters of
the first structures are still far from the ultimate values
for this system. The optimization of the properties of its
components will be the next stage in these studies.

3. Figure 1 shows the representative spectral depen-
dences of the relative quantum efficiency of photocon-
version η, which is defined as the ratio of the short-cir-
cuit photocurrent to the number of incident photons, for
one of the heterostructures studied. The long-wave-
length edge of the dependence η("ω) for the heteros-
tuctures is defined by the photoactive absorption in
their CuInSe2 narrow-gap layer and appears to be the
same at "ω & 1 eV for two different geometric layouts
of the illumination (Fig. 1, curves 1, 2). The maximum
of η in the case of a heterostructure illuminated from
the CuInSe2 side and the step at "ω = 1.01 eV, which
arises for a heterostructure illuminated from the side of
the a-Si:H, are consistent with the bandgap Eg of the
ternary compound [11, 12]. The exponential increase in
the heterostructure photosensitivity for "ω < 1 eV is
described by a high slope S = δ(lnisc)/δ("ω) . 30 eV–1

corresponding to the direct optical transitions in
CuInSe2 [11]. Therefore, as soon as the photon energy
"ω > 1.01 eV, a dramatic drop in photosensitivity
occurs in the short-wavelength region for the hetero-
structure illuminated from the side of the substrate.
This drop is due to the absorption of radiation in the
bulk of the CuInSe2 layer adjacent to the active region
of the heterostucture. The pronounced feature at "ω <
0.95 eV with a peak near 0.9 eV in the spectra η("ω) of
the heterostuctures is characteristic of the initial crys-
tals. This feature results from the photoactive absorp-
tion involving the defect levels in CuInSe2 with the
energy position of Ev + 0.11 eV [11, 13].

When the heterostructures are illuminated from the
side of the a-Si:H films, their photosensitivity spectra
become rather wide (Fig. 1, curve 1). In this case, the
FWHM of the photosensitivity band δ1/2 increases
steeply from 50 to 900–950 meV. In the broadband
mode of photodetection, two bands can be revealed in
the spectral region of high photosensitivity. The energy
positions of the peaks of these bands are indicated by
the arrows in Fig. 1 (curve 1). These features are asso-
ciated with the interference of the incident radiation in
the a-Si:H film. Actually, the estimate of the thickness
of this film based on the energy position of the extrema
in the η("ω) spectra and refractive index of a-Si:H cor-
relates with that obtained from the optical transmission
spectra of the film deposited onto the glass in the same
process.

We note that the attainment of the broadband mode
of photodetection in the a-Si:H/p-CuInSe2 heterostruc-
tures can be indicative of the rather perfect (at least as
regards the photosensitivity processes) interface of
amorphous a-Si:H and crystalline CuInSe2 in spite of
the large difference in their structures. The short-wave-
SEMICONDUCTORS      Vol. 34      No. 6      2000
length dip of the η("ω) dependence in the photosensi-
tivity spectra of a-Si:H/p-CuInSe2 heterostructures in
the vicinity of 2 eV corresponds to the onset of the
interband absorption in a-Si:H and thus can be assigned
to the optical absorption in the hydrogenated amor-
phous silicon layer adjacent to the active region of the
heterostructure.

4. When exposed to linearly polarized radiation,
these heterostructures behave as typical isotropic sub-
stances. Actually, the short-circuit photocurrent is inde-
pendent of the orientation of the electric-field E of the
light wave at normal incidence. Thus, the natural pho-
topleochroism of these structures [14] is virtually zero
(PN = 0) in the entire photosensitivity region. This is
just an indication of the isotropic behavior of the pho-
toactive absorption by the a-Si:H amorphous film and
CuInSe2 polycrystalline substrate.

As soon as the angle of incidence of linearly polar-
ized radiation onto the a-Si:H film of the heterostruc-
ture becomes distinct from zero (θ > 0°), the photocur-
rent appears to be dependent on the azimuth angle ϕ
between the E vector and plane of incidence according
to the formula

(2)iϕ ip ϕ is ϕ .sin
2

+cos
2

=

1.0

η, arb. units

1.5 2.0

102

hω, eV

10

1

2

0.9

1.01

1 meV

I, 10–6 A
50

0

–1
–2 2 U, V

Fig. 1. Spectral dependences of the relative quantum effi-
ciency of photoconversion for the a-Si:H/p-CuInSe2 hetero-
structure (sample 3) at T = 300 K. The structure is exposed
to light from the a-Si:H side (curve 1) and from the
p-CuInSe2 side (curve 2). The current–voltage characteristic
is shown in the inset. The forward direction corresponds to
the positive polarity of the external bias at the p-CuInSe2.
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Here, ip and is are the photocurrents for the polariza-
tions, which are parallel to the plane of incidence and
normal to it, respectively. The polarization ratio ip/is

increases with θ.

The typical dependences of ip and is on the angle of
incidence of linearly polarized radiation for "ω = const
are shown in Fig. 2 (curves 1, 2). With regard to the
criteria of polarization photoelectric spectroscopy

1.0 1.5 2.0
hω, eV

PI, %

50

0

θ, deg
90

4

2

PI, %

–50

30

30'
1

3

4

73

2

0
0

10

5

ip, is, arb units P1/2, (%)1/2

Fig. 2. Dependences of the short-circuit photocurrent (1) ip

and (2) is and induced-photopleochroism coefficient

(3) PI = f(θ) and (4)  = f(θ) on the angle of incidence of

linearly polarized radiation onto the receiving plane a-Si:H
of a a-Si:H/p-CuInSe2 heterostructure at T = 300 K. The
data for sample 6 at λ = 1.1 µm are presented.

PI
1/2

Fig. 3. Spectral dependence of the induced-photopleochro-
ism coefficient PI of the a-Si:H/p-CuInSe2 heterostructure
at T = 300 K. The data are shown for sample 6 exposed to
light from the side of a-Si:H, θ = 75°.

I

[15, 16], the increase in ip and is with θ observed, as
well as the appearance of the peaks in the dependences
ip(θ) and is(θ), are indicative, on the one hand, of the
high optical quality of a-Si:H films deposited on
CuInSe2 and, on the other hand, of the interference of
linearly polarized radiation in these films [15].

The angular dependences of the induced-photopleo-
chroism coefficient PI for the a-Si:H/p-CuInSe2 hetero-
structures in the entire photosensitivity region are char-
acterized by an increase in PI with the angle of inci-

dence under the parabolic law  ∝  θ (see Fig. 2,
curves 3, 4). For all these dependences, PI = 0 for θ = 0.
The latter is defined by the isotropic character of the
photoactive absorption. It follows from the experimen-
tal curves PI = f(θ) (Fig. 2, curve 3) that the abrupt tran-
sition from the isotropic mode to the polarization-sen-
sitive mode of photoconversion in a-Si:H/p-CuInSe2
heterostructures is possible merely by increasing the
angle of incidence.

The typical spectral dependence of the induced-
photopleochroism coefficient for one of the hetero-
structures exposed to light from the side of an a-Si:H
film for θ . 75° is shown in Fig. 3. It follows from this
figure that the PI coefficient in such heterostructures
oscillates throughout the entire photosensitivity region
and maintains its large average value. Consequently,
the “spectral window” effect also manifests itself for
polarization photosensitivity on exposure of the hetero-
structure to light from the side of the wide-gap material.
With regard to [15], the manifestation of PI oscillations
can be assigned to the interference of the linearly polar-
ized radiation in the “wide-gap spectral window” of the
heterostructure. The assessment of the refractive index
based on the induced-photopleochroism coefficient
yields a value which agrees satisfactorily with the
known value for a-Si:H.

In conclusion, it has been found in the present study
that heterostructures based on chalcopyrite semicon-
ductors of the CuInSe2 type and amorphous hydroge-
nated silicon can find application in the development of
high-efficiency cadmium-free solar cells and photo-
analysers of linearly polarized radiation.
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Abstract—Through deposition of CuInSe2 films on CdS substrates in a quasi-closed-circuit “hot-wall” reactor,
p–n CuInSe2/CdS heterostructures were obtained. The thermoelectric power, current–voltage characteristics,
and photosensitivity spectra of the structures were investigated. © 2000 MAIK “Nauka/Interperiodica”.
The CuInSe2-based solar cells and optoelectronic
devices are competitive with the best devices fabricated
from silicon and gallium arsenide [1]. CuInSe2/CdS
heterostructures provide electrical characteristics cor-
responding to device applications [2, 3]. Data on het-
erostructures that include the CuInSe2 film deposited
on the bulk CdS crystal are lacking in the literature.
A method for obtaining these structures, as well as their
electrical and spectral characteristics, is described in
this paper for the first time. The specific features of
obtaining the photosensitive single-phase films of
CuInSe2 with an electron mobility of 50 cm2/(V s) and
a hole mobility of 6 cm2/(V s) were reported in [4, 5].

To obtain heterostructures, n-CdS bulk crystals
grown from the melt were used. First, wafers of cad-
mium sulfide with an average size of 8 × 5 × 0.4 mm3

and a resistivity of 102–103 Ω cm at 290 K were
mechanically polished. Second, they were etched in a
1% solution of bromine in methanol for 20 s and in a
chromium etchant for 5 min. The CdS substrates were
then placed in a quasi-closed-circuit “hot-wall” reactor
that was mounted within the operating volume of the
vacuum system, which was designed for deposition of
the CuInSe2 films. The structures were obtained by
sputtering a fine powder prepared from polycrystals
and single crystals of CuInSe2, which were grown by
the vertical Bridgman method [6] in vacuum at a resid-
ual pressure of 10–4 Pa. The temperatures of the source
and substrate were 1450–1650 K and 550–650 K,
respectively. The “hot-wall” method with an autono-
mously controlled temperature (up to 800 K) of the
screen was used. The use of the “hot wall” provided
operating conditions close to quasi-equilibrium ones
and reduced diffusion at the heterointerface, while the
low rates of deposition (1–5 nm/s) were favorable for a
good adhesion.
1063-7826/00/3406- $20.00 © 20662
Nonrectifying contacts to CdS were formed by
indium deposition at 500 K, and thin gold layers were
deposited on the surface of the CuInSe2 film. The lin-
earity of contacts was tested based on current–voltage
(I−V) characteristics. The electrical conductivity and
the Hall effect were measured using the four-probe
method. The charge-carrier concentration for CdS and
CuInSe2 was 1015–1016 and 4 × 1017–1 × 1018 cm–3 at
300 K, respectively.

The CuInSe2 films 4–5 µm in thickness were depos-
ited on the CdS bulk crystals with a resistivity of
102 Ω cm and a mobility of 70 cm2/(V s). The steady-
state thermoelectric power of 150 µV/K, which was
measured along the normal to the layers, corresponded
to n-type conduction, while the thermoelectric power
for CdS and CuInSe2 was 230 and 450 µV/K at 300 K,
respectively. The barrier thermoelectric power was
measured in planar geometry [7] using electronic-flash
thermal pulses with an energy of 0.05 J and a duration
of 2 µs. The temperature was measured on the surface
of the sample, which was placed into a cell with an ori-
fice plate. The emf values at a large temperature gradi-
ent (~2 × 102 K/cm) were more than one order of mag-
nitude larger compared to the emf for the samples with-
out barriers.

Typical I−V characteristics of the p-CuInSe2/n-CdS
heterostructure at 290 K that were measured in the dark
and under illumination are shown in Fig. 1. In the
region of low biases, the I−V characteristics obtained in
the dark are symmetric and coincide with those
obtained under illumination; i.e., the current density is
defined by the equilibrium conduction rather than by
injection. The forward I−V characteristic remains virtu-
ally unchanged under the influence of illumination,
while the resistance of CdS decreases and the slope of
the I−V characteristic increases at reverse biases. The
nonrectifying region of the I−V curve is defined by the
000 MAIK “Nauka/Interperiodica”
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temperature dependence of conduction (Fig. 1, the
inset). For biases up to 0.7 V, the exponential region of
the I−V curve is adequately described by the diode
equation I = Isexp(eV/nkT), where n = 1.1–2.6. This
indicates that generation–recombination processes
occur in the space charge region. The calculated barrier
height 0.97 eV, which was obtained from the energy
model of an ideal heterojunction, is close to the pub-
lished data [8], while the experimental barrier height
from the cutoff-voltage estimate is 0.65 eV.

The saturation-current values for the asymmetric
p−n junction were calculated from the diode equation

(1)

and were ≤10–7 A/cm2. The quantity ∆E  0 if the
electron affinities for constituents are identical. The
electron affinity for CuInSe2 and CdS is about 4.5 eV.
The diffusion coefficient and diffusion length for elec-
trons in CuInSe2, Dn = 4.2 cm2/s and Ln = 0.6 µm, are
obtained from the capacitance–voltage curves and pho-
tovoltage measurement. Since the majority charge car-
rier concentration in the CuInSe2 region is two order of
magnitude larger than that in the CdS region, the param-
eters of the p-material are included in equation (1).

The experimental saturation dark current, which
was determined from linear forward I−V characteristics
in the zero bias region, does not exceed 10–6 A/cm2.
This points both to a low equilibrium concentration of
the holes involved in conduction at the contact and to
separation of the electron–hole pairs across the genera-
tion region thickness if edge effects are insignificant.

On illuminating the heterostructure in the CdS
absorption region (wavelengths of 500–900 nm), the
photovoltage is observed. The spectral dependences of
the photosensitivity in the mode of short-circuit current
Iph("ω) for various geometric conditions of illumina-
tion are shown in Fig. 2. The setup for measuring the
spectral characteristics was designed on the basis of an
MDR-2 monochromator. An incandescent lamp with a
power of 150 W served as the radiation source. The
spectra were normalized to the constant photon flux.
For the modulation frequency of 400 Hz, in which case
the thermal generation processes are insignificant, the
photoresponse increases steadily with an increase in the
radiation intensity. It can be seen from Fig. 2 that, if the
heterostructure is illuminated from the side of the CdS
substrate, the maximum sensitivity is observed (as dis-
tinct from the case of thin films) at the wavelength of
0.6 µm ("ω ≈ 2 eV). If the CuInSe2 film is illuminated,
the photosensitivity is low and manifests itself in a low-
energy region only. For illumination in the longitudinal
geometry (from the end plane), in which case the radi-
ation is absorbed close to the heterojunction active
region, a plateau is observed between the bandgap ener-
gies of corresponding components.

Is eNd

Dn

Ln

------
Vd ∆Ec–

kT
---------------------– 

 exp=
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The short-circuit photocurrent density Iph depends
on the relation between two terms [9]:

(2)

where β is the quantum efficiency; N = N0 f(k, l, R);
N0 is the number of incident photons; k' and k are the
absorption coefficients; l is the p-layer thickness; d is
the space charge layer thickness; and R and L are the

Iph eβN 1 kd–( )exp– kd–( ) k'L
k'L 1+
-----------------exp+ ,=
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Fig. 1. Typical I−V characteristics of the CuInSe2/CdS het-
erostructure at T = 290 K (1) in the dark and (2) with an illu-
mination intensity of 20 mW/cm2. The temperature depen-
dence of the forward current at the constant voltage is shown
in the inset.

Fig. 2. Spectral dependence of the short circuit current i in
the p-CuInSe2/n-CdS structure in the case of illumination of
(1) the CuInSe2 film, (2) the CdS crystal, and (3) in parallel
geometry.

\ω, eV
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reflectivity and diffusion length of the charge carriers,
respectively, in the p-layer. The plateau observed in the
spectral dependence of the photocurrent is due to the
fact that the second term is predominant in formula (2)
if l > L and the collection of photocarriers is slightly
weakened by recombination. The maximum depending
on the k' /l ration is observed if the absorption in the
n-region is weak and l > Lexp(–k 'l) ~ 1. The selective
character of photosensitivity in the case of illumination
from the CuInSe2 side can be explained by a small dif-
fusion length of the minority carriers. The highest volt-
age sensitivity is 5 × 102 V/W, and the highest current
sensitivity is 5 mA/W.

Thus, the obtained data on thermoelectric and pho-
toelectric properties of the structures consisting of
p-CuInSe2 and n-CdS bulk crystal indicate that these
heterostructures can be used to solve applied problems.
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Abstract—The threshold of the voltage-rise rate was estimated; this threshold should be achieved in a reversely
biased diode structure to excite an impact ionization front propagating with a velocity higher than saturated car-
rier drift velocities. © 2000 MAIK “Nauka/Interperiodica”.
The ultrafast impact ionization wave in the reversely
biased diode structure [1–3] corresponds to the most
interesting scenario of the p–n junction avalanche
breakdown, in many respects similar to the streamer-
type breakdown in a gas and a solid [4–7]. The impact
ionization front propagates in a p+–n–n+ structure (the
typical n–base length is 100–250 µm, its doping level is
Nd = 1014 cm–3) from the cathode to the anode (see fig-
ure) with a velocity a few times exceeding the saturated
drift velocity vs ≈ 107 cm/s of carriers, leaving behind it a
dense electron–hole plasma with concentration N @ Nd.
The front propagation can modulate a structure conduc-
tance in a shorter time than the drift time W/vs and is
sufficiently uniform over the area [2, 3, 8] as distinct
from the streamer [5]. The front is excited as follows
[2, 3]: first, back bias U0 lower than the steady ava-
lanche breakdown voltage but close to it (see figure,
curve 1) is applied to the diode and series load resis-
tance R. Then, the applied voltage is increased
(curves 2 and 3) according to the law

(1)

which can be considered with good accuracy as linear
at the initiation stage. The front is initiated only at a suf-
ficiently fast voltage rise, A > Ath, with the voltage
applied to the structure at the initiation instant much
exceeding the steady breakdown voltage.1 The thresh-
old Ath ≈ 1012 V s–1 only slightly depends on the mate-
rial (Si or GaAs) and device design. The existence of
this threshold was previously qualitatively explained as
follows (see [2, 3]). It is necessary to form a so-called
overvoltage region near the p+–n junction, in which the
electric field strength E substantially exceeds the
impact ionization threshold. This should be done so fast
that thermal carriers would not have time to appear in
this region, initiate the avalanche breakdown and, thus,

1 The wave initiation and propagation are described in [2, 3] in
detail, a descriptive pattern is also presented by the numerical
simulation data in [8–10].

U t( ) U0 At,+=
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prevent a further voltage increase due to the device cur-
rent growth. As far as we know, the value of Ath was not
estimated quantitatively. In this paper, we point to an
alternative cause of the threshold Ath and estimate its
value.

Leaving aside the urgent problem of plane front
transverse stability [11–13] and wave initiation unifor-
mity [14], we assume that the front is excited and then
propagates uniformly over the entire structure area.

First of all, we consider the basic mechanisms of the
ultrafast front propagation by the example of a quasi-
steady stable mode (see figure, curve 4). The electric
field E somewhat exceeds the impact ionization thresh-
old Eth ahead of the front, and there exists a low initial
concentration of free electrons and holes, n0, p0 ! Nd.
The wave propagation is characterized by electron–
hole plasma generation with a concentration N suffi-
cient for the almost complete screening of the electric
field. Carrier generation due to the impact ionization
and field displacement (screening) from newly formed
conductive regions are two main processes responsible
for wave propagation, while the electron drift is not
important in conductance modulation. In this respect,
the wave propagates analogously to the threadlike
streamer under the conditions of preionization [7]. In
the simplest case of threshold dependence of impact
ionization coefficients on the field, α(E) = α0Θ(E – Eth),
where Θ(E) is the Heaviside function (unit step), the
wave velocity vf and the impact ionization region size
lf (where E > Eth) can be approximately related by for-
mulas [11] completely similar to those [7] for a
streamer; i.e.,

(2)

where ε is the semiconductor permittivity and q is the
elementary charge. The quantity τf stands for the field
displacement time and is controlled only by material
parameters. The size of the impact-ionization region lf

v f

l f

τ f

-----, τ f
1

α0v s

------------ N
n0
-----, Nln

α0εε0Eth

q
---------------------,= = =
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depends on the external applied voltage, ionization
front position, doping level Nd, and, at large base
lengths, also on the neutral (not depleted) region size
ahead of the front [11].2 

The velocity of a quasi-steadily propagating wave
always exceeds the drift velocity, vf > vs [15]: the front
cannot move with a velocity lower than vs since the
drift-induced spreading of carriers destroys the space
charge region behind the wave front. According to (2),
the condition vf > vs is equivalent to lf > vsτf; i.e., the
external voltage applied to the diode should be suffi-
ciently high during the wave propagation for the ioniza-
tion region size to exceed the critical size.

The overall objective of this paper is to indicate the
critical role of drift-induced spreading at the wave ini-
tiation stage when electron (n) and hole (p) concentra-
tions are low (n, p < Nd), while the applied voltage
increases (see figure, curves 2, 3). In this case, the gen-
eration region size is necessary small over a certain
time, and the condition lf > vsτf is not satisfied and
should be substituted with the condition imposed onto
the generation-region expansion rate. The boundary x*
of the region where E > Eth is determined from
E(x*, t) = Eth. If the generation zone expands faster than
the drift velocity, dx*/dt > vs, all carriers produced by
impact ionization certainly remain in the ionization

2 A comparison with the theory of front self-similar propagation in
the TRAPATT diode [15] shows that dependences (2) are accurate
to within logarithmic corrections.

Ö

Öth

0 x* xW

1 2 3

4

vf

lf

p+ n n+

R
U(t)

– +

Diagram of the p+–n–n+ structure (bottom) and electric field
distributions in the n–base (top) at various instants: (1) t1 = 0,
the initial field distribution; (2, 3) t2 < t3, the front was not
yet initiated; and (4) the field in the traveling wave. Eth is the
impact ionization threshold, and x* is the boundary of the
region in which the impact ionization can occur at time t2.
zone and contribute to the field screening as their con-
centration increases. Thus, the drift spreading ceases to
be a factor preventing the front formation. The field in
the structure can be approximately defined as

(3)

When deriving (3), we assume the field distribution to
be triangular (see figure, curves 1–3), neglecting the
voltage drop in the quasi-neutral region near the n+ con-
tact. The voltage U(t) is believed to be totally applied to
the diode, which is valid for a small current through the
load at the initiation stage. It follows from (1) and (3)
that the boundary x* moves with the velocity

(4)

Taking into account that Emax(t) ≈ Eth at the initiation
stage, we estimate the critical rate of voltage growth as

(5)

Assuming that Eth ≈ 2 × 105 V s–1 and vs = 107 cm s–1,
we find Ath ≈ 2 × 1012 V s–1, which is close to the exper-
imentally observed value of 1012 V s–1 [2, 3]. We
emphasize that Ath depends only on material parameters
and is identical for structures with various dopant con-
centrations Nd.

The approximativeness of (5) is caused by a steplike
dependence of impact ionization coefficients α(E). The
inequality A > Ath is equivalent to a sufficient, redun-
dantly strong condition for wave initiation. Actually,
the impact ionization is implicitly assumed to proceed
uniformly in the entire range E > Eth. In fact, the most
intense generation proceeds at the left edge of this
region (see figure), where the field is at its maximum
and exceeds the threshold one for a long time. Under
these conditions, drifting carriers need an additional
time to leave the ionization region; that is, the condition
dx*/dt > vs can be weakened. Hence, formula (5) repre-
sents an upper bound of the critical field-rise rate.

The threshold voltage-rise rate exists also when ini-
tiating the streamer that propagates from a tip in a semi-
conductor [5] and has the same typical value of
1012 V s–1. Condition (5) coincides with the critical
voltage-rise rate estimated in [7] as

(6)

(where R is the tip radius and it is assumed that α(E) =
α0exp(–E0/E)) within a factor accounting for the three-
dimensional nature of streamer initiation.
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The condition A > Ethvs is equivalent to the known
condition for the field rise rate in a diode structure in
the case of wave initiation

(7)

This condition was derived for a TRAPATT diode in
[15] on the assumption that the wave is initiated and
propagates in the mode of current J = const. The left-
hand side of (7) corresponds to the density of bias cur-
rent J = εε0∂E/∂t flowing through the structure prior to
the front initiation. Since J = const, this bias current
coincides with the conduction current flowing through
the conductive region after the wave initiation. This
current J = qNdvf ensures the compensation for charged
donors in the depletion region. Condition (7) represents
a formal consequence of the condition vf > vs and the
model assumption J = const [15]. The equivalence of
(5) and (7) can be verified by direct substitution, choos-
ing E(x, t) = E(0, t) = Emax(t) and taking into account
that dEmax/dt = (qNd/εε0)dx*/dt.

If condition (5) is satisfied, the origin of carriers ini-
tiating the impact ionization is unimportant. On the one
hand, any carrier found in the zone E > Eth generates
new carriers without leaving the impact ionization
region. There are two carrier sources: thermal genera-
tion directly in the region of high field and drift of holes
from the diode neutral region [2, 3]. We note that the
characteristic time τf of concentration rise from the ini-
tial value n0 = 105–106 cm–3 to the final one N >
1016−1018 cm–3 depends logarithmically on n0 and, for
given typical values, a change in n0 by a few orders of
magnitude leads to a change in τf merely by tens of per-
cents. This can be substantial for understanding the low
sensitivity of basic switching characteristics (in partic-
ular, delay-time stability) to a specific initiation mech-
anism.

εε0
∂E
∂t
------ qNdv s.<
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Abstract—New experimental data on the charge transport in p–n junctions based on Hg1 – xMnxTe (x ≈ 0.11)
are reported. The experimental I–V characteristics are interpreted in terms of the Sah–Noyce–Shockley theory
with allowance made for special features of recombination of the charge carriers in a narrow-gap semiconduc-
tor. © 2000 MAIK “Nauka/Interperiodica”.
As is known, electrical properties and, correspond-
ingly, detectability of a photodiode based on narrow-
gap semiconductors (such as HgCdTe and HgMnTe)
are primarily defined by the generation–recombination
processes in a p–n junction [1–3]. We report here the
data indicating that recombination processes in such
diodes have distinctive features.

The diode structures were produced by ion etching
of p-Hg0.89Mn0.11Te structures. The bandgap Eg deter-
mined from the optical-transmission spectra was equal
to ~0.18 eV at 77 K. The electron concentration in the
near-surface n+-layer (1–2 µm thick) was close to
~1018 cm–3, whereas the hole concentration p in the
substrate was (2–3) × 1016 cm–3. The dimensions of
active regions were defined by photolithography, and a
three-layer Au/Cr/Pd metallization was used to form
the nonrectifying contacts [4].

Figure 1 shows typical electrical characteristics of
n+–p junctions based on Hg1 – xMnxTe and formed on
the same substrate. The feature common to the shown
current–voltage (I–V) characteristics is the presence of
the portions corresponding to the dependence I ∝
exp(eV/2kT) for the voltages V < 0.1 V; this is charac-
teristic of the recombination mechanism of the current.
The diode’s differential resistance Rdif varies apprecia-
bly from diode to diode for low V, decreases rapidly
with increasing voltage, and finally approaches the
value that is independent of V and is the same for dif-
ferent diodes for V > 0.3 V. This lowest value of resis-
tance that is equal to ~270 Ω in the case under consid-
eration (with the diode area being 5 × 10–5 cm2) obvi-
ously corresponds to the substrate resistance Rs. If the
voltage drop across Rs is taken into account, the curve
I(V) becomes steeper for the currents *10 µA (points 2
in Fig. 1) and now represents the dependence I ~
exp(eV/kT) rather than the dependence I ~ exp(eV/2kT).
Thus, the recombination current that is dominant in the
region of low bias voltages gives way to the above-bar-
1063-7826/00/3406- $20.00 © 20668
rier diffusion current as V increases. This interpretation
seems to be quite plausible, because the diffusion cur-
rent depends on V more heavily than does the recombi-
nation current.

However, taking into account the voltage drop
across the substrate resistance (i.e., plotting the depen-
dence of I on V – IRs), we virtually do not change the
curves in the region of V < 0.2 V. For the voltage drop
across Rs to be significant for the voltage V ≈ 0.08 V, the
value of Rs should be at least by two orders of magni-
tude larger than the determined value of Rs. In [5], it
was assumed that the diode structure formed by ion
etching incorporated a high-resistivity layer between
the n+ and p regions; this is similar to what is observed
in the n+–p––p junctions formed by ion implantation in
Hg1 – xCdxTe [6]. In order to interpret a drastic weaken-
ing of the influence of Rs on I(V) for V > 0.3 V, we have
to assume in addition that the electrical conductivity of
the high-resistivity layer is modulated by electrons
injected into this layer from the n+-layer to such an
extent that its resistance becomes much less than the
substrate resistance for large forward currents. Appar-
ently, another interpretation based on the consideration
of special features of recombination itself in the p–n
junction that does not include a high-resistivity p– layer
and is formed in a narrow-gap semiconductor (like
Hg0.89Mn0.11Te) appears more realistic.

According to the Sah–Noyce–Shockley theory [7],
the most effective recombination centers are located
below the conduction-band bottom by the energy [8]

(1)

where Nc and Nv are the effective densities of states in
the conduction and valence bands, respectively, and are

proportional to  and  (me and mh are the effec-
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Fig. 1. (a): (1) The current–voltage characteristics of n+–p junctions based on Hg0.89Mn0.11Te and (2) the dependences of I on V – IRs;
(b): the voltage dependences of differential resistance for the same diodes.
tive masses of electron and hole); and τn0 and τp0 are the
lifetimes of electron and hole, respectively.

It follows from (1) that, in the case of a wide-gap
semiconductor, the recombination centers may be
assumed to be located virtually in the middle of the for-
bidden band. However, for a narrow-gap semiconduc-
tor (me ! mh and Nc ! Nv), the second term on the
right-hand side of (1) becomes comparable to Eg/2. In
addition, the position of the Fermi level ∆µ in the p and
n regions (∆µ in the substrate is defined by the equality
p = Nvexp(–∆µ/kT)) becomes close to Eg/2, and for p =
2 × 1016 cm–3, amounts to ~0.03 eV at T = 77 K. It is this
circumstance that brings about appreciable changes in
the voltage dependence of the recombination current,
which is defined by the following formula [7]:

(2)

Here, A is the diode area, ni is the intrinsic concentra-
tion of charge carriers; W is the width of the depletion
layer; and f(x) is a function that depends not only on the
coordinate x but also on τn0, τp0, Nc, Nv , and Et. For an
asymmetric n+–p junction, the expression for f(x) can
be written [8] as

(3)

where  = Et – ∆µ,  = Eg – 2∆µ + kT(τp0Nc/τn0Nv),
∆µ is the aforementioned position of the Fermi level in
the bulk of a semiconductor, and ϕ(x) is the distribution
of the charge-carrier energy in the depletion layer. In
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this case, we deal with an abrupt asymmetric n+–p junc-
tion, with the depletion layer being located in a lightly
doped p-region; i.e., we have ϕ(x) = (ϕ0 – eV)(1 – x/W)2,
where ϕ0 is the barrier height in the case of equilibrium.

Figure 2 shows the results of calculating the current
with formulas (2) and (3). If we assume that me = mh,
Et = Eg/2, and τn0 = τp0, the calculated curve virtually
coincides with that defined by the expression

(4)

which can be obtained from (2) by replacing the inte-
gration with respect to x with multiplication of the max-
imal value of the integrand by its half-width [8].

If we then assume that me = 0.01mh for
Hg0.89Mn0.11Te [9] and that the position of the recombi-

I A
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ϕ0 eV–
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 exp 1– ,=

10–7
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Fig. 2. The recombination currents calculated with formulas
(2) and (3) for me = mh and me = 0.01mh. The dashed line
corresponds to the current calculated with formula (4).
T = 80 K.
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nation level Et is defined by expression (1), the calcu-
lated dependence of the current deviates significantly
from (4); this is similar to what is observed in experi-
mental curves in the range of 0.08 < V < 0.2 V (Fig. 1),
in which case the diffusion current is negligibly small.
A quantitative analysis of the results of calculations for
V < 0.08 V does not make much sense, because we do
not take into account the difference between τn0 and τp0,
i.e., between the lifetimes of electrons and holes under
the condition that the recombination centers (traps) are
either completely empty or completely filled with elec-
trons [7]. We may only assume that consideration of a
difference between τn0 and τp0 cannot radically affect
the trend of the dependence I(V) for V < 0.08 V.

We note that, in order to quantitatively compare the
calculated curves with experimental data for V <
0.08 V, we should assume that the effective lifetime

τ0 =  is equal to 10–5–10–6 s (for different
diodes), which is consistent with the results reported
previously [2, 9]. It is also worth noting that the value
of such an important characteristic as the product R0A
[1, 2, 9] can be as high as ~500 Ω cm2 for the diodes

τn0τ p0
under investigation (with the long-wavelength cutoff of
~7 µm).
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Abstract—The surface relief of SiO2 films and the influence of these films on the in-diffusion of atomic hydro-
gen in a semiconductor in the course of hydrogenation were investigated by atomic-force microscopy and scan-
ning tunneling microscopy. The mesostructures appearing as a corrugation on the semiconductor surface are
shown to be formed during the deposition of the SiO2 film. This fact causes an increase in the amount of hydro-
gen penetrating into a semiconductor in the course of hydrogenation. The deposition of the dielectric film on
the n-GaAs surface results in its reconstruction consisting in forming a quasi-periodic relief. The treatment of
the n-GaAs surface covered with the SiO2 protective film in atomic hydrogen modifies the surface relief of the
epitaxial layer. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Hydrogenation is one of the efficient methods of
treating semiconductor structures to considerably mod-
ify their electrophysical characteristics [1–3]. As a rule,
the modifications observed are caused by the fact that
hydrogen atoms passivate various electrically active
centers located on the surface and in the bulk of a semi-
conductor [4, 5]. At the same time, atomic hydrogen
obtained from molecular hydrogen by decomposition
in the hydrogen plasma can cause the stoichiometry of
the surface layer of a semiconductor to be violated [6].
Therefore, in the case of treatment in the hydrogen
plasma, the semiconductor surface is covered with a
SiO2 protective film 5–10 nm thick [7, 8]. In this case,
the efficiency of penetration of atomic hydrogen into
the semiconductor can be even higher in the presence of
a SiO2 surface layer than without it [8].

This study is devoted to investigating the influence
of the SiO2 film on the diffusion of atomic hydrogen in
a semiconductor. Using scanning tunneling microscopy
and atomic-force microscopy, we investigated the sur-
face structure of the GaAs layers and SiO2 films and
also the influence of the hydrogenation of the
SiO2−n-GaAs structures on the relief of the semicon-
ductor surface.

2. EXPERIMENTAL PROCEDURE

The samples were produced on the basis of
n-GaAs(100) epitaxial layers grown by metalloorganic
hydride epitaxy on n+-GaAs:Te substrates with a con-
centration of 2 × 1018 cm–3. A charge-carrier concentra-
1063-7826/00/3406- $20.00 © 20671
tion in epitaxial n-GaAs:Sn amounted to 4 × 1016 cm–3,
and the thickness of the layers was 0.5 µm. The nonrec-
tifying contact was formed on the n+-GaAs side by
means of electrochemical deposition of GeNi/Au with
subsequent annealing at a temperature of 450°C in
nitrogen for 5 min.

To remove the native oxide, the n-GaAs surface was
treated in an ammonia etchant (NH3OH : H2O = 1 : 5).
According to the ellipsometry data, the thickness of
residual oxide amounted to ~6 Å. The SiO2 films were
deposited on the n-GaAs surface by the plasma-chemi-
cal method. The temperature of deposition of the SiO2
layers was lower than 300°C, which rules out the
migration of atoms of the crystal matrix over the sur-
face of the n-GaAs epitaxial layer. The thickness of the
SiO2 films estimated from the data of ellipsometry var-
ied from 5 to 170 nm.

The treatment of the SiO2–n-GaAs structures in the
atomic-hydrogen flow was carried out at a temperature
of 200°C for 5 min. A residual pressure in the vacuum
chamber amounted to 3.7 × 10–4 Pa, and the pressure of
hydrogen in the treatment zone was 1.3 × 10–2 Pa. The
atomic-hydrogen flow was produced by the generator
based on the Penning discharge with a hollow cathode
and a self-incandescent element [8] spaced at 12 cm
from the sample holder. The discharge voltage was
170–190 V for a current of 2 A. An input flow rate of
hydrogen to the generator was kept constant by the elec-
tronic gas-flow-rate controller at a level of 700 atm cm3/h.

A layer-by-layer elemental analysis of SiO2 films
and the near-surface regions of GaAs layers was per-
000 MAIK “Nauka/Interperiodica”
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formed using an MS-7201M secondary-ion mass spec-
trometer with a depth resolution of 30 Å. Dependences
of the signals corresponding to H+, Si+, and Ga+ sec-
ondary ions on the sputtering time were measured. 

The surface morphology of SiO2 films and GaAs
layers was studied using an SMM-2000TA scanning
multimicroscope produced in quantity by ZAO “KPD”
(Moscow Institute of Electronic Engineering) and oper-
ating both in the scanning tunneling microscope (STM)
and atomic-force microscope (AFM) modes. The
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Fig. 1. Concentration profiles for positive ions (1) H+,
(2) Ga+, and (3) Si+ in the SiO2–n-GaAs structures with a
SiO2-film thickness of (a) 5, (b) 38, (c) 93, and (d) 170 nm;

(4) is the concentration profile for H+ in n-GaAs.

Fig. 2. Concentration profiles for the positive ions H+ in the
SiO2–n-GaAs structure with a SiO2-film thickness of (1) 5,
(2) 38, (3) 93, and (4) 170 nm; (5) is the concentration pro-
file for H+ in n-GaAs.

I+, arb. units
 images of the surface for nonconducting films of silicon
dioxide were obtained in the AFM mode. We used stan-
dard cantilevers made of Si3N4 (Park Scientific Instru-
ments, USA). The cantilever was scanned over the sur-
face, and the photodiode current was kept constant
using a feedback; this corresponds to the scanning in
the constant-force mode of the probe–substrate interac-
tion. The GaAs surface before depositing the SiO2 films
and also following their etching-off was investigated in
the STM mode. The silicon-oxide film was removed by
means of etching the structure in a solution of hydrof-
luoric acid (HF : H2O = 1 : 10). The STM measure-
ments were performed using a platinum tip (Pt of
99.99% purity) in the direct-current mode. The voltage
between the tip and the semiconductor surface was cho-
sen to be 1.5 V. All the measurements were performed
under atmospheric-air conditions at room temperature.

3. EXPERIMENTAL RESULTS

According to the data of secondary-ion mass spec-
trometry, the SiO2 films are transparent for atomic
hydrogen. In Fig. 1, we show the distribution profiles
for a concentration of positive ions H+, Si+, and Ga+ in
the SiO2–n-GaAs structures. The thickness of the SiO2
layers amounts to 5, 38, 93, and 170 nm. In the process
of hydrogenation, the hydrogen atoms penetrate freely
to the SiO2–n-GaAs interface and diffuse further, deep
into the semiconductor. This fact is evidenced by the
presence of hydrogen in the surface region of GaAs in
all the samples irrespective of the silicon-oxide thick-
ness (see curve 1 in Figs. 1a–1d). As follows from the
analysis of distribution profiles for the H+ concentra-
tion in the SiO2–n-GaAs structures (Fig. 2), the amount
of hydrogen penetrating both in the dielectric film and
in the surface region of the semiconductor depends on
the SiO2-layer thickness. The greater the thickness of
SiO2, the lower the maximum hydrogen concentration
(Fig. 2, curves 1–4). Thus, the presence of the SiO2
layer leads to a more efficient accumulation of hydro-
gen in the near-surface region of n-GaAs.

The maximum concentration of hydrogen (5.2 ×
1021 cm–3) in the samples with the thinnest SiO2 layer
probably stems from the presence of pores in the film
of thin dielectrics. In Fig. 3, we show an AFM image of
the surface of the SiO2 film 10 nm thick; the image was
obtained with the magnification of 4 × 106. As can be
seen in Fig. 3, the film is porous. The sizes of pores are
comparable with the magnitude of the crystal-lattice
constant of the semiconductor. A similar porous struc-
ture of the insulator film favors the unimpeded penetra-
tion of hydrogen in GaAs during hydrogenation. With
increasing silicon-oxide thickness, the pores disappear
and the amount of hydrogen in the SiO2 and n-GaAs
layers decreases.

In Figs. 4a–4d, we present AFM images of the sur-
faces of the SiO2 films 10, 38, 93, and 170 nm thick,
respectively; the images were obtained at a magnifica-
SEMICONDUCTORS      Vol. 34      No. 6      2000
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Fig. 3. STM image of the surface for the SiO2 film 10 nm thick. Magnification is 4 × 106.
tion of 1.6 × 104. As a result of the investigations, it was
discovered that periodic mesostructures appearing as a
surface corrugation are formed on the surface following
the deposition of dielectrics. The analysis of the images
showed that the SiO2 films have a quasi-periodic undu-
latory surface relief, with the characteristic period and
amplitude depending on the thickness of the deposited
layer. With increasing the SiO2 thickness from 10 to
170 nm, geometric dimensions (period) of the hillocks
first increase from 200 to 400 nm according to the log-
arithmic law and then level off. The height of the hill-
ocks (amplitude) is independent of the film thickness
and remains within the range of 4–8 nm.

It should be noted that the appearance of a similar
relief when depositing a SiO2 thin film (Fig. 4) is not
related to the initial surface of the semiconductor sub-
strate. The STM images of the n-GaAs initial surface
before and after etching off the native oxide are shown
in Figs. 5 and 6, respectively. According to the ellip-
sometry data, the native-oxide thickness amounts to
3.5 nm. From a comparison of Figs. 5 and 6, it can be
seen that the roughness caused by the presence of the
native oxide on the surface disappears following the
treatment of n-GaAs in the ammonia etchant and the
semiconductor surface turns out to be flat. The peak-to-
peak value defined as Sy = Zmax – Zmin [9] amounts to
23 nm (Fig. 6).

The treatment of the SiO2–n-GaAs structures in the
atomic-hydrogen flow leads to a considerable modifica-
tion of the morphology of the n-GaAs surface. To verify
this assumption, the SiO2 film was etched off in a buffer
etchant and the GaAs-surface relief was investigated by
means of the scanning tunneling microscope. The STM
NDUCTORS      Vol. 34      No. 6      2000
images of the semiconductor surface before and after
the treatment with atomic hydrogen are shown in
Figs. 7 and 8, respectively.

As a result of the investigations performed, it was
established that, after etching off the SiO2 layer 10 nm
thick, the n-GaAs surface turns out to be rougher com-
pared to the initial one (before depositing the insulator).
The maximum peak-to-peak value is more than dou-
bled (Sy = 403 nm), while the surface shape becomes
quasi-periodic (Fig. 7). Conversely, after treatment in
atomic hydrogen and etching off the SiO2 film, the n-
GaAs surface turns out to be smooth. The peak-to-peak
value amounts to Sy = 196 nm (Fig. 8).

4. DISCUSSION OF EXPERIMENTAL
RESULTS

As is known, the structural basis for all the crystal-
line and amorphous modifications of silicon dioxide is
the oxygen tetrahedron SiO4. It is assumed that, as in
amorphous modifications of SiO2, annular structures
oriented predominantly parallel to the surface of the
semiconductor substrate arise in silicon-dioxide films.
In a three-dimensional structure, the windows of these
rings form submicrocrystalline channels 0.5 nm in
radius [10]. A marked penetrability of hydrogen and
helium atoms into the SiO2 layers is associated with
these channels. In this case, the distinctions in struc-
tures of the SiO2 films obtained by plasma oxidation
and by the standard thermal oxidation [11] are not
detected by X-ray photoelectron spectroscopy.

A possible cause of the more efficient accumulation
of hydrogen in the surface region of the semiconductor
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Fig. 4. AFM image of the surface of the SiO2 film with a thickness of (a) 10, (b) 38, (c) 93, and (d) 170 nm. Magnification is

1.6 × 104.
in the presence of the SiO2 film and also of the highest
amount of hydrogen in samples with the smallest thick-
ness of silicon oxide may be an increase in the film-sur-
face area. As follows from Fig. 4, the film 10 nm thick
has the most irregular surface and the largest surface
area. As a result, a larger amount of atomic hydrogen is
chemisorbed on such a SiO2 film, which leads to an
increase in the atomic-hydrogen flow deep in the SiO2
layer.

The causes of the appearance of corrugation on the
surface of the SiO2 films are unclear. It can be caused
both by the nucleation nature of the layer growth and by
the internal stresses arising in thin films and at the film–
substrate interface. However, we may state with confi-
dence that the thermal stresses arising in thin films
owing to a difference in the coefficients of thermal
expansion of SiO2 (0.48 × 10–6 K–1) and GaAs (5.3 ×
10–6 K–1) [12] and also the stresses caused by a mis-
match between the lattice parameters of interfacing
materials lead to strains in the crystal lattice of the
deposited insulator film. The presence of the strains in
the SiO2–n-GaAs structures, similarly to the SiO2–Si
structures [13], results in formation of microscopic
voids, which are transformed into macroscopic pores in
the course of cooling the structure. Some of these pores
may be holes, which leads to an increased sensitivity of
the interface to adsorption processes [10]. It is evident
that the number of pores decreases with increasing film
thickness and, simultaneously, the amount of hydrogen
in the SiO2 layers also decreases.

From the analysis of Si and Ga concentration pro-
files shown in Fig. 1, it follows that there is no abrupt
interface between the SiO2 film and the n-GaAs sub-
strate; rather, there is certain boundary layer containing
chemical components of SiO2 and GaAs. It is known
that, in the case of thermally oxidized silicon, the thick-
ness of the SiO2–Si transition layer with a violated sto-
ichiometry is approximately the same both for thick
(~200 nm) and ultrathin (2.3–4.5 nm) SiO2 films and
amounts to 2–3 nm [10]. In our case, when using the
SiO2 films obtained by the plasma-chemical method,
the thickness of the transition layer turns out to be much
larger. Simultaneously, a dependence of the transition-
layer extension on the silicon-oxide thickness is
observed.

The penetration of Si atoms into the surface region
of GaAs and Ga atoms in the SiO2 film is probably
related to chemical reactions of interaction between
surface atoms of the semiconductor and the products of
a reaction during the plasma-chemical deposition of the
SEMICONDUCTORS      Vol. 34      No. 6      2000
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Fig. 5. STM image of the n-GaAs surface with a native
oxide. Magnification is 1.6 × 104.

Fig. 6. STM image of the n-GaAs surface after etching off
the native oxide. Magnification is 1.6 × 104.

Fig. 7. STM image of the n-GaAs surface after etching off
the SiO2 film. Magnification is 3.2 × 104.

Fig. 8. STM image of the n-GaAs surface after etching off
the SiO2 film treated in atomic-hydrogen flow. Magnifica-

tion is 3.2 × 104.
silicon-oxide film [14] on the n-GaAs surface, rather
than to the diffusion of Si (due to the fairly low temper-
ature maintained while depositing the SiO2 layers).
This assumption is confirmed by a modification of the
surface relief of the semiconductor substrate following
the deposition of the SiO2 layers.

It is known that the buffer etchant (a solution of
hydrofluoric acid) does not etch GaAs. Therefore, after
the SiO2 film is removed, the remaining relief of the
GaAs surface must reflect the nature of the interaction
between active elements of plasma and the semicon-
ductor surface during the synthesis of the SiO2 film. As
can be seen from Fig. 7, the relief of the GaAs surface
is appreciably roughened and acquires a certain quasi-
periodicity that is indicative of a considerable recon-
struction of the semiconductor surface during the pro-
cess of synthesis of the SiO2 film.
SEMICONDUCTORS      Vol. 34      No. 6      2000
The smoother surface of GaAs following the treat-
ment of the SiO2–GaAs structures in the atomic-hydro-
gen flow (Fig. 8) can be explained by the formation of
a thin layer with a high concentration of hydrogen at the
insulator–semiconductor interface and in the near-sur-
face region of GaAs [15]. This thin layer of hydroge-
nated GaAs has physical and chemical properties dif-
ferent from those of deeper layers. In particular, the rate
of its chemical etching is lower than the GaAs etching
rate. This surface layer, formed from low-mobility
hydrogen molecules at interstitial sites of the GaAs lat-
tice, acts as the diffusion barrier and can simulta-
neously interfere with the diffusion of hydrogen atoms
both to the semiconductor and to the surface. This
assumption is confirmed by the presence of peaks in the
hydrogen distribution in the vicinity of the interface on
the n-layer side.
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5. CONCLUSION

On the basis of the analysis of experimental results,
it was established that the presence of the SiO2 film
leads to a more efficient accumulation of hydrogen near
the surface of the n-GaAs layer. The amount of hydro-
gen penetrating both into the insulator film and into the
near-surface region of the semiconductor during the
hydrogenation is determined by the relief of the protec-
tive film and decreases with increasing SiO2-layer
thickness. It was shown that the presence of the SiO2
protective film leads to an appreciable modification of
the morphology of the GaAs surface during treatment
in the atomic-hydrogen flow. The deposition of the
SiO2 layer on the GaAs surface results in surface recon-
struction consisting in the formation of a quasi-periodic
relief on the semiconductor surface. However, in the
course of treatment in atomic hydrogen, the GaAs sur-
face covered by the SiO2 protective film becomes
smooth.
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Abstract—Rectifying photosensitive structures were obtained for the first time by bringing the surfaces of thin
films of amorphous hydrogenated silicon deposited onto the silica-glass substrates into direct optical contact
with the InSe natural-cleavage surface. Spectral dependences of the quantum efficiency of the obtained hetero-
contacts were studied, and the prospects for the use of the new a-Si:H/n-InSe heterocontacts in solar cells were
assessed. © 2000 MAIK “Nauka/Interperiodica”.
Studies of the photoconversion processes in the
structures based on amorphous hydrogenated silicon
are motivated by hopes to reduce the cost of silicon
solar cells [1]. At present, a selection of effective tech-
nologies for formation of thin films of amorphous and
polycrystalline silicon (as well as the films of binary
and ternary semiconductor compounds) with the aim of
producing efficient photoconversion structures is under
way [1–6]. This work pursues the above objective and
is devoted to pioneering studies of photosensitivity of a
contact between amorphous hydrogenated silicon
(a-Si:H) and the InSe direct-gap semiconductor com-
pound, the band gap of which is Eg = 1.21 eV at a tem-
perature of T = 300 K [7].

In order to produce photosensitive structures based
on a-Si:H films and InSe bulk crystals, we brought the
surfaces of the above materials into direct optical con-
tact [8, 9]. This method makes it possible to use semi-
conductors with the required characteristics; to elimi-
nate any additional technological operations in forming
the contact itself; and, thus, to avoid the changes in
physical properties of the starting phases.

The a-Si:H films were prepared by the method of
radio-frequency glow discharge. As an operating gas
medium, we used a mixture of silane (12%) and hydro-
gen. The substrates were chemically cleaned silica-
glass wafers ~0.1 mm thick; in the course of the film
deposition, the substrate temperature was ~260°C. This
temperature ensured that homogeneous a-Si:H films
with a dark resistivity of ρ ≈ 109 Ω cm at room temper-
ature were obtained. The actual parameters made it
possible to obtain reproducibly the a-Si:H films that
were homogeneous over the depth and had a specular
surface with an area of ~15 × 15 mm2. For the thickness
of ~1 µm, the a-Si:H films had a bright-red uniform
coloring under the conditions of daylight illumination.

InSe single crystals were grown by planar crystalli-
zation of the melt that had a composition close to sto-
ichiometric for the binary compound; in the case where
1063-7826/00/3406- $20.00 © 20677
there was no intentional doping, the films were of
n-type, with a free-carrier concentration of n ≈ 1015 cm–3

and a resistivity of ρ ≈ 102 Ω cm at T = 300 K. A plane-
parallel plate with perfect specular surfaces was
obtained from the n-InSe single-crystal ingots by cleav-
ing in atmospheric air [9, 10]. Average dimensions of
the n-InSe platelets used in forming the heterocontacts
were ~5 mm × 5 mm × 0.1 mm.

The heterocontacts are typically obtained by bring-
ing one of the surfaces of the n-InSe platelet into direct
contact with the outer as-grown surface of a-Si:H film.
With the use of a special holder, this contact is fixed in
such a way that a high stability of its photoelectric
properties is attained. Schematic representation of the
a-Si:H/n-InSe heterocontacts is shown in Fig. 1. A typ-
ical steady-state current–voltage characteristic of one
of the heterocontacts obtained is shown in Fig. 2. It fol-
lows from Fig. 2 that the method of bringing the as-
grown surface of a-Si:H film into direct contact with
the n-InSe natural-cleavage surface makes it possible to
produce rectifying structures. In such a type of hetero-
contact, the forward (conducting) direction corre-
sponds to the negative polarity of external bias voltage
applied to the n-InSe platelet. It also follows from

A

B

2

1

3

hω

hω

Fig. 1. Schematic representation of a a-Si:H/n-InSe hetero-
contact: (1) the silica-glass substrate, (2) the a-Si:H film,
and (3) InSe.
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Fig. 2 that, for the forward-bias voltages of U > 2.5 V,
the current–voltage characteristic I(U) of a-Si:H/n-InSe
structures is described by the law U = U0 + R0I. For all
the structures obtained, the value of the cutoff voltage
is U0 ≈ 2 V and the on resistance is R0 ≈ 107 Ω at T =
300 K. It follows from the comparison of electrical
properties of the contacting materials that the high
value of R0 is largely defined by electrical properties of
a-Si:H films. For all the heterocontacts obtained, the
reverse current–voltage characteristic typically follows
the power law I ~ Um (m = 0.7–1); the reverse current
increases with increasing bias voltage, which can be
due to imperfections at the heterocontact periphery and
to the corresponding influence of the leakage currents.
It is noteworthy that the parameters of the current–volt-
age characteristics are fairly stable in time; i.e., there
are no pronounced processes of degradation.

The photovoltaic effect was observed in the
obtained a-Si:H/n-InSe heterostructures if they were
illuminated from the sides of either of the two materials
(Fig. 1, configurations A and B). In this case, the sign of
photovoltage was found to be the same under both con-
ditions of illumination of these structures, did not
change if the light probe ~0.2 mm in diameter was
moved over the surface, and was retained in the entire
range of photosensitivity. The aforementioned special
features suggest that the separation of photogenerated
charge carriers in such structures occurs in a single
active region that originates as a result of the formation
of the optical contact between a-Si:H and n-InSe. In all
such heterocontacts, the polarity of photovoltage corre-
sponds to the sign “+” at a-Si:H, which is consistent

2

1

0

0.1
5 U, V

–5

I × 10–6, A/cm2

Fig. 2. A steady-state current–voltage characteristic of an
a-Si:H/n-InSe heterocontact. T = 300 K. The heterocontact
area is ~0.25 cm2, and the conducting (forward) direction
corresponds to the positive polarity of the external-bias volt-
age applied to a-Si:H.
with the direction of rectification. The photosensitivity
of a-Si:H/n-InSe structures is higher if the structure is
illuminated from the side of the wide-gap material and
amounts to 1–5 V/W at T = 300 K in samples of the
highest quality. The above value is well reproduced if
the position of the InSe platelet ~1 × 1 mm2 in area is
shifted over the a-Si:H surface, which indicates that the
a-Si:H films are fairly homogeneous. It is also impor-
tant that, in such structures, the photovoltaic effect (like
the current–voltage characteristics) does not exhibit
any indications of degradation.

Typical spectral dependences of relative quantum
efficiency of photoconversion η determined from the
ratio of the short-circuit photocurrent to the number of
incident photons are shown in Fig. 3 for two different
geometrical characteristics of illuminating an
a-Si:H/n-InSe structure. Only the long-wavelength
edge of the spectrum is insensitive to the geometry of
illumination, which is caused by the fact that the light
is absorbed in the bulk in this spectral region. The spec-
tral position of the long-wavelength exponential edge
of η and a feature in the form of a peak (Fig. 3, curve 2)
or a step (Fig. 3, curve 1) are consistent with the InSe
band gap [6, 8]; in addition, a steep slope of the edge
S = δ(lnη)/δ("ω) ≈ 40 eV–1 in various structures is
related to direct band-to-band optical transitions in the
above compound. In the case where the heterostructure
is illuminated from the side of InSe, we observe a sharp
falloff of photosensitivity with increasing energy of
incident photons ("ω > 1.21 eV), which is caused by
the influence of the radiation absorption in the narrow-
gap material; at the same time, in the case of illumina-
tion from the side of the wide-gap material (a-Si:H),
this falloff of η is found to be appreciably shifted to
shorter wavelengths (deep within the fundamental-
absorption region of InSe; see Fig. 3, curves 1, 2).

In geometry B of illumination (Fig. 1), the full width
of the photosensitivity spectra at half maximum is
δ1/2 ≈ 50–60 meV for the thickness range of the struc-
tures used, whereas a transition to geometry B is
accompanied with a substantial increase in δ1/2 to the
values of 700–750 meV. In this case, the sharp short-
wavelength falloff of the photosensitivity is located in
the vicinity of 2 eV, which corresponds to band-to-band
transitions in a-Si:H [2]. Consequently, the photosensi-
tivity of a-Si:H/n-InSe heterocontacts illuminated from
the side of the wide-gap material remains at a high level
in the spectral range limited by the band gaps of the
phases in contact; this is similar to what is observed in
the case of ideal abrupt heterojunctions [11, 12]. In
turn, this suggests that the differences between the
structures of contacting semiconductors are noncritical
under conditions of direct contact; in this case, we con-
sider the contact between amorphous hydrogenated sil-
icon and the natural-cleavage surface of InSe crystal
with the wurtzite structure [6].

A special feature of a-Si:H/n-InSe heterostructures
studied is a distinct series of six equidistant peaks in the
SEMICONDUCTORS      Vol. 34      No. 6      2000
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region of high photosensitivity of heterocontacts. If we
relate these peaks to the interference of radiation in the
a-Si:H wide-gap film, the estimation of the film thick-
ness on the basis of positions of the peaks yields the
value of ~1 µm, which is consistent with the results of
measurements of the film thickness by other methods.
The very presence of the structure in the photosensitiv-
ity spectra, along with the fact that the dependence

1 meV

12

hω, eV
1.0 1.5 2.0

101

102

103

η, arb. units
1.21 eV

Fig. 3. Spectral dependences of relative quantum efficiency
of photoconversion for an a-Si:H/n-InSe heterocontact:
(1) illumination from the side of a-Si:H (geometry A) and
(2) illumination from the side of InSe (geometry B). T =
300 K.
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η("ω) is broadband, should be considered as an indica-
tion of the fairly high structural perfection of photosen-
sitive structures based on a-Si:H films brought into
direct contact with InSe. This result makes it possible
to consider as promising, from the standpoint of the
study of the new heterocontacts, the quick-procedure
approach to the formation of new heterocontacts by
bringing the semiconductor materials into direct con-
tact. In the case that certain practical potentialities are
found on the basis of these results, efforts could be
made to develop the technology for formation of per-
manent heterostructures based on such materials. In
this case, it is obvious that technological development
of permanent heterostructures based on a-Si:H as a
wide-gap semiconductor and on InSe as a narrow-gap
material with high absorptivity of radiation within the
entire solar spectrum may result in the development of
high-efficiency thin-film solar cells.
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Abstract—Natural oscillations of an electromagnetic field at the boundary of free space with a ferromagnetic
semiconductor are studied. The corresponding dispersion law and the domain of existence are determined. It is
shown that these oscillations can be excited by a magnetic dipole located above the surface of the conducting
medium. The fields and energy-flux density of surface waves in free space are calculated. © 2000 MAIK
“Nauka/Interperiodica”.
1. For many years, consistent attention has been
drawn to magnetic conducting materials, in particular,
to ferromagnetic semiconductors [1–4], because of
their unique properties. Many of these properties can be
used and are already used in practical applications,
such as those related to various systems for data pro-
cessing, delay lines, filters, and new components for
integrated circuits. Undoubtedly, magnetic semicon-
ductors deserve attention also from the general physical
standpoint, because, in these materials, quasiparticles
of a new type are formed, phase separation occurs in the
ground state, magnetoresistance exhibits specific prop-
erties, and so on. Physical processes occurring at the
surface should be taken into account when microstruc-
tures are formed on the basis of the materials under
consideration. These processes include also the effects
related to special features of excitation and propagation
of the surface electromagnetic waves.

2. In a series of works (see references in [5]), it was
theoretically and experimentally shown that the slow
magnetoplasma waves existed in a magnetic field at the
boundary between the conducting medium and free
space; these are surface helicons. They come into exist-
ence in strong magnetic fields if the electrical conduc-
tivity of a semiconductor is the highest along the mag-
netic field. It is assumed that the total current (com-
posed of the displacement and conduction currents) in
the direction transverse to the magnetic field is small
compared to the longitudinal total current. In the refer-
ence frame with the OZ-axis parallel to the magnetic-
field vector H0 and the OY-axis directed along the nor-
mal to the interface between the media (the semicon-
ductor occupies the half-space with y < 0), the follow-
ing inequalities hold for the components of the permit-
tivity tensor εik(ω) of the semiconductor:

(1a)

. (1b)

εzz  @ εxy  @  εxx ,

εzzεxx  @ εxy
2
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Here, ω is the wave frequency. Such conditions are met,
for example, in a two-component plasma if the density
and mass of electrons differ appreciably from those of
holes. The spectrum of the surface helicons ω(k) is
defined by the Hall component of the permittivity εxy

and is determined from the equation

(2)

Evidently, the wave propagates only if

(3)

and its frequency is given by

, (4)

where ω0α and ωHα are the plasma and cyclotron fre-
quencies of the charge carrier that gives the largest con-
tribution to the Hall conduction.

Attenuation of the surface helicons is caused by the
permittivity component εxx and, as follows from condi-
tions (1a), is much less than the frequency defined
by (4).

In these waves, the magnetic-field components are
larger than the electric-field components, with Ez ≅  0.
We note that surface helicons exist in a limited range of
angles given by

, (5)

where ϑ  is the angle of the vector H0 with the vector
k⊥  = (kx, 0, kz). The first condition in (5) specifies the
angle range of π/4 + nπ < ϑ  < 3π/4 + nπ (n = 0, 1), and
the second condition excludes the vicinities of the
angles ϑ  = π/2 + nπ from consideration.
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Since the slowly attenuated surface helicons exist in
a wide range of frequencies

ωHα @ ω, (6)

and their phase velocities are controlled by the magni-
tude of external magnetic field H0, these helicons can
interact with various waves (such as the spin and sonic
waves) and also with electron beams.

It is noteworthy that the characteristics of propaga-
tion of these waves are defined not only by the proper-
ties of the semiconductor but also by those of the bor-
dering medium. In [6], coupled surface helicon–spin
waves that originated at the interface between the semi-
conductor and ferrite were observed. An interaction of
helicons with an electron subsystem of ferrite near the
interface causes the frequency of generated oscillations
to change appreciably; this frequency is found to
depend on both the Hall component εxy and the compo-
nents of the ferrite’s permeability tensor µik(ω). The
equation for the surface waves at the semiconductor–
ferrite boundary is written as [6]

(7)

where the components µik(ω) are given by

(8)

Here,

g is the magnetomechanical ratio; and β is the anisot-
ropy constant. The magnetic field H0 is aligned with the
anisotropy axis and coincides with the direction of the
equilibrium magnetic moment M of the ferromagnet.

It can be shown that the domain of existence of wave
(7) differs from that of surface helicon (4). Indeed, sub-
stituting expression (8) into equation (7), we arrive at

(9)

We now consider a semiconductor for which the ine-
quality iεxy < 0 is valid. In the configuration where kx > 0,
surface wave (9) exists for any frequencies ω < ωH. In
the case where kx < 0, the transparency band for these
waves is specified as

(10)

kz
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---------------------------------------------.–=
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ωM
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(outside this band, we have  < 0). In n-type semicon-
ductors (iεxy < 0), a surface wave cannot exist for kx > 0.
In such semiconductors, the wave exists for kx outside
the frequency range (10), i.e., for the frequencies satis-
fying the following inequalities:

(11)

Attenuation of the surface wave (7), like that of surface
helicon (2), is related to the component εxx.

3. In this paper, we consider a structure composed of
a magnetic semiconductor with two types of charge
carriers (medium 1, y < 0) and free space (medium 2,
y > 0). Propagation of the waves in medium 1 is
described by a system of equations including the Max-
well equations and constitutive equations that define
the relation between the fields E(1) and H(1) and the
inductions D(1) and B(1). In terms of the Fourier compo-
nents, the constitutive equations (without considering

the spatial dispersion) have the following form:  =

εik(ω)  and  = µik(ω) . The permittivity-ten-
sor components of a ferromagnetic semiconductor are
given by

(12)

the permeability-tensor components are given by for-
mulas (8). If conditions (1a) are met, two waves propa-
gate in the magnetic semiconductor; normal compo-
nents of the wave vector for these waves are defined as

(13)

(14)

(if we assume that µ = 1 and µxy = 0 in (13) and (14), we
obtain the magnitudes of normal components of the
wave vectors for the ordinary and extraordinary waves
in a conventional semiconductor). The components of
the fields in these waves are related by the following
formulas.
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For wave 1 (13), we have

(15)

It is noteworthy that we may ignore ε0 in the diagonal
components of tensor εik in view of the smallness of the
displacement current compared to the conduction cur-
rent.

For wave 2 (14), we have

(16)

In free space, the waves split into H-waves (Ez = 0) and
E-waves (Hz = 0).

For an H-wave, we have

(17)
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For an E-wave, we have

(18)

For the boundary conditions at the plane y = 0, we
choose the conditions for continuity of tangential com-
ponents of magnetic and electric fields and also for con-
tinuity of the normal component of the magnetic-induc-
tion vector. Substituting formulas (15)–(18) into the
boundary conditions, we obtain expressions that define
the spectrum and attenuation of the surface waves at the
interface between the magnetic semiconductor and free
space. The surface waves propagating in the XOZ plane
come into existence if the following conditions are sat-
isfied:

(19)

The spectrum of uncoupled “oblique” surface waves is
defined by the following equation:

(20)

Attenuation of a coupled helicon–spin wave [as in the
case of surface helicon (4)] is proportional to the effec-
tive collision frequency of charge carriers. Substituting
the values of tensor components µik (8) into (20), we
have

(21)

where ω1, 2 =  ± . In p-type semi-

conductors (iεxy < 0), the waves with the following fre-
quencies propagate along the OX-axis (kx < 0 and, con-
sequently, ω1 < ωg):
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For kx > 0, the conditions ωg +  < ω1 < ωg + ωM are

met for ω1; thus, hybrid waves (21) can exist in the
three frequency ranges; i.e.,

(23)

In n-type semiconductors (iεxy > 0), the following trans-
parency bands appear for the surface waves:

for kx < 0,

(24)

and for kx > 0,

(25)

Thus, the magnetic properties of a semiconductor affect
the surface-wave frequency. As a result, a coupled hel-
icon–spin wave originates and (as distinct from the sur-
face silicon) propagates in certain transparency bands
within the frequency region of ω ! ωH rather than in
the entire frequency region. The characteristics of the
coupled helicon–spin waves in the semiconductor–fer-
rite structures differ from those in the structures com-
posed of a magnetic semiconductor and free space.

In the former structure, the interaction of the mag-
netic subsystem in the ferrite with conduction electrons
in the semiconductor occurs in a narrow region in the
vicinity of the boundary y = 0. In the latter structure, the
interaction between the magnetic and electronic sub-
systems occurs in the entire volume of the semiconduc-
tor (in the half-space defined by y < 0).

We now dwell briefly on the magnetic semiconduc-
tors for which condition (1) is valid for the tensor com-
ponents εik(ω) and for which the following equality also
holds:

(26)

We note first of all that the surface helicon-spin waves
do not exist if equality (26) is valid. However,
“oblique” pseudosurface waves appear if the following
inequalities are valid:

(27)
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iεxy 0,
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4
------< <> 

  .
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ε0ωH
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2 ωHkxkz

ω
--------------------c2.< <
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The dispersion relation for these waves is defined by
the equation

(28)

The solution to equation (28) exists only for kx > 0. The
wave frequency coincides with the frequency of the
Damon–Eshbach surface waves [4]

(29)

while attenuation is noncollisional and is caused by
propagation time lag in the semiconducting medium:

(30)

The mechanism of origination of this attenuation is
related to the following factors. In the semiconductor,
one of the partial waves, namely, the wave with the
wave-number component ky2 (Reky1 < 0 and Imky2 < 0),
is a bulk wave in the region of high frequencies ω > ν
if conditions (26) and (27) are satisfied. This wave car-
ries away a part of the wave energy from the surface to
the bulk of the conducting medium. A similar effect
was predicted in [7], in which a ferrodielectric–semi-
conductor structure was considered.

4. In this section, we consider the excitation of
hybrid helicon–spin waves (20) and (21) by an emitter
located at a finite distance from the planar interface
between two media (free space and a ferromagnetic
semiconductor). Since we are interested in waves of the
magnetic type (in such waves, the electric-field compo-
nents are small), a magnetic dipole should be chosen as
the emitter. The latter is located in free space (y > 0) at
a distance a from the surface y = 0. In fact, all the
known magnetic dipoles belong to the above type and
constitute a current loop whose size is small compared
to the wavelength. The current Jν(r, t) in the loop can
be defined as

(31)

(32)

The magnetic moment of the dipole under consider-
ation is directed along the OZ-axis.

A system of field equations for free space is written
as

(33)

1 µ µxy kxsgn–+ i
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------–=

×
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--------------------------------------------------------------------------------------.
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-------+ 
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-------------------------.=
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4π
c

------J ν( ); div H 0= = =
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and can be reduced to the following inhomogeneous
field equation:

(34)

A solution to equation (34) is given by the sum of two
terms; i.e.,

(35)

where ky0 = ik⊥ , k⊥  = ;

(36)

The first term in (35) is a solution to a homogeneous
Laplace equation, whereas the second term is a solution
to an inhomogeneous equation and defines the waves
that propagate from the source. In the second term in
(35), the major contribution to the integral of ky is given
by the poles ky = ik⊥  for y > a and ky = –ik⊥  for y < a (the
poles are chosen from the condition for attenuation of
the field at y = ±∞). The components of the vector A are
related by the formulas

(37)

We can use the boundary conditions for y = 0 to express
the unknown coefficients Ai(kx, kz) in terms of the given
parameters of the dipole and to determine the field of

the electromagnetic wave reflected to free space 
[the first term in (35)]. In the general form, these
expressions are very cumbersome. The vanishing deter-
minant of a system of equations for Ai corresponds to
the dispersion relation for natural surface waves in a
system of free space and a ferromagnetic semiconduc-
tor (see (20) and (21)). For these waves, we have

(38)
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2 k ⊥ 0
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P kx kz,( ) P k ⊥ ϑ,( )=
(39)

where  = /cos2ϑ .

It is convenient to calculate the field (r) in a
cylindrical coordinate system (ρ, ϑ , y), in which case

x = ρsinϑ  and z = ρcosϑ . The field (r) can be
then given by

(40)

In what follows, we are interested in the fields of
reflected wave (40) in the wave zone, i.e., at distances
from the emitter larger than the wavelength. In integrat-
ing with respect to k⊥ , the major contribution to the inte-
gral is given by small values of k⊥  such that k⊥ ρ ! 1. In
this case, the stationary-phase approximation can be
used to calculate the integral for ϑ '. Within the interval
[0, 2π], there are two stationary-phase points; they are

 = ϑ  and  = ϑ  + π. Field (40) can be represented
as the sum of the two terms

(41)

where P1 = P(ϑ ' = ϑ), P2 = P(ϑ ' = ϑ  + π),  =

(ϑ ' = ϑ), and  = (ϑ ' = ϑ  + π). The integrands
in (41) have singularities in the form of poles at the

points k⊥  = ±k⊥ 1, 2(P1, 2(k⊥ )  are smooth functions).
The poles k⊥ 1, 2 are located within the first and third
quadrants of the complex plane of k⊥ . In integrals (41),
we pass on to integration along contours. In the first
term, this contour consists of the semi-axis (0, ∞), an
arc with the radius R  ∞, and the semi-axis (0, i∞);
in the second term, the contour includes the semi-axis
(0, ∞), an arc with infinitely large radius, and the semi-
axis (0, –i∞). It can be easily verified that the pole with
Rek⊥  @ Imk⊥  > 0 contributes largely to the expression
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for ; at the same time, the value of the integral
along the arcs and the imaginary axis is exponentially

small. For (ρ, ϑ , y), we have

(42)

Formula (42) defines the field located in free space and
generated as a result of excitation of the surface wave
by the magnetic dipole. For this wave, the density of
energy flux through the cylindrical surface element

ds = ρdϑdy [Sρ =  = Sn⊥ , where S = [EH*]] and

n⊥  = (sinϑ , cosϑ) is given by

(43)

The flux density of the radiation under consideration is
largest if the dipole and the detector are arranged at the
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interface between the media. Thus, the surface hybrid
wave defined by (21)–(25) can be observed if this wave
is excited using a magnetic dipole and if the detector is
located in the plane y = 0 within the ranges of angles of

 < ϑ  <  in the cases of (23) and (25) or within

 < ϑ  <  in the cases of (22) and (24).
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Abstract—Propagation of magnetoplasma waves in a structure formed by periodically alternating semicon-
ductor and dielectric layers is studied for the case where an external magnetic field is applied parallel to the
layers; the waves traveling in the plane normal to the field are considered. Dispersion characteristics are calcu-
lated with the finiteness of the speed of light accounted for, and the features of the structure reflectivity are ana-
lyzed. It is demonstrated that the physical parameters and thicknesses of the layers composing the superlattice
can be obtained from the frequency, angle of incidence, and magnetic-field dependences of the reflection coef-
ficient. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The problem of studying physical properties and
technological parameters of such structures as semi-
conductor superlattices presents considerable experi-
mental difficulties. Analysis of the dependence of elec-
tromagnetic-wave reflection or transmission coeffi-
cients on various external parameters like frequency,
angle of incidence, or static magnetic field is one of the
contactless methods for examining the superlattice
characteristics.

We demonstrated in [1] that, in a layered medium,
frequency and magnetic-field dependences of the per-
mittivity tensor results in the formation of a specific
band structure of the spectrum and the appearance of
“collective surface magnetoplasmon” modes (surface
waves propagating over the semiconductor–insulator
layer interfaces). The fields of such a wave penetrate, or
“tunnel,” through the layers of the structure and are,
thus, coupled by the boundary conditions. Under cer-
tain conditions, it is possible to excite these modes with
an external field and investigate the related superlattice
properties.

In this paper, we obtain analytical formulas and per-
form numerical calculations of the reflection 5 and
transmission 7 coefficients for the electromagnetic
wave incident on a semiinfinite periodically layered
structure composed of the semiconductor and insulator
layers and subjected to an external magnetic field. It is
shown that by analyzing the frequency, angle of inci-
dence, and magnetic field dependences of the above
coefficients one can determine the geometrical as well
as physical parameters of the layers composing the
structure.

One should be aware of a specific point in the calcu-
lation of the reflection and transmission coefficients of
the periodic medium. It is related to the fact that the
1063-7826/00/3406- $20.00 © 20686
group velocity of the spatial harmonics in different
transmission bands can be either positive or negative.
This was pointed out by L. Mandel’shtam as far back as
in 1945 [2].

A lot of publications have been devoted to theoreti-
cal and experimental investigations of the reflection
and transmission coefficients in homogeneous media
(see, e.g., [3]). One of the most comprehensive studies
of the process of the plane wave reflection from a
dielectric medium was presented in Fedorov’s mono-
graph [4].

The problem of reflection from a periodic dielectric
structure was considered previously by A. Yariv and
P. Yeh [5]. However, considerable interest in such stud-
ies has not been shown until recently [6].

2. THE PROBLEM FORMULATION AND THE 
BAND STRUCTURE OF THE SPECTRUM 

We consider the reflection and transmission of light
through the semiinfinite periodically layered structure
composed of alternating semiconductor layers of thick-
ness d1 and insulator layers of thickness d2. Let the
z-axis be oriented perpendicularly to the layers. We
assume that an external magnetic field H0 oriented
along the y-axis is applied to the structure. In this paper,
we consider the magnetoplasma waves propagating in
the xz-plane, perpendicular to the magnetic field. We
use the Maxwell equations written for the semiconduc-
tor and dielectric layers and also the boundary condi-
tions at the layer interfaces; these conditions ensure the
continuity of the electric- and magnetic-field tangential
components. For the configuration considered, the
Maxwell equations are decoupled into two sets: that for
the TE waves with the nonzero field components Ey, Hx,
and Hz (ordinary wave); and that for the TM waves with
000 MAIK “Nauka/Interperiodica”
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the nonzero field components Ex, Ez, and Hy (extraordi-
nary wave). Only the TM waves are considered below,
since the external magnetic field has no effect on the
properties of the TE waves. The material equations
result in the following expression for the permittivity
tensor of the semiconductor [7]:

where ωp is the plasma frequency, ε0 is the lattice-
related part of the permittivity, ωH is the cyclotron fre-
quency, and ν is the effective collision rate.

For the insulator layers, we have

For the plane wave exp(–iωt + ikxx + ikzz), the trans-
verse wavenumber in each layer is given by

(1)

where εf is the so-called Voigt permittivity:

(2)

In formula (1), subscripts 1 and 2 correspond to the
semiconductor and insulator layers, respectively.

To describe the periodically layered medium, we
use the transfer matrix technique [8]: the fields at the
beginning and at the end of each structure period are
related by

where d = d1 + d2 is the period of the structure. The
fields in a periodic structure should comply with the
Floquet theorem; thus,

(3)

The wavenumber , the so-called Bloch wavenumber,
is the transverse wavenumber averaged over the struc-
ture period; it replaces the transverse numbers kz1 and
kz2, which characterize separate layers. The Bloch
wavenumber is defined by the following relation,
resulting from the Floquet theorem:

(4)
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Here, m11 and m22 are the elements of the transfer
matrix :

We note that, for an infinite periodic medium, this for-
mula represents the dispersion equation, which gives
the relation between ω, kx, and .

The eigenmode spectrum is shown in Fig. 1. The
plots were calculated by formula (4); it was assumed
that the structure is composed of an InSb semiconduc-
tor layer (ε = 17.8, ωp = 1012 s–1, d1 = 0.02 cm) and an
insulator layer (ε2 = 2, d2 = 0.005 cm), and a magnetic
field H0 = 159.2 × 103 A/m (which corresponds to
2000 Oe) is applied.1 The effective collision rate ν was
assumed to be zero. One can see that the spectrum has
a band structure. The bands related to the propagating
waves (the allowed bands) lie between the Bloch wave-

1 The same parameters were used in the calculations whose results
are represented in the other figures.
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Fig. 1. The band structure of the spectrum.
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numbers d = 2πN and d = π(2N + 1), where N =
0, 1, 2, …; the corresponding band boundaries are plot-
ted by thick and thin solid lines, respectively. Straight
line 1 corresponds to the light line of the homogeneous

half-space: kzg =  = 0 (here, εg is the per-
mittivity of the homogeneous half-space). Straight
line 2 corresponds to kz2 = 0. Points to the left of this
line describe the waves with the waveguide-type field

configuration in the second layer (  > 0), while, in the
waves corresponding to the points to the right of this
line, the field penetrates, or “tunnels,” through the sec-

ond layer (  < 0). The following characteristic fre-
quencies are important [8]:

(5)

where ωps = ωp  is the frequency of the
surface plasmon at the semiconductor–insulator inter-
face. The hybrid frequency is given by

(6)

Finally, formula

(7)

defines the “critical frequency,” whose significance will
become clear below.

Let us consider the different regions of the band-
structure.

k k
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Fig. 2. The reflection coefficient for θ = (1) 0°, (2) 45°, and
(3) 60° for kx = 0.
(i) ω < ω01. In this region, εf < 0, kz1 and kz2 are
purely imaginary quantities, and the fields of the waves
propagating through the structure decay exponentially
away from the interfaces. Such waves can be called the
“collective surface magnetoplasmons.” It can be seen
from Fig. 1 that, for any Bloch wavenumber , the dis-
persion curves approach the horizontal asymptote
ω = ω01, and the transmission band width tends to zero
with increasing kxd. We note that there is only one
transmission band.

(ii) In the region between ω∞ and ω02 (assuming that
ωH > ωcr) a second “collective” wave band appears. If
ω02 < ω∞ (ωΗ < ωcr), the second band of “collective sur-
face magnetoplasmons” does not exist.

(iii) For ω01 < ω < ω02 (in the case ωH < ωcr) or for
ω01 < ω < ω∞ (in the case ωH > ωcr) the wavenumber kz1
is real, while kz2 can be either real or imaginary. This
region is specific in that the permittivity εf  ±∞ for
ω  ω∞; consequently, the argument kz1d1 of the trig-
onometric functions in the dispersion equation (4) also
tends to infinity. Any transmission band is character-
ized by an integer number of half-waves that fit across
each layer, i.e., the formation of the transmission and
no-transmission bands is governed by the conditions of
geometrical resonance over the thickness of one of the
layers. Thus, with increasing kz1d1, the number of trans-
mission and no-transmission bands also becomes infi-
nitely large. The curve 3, corresponding to kz1 = 0, is an
asymptotic line for the boundaries of all bands in this
region; its shape is determined by the frequency depen-
dence of the Voigt permittivity. This also explains the
shape of the transmission bands: their width vanishes
with increasing kzd, and their frequency approaches ω∞.
This feature of the magnetoplasma wave spectrum is
described in our paper [1].

(4) Finally, when ω exceeds both ω02 and ω∞, the
magnetic field dependence of the permittivity tensor
components wanes with increasing frequency, the spec-
tral bandstructure becomes similar to that of an insula-
tor superlattice, and the boundaries of the bands
approach the asymptote kz1 = 0, which is a straight line
in this region.

3. REFLECTION AND TRANSMISSION 
COEFFICIENTS

The periodic structure spectrum can be investigated,
among other ways, by studying the dependence of the
electromagnetic wave reflection coefficient on the
related experimental parameters. In addition, the
energy of the incident wave can be expended to excite
the eigenmodes of the periodic structure, e.g., the “col-
lective surface magnetoplasmons,” which are responsi-
ble for the specific transmission bands in a periodic
medium. Thus, the rest of the paper is devoted to the
theoretical study of the reflection and transmission
coefficients.

k
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The problem of reflection from a homogeneous
medium is well known in the literature [9]. The reflec-
tion coefficient for a periodic dielectric layer was calcu-
lated in [5]. However, certain difficulties related to the
proper choice of the sign of the Bloch wavenumber
arise in the problem of reflection from a semiinfinite
periodic structure. It is known [9] that the reflected and
transmitted waves must carry energy away from the
interface. The choice of the solution for the reflected
wave in the form of the wave propagating into the
homogeneous medium is straightforward. However,
inside the periodic structure, the sign of the wave group
velocity along the z-axis varies as a function of the band
and the spatial-harmonic number. This can be seen
from the ω( d) dependence for kxd = const, plotted in
the inset of Fig. 1. It follows from (4) that

(8)

The sign of the Bloch wavenumber and, consequently,
the sign of the group velocity  = ∂ω/∂  are deter-
mined by the sign of the second term in this expression.
If sin d > 0, then the positive sign corresponds to the
positive group velocity and energy flux along the
z-axis, while the negative sign means that the energy
flows towards the interface with the homogeneous
medium. If sin d < 0, then the negative sign corre-
sponds to the energy flux in the positive direction.
Thus, the sign of the radical term (or of the sin d) cor-
responding to the wave carrying energy from the inter-
face into the periodic medium should be chosen in the
following way (see Fig. 1): plus for the first transmis-
sion band; minus for the second; plus for the third;
minus for the fourth; etc. It is this specifity in the prob-
lem of reflection from a periodic medium that was
noted by L. Mandel’shtam [2].

Taking these considerations into account, let us
define the reflection coefficient as the ratio of the time-
averaged energy flux in the wave reflected from the sur-
face to the incident flux; and the transmission coeffi-
cient, as the ratio of the averaged transmitted energy
flux to the incident flux.

It is convenient to represent the electric field in a
homogeneous medium as

(9)

where  and Er are the incident- and reflected-wave
amplitudes, respectively. The magnetic field in the
homogeneous half-space can be found using the Max-
well equations:
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The magnetic field in the structure can be expressed as

(10)

in the range of 0–d1; similarly, we have

(11)
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Fig. 3. Electromagnetic energy flux in the forbidden bands;
kx = 10.

Fig. 4. Magnetic-field dependence of the reflection coeffi-
cient for w = (a) 4.1 × 1011, (b) 9.5 × 1011, and (c) 2.5 ×
1012 s–1; kx = 10.
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Fig. 5. The reflection coefficient as a function of the angle
of incidence for the permittivity of the homogeneous
medium εg = (a) 1, (b) 10, and (c) 20; ω = 2.5 × 1012 s–1.

Fig. 6. Reflection coefficient calculated with the dissipation
taken into account; kx = 0 and ν = 2 × 1011 s–1.
in the range of d1–d2.
Substituting Hy1 and Hy2 in the Maxwell equations,

we obtain

The boundary conditions at the interface between the
homogeneous half-space and the structure call for the
continuity of the tangential components of the fields:

At the interface between the layers of the structure, the
following boundary conditions must be satisfied:

The reflection and transmission coefficients can be
obtained using these conditions. Introducing for the sake
of convenience the designation α = m12/[exp(–i d) –
m11], we obtain

(12)

for the reflection coefficient, and

(13)

for the transmission coefficient. In the above expres-
sions,

where kx = (ω/c) sinθ, kzg = (ω/c) cosθ, and θ
stands for the angle of incidence of the electromagnetic
wave from the homogeneous half-space. This angle is
measured from the negative z-axis direction.

The structure of the spectral bands can be studied in
a number of ways: one can measure the frequency
dependence of the reflection coefficient 5 for the con-
stant magnetic field H0 = const and the angle of inci-
dence θ = const, or 5(θ) for H0 = const and ω = const,
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or, finally, the magnetic field dependence of the reflec-
tion coefficient 5(H) for ω = const and θ = const.

The 5(ω) dependence in the frequency range ω01 <
ω < ω∞ for H = 159.2 × 103 A/m (2000 Oe) for three dif-
ferent angles of incidence is shown in Fig. 2. Compar-
ing Figs. 1 and 2, one can see that the reflection coeffi-
cient takes the value 5 = 1 in the forbidden bands. In
the transmission bands, the dependence 5(ω) is not
monotonic, but the curves in the different bands are
similar to each other. Note that any transmission band
may feature an “absolute transmission” frequency,
where the reflection coefficient exactly equals zero, i.e.,
the incident wave energy is fully transmitted inside the
periodic structure. A similar phenomenon may also
take place in the case of reflection from a homogeneous
medium, the corresponding angle of incidence being
called the Brewster angle [9]. In contrast with this case,
in the periodic structure, a set of frequencies from dif-
ferent transmission bands corresponds to a single
angle.

It is interesting to find the field distribution within
the structure if the frequency belongs to a forbidden
band. The point is that the wavenumbers in the structure
layers are still real. Consequently, the field oscillates
within each layer, while its amplitude decays with
depth inside the structure. However, the field oscilla-
tions do not result in the energy transfer, since the
z-component of the flux is a pure imaginary quantity.
Thus, the penetration of the field inside the periodic
medium is caused by the reactive component of the
energy flux. In Fig. 3, we present the distribution of the
imaginary part of the energy flux ImSz in a periodic
medium. The flux oscillations occur because the field
oscillates in each layer, which is clearly demonstrated
by the inset in the upper part of Fig. 3. Note that the
field can penetrate into the structure to a depth of many
periods, depending on the value of | |–1. Since  is
defined by (4) and depends both on the structure param-
eters (d1 and d2) and the physical properties of the lay-
ers, it is possible to control the penetration depth in a
number of ways. It would be of interest to compare the
phenomenon of the field penetration inside a periodic
structure with the case of electromagnetic wave reflec-
tion from an insulator half-space with large ε [4].

In Fig. 4, the 5(H) dependences are plotted for sev-
eral frequencies at a fixed kxd = 10. One can see that the
transmission bands and no-transmission bands appear
in the magnetic field dependences as well. Note that the
width and shape of the transmission bands depend in an
intricate manner on the frequency and magnetic field.
We believe that this feature of the magnetoplasma wave
spectrum can be used to develop special band filters.

Next, let us study the influence of the permittivity εg

of the homogeneous half-space on the reflection coeffi-
cient. The point is that the maximum value of the lon-
gitudinal wavenumber at grazing incidence (θ = 90°)

k k
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equals kx = (ω/c) . Hence, the entire dispersion
region to the right of the light line (Fig. 1) is inaccessi-
ble when the incident wave comes from the vacuum.
Meanwhile, it is of considerable interest to study the
propagation of the waves in the regions adjacent to the
characteristic frequencies ω01, ω02, and ω∞, where the
phase velocity is low. Evidently, such modes can be
excited by the wave incident from a medium with high
permittivity. From Fig. 5, one can see that, for εg = 1,
only part of a single transmission band can be spanned
by variation of the angle of incidence. For εg = 10, two
bands are accessible for penetration of the incident
wave; there are three such bands for εg = 20.

Consider the situation when an integer number of
the half-waves fit over the thickness of the first layer
and, thus, the Bragg resonance condition is satisfied:
kz1d1 = nπ. It follows from (4) that in this case d =

kz2d2 for odd n and d = kz2d2 + π for even n. Substitut-
ing these values in (12) we find that the reflection coef-
ficient is given by

(14)

and is equal to the reflection coefficient of the second
layer only [9]. Thus, the parameters of one of the layers
can be found from the observation of the Bragg reso-
nance, provided that the parameters of the other layer
are known.

The effect of damping in the semiconductor layer on
the reflection coefficient can be seen from Fig. 6. Com-
paring Figs. 2 and 6, one can see that, with the damping
accounted for, the reflection coefficient in the forbidden
bands is no more equal to unity; thus, the energy of the
incident wave is transmitted inside the superlattice even
if its frequency falls within a forbidden band. This
occurs due to the fact that the wavenumbers kz1 and kz2,
as well as the Bloch wavenumber k, are now complex
quantities. This means that the z component of the
energy flux is also a complex quantity, and ReSz ≠ 0.

It should also be noted that the reflection coefficient
in the vicinity of ω = ω∞ is smaller that 0.5, and the
bands discussed above in connection with the argument
kz1d1 going into infinity in formula (4) disappear. This
means that the frequency width of the allowed and for-
bidden bands cannot be smaller than the effective
damping rate.

4. CONCLUSION

Thus, features of the reflection coefficient of a semi-
conductor periodic structure subjected to a magnetic
field have been studied. It was demonstrated that infor-
mation about the physical parameters and thicknesses
of the layers comprising the superlattice can be
obtained from an analysis of the dependences of the
reflection coefficient on frequency, angle of incidence,
and magnetic field. Hence, such measurements can be
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k

k
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used as contactless methods for examining the parame-
ters of periodic structures.

We suppose that the specific properties of the reflec-
tion coefficient can be utilized to develop devices such
as filters, attenuators, etc., in the wavelength range
from centimeters to micrometers. For instance, any
transmission band features a Brewster frequency, for
which the energy of the incident wave penetrates into
the superlattice without losses (5 = 0). These frequen-
cies vary with the magnetic field and angle of inci-
dence. Also, the transmission and no-transmission
bands over the magnetic field appear when the field
strength is varied. The depth at which the external field
in the forbidden-band frequency region penetrates into
the structure depends on the ratio of the layer thick-
nesses.

Finally, studying the features of the reflection coef-
ficient, one can obtain information on the spectral prop-
erties of the periodic structure and also excite slow
waves like collective magnetic polaritons.
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Abstract—The structures grown by molecular-beam epitaxy with InxGa1 – xAs quantum wells (QWs) in GaAs
were studied by X-ray diffractometry and low-temperature photoluminescence techniques. The inhomogeneity
of the QW composition along the growth direction was established. Energy positions of the exciton recombi-
nation lines in the QWs with step-graded In distribution were calculated, and good agreement with the experi-
mental data was obtained. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Most of the work devoted to the fabrication and
investigation of the structures with single and multiple
heterojunctions, such as heterostructures with selective
doping, quantum wells (QWs), and superlattices, was
based on the gallium and aluminum arsenides [1]. The
lattice constants of these two materials match almost
perfectly, which enables one to obtain high-quality
structures. However, employment of other materials
may result in a considerable improvement in the char-
acteristics of existing devices and the enhancement of
their functional capabilities. Recently, structures with
strained InxGa1 – xAs layers confined by GaAs or
AlGaAs barriers have become widely used. Employ-
ment of InxGa1 – xAs layers as QWs opens the way to
achieving better confinement of the charge carriers in
the size-quantization states and to varying the optical
characteristics of the heterostructures [2, 3]. To take an
example, the use of an InxGa1 – xAs layer as the channel
of a high electron mobility transistor (HEMT) enabled
the authors of the recent publication [4] to obtain the
maximum transconductance of 1510 mS/mm and the
cutoff frequency of 220 GHz, which is one of the best
results for HEMTs. The use of a near-contact graded-
gap InxGa1 – xAs layer makes it possible to form nonal-
loyed ohmic contacts, which considerably simplifies
the fabrication of large-scale integrated circuits [5]. An
unconventional method for the formation of indepen-
dent contacts to the isotype QWs of a double-well het-
erostructure has been proposed by us [6]; it is based on
the use of QWs of different composition, including
InxGa1 – xAs ones.
1063-7826/00/3406- $20.00 © 20693
In connection with this wide usage of the strained
InxGa1 – xAs heterostructures, wide-scale investigations
of the samples being obtained are required to optimize
the technological regimes for the formation of In-con-
taining layers and interfaces. Another problem is
related to the identification of the band diagram of the
structures with InGaAs–AlGaAs heterojunctions and
QWs, which is necessary for developing devices with
the required characteristics. In particular, to elaborate
the growth technology for InGaAs quantum-scale lay-
ers one needs to know such parameters as the indium
molar fraction and the layer thickness. The photolumi-
nescence (PL) technique is commonly used for ex situ
control of these parameters of the quantum-scale het-
erostructures. In the spectrum of the PL originating
from the electron–hole pair recombination in the QW,
the position of the main line corresponds to the energy
difference between the ground quantum-scale levels
Ee1 and Ehh1 of electrons in the conduction band and
heavy holes in the valence band, respectively, with the
correction for the exciton binding energy. This position
depends on the well width, composition, and the QW
exciton binding energy. Thus, information on the con-
figuration of a given QW cannot be unambiguously
obtained from the PL data. Broadening of the PL lines
is often observed, and detailed knowledge of the factors
that determine the linewidth is required. Besides, the
generally accepted estimates for the band-diagram
parameters of the InGaAs–AlGaAs structures are lack-
ing. This problem has not been solved until now, since
these structures are strained because of the large lattice
mismatch of the materials involved (7% mismatch
between InAs and GaAs). Complete information on the
InxGa1 – xAs elastic constants and their dependence on
000 MAIK “Nauka/Interperiodica”
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Table 1.  The QW parameters set by the technological conditions and determined from X-ray diffractometry data
Sa

m
pl

e MBE DRC

d, nm x Ts, °C d1, nm x1 d2, nm x2 d3, nm x3 Σdi, nm 〈x〉

A 13.5 0.08 580 3.3 ± 0.1 0.037 ± 0.004 10.0 ± 0.3 0.071 ± 0.001 1.3 ± 0.2 0.043 ± 0.003 14.6 ± 0.6 0.061 ± 0.002

B 13.5 0.17 555 3.38 ± 0.08 0.10 ± 0.03 10.0 ± 0.1 0.165 ± 0.005 – – 13.4 ± 0.2 0.149 ± 0.005

C 11.5 0.17 535 Calculation was not performed

3.0 0.17 535 Calculation was not performed

6.0 0.25 500 Calculation was not performed
the In content and temperature cannot be found in the
literature, which makes a theoretical calculation of the
band gap of a strained-layer QW impossible. To calcu-
late the free-carrier properties in such heterostructures
one also needs to know the conduction- and valence-
band discontinuities at the heterojunction ∆Ec and ∆Ev

and their dependence on the QW composition. Usually,
the value being taken for the band gap of the
InxGa1 − xAs QW is based on the assumption that it is
linearly dependent on the In content, with the coeffi-
cient equal to the band-gap difference of the bulk mate-
rials at a fixed temperature. The value adopted in differ-
ent publications for the ∆Ec/∆Eg ratio varies from 0.55
to 0.85 [7–9]. In this context, it is desirable to use the
other nondestructive control techniques to complement
the PL data.

Combined studies by the PL and double-crystal
X-ray diffractometry techniques were performed in this
work to determine the main parameters of InxGa1 – xAs
QWs that were grown by molecular-beam epitaxy
(MBE) and had different widths and In content and
were confined by the GaAs barriers. In addition, calcu-
lations of the e1–hh1 transition energies for the grown
QWs were carried out using an empirical expression for
the indium-content dependence of the InGaAs/GaAs
QW band gap. The PL spectra calculated in this way
[taking into account the binding energy of the exciton
in the two-dimensional (2D) layer] and using the QW
parameters determined from the X-ray diffraction
reflection curves (DRCs) agree well with the experi-
mental results.

2. GROWTH OF THE SAMPLES

Samples with the QWs were grown by MBE in a
Tsna-18 setup on the semiinsulating GaAs(001) sub-
strates misoriented by 3° in the [110] direction. Two
structures with a single QW (samples A and B) and a
structure with three QWs (sample C) were grown. The
designed indium molar fraction x and the QW widths
varied from 0.08 to 0.25 and from 3 to 13.5 nm, respec-
tively. These values were determined from the mea-
sured dependences of the Ga and In molecular beam
equivalent pressures on the temperatures of the corre-
sponding molecular sources and on the source calibra-
tions based on the growth rates of GaAs and InAs lay-
ers. The study was largely focused on the wide QWs
with x ≈ 0.2, which can be used in various types of
field-effect transistors. In this connection, the growth
temperatures of the In-containing layers exceeded their
usual values by 30–40°C to achieve a higher conductiv-
ity of the 2D channels obtained. In the pseudomor-
phous HEMT structures (with a single doped barrier
layer above the In-containing QW) grown under these
conditions, the 2D electron gas mobilities of 5700 and
37000 cm2/(V s) were obtained at temperatures of T =
300 and 77 K, respectively, and the 2D electron density
ns = 2.4 × 1012 cm–2.

To prevent the diffusion of impurities and defects
from the substrate into the active region of the hetero-
structure, a 0.5-µm-thick GaAs buffer layer was first
deposited on all of the samples. Similar GaAs layers
were also used to separate the InGaAs QWs from the
film surface and from each other. The structures were
not intentionally doped during the growth. A substrate
temperature of 610°C was held during the GaAs depo-
sition; the GaAs growth rate was 0.6 µm/h, and the ratio
of the As and Ga beam equivalent pressures was 20 : 1.
In the case of formation of both InxGa1 – xAs layer inter-
faces, the growth was interrupted for 90 s with the
arsenic flux being maintained. This was done to reduce
the interface roughness and to change the substrate
temperature, which was first decreased to a certain
value depending on the QW composition and then
increased to 610°C after the deposition of an
InxGa1 − xAs layer. The rodlike high-energy electron dif-
fraction patterns with no pronounced intensity modula-
tion along the reflections were observed at all stages of
the growth process. To prevent thermal desorption from
the near-surface region and to minimize possible ther-
mally stimulated indium segregation, three GaAs
monolayers were deposited in samples A and C over the
QW layer before the growth interruption at its upper
interface and raising of the substrate temperature. This
operation was not performed in the growth of sample B.
The designed InxGa1 – xAs QW parameters, along with
the corresponding growth temperatures Ts, are given in
Table 1 in the column marked as “MBE.”
SEMICONDUCTORS      Vol. 34      No. 6      2000
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3. X-RAY DIFFRACTION STUDIES

The layer structural parameters were studied by the
techniques of double-crystal X-ray diffractometry. We
employed a TRS-1 triple-crystal X-ray spectrometer
operating in automated mode controlled by a personal
computer and the MATEX controller. The DRCs were
recorded in the (004) reflection in the ω/(1 + β)θ-scan-
ning mode (here, β is the asymmetry coefficient) with a
narrow (8') slit placed in front of the detector. The same
layout was also used in the θ-scanning mode to mea-
sure the contribution of the diffuse scattering in the
DRCs. A 1.1-kW X-ray tube with a copper anode
served as a radiation source. The X-ray beam incident
on the sample was formed by a slit triple-reflection
monochromator made of a high-quality Ge(004) crys-
tal. The DRCs were recorded in a step-by-step regime;
the signals at each point were accumulated until the
desired signal statistics was achieved. Other details of
the experimental setup are similar to those described
in [10].

The DRCs recorded for samples A and C are shown
in Figs. 1a and 1b, respectively. Qualitatively, the fea-
tures observed in the curves are readily understood.
One can see that, in addition to the main diffraction
maximum at ∆θ = θ – θB = 0 (where θB is the Bragg
angle), a complicated interference pattern resulting
from the superposition of the two waves with different
oscillation periods is observed in the tails of the DRCs.
The smaller period oscillations indicate that a film of
thickness

(1)

exists on the sample surface (here, λ is the X-ray wave-
length and θ0 is the grazing angle).

The larger period oscillations exhibit a clearly pro-
nounced maximum, which indicates that a single-crys-
tal layer of thickness ~0.01 µm with the lattice constant
different from that of the substrate is formed near the
surface of the sample, the lattice constant difference
being equal to ∆a = –α0(cotθB)∆θ (where a0 is the sub-
strate lattice constant). Analyzing the DRCs recorded
from the asymmetric reflections, we found that the
grown layers are pseudomorphous. Taking this into
account, we estimated the In content in the QWs to be
x = 0.07 and 0.17 in samples A and B, respectively.

To carry out a quantitative analysis of the DRCs and
to obtain detailed information on the structure parame-
ters of separate layers and interfaces, the method devel-
oped in [11] was used. The parameters estimated from
the technological settings were taken as an initial
approximation. Next, the models that give the best
agreement between the theoretical and experimental
DRCs were searched for. Note that not only the proper
model can be selected by this method but also the errors
for the parameters being determined can be found for
each layer of the sample. Fitting of a calculated curve
to the one recorded experimentally was terminated

L λ θ0sin( )/∆θ 2θB 0.1 µm≈sin=
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when the rms errors of the parameters obtained
exceeded their average values.

The DRCs calculated in the model with abrupt inter-
faces are visually similar to the experimental ones.
However, the agreement achieved is not satisfactory,
since the values obtained for the χ2 functional [10] dif-
fered greatly from unity. Thus, the model with addi-
tional sublayers, characterizing the heterojunction
broadening, was introduced at the next stage of the
analysis. This yielded χ2 values of 1.28 and 1.33 for
samples A and B, respectively. Virtually no visual dif-
ference between the theoretical and experimental
curves can be found in this case. This result is illus-
trated by the standardized residuals δ shown in the bot-
tom of Figs. 1a and 1b; almost all of them fall well
within the theoretically predicted range from –3 to 3.

In Figs. 2a and 2b, the distributions of lattice defor-
mation ∆a⊥ /a and amorphization fi over the distance
from the surface are shown for samples A and B,
respectively.

The structure of the QW layer is characterized by an
abrupt top interface with the GaAs layer and a bottom
interface broadened by about 3 nm inside the sample.
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Fig. 1. Diffraction reflection curves for the InxGa1 – xAs/GaAs

heterostructures: (a) sample A (χ2 = 1.28) and (b) sample B
(χ2 = 1.33). Curves 1 and 1' represent the standard error σ.
I stands for intensity.
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The In content (or the change in the interplanar spac-
ing) in the transition regions is reduced by about 1.5
and 2 times for samples A and B, respectively, as com-
pared to the main part of the QW. The thicknesses and
indium content in the InxGa1 – xAs layers determined
from the X-ray diffraction data are given in Table 1 in
the column headed “DRC.” One can see that the QW
layer is effectively composed of three and two sublay-
ers in samples A and B, respectively. Subscripts 1, 2,
and 3 in Table 1 enumerate the corresponding QW
regions sequentially from the substrate to the surface of
the epitaxial film. The total thickness and average In
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Fig. 2. Distribution profiles of the statistical Debye–Waller
factor fi and lattice constant change in the axial direction
∆a⊥ /a over the thickness of the samples (a) A and (b) B.

Fig. 3. Diffraction reflection curve for sample C. I stands for
intensity.
content in the InxGa1 – xAs layer are given in the two
rightmost columns in Table 1. The obtained values
agree well with those corresponding to the technologi-
cal settings.

The models obtained for samples A and B differ
most significantly in the average value of the atomic
ordering in the crystal lattice fi characterizing the main
region of the QW. The values fi = 0.85 and 0.62
obtained for samples A and B, respectively, differ by
more than 30% (see Fig. 2b). This means that the In-
containing layer in sample A is more perfect than that
in sample B. This is corroborated by the fact that the
diffuse scattering intensity in the angle range corre-
sponding to the reflection from the InxGa1 – xAs lattice
is higher and the interference oscillations at ∆θ < 0
(Fig. 1b) decay more rapidly in sample B.

The DRC of sample C is shown in Fig. 3. A large
number of oscillations can be observed here, which
confirms the existence of the clearly developed multi-
layer structure near the surface. Using the technique of
the χ2 functional minimization [10], one can obtain, if
need be, extensive information on the layer parameters
in the sample.

4. PHOTOLUMINESCENCE

The PL measurements were carried out at liquid-
nitrogen temperature. An Ar+ laser emitting at λ =
488 nm was used as an excitation source. The laser
radiation was focused at a ~50-µm-diameter spot, and
the maximum excitation intensity was 200 W/cm2. The
spectra were recorded with an MDR-23 monochroma-
tor equipped with a cooled FEU-62 photomultiplier
operating in the photon-counting mode.

The PL IPL(E) spectra of samples A, B, and C are
demonstrated in Figs. 4a and 4b. Intense and, at the
same time, rather broad bands related to the e1–hh1
excitonic recombination in the QWs are observed. The
PL band energy positions and widths at half-maximum
are given in Table 2 in the column headed as “PL.”
Broadening of the PL bands may be caused both by the
QW–barrier interface imperfections, resulting in the
fluctuations of the QW width, and compositional inho-
mogeneity over the QW thickness. The appearance of
such imperfections is confirmed by the X-ray diffrac-
tion data, which indicate that the bottom interface is
broadened (and depleted in indium) to a greater extent.

One should note that the intensity of the radiative
recombination in the InxGa1 – xAs layers is very high.
Even the signal corresponding to the smallest peak
(related to the 3-nm well in sample C) exceeds the bar-
rier-layer signal by two orders of magnitude.
SEMICONDUCTORS      Vol. 34      No. 6      2000
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Table 2.  Parameters of the quantum wells determined from the photoluminescence data

Sample

PL Calculation 1 Calculation 2

Eel – hh1,
eV

Peak width, 
meV d, nm x d1, nm x1 d2, nm x2 d3, nm x3 Σdi , nm

A 1.4391 9 14.6 0.064 3.3 0.033 10.0 0.07 1.3 0.04 14.6
B 1.3306 21 13.4 0.175 3.4 0.01 10.0 0.17 13.4
C 1.3272 12 11.0 0.17 1.6 0.11 10.0 0.175 11.6

1.4459 13 3.0 0.14 1.6 0.11 1.4 0.175 3.0
1.2999 25 6.0 0.24 1.0 0.17 5.0 0.25 6.0
5. CALCULATION
OF THE PHOTOLUMINESCENCE TRANSITION 

ENERGY Ee1–hh1 AND DETERMINATION
OF THE QUANTUM WELL PARAMETERS

Most of the QWs in the samples under consideration
are wide, i.e., the ground quantum-confined levels are
located near the edges of the corresponding allowed
bands. In this case, the potential barrier heights and,
consequently, the specific choice of the ∆Ec/∆Eg ratio
are of little importance for calculation of the PL peak
energy position. For definiteness, we chose for this
parameter the average value among those cited in the
literature, equal to 0.7. The QW exciton transition
energy was determined by adding the InxGa1 – xAs band
gap at 77 K to the energy of the e1 and hh1 quantum
confinement levels measured from the corresponding
band edges and subtracting the exciton-binding energy.
Dependence of the InxGa1 – xAs band gap Eg on the
indium content is largely determined by a second-
degree polynomial [12–14]. The coefficients of the
first- and second-order terms were taken from [15], and
the value of the GaAs band gap at 77 K, equal to
1.508 eV, was taken as the origin:

(2)

The energies of the first electron and heavy-hole
quantum confinement levels were calculated numeri-
cally from the Schrödinger equation, which was solved
in the one-electron approximation in the frame of the
envelope-function method. It is assumed that the elec-
tron and heavy-hole effective masses do not vary
throughout the structure and are equal to the values cal-
culated for the QW layer using the following relation-
ships:

(3)

The transfer matrix technique was used to solve the
Schrödinger equation. The rectangular QW shape with
abrupt interfaces was assumed. For samples A and B,
QW parameters determined from the DRCs (total
InxGa1 – xAs layer width and indium content calculated
as an average over all QW regions) were taken as a first

Eg eV[ ] 1.508 1.214x– 0.264x2.+=

me* 0.0665 0.0642x,–=

mhh* 0.62 0.22x.–=
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approximation for the calculation of the PL transition
energies. For sample C, the parameters were taken from
the “MBE” column of Table 1.

The exciton-binding energy in the QWs considered
varies in the range of 6–9 meV, the maximum value
corresponding to the 3-nm-thick InxGa1 – xAs layer
[16, 17]. For most of the wells, this value is 7 ± 1 meV.
Thus, the average value of the exciton-binding energy,
equal to 7 meV, is a good approximation for the calcu-
lation of all PL peaks.

In Fig. 5, experimental data and theoretical results
for the transition energies Ee1–hh1 in samples A, B, and C
are shown by closed and open symbols, respectively.
The errors in the calculated QW parameters for sam-
ples A and B correspond to the errors in the weight-
average parameters determined from the DRCs. One
can see that satisfactory agreement between the results
of calculations and the energy position of the PL peaks
is achieved for sample A and the wide QW of sample C.
For sample B and the narrow (3-nm) QW of sample C,
the disagreement is quite appreciable. This is probably
caused by the nonuniformity of the indium distribution
in the QWs. Note that experimentally obtained energies
of the e1–hh1 transition correspond to lower values of
the indium molar fraction than the expected ones. In
Fig. 5, we indicate the values of the indium molar frac-
tion determined from the fit of the results of calculations
for the rectangular QWs to the experimental data. The
QW parameters thus obtained from the Ee1–hh1 = f(d, x)
dependences are given in Table 2 (“Calculation 1”).

To clarify the causes of such a disagreement
between the theory and experiment, we calculated the
luminescence transition energies for the step-graded
QWs. As stated above, it follows from the DRC analy-
sis that in the ~3-nm-thick bottom boundary region of
the QW layers in samples A and B the indium content
is lower than in the rest of the layer (Fig. 2a). This
depleted region is formed due to the surface segrega-
tion of indium atoms in the process of the QW growth.
The increased growth temperatures that we use to
obtain high conductivity of the In-containing channels
favors this effect. The excess indium atoms accumulat-
ing in the near-surface region of the QW either desorb
during the growth interruption at the upper interface or
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diffuse in the adjacent GaAs layer. The evidence for the
latter mechanism of the indium redistribution is found
from the DRC analysis in sample A (Table 1). In this
case, the depletion region is formed by the In atom dif-
fusion in the adjacent 3-monolayer-thick region of the
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Fig. 4. Photoluminescence spectra of the samples under
study at T = 77 K: (a) single-QW structures A and B and
(b) triple-QW structure C.

Fig. 5. The e1–hh1 QW exciton recombination energies in
the samples under study: (1)–(3) experimental data and
(1')−(3') results of calculations.
GaAs barrier deposited to prevent indium evaporation
during the growth interruption. For sample B, which is
not coated with the GaAs protective film during the
growth interruption at the top interface, excess indium
desorption takes place.

Taking all this into account, we calculated the
energy position of the PL peaks for the QWs composed
of several regions differing in indium content. For sam-
ples A and B, the parameters were taken from Table 1
(“DRC” column). For sample C, it was assumed that
the InGaAs layers consist of two regions: an indium-
depleted region formed due to the surface segregation
and the “core” of the QW, whose composition nearly
corresponds to the technological settings. It was
assumed that the indium molar fraction in these regions
differs by a factor of 1.5. The e1–hh1 transition ener-
gies calculated with the parameters given in Table 2
agree with the experimental values measured for the
grown QWs (with regard to the averaged exciton bind-
ing energy of 7 meV).

Note the good agreement between the simulated
parameters of the QWs in samples A and B and the X-
ray diffraction data. It follows from the results pre-
sented that the inhomogeneous QW composition pro-
file should be taken into account, which is especially
important for the thin wells (thinner than 6 nm) and
increased epitaxy temperatures, since in this case the
thickness of the indium-depleted region is comparable
to the thickness of the QW core.

6. CONCLUSION

Combined X-ray diffraction and PL studies of the
InxGa1 – xAs heterostructures carried out in this work
enabled us to establish the relation between the energy
position of the QW PL lines and the composition inho-
mogeneity over the QW thickness. Calculation per-
formed in the frame of the rectangular QW model
(using an empirical formula for the InxGa1 – xAs band
gap in the presence of strain) gives satisfactory agree-
ment with the experiment for relatively thick QWs
(thicker than 6 nm) with a low indium molar fraction
(below 0.17). Application of the model corrected by
introducing the step-graded profile of the QW compo-
sition revealed by the X-ray diffraction studies results
in better agreement between the theoretical and experi-
mental values both for the wide and narrow QWs. With
the epitaxy regimes used, the vertical compositional
inhomogeneity of the QWs near the bottom interface is
caused by the surface segregation effects and, near the
top interface, by the indium diffusion into the adjacent
GaAs layer. Further refinement of the model for the cal-
culation of the narrow QW PL spectra requires precise
information on the ratio ∆Ec/∆Eg of the conduction-
band to the full band-gap discontinuity.
SEMICONDUCTORS      Vol. 34      No. 6      2000
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Abstract—Scanning tunneling spectroscopy was used to obtain topographic images of the (100) surface of
ultrashallow diffusion profiles of boron in silicon. This method makes it possible to study the influence of fluc-
tuations of the surface deformation potential, which depend on the thickness of the preliminary deposited oxide
layer and on the crystallographic orientation of the fluxes of nonequilibrium vacancies and self-interstitials that
stimulate the exchange mechanisms of impurity diffusion. The existence of self-assembled systems of quantum
anti-dots, which are formed due to fluctuations in the surface deformation potential and which are microdefects
that penetrate through the diffusion profile of the dopant, is demonstrated for the first time. It is established that
a spread in the sizes of quantum anti-dots is reduced with increasing temperature of the impurity diffusion. In
addition, the sizes of quantum anti-dots are found to be interrelated to their spatial distribution, which is indic-
ative of a fractal mechanism of formation of self-assembled zero-dimensional systems under conditions of
strong interaction of the flux of impurity atoms with that of primary defects. Self-assembled quantum anti-dots
embedded into a system of silicon quantum wells make it possible to design microcavities with distributed neg-
ative feedback; the existence of such microcavities is confirmed by spectral dependences of the reflection and
transmission coefficients in the visible and infrared regions of the spectrum, respectively. © 2000 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The formation of all currently known nanostruc-
tures in semiconductors is based on processes of local
self-ordering of atoms in the matrix [1]. At the same
time, the self-ordered nanostructures can also originate
due to anisotropy in the diffusion of impurity atoms and
ions in the course of their introduction to the semicon-
ductor lattice by ion implantation and diffusion [2, 3].
Such a self-organization of impurity atoms is enhanced
drastically if nonequilibrium impurity diffusion is used
under the conditions of controlled injection of vacan-
cies or self-interstitials [3, 4]. In this case, planar tech-
nology is preferable. This technology makes it possible
to implement the mechanism of enhanced diffusion of
the dopant by stimulating the exchange interaction of
the impurity atom with the self-interstitial [the kick-out
(KO) mechanism of interstitial impurity diffusion] or
the vacancy (the substitutional mechanism of the impu-
rity diffusion); it is also possible to retard drastically
the impurity diffusion under conditions of complete
annihilation of native defects [3].

An analysis of angular dependences of cyclotron-
resonance spectra for electrons and holes and also
study of quantized electrical conductivity [3, 5] have
shown that the ultrashallow boron-diffusion profiles
(extending to a depth of 5–20 nm according to the data
obtained by secondary-ion mass spectroscopy [4, 6])
obtained by the above method consist of two-dimen-
1063-7826/00/3406- $20.00 © 20700
sional heavily doped barriers, between which the self-
ordered quantum wells (QWs) are formed. Depending
on the conditions of nonequilibrium diffusion, the pro-
cesses of self-ordering of dopants may stimulate the
formation of both transverse and longitudinal impurity
superlattices. A certain advantage of impurity-related
QWs and superlattices consists in the fact that they can
be formed even in elemental semiconductors, for exam-
ple, in the course of formation of silicon p–n junctions
and transistor structures, in which the effects of trans-
port of individual electrons and holes are pronounced
[7, 8].

However, technological implementation of more
complex devices of silicon nanoelectronics (for exam-
ple, various combinations of single-electron memory
cells and transistor structures) requires that the con-
trolled sequences of longitudinal and transverse QWs
be reproducibly formed; in turn, these sequences are
defined by the form of the surface deformation poten-
tial that arises in the course of nonequilibrium diffusion
of impurities. The most pronounced fluctuations in the
deformation potential are observed if the KO or substi-
tutional mechanisms of impurity diffusion are domi-
nant; this is due to spatial separation of counter fluxes
of self-interstitials or vacancies [3]. In this case, it
should be expected that native defects that are not
involved in the nonequilibrium impurity diffusion can
form microdefects, which thread through the entire
000 MAIK “Nauka/Interperiodica”
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depth of the ultrashallow diffusion profiles. Thus, in
addition to the ordered QWs, a self-organized system
of microdefects (anti-dots) may emerge in the course of
nonequilibrium impurity diffusion; this system can
affect the dynamics of ballistic transport of nonequilib-
rium charge carriers within the ultrashallow diffusion
profiles.

In this paper, we report the results of studies of the
surface of Si(100) with diffusion profiles of boron; the
data were obtained by scanning tunneling microscopy
(STM). We first consider the effects of the impurity-dif-
fusion temperature and the thickness of the preliminary
deposited oxide layer, which defines the magnitude and
form of the surface deformation potential, on the char-
acteristics of microdefects formed within the ultrashal-
low diffusion profile. We then analyze the interrelation
between the sizes of microdefects and their spatial dis-
tribution; this interrelation forms the basis of the fractal
mechanism for self-organization of zero-dimensional
systems in the course of nonequilibrium impurity diffu-
sion. Since the self-ordered systems of microdefects
(anti-dots) incorporated into the impurity superlattices
can constitute the basis for the formation of microcavi-
ties, we study the spectral dependences of the reflection
and transmission coefficients in the visible and infrared
regions of the spectrum in order to determine the char-
acteristics of the above systems. In conclusion, we
demonstrate for the first time an enhancement of the
QW luminescence and the intracenter luminescence of
a point defect, with the QW and the defect residing
within the above microcavity.

2. ULTRASHALLOW DIFFUSION PROFILES
OF BORON IN SILICON

We used single-crystal n-Si(100) wafers with a
thickness of 350 µm and a resistivity of 1.0 Ω cm as
substrates in obtaining the ultrashallow diffusion pro-
files of boron. Preliminarily, both surfaces of the wafer
were oxidized in an atmosphere of dry oxygen at a tem-
perature of 1150°C. The oxide-layer thickness was
governed by the oxidation time. It is noteworthy that
the preliminary oxidation of both surfaces of the wafer
was primarily used to accumulate both the self-intersti-
tials (Fig. 1d) and the vacancies (Fig. 1f) in the sub-
strate, which is attained if there is a thin and a thick sur-
face oxide layer, respectively. Such an effect cannot be
achieved if the operating surface alone is oxidized,
which corresponds to the conditions of gettering the
residual impurities; in this case, the self-interstitials
and vacancies are involved in the formation of microde-
fects in the vicinity of the back surface of the substrates
(Figs. 1a, 1c). After oxidation was over, we used photo-
lithography to open the windows at the operating sur-
face of the wafer in order to perform a short-term diffu-
sion of boron from the gas phase.

By varying the diffusion temperature (Td = 800, 900,
and 1100°C) and the thickness of the preliminarily
SEMICONDUCTORS      Vol. 34      No. 6      2000
deposited oxide layer , we managed to determine
the optimal conditions for predominance of the KO and
vacancy mechanisms for the boron diffusion and estab-
lish the criteria for their parity. A high level of genera-
tion of primary defects ensuring that the primary-defect
diffusion is enhanced or retarded was attained not only
by the preliminary accumulation of these defects in the
substrate but also by the additional introduction of dry
oxygen and chlorine compounds into the boron-con-
taining gas phase.

An analysis of the obtained boron concentration
profiles in Si(100) by the secondary-ion mass spectros-
copy (Fig. 2) shows that the parity between the KO and
vacancy diffusion mechanisms, which results in an
abrupt retardation of impurity diffusion, is established
at Td = 900°C. In addition, we should expect that, due
to intense annihilation of self-interstitials and vacan-
cies, the fluctuations of the surface deformation poten-
tial can be minimized at a given temperature and under
the existence of the oxide layer of a medium thickness.
In the case of predominance of either the KO mecha-
nism (Td = 1100°C) or the vacancy mechanism (Td =
800°C) of boron diffusion in silicon, the largest fluctu-
ations in the surface deformation potential apparently
arise in the presence of the thin and thick oxide layers,
respectively.
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Fig. 1. Schematic representation of the procedure for
obtaining the ultrashallow diffusion profiles of doping
impurity under the conditions of injection of [(a) and (d)]
self-interstitials I and [(c) and (f)] vacancies V in the pres-
ence of the oxide layer grown preliminarily [(a)–(c)] on only
the operating surface and [(d)–(f)] on both surfaces of the
substrate. CI and CV represent the nonequilibrium concen-
trations of self-interstitials and vacancies, respectively.
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The above assumption was verified by the analysis
of angular dependences of the cyclotron resonance
[3, 5], which made it possible to identify the longitudi-
nal QWs within the ultrashallow boron-diffusion pro-
file obtained under the conditions of parity between the
KO and vacancy mechanisms of diffusion; conversely,
the transverse QWs that are perpendicular to the
ultrashallow-profile surface are dominant at Td = 800
and 1100°C. In what follows, the influence of the sur-
face deformation potential on the characteristics of
ultrashallow boron profiles in Si(100) is analyzed on
the basis of the data obtained by STM with an electro-
magnetic system of a coarse approach of the sample to
the tip (Fig. 3a); this system operates both at room and
liquid-helium temperatures. The study we report was
performed at room temperature.

3. SCANNING TUNNELING MICROSCOPY
OF SELF-ORDERED MICRODEFECTS

AT THE SURFACE OF ULTRASHALLOW 
DIFFUSION PROFILES OF BORON

IN SILICON (100)

Figures 4–6 show three-dimensional STM images
of the surface-fragment topography for the boron diffu-
sion profiles in silicon (100); the profiles were obtained
for various diffusion temperatures (Td) and oxide-layer
thicknesses ( ) and under different spatial resolu-
tions.

As was mentioned above, the use of high diffusion
temperatures (Td = 1100°C) drastically enhances the

dSiO2
diffusion of boron that penetrates into the silicon single
crystal under the conditions of predominance of the KO
mechanism. In turn, if the diffusion is carried out at rel-
atively low temperatures (Td = 800°C), the dominant
role is played by the vacancy mechanism that implies
the dragging of boron atoms by nonequilibrium vacan-
cies. In addition, at moderate diffusion temperatures
(Td = 900°C), a parity between the two impurity-diffu-
sion mechanisms can be attained, which causes a com-
plete annihilation of self-interstitials and vacancies and
ensures a drastic retardation of dopant diffusion. The
diffusion rate also strongly depends on the oxide-layer
thickness ( ), because it defines the dominant type
of excess defects. Vacancies stimulate the impurity dif-
fusion predominantly for large values of ,
whereas, for small thicknesses of the oxide, the impuri-
ties are largely dragged by self-interstitials.

Thus, if the diffusion temperature is Td = 800°C and
there is a thick layer of preliminarily deposited oxide,
doping with boron was performed under the conditions
of predominance of the vacancy mechanism of the
impurity diffusion [4]. This means that there were a
large number of vacancies at the initial stage of the dif-
fusion. However, these vacancies were distributed non-
uniformly throughout the crystal. It is evident that there
were much fewer vacancies in the vicinity of bulging
formations with a height of about 200 nm (Fig. 4a) than
in the regions between these formations. These forma-
tions apparently constitute microdefects composed of
interstitial atoms. Such a distribution of microdefects,

dSiO2

dSiO2
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which arises due to fluctuations in the deformation
potential, becomes evident as early as in the course of
the window opening in the oxide layer in order to per-
form the impurity diffusion. In the course of photoli-
thography, the etchant based on the hydrofluoric acid
removes not only the oxide layer but also undercuts the
silicon near-surface layer. The undercutting occurs in
different ways: in the regions where there are less
vacancies and the density is larger, it proceeds more
slowly than in the regions where there are a large num-
ber of vacancies. As a result, there exists a relief of
deformation potential (with a height, however, of much
less than 200 nm) at the initially smooth surface of the
window opened for the impurity diffusion. Boron was
diffused from the gas phase at a temperature of 800°C
through the surface, which was not quite smooth. At
such a temperature, the diffusion proceeds only via
vacancies and is dominant in the regions where there
are many vacancies. In Fig. 4a, these regions are repre-
sented by dark areas. In the course of diffusion, the
oxide layers outside the window opened by photoli-
thography continue to supply the vacancies that pre-
dominantly move to the aforementioned regions with
an initially high concentration of vacancies; thus, impu-
rity diffusion is stimulated in these regions. As a result,
the potential relief pattern in these regions is depressed
with respect to the microdefects, into which the impu-
rity atoms virtually do not penetrate. Thus, a selective
etching of the surface occurs. For large accumulation of
vacancies, the impurity diffusion along the crystallo-
graphic axis [100] occurs so rapidly that it is possible to
identify the crystallographic directions [110] and [100]
corresponding to the largest enhancement of impurity
diffusion in the context of the vacancy mechanism
(Fig. 6c). Different processes occur in the crystal
regions where the impurity diffusion is retarded. In
Fig. 4a, these regions constitute the microdefects. In the
course of impurity diffusion, these microdefects repre-
sent the sinks for migrating silicon interstitials, which is
reflected in an increase in the size of microdefects.
A depression in the center of microdefects is related to
the fact that the migration rate of silicon interstitials is
highest along the crystallographic direction 〈111〉 . As a
result, the capture of silicon interstitials by microde-
fects occurs predominantly over the microdefect sur-
face; i.e., the microdefects grow faster along their outer
contour (along the equivalent crystallographic direc-
tions 〈111〉) than at their center. Thus, the sizes of
microdefects that were first observed immediately after
opening a window in the oxide increase in the course of
the impurity diffusion. It is worth noting that the micro-
defects thread through not only the entirely of the dif-
fusion profile but also through the remaining volume of
the sample [9]; thus, self-ordered systems of large
quantum anti-dots are formed (Fig. 3a).

When analyzing the results of studies of the boron
diffusion profile obtained at Td = 800°C and in the pres-
ence of the medium-thickness oxide layer (Fig. 4b), we
should take into account that, in this case, the number
SEMICONDUCTORS      Vol. 34      No. 6      2000
of vacancies in the vicinity of the etched silicon surface
(100) within the diffusion window is close to the num-
ber of interstitials. However, notwithstanding the fact
that the vacancies and interstitials mostly annihilate
each other, the boron atoms are dragged by vacancies as
before due to the low temperature of the impurity diffu-
sion. Nevertheless, the boron diffusion profiles forms
relatively slowly due to the small number of vacancies
accumulated in the volume in the stage of preliminary
oxidation. In addition, the observed diffusion profile is
more uniform due to a decrease in fluctuations of the
surface deformation potential; this is reflected in the
fact that the microdefects observed at the surface are
much smaller in size (Fig. 4b) than in the case of the
thick oxide layer (Fig. 4a).

Figure 4c shows an STM image of the surface of the
diffusion profile obtained at the same diffusion temper-
ature, but with a thin layer of preliminarily grown
oxide. The presence of the thin oxide layer implies that
there are comparatively few vacancies in the vicinity of
the etched (100) surface within the diffusion window;
in contrast, the clusters of silicon interstitials, which

STM-tip

Utunn

(a)

(b)

Ec

EF

Ev

p+

n
n+

Fig. 3. (a) The planar structure used in STM studies of self-
ordered systems of quantum anti-dots within the ultrashal-
low diffusion p+-profile; Utunn stands for the applied volt-
age. (b) Three-dimensional representation of the single-
electron band structure of longitudinal and transverse QWs
formed between the diffusion p+-barriers of a self-ordered
microcavity; the edges of the conduction band (Ec) and the
valence band (Ev), as well as the Fermi level position (EF),
are shown.
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Fig. 4. Three-dimensional STM images of the surface region of ultrashallow boron-diffusion profiles in Si(100); the profiles were
obtained at a diffusion temperature of Td = 800°C in the presence of a preliminarily grown oxide layer: (a) with a thick layer

( /d0 = 1.28); (b) with a layer of medium thickness ( /d0 = 1.0); and (c) with a thin layer ( /d0 = 0.17). Here, X || [001]

and Y || [010].

dSiO2
dSiO2

dSiO2
serve as nuclei for formation of large and crystallo-
graphically oriented microdefects in the course of
impurity diffusion, are dominant in this region. The
above microdefects have a fine structure that is mani-
fested even in the small surface fragments. As can be
seen from Fig. 4c, there is a preferential direction at the
(100) surface of silicon single crystal; this direction
corresponds to the crystallographic axis [111], along
which the microdefects are oriented. Such a crystallo-
graphic orientation of microdefects along either of two
equivalent directions [111] lying in the (110) plane is
caused by residual stresses, which frequently occur
when a silicon ingot is cut into wafers. In this case, the
diffusion of silicon self-interstitials can effectively dec-
orate the direction of the largest (smallest) stress. It is
noteworthy that the diffusion coefficient for silicon
self-interstitials is largest along the crystallographic
direction [111], whereas their diffusion along the direc-
tion [100] is suppressed to a large extent; conversely,
the diffusion of vacancies is most rapid in the direction
[100] and is retarded in the direction [111]. Such a
dependence of diffusion rates of native defects in the
crystallographic direction similarly affects the tensors
of the nonequilibrium-diffusion coefficients for the
SEMICONDUCTORS      Vol. 34      No. 6      2000
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vacancy- and KO-controlled mechanisms [10, 11].
Because of this, the boron diffusion is retarded at Td =
800°C under the conditions when there is a thin oxide
layer at the surface; in this case, the microdefects ori-
ented along the [111] axis that corresponds to the direc-
tion of the most rapid diffusion of silicon self-intersti-
tials are dominant at the surface of the diffusion profile.
In the case of a thick oxide layer, vacancies are domi-
nant in the vicinity of the etched surface; thus, the
residual silicon interstitials have to diffuse in the course
of impurity diffusion along the [100] axis, which
defines the direction of the microdefect growth under
these conditions.

Thus, the initial deformation-potential distribution
that depends on the thickness of the preliminarily
grown oxide layer defines not only the crystallographic
orientation of diffusion fluxes of impurity atoms but
also the optimal growth direction for microdefects,
which penetrate through the diffusion profile.

The STM images of the surface fragments of the
boron diffusion profile obtained at the diffusion tem-
perature of Td = 900°C in the presence of the oxide
layer of medium thickness are shown in Figs. 5a–5c. In
this case, we have parity between the two mechanisms
of diffusion, which makes it possible to obtain the most
shallow diffusion profiles. The size of microdefects
formed in the course of diffusion under the above tech-
nological conditions is appreciably smaller (Fig. 5)
than that of microdefects formed at the surface at a dif-
fusion temperature of 800°C. In addition, the roughness
of the surface over the diffusion profiles is also moder-
ate. Under these conditions, the ultrashallow diffusion
profile forms appreciably more slowly than it does at
Td = 800°C due to intense annihilation of primary
defects. Because of this, the excess fluxes of nonequi-
librium interstitials and vacancies do not arise in the
     Vol. 34      No. 6      2000
course of impurity diffusion; as a result, the magnitude
of the deformation-potential fluctuations defined by the
conditions of preliminary oxidation remains unchanged.
Thus, the formation of the ultrashallow impurity profiles
under conditions of parity between the diffusion mech-
anisms is accompanied by smoothing of the correspond-
ing surface relief in the absence of appreciable fluctua-
tions in the surface deformation potential.

It is worth noting that the shape of microdefects and,
in particular, the special features of their spatial distri-
bution at the surface of the diffusion profile, are well
reproduced when the resolution of the recorded STM
images is increased (Figs. 5a–5c, 4a, 6c). In other
words, we observe complete interrelation between the
sizes of microdefects and their spatial distribution irre-
spective of the magnitude of fluctuations in the surface
deformation potential; this magnitude is larger in the
diffusion profiles obtained at Td = 800°C than in the
case of parity between the diffusion mechanisms (Td =
900°C). Such a hierarchy of microdefects, which is
independent of the initial spread in their sizes, is indic-
ative of a fractal mechanism of the microdefect forma-
tion in circumstances where the nonequilibrium fluxes
of self-interstitials and vacancies are separated to a
great extent owing to generation of fluctuations in the
deformation potential at the silicon–oxide interface.

The suggested mechanism of forming the surface
relief for ultrashallow diffusion profiles is substantiated
by examination of an STM image of a surface fragment
for the diffusion profile obtained at the diffusion tem-
perature of 1100°C (Figs. 6a, 6b). At this temperature,
the impurity diffusion is stimulated under the condi-
tions when the KO mechanism is dominant; the role of
this mechanism is enhanced owing to the presence of a
thin layer of the preliminarily grown oxide at the sur-
face. Because of this, the impurity diffusion and the
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Fig. 5. Three-dimensional STM images of the surface region of ultrashallow boron-diffusion profiles in Si(100); the profiles were
obtained at the diffusion temperature of Td = 900°C in the presence of a preliminarily grown oxide layer with medium thickness

( /d0 = 1.0). Here, X || [001] and Y || [010]. The images (a), (b), and (c) correspond to different spatial resolutions.dSiO2

500
microdefect formation are accelerated along either of
two equivalent axes [111] lying in the (110) plane that
is perpendicular to the operating (100) silicon surface
(Fig. 6a); the above axes correspond to the highest
migration rate of silicon interstitials. It is important that
there are no large microdefects at the surface of the
boron diffusion profile obtained at Td = 1100°C; this is
caused by intense interaction of self-interstitials with
the dopant under the conditions where the KO diffusion
mechanism is predominant. In this case, most silicon
interstitials stimulate the impurity diffusion and are not
involved in the formation of microdefects at the sites
where there are fluctuations of the deformation poten-
tial.

Thus, a comparative analysis of STM images shown
in Figs. 4a and 6a shows that the microdefects originat-
ing in the course of nonequilibrium impurity diffusion
consist predominantly of silicon self-interstitials,
whereas the migration of nonequilibrium vacancies
does not give rise to similar defects. Apparently, this is
due to a low mobility of vacancies compared to the
mobility of self-interstitials.
SEMICONDUCTORS      Vol. 34      No. 6      2000
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The observed microdefects constitute the systems of
anti-dots incorporated into the impurity superlattices
that comprise the ultrashallow diffusion profiles [3, 12],
which makes it possible to recognize these microde-
fects as the basis for formation of self-ordered micro-
cavities (Fig. 7). In order to identify these unconven-
tional microcavities whose characteristics are defined
by the sizes and distribution of microdefects, we stud-
ied the spectral dependences of the reflection and trans-
mission coefficients in the visible and infrared regions
of the spectrum.
   Vol. 34      No. 6      2000
4. OPTICAL PROPERTIES OF SELF-ORDERED 
ANTI-DOTS AT THE (100) SILICON SURFACE

Self-ordered microcavities incorporated into the
impurity superlattices at the (100) silicon surface
(Fig. 3b) reduce appreciably the reflection coefficient
of light in the short-wavelength region of the spectrum;
this reflection is due to direct band-to-band transitions
in narrow QWs (with a width of d ≈ 2 nm) formed in the
plane of the ultrashallow diffusion p+-profile [3, 6, 8].
In the foregoing, we referred to these QWs, which are
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Fig. 6. Three-dimensional STM images of the surface region of ultrashallow boron-diffusion profiles in Si(100); the profiles were
obtained at the diffusion temperature of Td = [(a) and (b)] 1100 and (c) 800°C in the presence of a preliminarily grown oxide layer

with the relative thickness /d0 = [(a) and (b)] 0.17 (a thin layer) and (c) 1.28 (a thick layer). Here, X || [001] and Y || [010].dSiO2
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Fig. 7. A model of a system of microcavities based on quan-
tum anti-dots obtained as a result of the fractal mechanism
of diffusion doping under conditions of the primary-defect
injection.
components of the impurity superlattice, as longitudi-
nal QWs.

The reflection spectra R(λ) were studied using a
UV-VIS Specord M-40 spectrophotometer produced
by Carl Zeiss Jena and equipped with an Ulbricht
sphere for the reflectivity measurements. Figure 8
shows the spectra of reflection of light from ultrashal-
low diffusion p+-profiles obtained at different boron-
diffusion temperatures.

A decrease in R(λ) compared with the case of mod-
erately doped silicon single-crystal, as well as a broad-
ening of the peaks at the wavelengths of λ = 354 and
275 nm, are characteristic of all the samples studied;
the above peaks are related to transitions between the
SEMICONDUCTORS      Vol. 34      No. 6      2000
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Γ–L valleys and in the vicinity of the point X in the Bril-
louin zone, with the former of the above peaks being
assigned to the direct transitions –Γ15, –L1, and

–Γ2, whereas the latter peak is attributed to the tran-
sitions X4–X1 and Σ4–Σ1.

An analysis of the spectral dependence of the reflec-
tion coefficient shows that the presence of microcavi-
ties self-assembled between the self-ordered microde-
fects with medium sizes reduces R(λ) most profoundly
in the short-wavelength region of the spectrum
(200−330 nm), whereas the presence of larger microde-
fects is conducive to effective reflection of light in the
region of longer wavelengths (λ > 330 nm). It follows
from the comparison of R(λ) with the STM data that the
position of a minimum in the reflection coefficient in
the spectral dependence R(λ) and the microcavity size
are interrelated and satisfy the Bragg condition; i.e., we
have x = λ /2n, where x is the cavity size, λ is the wave-
length, and n is the refractive index of silicon (see
Figs. 8, 6c, 5b, 6b).

The presence of large quantum anti-dots (see, e.g.,
Fig. 4a) incorporated into a system of narrow silicon
QWs makes it possible to obtain microcavities having
distributed feedback and corresponding to λ [µm] <
1.24/Eg [eV], where Eg is the band gap of silicon; the
characteristics of these microcavities are determined
from the spectral dependences of the transmission coef-
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Fig. 8. Spectral dependence of the coefficient R(λ) of the
reflection of light from the surface of a Si(100) single crystal
and from ultrashallow Si p+–n junctions in the (100) plane;
these junctions were obtained at different boron-diffusion
temperatures and for differing thicknesses of the preliminar-
ily grown oxide layer. Curve 1 corresponds to Fig. 6c;
curve 2, to Fig. 5b; and curve 3, to Fig. 6b.
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ficient in the infrared region of the spectrum. Figure 9
shows the spectral dependences of the transmission
coefficient measured at room temperature using an
IFS-28 Bruker infrared Fourier spectrometer for the
studied ultrashallow diffusion profiles.

The spectral dependences we report are clearly
indicative of the presence of self-ordered microcavities
whose sizes determined from the STM images are con-
sistent with the corresponding wavelengths in accor-
dance with the Bragg condition. The presence of longi-
tudinal narrow QWs (d ≈ 2 nm) within the microcavi-
ties made it possible to detect the Rabi splitting
(Fig. 9c); the latter is an important characteristic of
microcavities incorporated into systems of semicon-
ductor superlattices [13, 14]. An additional indication
that the absorption lines defined by intraband transi-
tions of holes in a p-type QW with d ≈ 2 nm (see
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Fig. 9. Spectral dependence of the coefficient of transmis-
sion of light Topt through a self-ordered system of quantum

anti-dots within the ultrashallow diffusion p+-profile; this
dependence makes it possible to determine the characteris-
tics of incorporated microcavities. (a) Corresponds to
Fig. 4a; (b) corresponds to Fig. 5; and (c) corresponds to
Figs. 6a and 6b. T = 300 K.
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Fig. 3b) are related to the Rabi splitting is the observed
enhancement of luminescence in the corresponding
range of wavelengths (Fig. 10).

The spectral line peaked at 1.3278 µm (see Fig. 10)
is apparently related to the intraband luminescence of
holes in the course of their tunneling between longitu-
dinal QWs within the microcavity (Fig. 3b). The tun-
neling occurs due to the presence of the built-in electric
field within an ultrashallow diffusion p+-profile at the
surface of n-Si(100); this electric field is simply the
field of the p+–n junction.

The allowed spectrum observed in the wavelength
range of λ = 1.3335–1.3375 µm (Fig. 10) may be
related to a point defect residing within the cavity.
A tentative analysis of the energy spectrum indicates
that residual copper-containing centers, which origi-
nate in the course of doping from the gas phase, are
involved in the formation of this spectrum. The number
of lines in the spectrum is indicative of the splitting of
the center’s ground state under the effect of the electric
field of the p+–n junction.

It is noteworthy that the enhancement of intracenter
and interband luminescence induced by the point impu-
rity centers residing in silicon microcavities is quite an
important problem; the solution to this problem would
make it possible to increase drastically the efficiency of
intracenter luminescence of Er3+ ions in silicon light-
emitting diodes designed for fiber-optical communica-
tion links [15].
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Fig. 10. Spectral dependence of the coefficient of transmis-
sion of light Topt at 300 K through the ultrashallow diffusion

p+-profile in Si(100); the profile was obtained at Td =
1100°C (Figs. 6a, 6b), and this dependence is indicative
of enhancement of (1) luminescence from QW and (2) intra-
center luminescence of the point defect residing within the
microcavity in a system of self-ordered quantum anti-dots
(see Fig. 9c).
CONCLUSION

The use of scanning tunneling microscopy made it
possible to assess the influence of the impurity-diffu-
sion temperature and the parameters of preliminary
oxidation on the characteristics of the surface relief pat-
tern in ultrashallow diffusion profiles of boron in
Si(100).

It was found that the initial deformation-potential
distribution governed by the thickness of the prelimi-
narily grown oxide defined the crystallographic depen-
dence of the impurity-diffusion coefficient under con-
ditions of dragging both the vacancies and the intersti-
tials by the excess fluxes; the above potential
distribution also defines the spatial distribution and
optimal growth direction of the self-ordered microde-
fects that are induced by these fluxes and thread the dif-
fusion profiles of the doping impurity.

It is shown that the spread in the sizes of observed
microdefects that constitute the self-assembled systems
of quantum anti-dots reflects the magnitude of the
deformation-potential fluctuations and decreases with
decreasing temperature of impurity diffusion. In addi-
tion, we revealed the interrelation between the sizes of
quantum anti-dots and their spatial distribution; this
interrelation is indicative of a fractal mechanism of for-
mation of self-ordered zero-dimensional systems under
conditions of strong interaction between the nonequi-
librium fluxes of impurity atoms and those of primary
defects.

The production of self-assembled systems of quan-
tum anti-dots incorporated into a system of silicon
QWs made it possible to form microcavities with dis-
tributed feedback; the characteristics of these were
determined using the spectral dependences of the
reflection and transmission coefficients in the visible
and infrared regions of the spectrum, respectively.

We demonstrated for the first time an enhancement
in luminescence from a QW and in intracenter lumines-
cence of a point defect, with both the QW and the
defect residing within the aforementioned microcavity.
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Abstract—The temperature-dependent ballistic conductance of a quantum wire is calculated without consid-
eration of carrier scattering. The contribution to the conductance (G) from size–quantization subbands with
Ej − µ @ kT is described by the Landauer–Büttiker formula G = 2e2/h, where e is the elementary charge, h is
Planck’s constant, µ(T) is the electrochemical potential, Ej is the j-th subband bottom, T is temperature, and k is
the Boltzmann constant. The contribution from other subbands decreases as their number increases, being expo-
nentially small for higher subbands. The quantum staircase disappears when kT approaches the energy spacing
between the size–quantization levels. Such temperature quenching of the quantum staircase at gate potentials
corresponding to a stepwise change in the ballistic conductance is observed in studies of the quantized conduc-
tance of a silicon quantum wire. © 2000 MAIK “Nauka/Interperiodica”.
The conductance of a single ballistic quantum wire
at zero temperature can be described within the weak-
pulling-voltage approximation by the Landauer–Butt-
iker formula [1, 2]:

(1)

where µ0 is the electrochemical potential of carriers at
zero temperature and is equal to the Fermi energy and
where N(µ0) is the number of occupied size–quantiza-
tion (SQ) subbands, as determined by the Fermi level
position relative to their bottom. N can be changed by
applying a gate voltage Vg, which changes the carrier
density in the wire and, therefore, the value of µ0 ≡ EF .

As follows from (1), the conductance at T = 0 is
independent of the pulling voltage V; i.e. the current–
voltage (I–V) characteristic is linear. At the same time,
the dependence of the conductance on the gate voltage
Vg, is stepwise [3, 4]. Deviations from formula (1) may
be observed because of carrier transitions between the
SQ subbands under the action of the pulling voltage [5].
Such transitions are the most probable for values of Vg

corresponding to conductance steps, which would
cause the dependence G(Vg) to be smooth and the I–V
characteristics to be nonlinear.

Of interest is the problem of the ballistic conduc-
tance of a quantum wire at a finite temperature, when
the number of occupied SQ subbands is, strictly speak-
ing, indeterminate, since there exists a finite tempera-
ture-dependent probability of finding an electron in any

G 2
e2

h
----N µ0( ),=
1063-7826/00/3406- $20.00 © 0712
of them. The subband occupancy is determined by the
Fermi distribution

(2)

where ε = Ej + p2/2m (Ej is the j-th SQ subband bottom),
µ is the temperature-dependent electrochemical poten-
tial determined from the equation

(3)

At an arbitrary temperature, the integrals appearing
in (3) can be calculated only numerically. However, of
interest is the limiting case of kT sufficiently small in
comparison with |Ej – µ|. In this case, the integrals in (3)
can be classified into two types:

(4)

In calculating integrals of the first type, the unity in (3)
can be neglected. In this case, the Fermi distribution
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reduces to the Boltzmann distribution; thus, we have

(5)

The integrals of the second type are calculated by the
conventional procedure [6], which yields

(6)

Changing the variable η = (ε – ζj)/kT and expanding the
function (ζj + ηkT)1/2 in powers of η up to second-order
terms, we obtain

(7)

Thus,

(8)

The dependence µ(n, T) is determined by solving this
equation for µ, which is only possible when the

SQ spectrum {Ej  of the wire is known.

If we consider the case of a single SQ subband with
bottom E0 = 0, then, at a sufficiently low temperature
and for high carrier density, we obtain the following
approximate expression:

(9)

The exact form of the dependence µ(n) for this case is
presented in Fig. 1.

Let us consider now the conductance of a ballistic
quantum wire at a certain prescribed temperature and
electrochemical potential (determined by the carrier

density) for a given SQ spectrum {Ej . We calcu-
late the contribution to the conductance from an SQ
subband with some number j, neglecting inter-subband
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transitions of carriers. To start, let us consider a deriva-
tion of this kind for T = 0. In this case, empty subbands
with Ej < µ0 make no contribution to the conductance at
all. To calculate the conductance of an occupied sub-
band, two infinitely large reservoirs of electrons are
considered, separated by a point contact that replaces
the quantum wire. The difference between the electro-
chemical potential to the left and to the right of the con-
tact is equal to the product of the electron charge by the
pulling voltage applied to the wire: µ1 – µ2 = eV. Only
states with energy E in the range of µ2 < E < µ1 contrib-
ute to the conductance. Thus, the conductance is given
by

(10)

In the case of a finite temperature, we have to take
into consideration that the energy distribution of elec-
trons is broadened and electrons with any energy can
contribute to the current with some probability. Calcu-
lating the current through the contact as a difference of
the currents flowing from left to right and vice versa,
we obtain

(11)
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Fig. 1. Calculated dependence of the electrochemical poten-
tial µ on the carrier concentration in the quantum wire with
a single size-quantization subband (E0 = 0) at T = 1 K.
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where f(p, µ, T) stands for the Fermi distribution. Thus,

(12)

It can be seen that the conductance at a finite tem-
perature depends both on the carrier density and on the
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Fig. 2. Quantized conductance at different temperatures.
(a) Calculated dependence of the conductance on the elec-
trochemical potential µ at T = (1) 0, (2) 0.1∆E/k, and
(3) 0.6∆E/k. (b) Experimental dependence of the conduc-
tance on the gate voltage Vg at T = (1) 77 and T = (2) 300 K.
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(b)
applied pulling voltage. In the limit of weak pulling
voltages, we have

(13)

Let us consider several limiting cases.
(i) Occupied subbands with a low bottom (µ1 –

Ej)/kT @ 1. In this case, we can neglect unity in the
denominator of (13). Therefore, the conductance does
not differ from its value at zero temperature

(14)

(ii) (µ1 – Ej)/kT ~ 0. This situation occurs near
regions of stepwise conductance change. Expanding
the exponents in a series, we obtain

(15)

It can be seen that, if the chemical potential coincides
with the bottom of a subband, its contribution to the
conductance is half the contribution of an occupied
subband at T = 0.

(iii) High-lying subbands that are empty at zero
temperature. For these subbands (µ1 – Ej)/kT ! 0, so
that

(16)

Thus, the contribution from these subbands to the con-
ductance is exponentially small. For a sufficiently low
carrier density, the condition (µ1 – Ej)/kT < 0 is fulfilled
for all subbands, including the lowest subband. The
dependence of the carrier density on the electrochemi-
cal potential can be written as a series. Let us consider
here only the lowest subband. We have

(17)

If the density is so low that  ! 1, we can retain
only the first term of the expansion; thus,

(18)
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This condition clarifies the meaning of the term “low
density.” Thus, the conductance is given by

(19)

It can be seen that, in contrast to the case of T = 0,
the ballistic conductance apparently falls to zero when
the carrier density within the quantum wire decreases.
Taking into account the two leading terms of the expan-
sion, we readily obtain a correction to the conductance
that is quadratic in carrier density:

(20)

The above consideration of the conductance depen-
dence on the electrochemical potential at different tem-
peratures (see (13), Fig. 2a) shows the following. The
quantum staircase observed at T = 0 is smoothed when
the temperature is elevated and disappears when kT
becomes of the same order of magnitude as the gap
between SQ subbands ∆E.

Such temperature suppression of the ballistic con-
ductance at partial SQ subband filling was first
observed by measuring the quantized conductance as a
function of voltage applied to a silicon quantum wire
shorter than the mean free path. The carrier transport in
such a quantum wire is not accompanied by Joule loss,
since inelastic scattering is suppressed. Therefore, elec-
trons and holes will demonstrate ballistic properties
under one-dimensional (1D) transport conditions [1–4].

Fabrication of silicon quantum wires with ballistic
properties became possible owing to the use of diffu-
sion techniques of nanotechnology and formation of
the self-organized impurity quantum wells (QWs).
QWs of this kind are formed inside ultrashallow p+ pro-
files during nonequilibrium boron diffusion on the
(100) silicon surface [7–9].

The depth of an ultrasharp diffusion profile and the
boron concentration in it, measured by secondary-ion
mass spectrometry, are 10 nm and 1021 cm–3, respec-
tively. The presence of a single QW between heavily
doped impurity barriers inside the p+ diffusion profile
was revealed while analyzing the angular dependences
of the cyclotron resonance [7, 10]. Owing to the pyro-
electric properties of the two-dimensional (2D) barri-
ers, an electric field applied in the QW plane gives rise
to transverse confinement of carriers on the one hand
and effects their transport on the other [8, 9]. Depend-
ing on the uniformity of boron distribution within the
pyroelectric barriers, the applied electric field can form
both uniform and modulated quantum wires [8, 9].

One of the most important consequences of fabrica-
tion of quantum wires possessing ballistic properties is
quantized conductance. This phenomenon is observed
when varying the gate voltage, which controls the
Fermi level position relative to the SQ subbands and
thereby can change the number of carriers in the quan-

G
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mkT
-----------n.=
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h
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tum wire [2, 3]. In this case, the dependence of G on the
gate voltage Vg is stepwise, since the conductance of a
quantum wire changes abruptly every time the Fermi
level coincides with one of the SQ subbands (see
Fig. 2a). Such a stepwise dependence of the conduc-
tance was observed while studying the above-men-
tioned smooth silicon quantum wire (2 × 2 nm2), which
was formed electrostatically in a p-type self-organized
silicon QW (Fig. 2b). The Fermi level position is deter-
mined by the quantum wire cross section, the 2D hole
density (~2.5 × 109 cm–2), and the effective length of
the 1D channel (~4 µm). It corresponds to the filling of
1D subbands of both heavy and light holes, which man-
ifests itself in the quantum step height (Fig. 2b). It
should be noted that the height of the quantum step cor-
responding to the filling of the first SQ subband
(Fig. 2b) is somewhat smaller than the theoretically
predicted value (~4e2/h). This is presumably due to spin
polarization of carriers in a zero magnetic field [11].

The observed temperature quenching of conduc-
tance near the quantum steps (Fig. 2b) agrees well with
the calculated dependence (13) (Fig. 2a) if the energy
gap (~96 meV, [9]) between the 1D subbands for the
quantum wire under study is taken into account. The
universality of (13) in describing the temperature
dependence of conductance in a quantum wire is also
confirmed by the similarity of the temperature quench-
ing of quantum steps observed in studying two quan-
tum wires with different parameters (Fig. 3).

Thus, the derived expression for the conductance of
a ballistic quantum wire at finite temperature makes it
possible to describe the temperature quenching of
quantum steps exhibited by the conductance when the
Fermi level passes through the SQ subbands. It is pre-
dicted that, in contrast to the case of T = 0, the ballistic
conductance at a finite temperature tends to zero as the
carrier concentration in the quantum wire decreases.
A similar temperature quenching of quantum steps in
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Fig. 3. Temperature dependence of quantized conductance:
solid line corresponds to calculations by formula (13) and
the points represent experimental data of (1) [12] and
(2) those in Fig. 2b.
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the dependence of the conductance on the gate voltage
was observed while studying a silicon quantum wire. It
is shown that the contribution of filled subbands to the
ballistic conductance is well described by the Land-
auer–Büttiker formula in the limit of a weak pulling
voltage. At the same time, in the case of partial occu-
pancy, the conductance is half as large. This leads to
temperature quenching of quantum steps in the depen-
dence of the conductance on the Fermi level position,
when kT approaches the energy gap between the
SQ levels.
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Abstract—In this work we investigated the stability of a-Si:H films under illumination and following recovery
in darkness at different temperatures. The a-Si:H films were fabricated with 55 kHz PECVD and with conven-
tional rf 13.56 MHz PECVD. We measured the steady-state photocurrent and the dark-current after switching
off the light source as a function of time. We observed photocurrent degradation and the following recovery of
the dark current. The kinetics of the photocurrent degradation as well as the dark-current recovery demonstrated
stretched-exponential behavior. The results of these straightforward measurements in combination with com-
puter simulation were used to determine the effect of light-induced degradation and thermal recovery on the
density of states distribution in the band gap of a-Si:H. We have found that the photocurrent degradation and
the corresponding increase in the total defect concentration have different kinetics. The different kinetics were
also determined for the dark-current recovery and the corresponding decrease in the total defect concentration.
The results point out that slow and fast types of defects in a-Si:H films control the kinetics of light-induced
changes of the defect distribution in the band gap. A model is proposed that relates the origin of the fast and
slow metastable defects with the distribution of Si–Si bond lengths. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

One of the important problems limiting the applica-
tion of hydrogenated amorphous silicon (a-Si:H) mate-
rial is the instability of its electronic properties and
device performance under illumination. This phenome-
non was observed by Staebler and Wronski [1] in 1977
and since then it has still not been fully explained. The
most frequently used method for fabricating a-Si:H
devices is 13.56 MHz plasma-enhanced chemical vapor
deposition (PECVD). However, this method is charac-
terized by a low growth rate (0.1–0.2 nm/s). For indus-
trial applications, a higher growth rate of a-Si:H is
desirable while maintaining the device quality proper-
ties of the material. The growth rate can be increased by
applying a higher RF power or microwaves, but these
layers show inferior electronic properties [2]. Recently,
it was demonstrated [3] that a-Si:H films can be fabri-
cated by 55 kHz PECVD with a high growth rate
(higher than 1 nm/s) and device quality optoelectronic
properties. Since these films exhibit microstructural
inhomogeneities, we investigated their stability under
illumination and following recovery in darkness at dif-
ferent temperatures and compared the results with the
13.56 MHz PECVD a-Si:H films.

We observed the photocurrent degradation and the
following recovery of the dark current. The kinetics of
the observed degradation and recovery are different for

1 This article was submitted by the authors in English.
1063-7826/00/3406- $20.00 © 20717
different temperatures. Existing models describe the
photocurrent degradation as a process in which the
defect concentration in the material increases. These
additional defects introduce metastable states in the
band gap of a-Si:H and cause a shift of the Fermi level
towards the midgap [4]. The kinetics of the light-
induced formation of defects in a-Si:H has been inves-
tigated by other teams by means of the analysis of the
sub-band gap absorption spectra that change during
light soaking [5].

In this work, we combined the measurements and
computer simulation of photocurrent and dark current
in order to investigate the metastable changes of the
density of states (DOS) in the band gap of a-Si:H dur-
ing the material degradation and recovery. We used the
Amorphous Semiconductor Analysis computer pro-
gram (ASA) developed at the Delft University of Tech-
nology [6].

EXPERIMENTAL

The a-Si:H films were fabricated from pure silane
by conventional 13.56 MHz PECVD and 55 kHz
PECVD [7] under the deposition conditions presented
in Table 1. The films were deposited on a Corning 7059
glass substrate. The aluminum coplanar contacts were
deposited for the conductivity measurements. The opti-
cal properties of the films were determined from the
000 MAIK “Nauka/Interperiodica”
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reflection and transmission measurements and the dou-
ble-beam photoconductivity measurement.

The measurements of current degradation under
illumination were carried out at 50, 70, and 90°C. The
samples were illuminated using metal halide lamps
with a light intensity of 37.5 mW/cm2. The steady-state
photocurrent and the dark current after switching off
the light source were measured as a function of time.
Before each degradation-recovery cycle, the samples
were annealed at 150°C for 30 min.

RESULTS

Figure 1 shows the time change of the photocurrent
during degradation and of the dark-current recovery at

0
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Fig. 1. The time change of the photocurrent during light-
induced degradation and of the dark current recovery at
70°C in standard 13.56 MHz PECVD and 55 kHz PECVD
a-Si:H layers.
70°C for conventional 13.56 MHz and 55 kHz PECVD
a-Si:H layers.

The behavior of degradation of the photocurrent and
the recovery of the dark current is similar to the
observed Staebler–Wronski effect (SWE) [8]. In order
to deduce the parameters of kinetics of the light-
induced degradation and recovery, the measured data of
the photocurrent and dark current were normalized and
fitted using the stretched-exponential dependence [4]
expressed by (1):

(1)

where ξ(0) is the initial value of the fitted parameter,
ξ(∞) is the saturated value of the fitted parameter, τ is
characteristic time, β is the variance parameter, and t is
time. Figure 2 shows the normalized photocurrent data
(dots) for a 55 kHz PECVD sample measured at differ-
ent temperatures and the corresponding fits (lines).

The parameters of the stretched-exponential func-
tion (τ, β) that were obtained from the fits to the nor-
malized measured data are given in Table 2. Assuming
that the characteristic time τ is thermally activated [9]

(2)

where τ0 is the preexponential factor and Eτ is the char-
acteristic time activation energy, the values of Eτ were
calculated for a-Si:H films.

SIMULATION

We applied the computer simulation of the photo-
current and dark current using the ASA program in
order to investigate the effect of light-induced degrada-
tion and thermal recovery on the material properties.
We based our approach on an assumption that the deg-

ξ t( ) ξ ∞( )–
ξ 0( ) ξ ∞( )–
-----------------------------

t
τ
-- 

 
β

– 
  ,exp=

τ τ0 Eτ /kT( ),exp=
Table 1.  The deposition conditions of a-Si:H films

Plasma frequency Pressure, Pa Power, mW/cm2 Ts , °C SiH4 flow rate, 
sccm

Deposition rate, 
nm/s

13.56 MHz 70 15 194 40 0.2

55 kHz 70 50 225 200 0.8

Table 2.  The parameters of the photocurrent degradation and the dark-current recovery kinetics of a-Si:H films measured at dif-
ferent temperatures. The parameters were obtained from the fits to the measured data using stretched-exponential function (1)

Samples Temperature, 
°C

Degradation Recovery

τ, s β Eτ , eV τ, s β Eτ , eV

13.56 MHz PECVD 50 9020 0.61 – –

70 3770 0.43 0.217 7533 0.6 0.38

90 2550 0.92 3510 0.92

55 kHz PECVD 70 1602 0.44 0.50 12300 0.94

90 362 0.95 5000 0.95 0.44
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radation and recovery processes are mainly determined
by metastable changes of the density of states distribu-
tion in the band gap of a-Si:H. Further, we assumed that

a) the time change of the photocurrent and dark cur-
rent is related to the change in the total defect concen-
tration (Ndb) and the shift of the defect states distribu-
tion in the band gap. The band gap is represented by the
mobility gap of a-Si:H;

b) the defect states are simulated by two equal Gaus-
sian distributions, one representing donorlike defect
states (DB+/0) and the other acceptor-like defect states
(DB+/0), that are separated from each other by a corre-
lation energy U (see Fig. 3);

c) band tails do not change during the degradation
and recovery processes. The initial set of input param-
eters for simulations is given in Table 3.

The sensitivity study of the influence of the input
parameters of the ASA model on the dark- and photo-
current showed that the dark current is strongly sensi-
tive to the change of the peak position of the Gaussian
distribution, while the photocurrent is controlled by the
total defect concentration. Therefore, the data on the
dark-current recovery were used to determine the kinet-
ics of the shift of the peak of the Gaussian distribution.

In this case, the energy level , which is the peak of
the Gaussian distribution of DB+/0 states, was used as an
adjustable parameter in simulations. The Fermi level posi-

tion followed the changes of  as EF =  + U/2.

The time dependence of the peak position of Gaus-

sian distribution  for 13.56 MHz and 55 kHz
PECVD samples at 70°C is presented in Fig. 4. The
time dependence of the peak position was fitted using
stretched-exponential function (1) and the kinetics
parameter τ was determined. The characteristic time τ
defining the time dependence of the shift of the peak
position is in good agreement with the characteristic
time τ of dark-current recovery. We conclude that the
kinetics of dark-current recovery is controlled by the
shift of the peak position of the Gaussian distribution of
defect states.

We assume that the kinetics of photocurrent degra-
dation is also controlled by a light-induced shift of the
peak position of the Gaussian distribution of defect
states and that the kinetics parameters τ and β are the
same for both cases. Using this assumption for the peak
position of the Gaussian distribution of the defect
states, we simulated the photocurrent with the ASA
program using the total defect concentration as an
adjustable parameter in order to obtain good matching
between the measured and simulated values. The time
dependences of the measured and simulated photocur-
rents for a-Si:H samples at 70°C are shown in Fig. 5,
and the corresponding time dependence of the total
defect concentration, Ndb, in Fig. 6. The calculated values
of the defect concentration demonstrate the stretched-

EDB
+/0

EDB
+/0 EDB

+/0

EDB
+/0
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exponential behavior, saturating for long light-soaking
times (Table 4).

The correlation between the defect concentration
Ndb and the peak position of the Gaussian distribution
of the defects during light-induced degradation is pre-
sented in Fig. 7. As one can see, the shift of the peak

position of Gaussian distribution  leads to an
increase in the defects concentration Ndb. The theoreti-
cal dependence of the defect density on the energy level
of the defect in the band gap at equilibrium was calcu-

EDB
+/0

106

∆Iph(t)/∆Iph(0)

Light soaking time, s

1

0

50°C
70°C
90°C
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exponential
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VB1028
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1026
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1022
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+/0 EDB
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DB+/0 DB0/–
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U

Ndos, m
–3 eV–1

Fig. 2. Normalized plot of photocurrent degradation of a
55 kHz PECVD a-Si:H sample at different temperatures.
The lines correspond to the stretched-exponential fit.

Fig. 3. The DOS distribution model used in simulations. VB
(CB)—the parabolic distribution of valence (conduction)
band, VBT (CBT)—the exponentially decaying valence

(conduction) band tail,  ( )—the energy level of

VB (CB) mobility edge, and  ( )—the density of

states at the VB (CB) mobility edge.  ( ) is the

energy level of the peak of the Gaussian distribution of
DB+/0 (DB0/–) states and U is the correlation energy.

EV
mob

EC
mob

NV
mob

NC
mob

EDB
+/0

EDB
0/–
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lated according to the known model [4] by the follow-
ing formula:

(3)

where Nv0 is the density of states at the valence-band
edge, E0 is the Urbach energy, and Ed is the position of

Ndb

Nv 0E0kT
E0 kT–

----------------------
E0

kT
------

Ed

E0
-----– 

 exp
Ed

kT
------– 

 exp– ,=

–1.07

13.56 MHz

τ = 7500 s

EDB
+/0 – EC

mob, eV

55 kHz

τ = 12280 s

–1.08

–1.09

–1.10

–1.11

–1.12

–1.13
100 101 102 103 104 105

Time, s

Fig. 4. The time dependence of the peak position of Gauss-
ian distribution of defect states during recovery for different
a-Si:H samples at 70°C. Solid lines correspond to the
stretched-exponential fit.

Table 3.  The set of initial input parameters for the simula-
tions. CC—capture coefficient, CB (VB)—the mobility edge
of the conduction (valence) band

General parameters 55 kHz 13.56 MHz

Tauc optical gap, eV 1.72 1.69

Mobility gap, eV 1.75 1.75

Urbach energy, eV 0.052 0.054

Dielectric constant 11.9

Electron mobility, 10–4 m2/(V s) 10.0

Hole mobility, 10–4 m2/(V s) 2.0

Tail-state parameters:

DOS at CB mob. edge, m–3 eV–1 1 × 1027

DOS at VB mob. edge, m–3 eV–1 1 × 1027

 VB tail characteristic energy, eV 0.052 0.054

CB tail characteristic energy, eV 0.027 0.027

CC for neutral states, m3/s 7 × 10–16

CC for charged states, m3/s 7 × 10–16

Defect states parameters

Standard deviation 0.144

CC for neutral states, m3/s 3 × 10–15

CC for charged states, m3/s 3 × 10–14
the defect state in the band gap. As one can see, the
results of simulation are very close to the theoretical
dependence at the equilibrium state. The discrepancy
between the theoretical calculations using (3) and the
results of simulation exists, because in (3) only a single
defect level was assumed while in simulation the distri-
bution of defects was used. The correlation between Ndb

and the peak position of Gaussian distribution is an
intrinsic property of a-Si:H and is valid both for degra-
dation and annealing processes taking place at the same
temperature. This dependence was used to determine
the time change in the defect density during annealing
using the calculated data of the peak position during the
dark-current recovery. The kinetics parameters deter-
mined from simulation with the ASA program both for
the light-induced degradation and thermal recovery are
summarized in Table 4.

DISCUSSION

As one can see from Table 2, the sample fabricated
by 55 kHz PECVD is characterized by higher values of
the potential barriers Eτ for the degradation and anneal-
ing process. Thus, the use of 55 kHz PECVD results in
the slowing down of the process of photocurrent degra-
dation and dark-current recovery, indicating the stabil-
ity improvement of a-Si:H films. The analysis of the
relationship between the stability and microstructure of
55 kHz a-Si:H is given elsewhere [7]. Here, we discuss
the degradation and recovery kinetics of a-Si:H sam-
ples fabricated by different technologies.

A comparison of the measured kinetics parameters,
which are listed in Table 2, and the kinetics parameters
derived from simulations and presented in Table 4
shows that the photocurrent degradation and the defect
creation processes are characterized by different kinet-

13.56 MHz
55 kHz

0
Time, 104 s

2 4 6 8 10

Simulations

0

1

2
Photocurrent, 10–7 A

Fig. 5. The measured and simulated photocurrent for a-Si:H
samples at 70°C.
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ics. The same conclusion holds for the dark-current
recovery kinetics and the defect annealing kinetics.
These phenomena were also observed in SWE experi-
ments, in which the change in defect density was mon-
itored by CPM measurement [10]. Also, the activation
energy Eτ of the characteristic time of the photocurrent
degradation and dark-current recovery is not consistent
with the corresponding Eτ values determined for the
defect generation and annealing. This means that the
Fermi level shift is controlled by a process character-
ized by an energy barrier differing from an energy bar-
rier involved in a process that controls the formation of
additional defects. Two different types of metastable
states have been proposed [11, 12]: (i) the fast defect
states, which are responsible for the shift in the Fermi
level during degradation, and (ii) the slow states, which
control the total concentration of the metastable
defects. During the degradation, the slow defects are
characterized by a higher activation energy Eτ of the
characteristic time than the characteristic time activa-
tion energy corresponding to the fast states. According
to the data presented in Table 4, the annealing activa-

13.56 MHz
55 kHz

0
Time, 104 s

2 4 6 8 10

Stretched-0

1

3
Defects density, 1016 cm –3

2

12

exponential
fit

Fig. 6. The time dependence of the defect density as deter-
mined from the simulations of the photocurrent degradation
for a-Si:H samples at 70°C. The lines are the fits using the
stretched-exponential function.
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tion energy Eτ of the characteristic time of the slow
defects is less than Eτ of the fast states. Therefore, the
slow states should be less stable than the fast ones. The
configuration diagram presented in Fig. 8 illustrates the
possible processes of creation and annealing of fast and
slow defects.

According to known models [4], the creation and
annealing of metastable dangling bonds that are associ-
ated with dispersive hydrogen diffusion can be pre-
sented as the following reaction:

(4)

The existence of the fast and slow-type defects suggests
that there are either different quasi-chemical reactions
for the defect equilibration process or there is a distri-
bution of Si–Si bond lengths [13]. Assuming that the
bond length disorder controls the metastable defect cre-
ation and annealing processes in a-Si:H, the higher val-
ues for slow defects formation energy can be explained.
The difference between characteristic energy Eτ of the
metastable dangling bond creation (Table 4) for a stan-
dard PECVD film and 55 kHz film suggests that these

Si–H Si–Si+          DB Si–H–Si.+

–1.04–1.09
EDB

+/0 – EC
mob, eV

1014

Ndb, cm –3

1015

1016

1017

1018

–1.08 –1.07 –1.06 –1.05

Fig. 7. The correlation between the defects density and the
peak position of Gaussian distribution during light-induced
degradation at 70°C for a 55 kHz PECVD a-Si:H sample.
Diamonds correspond to the results of modeling, and
squares correspond to the correlation between the peak posi-
tion of Gaussian distribution at equilibrium.
Table 4.  The kinetics parameters determined from simulation with the ASA program both for the light-induced degradation
and thermal recovery

Samples
Defect generation Defect annealing

τ, s β Ndb(0), cm–3 Ndb(∞), cm–3 Eτ , eV τ, s β Ndb(0), cm–3 Ndb(∞), cm–3 Eτ , eV

55 kHz

T = 70°C 16000 0.7 2.00 × 1014 2.00 × 1016 1.98 1670 0.42 2 × 1016 8.10 × 1015 0.10

T = 90°C 300 0.42 4.89 × 1016 5.50 × 1016 1380 0.71 5.56 × 1016 5.39 × 1016

13.56 MHz

T = 70°C 16730 0.643 1.55 × 1016 2.69 × 1016 0.26 1600 0.64 2.71 × 1016 2.00 × 1016 0.03

T = 90°C 9900 0.7 1.44 × 1016 1.78 × 1016 1500 0.7 1.81 × 1016 1.56 × 1016
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films can be characterized by different microstructures.
A comprehensive study of the relation between light-
induced metastability and the structural properties of
amorphous silicon fabricated by the two techniques is
required to fully justify this conclusion.

CONCLUSION

1. Computer simulation in combination with simple
conductivity measurements is an effective tool for the
analysis of degradation and annealing processes in
amorphous silicon materials.

2. Kinetics of the dark conductivity recovery is con-
trolled by the kinetics of the shift of the Fermi level
rather than by the kinetics of the change of defect con-
centration.

3. Kinetics of the photoconductivity degradation is
controlled by both the shift of the peak position of the
Gaussian distribution of defect states and the change in
the defect concentration.

4. It was found that the photoconductivity degrada-
tion and the increase in the total defect concentration
have different kinetics. The same conclusion holds for
the dark conductivity recovery and the decrease in the
total defect concentration.

5. Slow and fast types of defects in a-Si:H bulk are
introduced, which control the kinetics of light-induced
changes of the defect distribution in the band gap.

F F
Eg Eg

Eτ
annealing

Eτ
generation Eτ

annealing

Eτ
generation

“Fast” defect “Slow” defect

Fig. 8. The energy diagram of the fast- and slow-type
defects. Eg is the mobility gap and F is the defect formation
energy.
6. It is proposed that the origin of fast and slow
metastable defects is connected with microstructures of
the films which influences the distribution of Si–Si
bond lengths.
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Abstract—Temperature dependences of the photoconductivity of boron doped a-Si:H films both prior to and
after prolonged illumination were studied. It was found that the photoconductivity of films under study in the
temperature range 200–300 K (intermediate temperatures) is independent of the doping level and the concen-
tration of deep recombination centers (dangling bonds). A model of recombination is used to explain the exper-
imental results; according to this model, the occupancy function of neutral dangling bonds in p-type a-Si:H
(and, consequently, also the photoconductivity) is determined by the parameters of the states of the valence
band tail and is independent of the doping level and of the total concentration of dangling bonds. © 2000 MAIK
“Nauka/Interperiodica”.
Since amorphous silicon with various levels of dop-
ing is widely used in the fabrication of optoelectronic
devices, studies of a-Si:H photoconductivity depen-
dence on such parameters as the doping level and con-
centration of defects are of interest. At present, the
undoped a-Si:H and a-Si:H of n-type are the most
extensively studied. In connection with this fact, p-type
a-Si:H films with various doping levels were studied in
this work. The films were prepared by decomposition
of the gaseous mixture of monosilane (SiH4) and dibo-
rane (B2H6) in the radio-frequency (RF) glow discharge
[1]. The volumetric ratio of gases k = [B2H6]/[SiH4] in
the reaction chamber varied from 3 × 10–7 up to 10–3.
This allowed us to obtain films with various doping lev-
els. The remaining technological parameters of the
sample preparation were identical.

The temperature dependences of photoconductivity
in the films under study are shown in Fig. 1. As can be
seen from Fig. 1, curves σph(103/T) have two character-
istic regions for heavily doped a-Si:H films (k = 3 × 10–6,
10–3): at high temperatures the photoconductivity
decreases with heating; at low temperatures, the photo-
conductivity increases exponentially as the temperature
increases. A third region (a more gradual decrease in
photoconductivity with decreasing temperature) can be
distinguished in the range of low temperatures on the
temperature dependences of photoconductivity in
lightly doped a-Si:H films (k = 3 × 10–7 and 10–6), in
addition to the above two characteristic regions of vari-
ations in σph. As can be seen from Fig. 1, in the region
of exponential photoconductivity increase with
increasing temperature, the value of σph depends
weakly on the doping level of the films.
1063-7826/00/3406- $20.00 © 20723
In order to explain special features of temperature
dependences of photoconductivity in p-type a-Si:H, we
consider a model of nonequilibrium carrier recombina-
tion developed by us in [1–3]. Instead of continuous
distribution of the states of dangling-bond-type defects
(D-centers) and the states in the band tails, we will con-
sider discrete levels ED, ED–U, Etn, and Etp shown in
Fig. 2. ED and ED–U are the energy levels of neutral (D0)
and negatively charged (D–) states of D centers, respec-
tively; Etn and Etp are the effective levels of traps for
electrons and holes, respectively. The most important
electronic transitions under the conditions of illumina-
tion are also shown in Fig. 2. It is known that the tail of
the valence-band states is more extended as compared
to the conduction-band tail. Therefore, the effective
trapping levels for holes are located “deeper” than the
electron trapping levels: Etp – Ev > Ec – Etn. According
to [4, 5], Ec – Etn = 0.1 eV, Etp – Ev = 0.3 eV.

Since the concentration of D– centers is negligibly
small in p-type a-Si:H as compared to D0 center con-
centrations, D0 centers are the main recombination cen-
ters for nonequilibrium holes. In this case, the hole life-
time τp is determined by the D0-center concentration
N0 [6]:

(1)

Here,  is the coefficient of hole capture by the
D0 center.

The electroneutrality equation for p-type a-Si:H
films in the dark and under illumination implies

(2)

τ p cp
0 N0( ) 1–

.=

cp
0

pt pt0 N0
+ N+– N0 N0

0.–= = =
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Here, pt0 and pt are the equilibrium and nonequilibrium
concentrations of holes in the valence-band tail (at the

traps), respectively;  and N0 are the concentrations

of D0-centers in the dark and under illumination,

respectively; and  and N+ are the concentrations of

D+ centers in the dark and under illumination, respec-
tively. For a total concentration of D centers ND, one
can write:

(3)

N0
0

N0
+

ND N– N0 N++ + N0
– N0

0 N0
+.+ += =

103/T, K–1

σph, Ω–1 cm–1

1
2
3
4
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10–7

10–8
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Fig. 1. Temperature dependences of photoconductivity in
a-Si:H films with the doping level k = 3 × 10–7 (1), 10–6 (2),
3 × 10–6 (3), 10–5 (4), 10–4 (5), and 10–3 (6).

G D+ D0

D–

Ev

Etp

ED

ED + U

Etn

Ec

Fig. 2. Schematic representation of electron transitions for a
simplified model of density of states in the mobility gap.
Numerical solution of kinetic equations shows [2]
that, for the case of p-type a-Si:H, the following rela-
tionships are valid:

(4)

Using (2) and (3), we obtain

(5.1)

(5.2)

Relationship (5.1) signifies that the value of positive
charge at the hole traps is equal to the change of the
positive charge of D+ centers.

In the steady-state case and at temperatures at which
the main channel for hole recombination is the recom-
bination via D0 centers, we have

(6)

Here, p is the concentration of free holes under illumi-
nation and G is the optical generation rate of carriers.

Taking into account that the hole traps are in a ther-
modynamic equilibrium with the valence band, we
derive the relationship between p and pt:

(7)

Here, (Etp – Ev) is the energy position of the hole trap-
ping level with respect to the top of the valence band,
Ntp is the effective concentration of hole traps, and Nv

is the effective density of states in the valence band.
It follows from (5.2)–(7) that

(8)

Thus, the photoconductivity is defined as

(9)

Let us analyze this expression for σph. First of all,
one should note that the relation pt = N0, employed
when deriving expression (9), is a key relation for
understanding the special features of recombination in
p-type a-Si:H. This relation accounts for the fact that
illumination results in the occupation of hole traps by
holes and in the recharging of the D center: D+ + e 
D0. In this case, the concentration of D0 centers under
illumination is equal to the concentration of holes pt

captured by the trapping states. Since the quantity pt

depends on the parameters of these states, relation
(5.2), in view of (1), signifies that the hole lifetime is
determined by the parameters of the states of the hole
traps. This defines a special role of the valence-band
tail in the recombination processes in p-type a-Si.

In addition, it follows from (4) that the concentra-
tion of D0 centers under illumination significantly

exceeds the equilibrium value of  and is independent

pt @ pt0, N0
 @ N0

0.

pt N0
+ N+,–=

pt N0.=

G cp
0 pN0.=

p/ pt Nv /N pt( ) Etp Ev–( )/kT–[ ] .exp=

p GNv( )/ cp
0 Ntp( ){ } 1/2
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0 Ntp( ){ } 1/2

=
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0
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of the total concentration of D centers ND. This sug-
gests that processes in p-type a-Si:H such as doping by
acceptors and prolonged illumination followed by the
enhancement of the total concentration of D centers
would not affect the photoconductivity magnitude at
intermediate temperatures.

It follows from (9) that the photoconductivity
increases with increasing temperature according to the
law σph ~ exp[(Ev + Etp)/2kT]. The photoconductivity
enhancement under heating within the framework of
our model has a simple physical meaning: the temper-
ature increase enhances the probability of thermal
emission of holes from the traps into the valence band,
which, in turn, induces an increase in the flux of holes
captured by D0 centers. This results in the recharging of
D centers D0 + h  D+, which causes the concentra-
tion of D0 centers to diminish. Correspondingly, the
hole lifetime increases, and, as a consequence, photo-
conductivity is enhanced. As follows from (9), the tan-
gent of the slope of the curve lnσph(1/kT) is equal to a
half of the energy position of hole traps.

We now consider to what extent the recombination
model suggested and, correspondingly, expression (9)
agree with the experimental results. As was noted
above, all the temperature dependences σph have a por-
tion of the exponential growth: σph ~ exp(–EA/kT),
where, for the samples under study, EA = 0.22–0.27 eV.
Through a comparison with (9), we find that EA = (Etp –
Ev)/2. Consequently, for all our a-Si:H samples, we
have Etp – Ev = 0.44–0.54 eV.

The photoconductivity increase with heating (see
Fig. 1) changes for its decrease at T > 360 K. In our
opinion, this is caused by the fact that, at high temper-
atures, the illumination influence upon the occupied
states in the forbidden gap is insignificant and the con-
centration of D0 centers is determined by the equilib-

rium statistics, i.e., N0 = . At the same time, it is

known that , in the case of ED – EF > 0, increases
with temperature [7]. Therefore, in the range of high
temperatures, the photoconductivity decreases with
heating. Thus, the presence of the high-temperature
maximum in temperature dependences is the result of
transition from the nonequilibrium occupation of
D0 centers to their equilibrium occupation.

As can be seen from Fig. 1, for lightly doped films
(k = 3 × 10–7 and 10–6), formula (9) does not describe
the experimental portion of temperature dependence of
σph in the region of low temperatures. In the previous
publication [3], a weak temperature dependence of σph

at low temperatures for lightly doped p-type a-Si:H
films is explained by the change of the photoconductiv-
ity type. Actually, D centers in lightly doped p-type
a-Si:H in the dark are in the ground D+ state. At low
temperatures, the recharging of D-centers induced by
the illumination can result in a significant enhancement

N0
0

N0
0
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of D0- and D–- center concentrations, especially in the
case where the total concentration of D centers is low.
This causes an increase in the electron lifetime and a
decrease in the hole lifetime. As a result, the photocon-
ductivity is defined by the nonequilibrium electron
transport.

As was noted above, the model suggested indicates
that the photoconductivity is independent of the total
concentration of D centers ND in p-type a-Si:H. It is
known that the data on ND can be obtained from the
absorption spectra α(hν) in a “defect region”
(0.8−1.4 eV). The value of α in this absorption range
(as a rule, for hν = 1.2 eV) is proportional to the value
of ND. The spectral dependences α(hν) obtained by the
method of constant photocurrent are presented in Fig. 3
for the samples under study. As can be seen from Fig. 3,
an increase in doping from k = 3 × 10–7 to k = 10–4

results in the enhancement of defect concentration by
almost 40 times. In this case, the photoconductivity
actually does not change (Fig. 1). It is also known that
the defect concentration in a-Si:H increases as a result
of prolonged illumination [8]. Therefore, to check the
independence of σph of the total defect concentration in
p-type a-Si:H films, the temperature dependences of
photoconductivity were measured after the preliminary
illumination of the films by light with the intensity of
100 mW/cm2 at room temperature. The corresponding
curves for films with doping level k = 10–6 and 10–5,
respectively, are presented in Figs. 4 and 5. As can be
seen from these figures, the prolonged illumination dif-
ferently affects the dissimilar characteristic regions of

(103/T) dependence. The region of exponential
photoconductivity increase undergoes minor changes.
At the same time, σph at room temperature decreases
significantly. For example, a preliminary illumination

σphlog

1
2
3
4
5

100

10–1

10–2

10–3

10–4

10–5

0.8 1.0 1.2 1.4 1.6 1.8
hν, eV

a, arb. units

Fig. 3. Spectral dependence of the absorption coefficient of
a-Si:H films studied with the doping level k = 3 × 10–7 (1),
10–6 (2), 3 × 10–6 (3), 10–5 (4), and 10–4 (5).
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for 15 min of the film with k = 10–6 results in a more
than 20-fold decrease in σph at T = 300 K, and in a less
than twofold decrease at T = 200 K. It can also be seen
from Fig. 4 that prolonged illumination results in a shift
of temperature boundaries of the region of exponential
photoconductivity increase to lower temperatures.
These results are completely consistent with our model.
Actually, an increase in the total defect concentration
(ND) results in a decrease in the equilibrium concentra-

tions of D0 centers ( ). Therefore, at high tempera-
tures, when the concentration of D0 centers is close to
the equilibrium one, a decrease in photoconductivity is
observed. In the low-temperature range where photo-
conductivity of the electron-type is assumed, a decrease
in σph as a result of preliminary illumination can be
explained by the reduction of the efficiency of recharg-
ing of D centers due to an increase in their total concen-
tration. This results in the fact that the change of photo-
conductivity type occurs at lower temperatures. For the
sample with the doping level k = 10–5, the same influ-
ence of preliminary illumination is qualitatively
observed on the temperature dependence of photocon-
ductivity. Thus, our experimental results confirm that,
under intermediate temperatures, σph is independent of
the total concentration of D centers.

We note that the increase in photoconductivity with
increasing temperature observed in Figs. 4 and 5 in the
high temperature region T > 330 K for the samples
exposed to the prolonged illumination is connected to
the annealing of the defects induced by light.

N0
0

1
2
1

3

10–5

10–6

10–7

10–8

10–9

10–10

2 4 6 8 10
103/T, K–1

σph, Ω–1cm–1

Fig. 4. Temperature dependence of photoconductivity in
p-type a-Si:H films with the doping level k = 10–6 prior to
(1) and after preliminary illumination for 3 (2) and
15 (3) min.
The temperature dependences of the exponent in the
power-low dependence of photoconductivity on the
light intensity γ for the three samples under study is
presented in Fig. 6. As can be seen from Fig. 6, at tem-
peratures corresponding to the region of exponential
photoconductivity increase, γ takes values close to 0.5,
which agree with dependence σph ~ G1/2, as follows
from the suggested model [see (9)]. Significant differ-
ences of experimental values of γ from 0.5 at other tem-
peratures are related to the inapplicability of formula
(9) at high temperatures (equilibrium occupation of
D-centers) and at low temperatures, when one should
take into account the tunneling recombination.

Thus, in this work, the temperature dependences of
photoconductivity in p-type a-Si:H films with various
boron doping levels were studied. It is established that
a region of an exponential increase in σph with increas-
ing temperature is observed in the curves of the temper-
ature dependence of photoconductivity. The value of
σph in this region is practically independent of the dop-
ing level, defect concentration, and preliminary illumi-
nation. In order to explain the results obtained, we sug-
gested a recombination model, according to which the
concentration of recombination centers for holes
(D0 centers) in p-type a-Si:H significantly differs from
the equilibrium value under illumination and is deter-
mined by the parameters of valence-band-tail states.
Therefore, according to the model suggested, the pho-
toconductivity in p-type a-Si:H films with identical
parameters of valence-band-tail states should not
depend on the doping level or on the total defect con-

σph, Ω–1cm–1

103/T, K–1

1
2
310–6

10–7

10–8

10–9

2 3 4 5 6 7

10–5

Fig. 5. Photoconductivity temperature dependence of p-type
a-Si:H films with the doping level k = 10–5 prior to (1) and
after the preliminary illumination for 3 (2) and 15 (3) min.
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centration of the dangling-bond-type. The recombina-
tion model suggested fully explains the influence of a
prolonged illumination upon the temperature depen-
dences of photoconductivity in p-type a-Si:H.
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0.7
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103/T, K–1
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Fig. 6. Temperature dependences of the exponent in the
photoconductivity dependence on the light intensity γ of
a-Si:H with the boron doping level k = 10–6 (1), 3 × 10–6 (2),
and 10–4 (3).
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Abstract—The methods of infrared spectroscopy, electron spin resonance, and photoluminescence were used
to study the porous-silicon layers formed by electrochemical treatment of Si in an HF : D2O solution. In contrast
with the samples prepared in a conventional electrolyte (HF : H2O), a steady increase in the photoluminescence
intensity in the course of routine oxidation of the sample was observed, with the hydrogen coverage of the sil-
icon-skeleton surface retained. A mechanism for anomalous oxidation of the layers of porous silicon obtained
in a mixture of HF and heavy water is suggested. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

One of the important areas in the study of porous sil-
icon (por-Si) is the analysis of the influence of the envi-
ronment on the characteristics of the por-Si photolumi-
nescence (PL). Of interest are both the theoretical
aspect of this problem and its practical significance
related primarily to the issues of stability of the por-Si
surface and the possibility of using the por-Si samples
as gas sensors.

It has been established that the por-Si is highly sen-
sitive to various chemical treatments owing to the well-
developed surface area of this material (up to
600 m2/cm3) [1]. Optical properties of por-Si are
affected appreciably by these treatments [2]. It is note-
worthy that the por-Si surface is coated predominantly
with hydrogen atoms in the course of its preparation.
However, this coating is not resistant to external effects.
In particular, if the as-prepared por-Si is exposed to
atmospheric air, a partial replacement of hydrogen
atoms with oxygen atoms occurs; thus, an oxide coat-
ing is formed. Formation of such a coating is accompa-
nied with an increase in the concentration of surface
defects (the dangling bonds) that are effective centers
of nonradiative recombination, as a result of which a
degradation in the PL of por-Si is observed.

The authors of [3] attempted to replace the hydro-
gen coating with a deuterium coating. In doing so, it
was found that the PL peak shifts to shorter wave-
lengths and the degradation of PL is significantly
delayed. It was observed [4] that the rate of oxidation
of por-Si in heavy water is much higher than this rate in
ordinary water. The role of deuterium is still not quite
clear. In connection with this, the objective of this work
was to study optoelectronic properties of por-Si pro-
duced in an electrolyte containing heavy water.
1063-7826/00/3406- $20.00 © 20728
2. EXPERIMENTAL

The por-Si samples to be studied were prepared by
electrochemical etching of Si in an electrolyte contain-
ing heavy water, HF (48%) : D2O = 1 : 1, with the cur-
rent density equal to j = 50 mA/cm2. The etching dura-
tion was 5 min. The thickness of the thus obtained lay-
ers of porous silicon (por-Si:D) was about 5 µm, with a
porosity amounting to p ~ 70–75%.

The infrared (IR) transmission spectra of por-Si
were measured using a Perkin-Elmer spectrometer in
the range of 200–4000 cm–1. In order to measure the
PL, we used an automated system based on an MDR-23
monochromator and an FEU-136 photomultiplier. The
PL was excited with nitrogen-laser radiation (with a
wavelength of λ = 337 nm and a pulse duration of τ =
10 ns). The concentration of surface defects was mea-
sured by the electron-spin resonance (ESR) using a
conventional SP-100Kh ESR spectrometer operating at
9.45 GHz and having a sensitivity of 5 × 1010 spin/G.

3. RESULTS AND DISCUSSION

The IR transmission spectra of as-prepared por-Si:D
samples were indicative of the presence of Si–Hx bonds
(~2100 cm–1) and Si–Dx bonds (~1510–1530 cm–1) and
of an insignificant concentration of oxygen (~1000 cm–1)
(Fig. 1). The samples exhibited a PL band IPL that was
peaked at ~660 nm and had a relatively low intensity
(Fig. 2). Exposure of the samples to atmospheric air for
a month resulted in an increase in the magnitude of the
oxygen-related absorption band, with the hydrogen
concentration being apparently unchanged (Fig. 1). It is
important that the PL intensity of por-Si:D remained
virtually unchanged as a result of this treatment in con-
trast with the PL of porous Si prepared in conventional
electrolytes (por-Si:H). In the case of the samples of
000 MAIK “Nauka/Interperiodica”
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Fig. 1. The IR transmission spectra of (1) the as-prepared por-Si sample and of the por-Si samples exposed to atmospheric air for
(2) 5, (3) 30, (4) 90, and (5) 450 days.
por-Si:H, a decrease in the concentration of Si–H
bonds occurs as a result of exposure to atmospheric air;
simultaneously, a decrease in PL intensity is observed,
which is related to an increase in the concentration of
surface defects [5]. Thus, the presence of deuterium at
the surface of por-Si brings about a preservation of the
hydrogen coating.

If the exposure to atmospheric air (natural oxida-
tion) was prolonged, a significant increase in the PL
intensity and the emergence of a band peaked at
SEMICONDUCTORS      Vol. 34      No. 6      2000
~2250 cm–1 in the IR spectrum and related to the OySiH
complexes were observed (Fig. 1). A simultaneous
decrease in the intensity of ESR signal IESR was
recorded, which indicated that the surface-defect con-
centration decreased. It is noteworthy that, in contrast
to what was observed in por-Si:H, the concentration of
defects in por-Si:D was found to be lower by almost an
order of magnitude (Fig. 3). The above data are appar-
ently indicative of a radically different mechanism of
oxidation of por-Si:D. The oxidation process does not
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affect the Si–H bonds. In this case, oxygen apparently
breaks predominantly the “back” silicon bonds, which
gives rise to OySiH complexes.

We now consider the possible causes of such an
anomalous oxidation of por-Si:D. In the case of as-pre-
pared porous silicon, two possible channels for oxida-
tion can be distinguished [6, 7]. First, oxidation can
occur at the Si–H bonds (the bond energy is
~72.1 kcal/mol [8]), and, as a result, the surface com-
plexes Si–OH and SiOx are formed. Second, oxygen
can break the back Si–Si bonds (the bond energy is
~74.4 kcal/mol [8]) and initiate the formation of OySiH
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Fig. 2. PL spectra of (1) the as-prepared por-Si sample and
samples exposed to atmospheric air for (2) 5, (3) 30, and
(4) 90 days.

Fig. 3. The EPR signal from por-Si prepared (1) under con-
ventional conditions and (2) in an electrolyte based on
heavy water after exposure to atmospheric air for 450 days.
H is the magnetic field.
complexes (Fig. 4a). In the case of oxidation of
por-Si:H exposed to atmospheric air, the first type of
reaction is prevalent and is accompanied by an increase
in the concentration of surface defects and, correspond-
ingly, by a decrease in the PL intensity [5]. Taking into
account the special features observed in the IR spectra
that we measured (Fig. 1), we may assume that deute-
rium (along with hydrogen) in the form of individual
localized Si–D complexes (Fig. 4b) is present at the
surface of por-Si:D samples. As was mentioned above,
the oxidation rate for por-Si in heavy water is much
higher than that in light water [4]. Therefore, in the ini-

(a)

(b)

(c)

(d)

Si O H D

Fig. 4. A schematic representation of the por-Si oxidation.
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tial stage of oxidation, rapid formation of Si–OD com-
plexes apparently occurs (Fig. 4c). However, the
absence of the lines attributed to the Si–OD complexes
(~1634 cm–1) in the IR spectra (Fig. 1) suggests that
such complexes are unstable and rapidly lose deute-
rium. As a result, a silicon atom bonded initially to deu-
terium is oxidized (Fig. 4c). The electron density is
then shifted from the silicon atom to the oxygen atom,
which has higher electronegativity. As a result, the
energy of Si–Si bonds decreases. It is likely that this
energy becomes lower than the energy of Si–H bonds.
In this case, oxidation occurs predominantly with
involvement of back Si–Si bonds (Fig. 4d). If the neigh-
boring silicon atom is bonded to hydrogen (Si–H), the
electron cloud is displaced closer to the oxygen atom
[9], which results in an increase in the Si–H bond
energy and in the formation of OySiH complexes at the
por-Si:D surface (Fig. 4d). Consequently, the localized
Si−D bonds serve as particular nucleation sites for oxi-
dation of back Si–Si bonds. As a result, such a process
becomes prevalent and the hydrogen coverage of
por-Si is preserved.

4. CONCLUSION
We found that oxidation of por-Si:D in atmospheric

air resulted in an increase in the PL intensity and in a
decrease in the number of surface defects. The concen-
tration of defects becomes lower by almost an order of
magnitude than that for por-Si prepared under conven-
tional conditions. We suggested that such an anomalous
oxidation is based on the involvement of Si–D com-
plexes localized at the surface of silicon nanostructures
in the process of oxidation of back Si–Si bonds. For
neighboring Si–H complexes, such a process brings
about an increase in the Si–H bond energy and pre-
serves the hydrogen coverage of the samples. Thus, the
results obtained are indicative of modification of opto-
SEMICONDUCTORS      Vol. 34      No. 6      2000
electronic properties of porous silicon prepared in an
electrolyte containing heavy water as compared to the
corresponding properties of por-Si:H.
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Abstract—Photoluminescence (PL), Raman scattering, and carrier transport have been studied for the first
time in porous GaAs prepared on (111) oriented wafers of n-type crystalline GaAs (faces A and B). Peaks of
the main PL band from faces A and B were observed at 1.82 and 1.88 eV, respectively. The electron drift mobil-
ity was found to be ~4 × 10–4 cm2 V–1 s–1. The nanocrystallite size in porous GaAs was determined both from
PL spectra and from the Raman shift. The obtained values are close or equal to 6–8 nm. © 2000 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

A great number of studies concerned with prepara-
tion of porous silicon (por-Si) and investigations of its
properties were initiated by the discovered possibility
of modifying the physicochemical properties of the
starting material (silicon) by a rather simple treatment,
namely, by anodic etching. It seems rather promising to
expand the application field of this technique to other
semiconducting materials, in particular to gallium ars-
enide, which is one of the main materials of semicon-
ductor electronics. In case of a positive result, this
would extend the spectral range of luminescent elec-
tronics and allow the development of new types of
light-emitting diodes and lasers. Moreover, new types
of heterojunctions can be obtained using porous gal-
lium arsenide (por-GaAs) as an intermediate layer.
Efforts made in this direction have shown that this
problem can be solved successfully [1]. Of particular
interest is a comparison of properties of porous struc-
tures prepared from silicon and gallium arsenide, mate-
rials with very different physicochemical properties.

The problem of obtaining por-GaAs has been stud-
ied and its properties investigated in only a few works
[2–5]. These were mainly concerned with the shift of
the photoluminescence (PL) peak to shorter wave-
lengths upon subjecting the material to various treat-
ments. The shift of the PL peak, observed in [2, 3], is
presumably associated with the appearance of a surface
layer of some other composition, and only the results
obtained in [4, 5] suggest that this shift is due to quan-
tum-confinement effects in GaAs nanocrystallites.
There is no published data on the electrical properties
of por-GaAs. In particular, carrier transport has not
been studied at all.

Here, we report a technology for por-GaAs prepara-
tion. PL and Raman spectra were measured for the
1063-7826/00/3406- $20.00 © 20732
obtained samples and the carrier drift mobility was
studied.

2. EXPERIMENTAL RESULTS
AND DISCUSSION

2.1. Preparation of por-GaAs Samples

The por-GaAs samples were prepared by electro-
chemical etching of (111) oriented wafers of n-type
GaAs with a carrier concentration of ~7 × 1015 cm–3. At
this orientation, etching channels were formed in a
direction perpendicular to the sample surface. The etch-
ing was performed in an aqueous solution of hydroflu-
oric acid (8 : 1 by volume) with a sample illuminated
with light from an incandescent lamp. The current den-
sity was 700–800 mA cm–2. Etching channels were
formed on both faces, A and B. With an electrolyte con-
taining isopropyl alcohol, a film of some other color
appeared on the sample surface and no etching chan-
nels were formed.

2.2. Photoluminescence

Spectra of steady-state PL IPL("ω) were measured
with excitation by an argon (photon energy "ω ≈
2.4−2.7 eV and power of ~100 mW cm–2) or a helium–
cadmium lasers ("ω ≈ 2.82 eV and power of
~10 mW cm–2). To eliminate possible unwanted radia-
tion, a filter transmitting only the main laser radiation
line was placed at the laser output and a filter com-
pletely absorbing the laser radiation was mounted at the
monochromator entrance. The PL was analyzed using
an MDR-3 monochromator with a 600-lines/mm grat-
ing and an FEU-62 photomultiplier. The PL spectra
were normalized with regard to the spectral sensitivity
of the photodetector and the optical transmission of the
000 MAIK “Nauka/Interperiodica”
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measurement channel of the setup. The spectral resolu-
tion was no worse than 1 meV.

Figure 1 shows a spectral dependence of PL from
faces A and B of a por-GaAs sample at two tempera-
tures, T = 300 and 77 K. The PL spectra are character-
ized by the presence of a broad emission band lying in
the region of fundamental absorption of GaAs. The full
width at half-maximum of the band at 300 K is δ1/2 ≈
0.65–0.70 eV. This value is smaller than that reported in
[3] but larger than that in por-Si [5, 6].

At 300 K, the PL peak characteristic of face A typi-
cally lies at EA ≈ 1.82 eV, and that for face B, at EB ≈
1.88 eV. The difference between these values, on the
one hand, and the band gap of GaAs, on the other, is
∆EA ≈ 0.40 eV and ∆EB ≈ 0.46 eV, respectively. The dif-
ference between EA and EB may be due to specific
physicochemical features of faces A and B and to the
electric field distribution around a sample in the course
of anodization.

Let us consider PL spectra from faces A and B typ-
ically observed at T = 77 K. The peak of PL from face
A has practically the same energy position as the peak
at 300 K. Different temperature dependences (positive,
negative, or zero) of the PL peak energy have also been
observed in por-Si. In particular, it was shown in [7]
that whether the temperature dependence of the energy
position of the PL peak is positive or negative is deter-
mined by the mechanism of light emission and, eventu-
ally, by the size of nano-objects constituting por-Si.
Such temperature behavior of the PL peak may serve as
evidence in favor of the existence of nanostructure in
por-GaAs samples. On face B, the main band at T =
77 K vanishes. In their long-wavelength regions, spec-
tra from faces B and A exhibit a narrow peak at 1.502
and 1.51 eV, respectively. This peak is apparently asso-
ciated with quasi-interband transitions in the starting
GaAs at 77 K.

The shift of the main PL band of por-GaAs samples
obtained by anodic etching with respect to that of crys-
talline GaAs can be explained on assumption that size
quantization of carrier energies occurs as a result of
nano-object formation.

The change in the transition energy due to size
quantization can be represented as [8]

(1)

If we assume that the PL spectrum is formed by
emission of a set of oscillators, the largest fraction of
oscillators emit light with energy E = Emax, where Emax
is the PL peak energy. The depth of a potential well for
these nano-objects is given by

(2)

where Eg is the band gap. Equating (1) and (2), we can
estimate at ~6 nm the size of crystallites whose emis-
sion determines the PL peak energy for side B.
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2.3. Raman Scattering

Raman spectra were measured at room temperature
in inverse configuration on an automated setup based
on a DFS-24 double grating monochromator. An Ar+

ion laser with a radiation wavelength of 488 nm was
used as the excitation source. The spectral resolution
was 1.5 cm–1. The spectra were processed using spe-
cial-purpose software.

Figure 2 shows the Raman spectra for crystalline
GaAs and por-GaAs. The frequencies and linewidths of
the optical modes of GaAs are, respectively, 292.3 and
4.1 cm–1 for the LO phonon and 269.0 and 4.5 cm–1 for
the TO phonon. In passing from crystalline to porous
GaAs, both phonon lines are shifted to lower frequen-
cies and broadened. The most pronounced changes are
observed for the spectrum taken from face B of sample
no. 7 (curve 4). The shift is 2 cm–1 at a linewidth of
5.1 cm–1 for the TO mode and 2.4 cm–1 at a linewidth of
7 cm–1 for the LO mode. Together with the changes
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Fig. 1. PL spectra of por-GaAs from faces (a) A and (b) B at
T = (1) 300 and (2) 77 K.
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Fig. 2. Raman spectra z(yy) : of (1) crystalline GaAs; (2 and 4) por-GaAs, face B, etching time (2) 4 and (4) 6 min (sample no. 7);
and (3) por-GaAs, face A, etching time 6 min. L ≈ (2) 15, (3) 17, and (4) 6–8 nm.

z

described above, intensity redistribution between the
TO and LO modes occurs as well.

Comparison of our results with the data obtained in
[9] suggests that the crystallite size in the samples
under study ranges from 5 to 20 nm. This parameter
was evaluated quantitatively using the phonon confine-
ment model [10]. In terms of this model and under
assumption of a spherical shape of GaAs nanocrystal-
lites, the frequency dependence of the Raman intensity
is described by

(3)

where q is expressed in units of 2π/a0, a0 = 5.65 Å is the
lattice constant of bulk GaAs, L is the crystallite diam-
eter, and G0 is the linewidth of the optical-phonon band
in crystalline GaAs. As the dispersion relation for the
longitudinal phonon, we used the expression ω(q) =
292.5 – 6.91q – 43q2. Dashed lines in Fig. 2 show the
results of fitting for the LO mode. The crystallite size
on face B of sample no. 7 was 6 nm. This value is close
to L = 8 nm obtained in terms of the same model using
a dispersion relation ω(q) = 269.5 + 22.5cos(qπ) from
[11]. Thus, both estimates coincide with the value of L
obtained for the same sample from PL data.

Is ω( ) q q2L2/4–( )4πq2expd

ω ω q( )–[ ]2 G0/2( )2+
------------------------------------------------------,

0

1

∫=
2.4. Charge-Carrier Transport

The drift mobility of carriers was studied in por-
GaAs samples prepared by the technique described
above. The samples had “sandwich” configuration.
A crystalline GaAs wafer was used as the bottom elec-
trode. A semitransparent aluminum top electrode was
deposited by vacuum evaporation onto the porous
GaAs layer. The resistance of the samples in an electric
field of 103 V cm–1 was ~108 Ω for a top electrode area
of S ≈ (1–2) × 10–2 cm2.

The drift mobility was studied by measuring the
transit time of charge carriers [12]. The measurements
were performed with high-level injection, with the tran-
sient photocurrent being space-charge limited (SCL) [13].

Nonequilibrium carriers were injected into the sam-
ple by means of a strongly absorbed radiation of an
LGI-21 nitrogen laser (wavelength of 0.337 µm and
pulse duration of ~8 ns). Photocurrent pulses associ-
ated with electron drift were analyzed. The small signal
in the case of holes made observation of the drift of
holes practically impossible.

Transient SCL currents were measured with
~1-ms-long pulses of voltage applied to the samples
with a delay of ~300 µs between the instants of voltage
turn-on and photoinjection.

Figure 3 shows oscillograms of photocurrent pulses
observed in the case of electron drift. The shape of the
obtained oscillograms of transient current I(t) is typical
of the SCL currents. The dependence I(t) is character-
SEMICONDUCTORS      Vol. 34      No. 6      2000
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ized by initial (I0) and peak (Im) currents. The current is
practically independent of the intensity of the carrier-
injecting radiation, with a quadratic dependence of the
currents I0 and Im on voltage. However, the Im/I0 ratio is
smaller than 2.7, the value characteristic of the ideal
SCL current. This is apparently due to an insufficiently
high injection level.

The time tm corresponding to the peak current varies
in inverse proportion to the voltage V applied to the
sample.

Under SCL current conditions, the carrier drift
mobility (µ) can be found both from the transit time

(4)

related to tm by tm = 0.8 tT and from the initial current
density [13]

(5)

where Ld is the layer thickness and ε is the dielectric
constant. Since the exact thickness of the layer in which
carrier drift occurs was unknown, the system of equa-
tions (4) and (5) was used to find two quantities: Ld and
µ. In doing so, it was assumed that, similarly to the case
of por-Si [14], the dielectric constant of por-GaAs is
approximately half as large as that in the crystalline
material, i.e., ε ≈ 6. The values of tT and j0 were deter-
mined from the tm and I0 values found from the experi-
mental curves of transient SCL current. The system of
equations (4) and (5) was solved to yield the electron
drift mobility µ ≈ 4.0 × 10–4 cm2 V–1 s–1 and the thick-
ness of the layer across which the carriers drift, Ld ≈
2.1 µm.

tT Ld
2/µV=

j0 I0/S µεV2/2.25 1013Ld
3,×= =

I
tm

t

tm

ImI0 1

2

Fig. 3. Oscillograms of the transient photocurrent I(t) asso-
ciated with electron drift in por-GaAs. Voltage V = (1) 5 and
(2) 6 V. The time scale is 10 µs per division, and the current
scale is 2 µA per division.
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The relatively small value of Ld indicates that the
deeper region of por-GaAs with coarser pores has low
resistance. Consequently, the voltage applied to the
sample drops across the near-surface layer with thick-
ness on the order of 2.1 µm. It is in this high-resistance
layer that nanocrystals are apparently located and
where they manifest themselves in photoluminescence
and Raman scattering.

Regarding the value of µ obtained for por-GaAs, it
should be noted that it is close to the charge-carrier drift
mobility in por-Si layers with structural units 3.5–5 nm
in size [15]. This fact points to a certain similarity
between por-GaAs and por-Si.

3. CONCLUSION

Thus, we developed a method for obtaining porous
gallium arsenide layers on faces A and B of (111) ori-
ented n-type GaAs wafers. The PL spectrum of
por-GaAs is characterized by the main band peaked at
EA = 1.82 eV and EB = 1.88 eV for faces A and B,
respectively. The difference between these values and
the band gap of the starting material is ∆EA = 0.40 eV
and ∆EB = 0.46 eV. The shift of the PL peak for
por-GaAs with respect to that for GaAs was used to
estimate the nanocrystallite size in por-GaAs as ~6 nm.
An estimate of the same parameter from the Raman
spectra yielded 6–8 nm.

The electron drift mobility in por-GaAs layers is
~4 × 10–4 cm2 V–1 s–1. The obtained value is close to the
charge-carrier mobility in nanoporous silicon, which
points to the similarity of the transport mechanisms in
these materials.
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Abstract—Photosensitivity of amorphous hydrogenated silicon films containing inclusions of Si nanocrystals,
along with spectral characteristics of photoconductivity, were studied. A correlation between photosensitivity
and features of the Raman spectra was established. The highest photosensitivity is observed in films with
medium-range order formed to the maximum extent. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION
Films of amorphous hydrogenated silicon (a-Si:H)

containing inclusions of a second phase with dimen-
sions on the order of several nanometers, i.e., inhomo-
geneous nanostructured films, presently generate much
interest, in both the scientific and applied fields. Indeed,
it has been shown [1–5] that a-Si:H films of this kind
show enhanced photosensitivity K = σph/σd (σd and σph
are the dark conductivity and photoconductivity). Their
photosensitivity exceeds by orders of magnitude the
values for the conventional a-Si:H of device quality,
determined under identical conditions. This result was
unexpected, since it was believed that the best photo-
electric properties could be observed in the most homo-
geneous films.

The problems concerning the nature of the inclu-
sions and the relation between the value of K and the
presence of inclusions cannot be considered solved,
even though it is quite necessary for further progress in
the physics of nanostructured films. This study is, in
our opinion, a step forward in solving these problems.

2. EXPERIMENTAL RESULTS
AND DISCUSSION

a-Si:H films were prepared by the same method as
those studied in [4–6].

Information on film structure was obtained using
Raman spectroscopy. The spectra were measured using
a U–1000 system (frequency range ω = 20–620 cm–1,
step 1 cm–1, spectral width of the slit 5 cm–1, measure-
ment accuracy ±2.5 cm–1). The wavelength of the excit-
ing radiation was λ = 488 nm at a power of 100 mW [7].
Figure 1 shows typical spectra for some films: films of
conventional a-Si:H (curve 1) and nanostructured films
(curves 2–4). Bands at ω = 515–517 cm–1, characteris-
tic of Si(nc) nanocrystals, were observed near the
TO-phonon band in some films (e.g., curve 2). How-
ever, it was found experimentally that the distribution
1063-7826/00/3406- $20.00 © 20737
of nanocrystals in the films cannot be considered uni-
form. The nanocrystallite dimensions (dR) and the con-
tribution of the crystalline phase (Xc) were evaluated
using conventional techniques to be dR = 4–5 nm and
Xc = 0.05–0.2. In addition, as is discussed below, the
Raman spectra were also analyzed in the region of LA
phonons, at around ω = 300 cm–1.

The photosensitivity K was determined at room
temperature; the σph value was measured at incident
photon energy "ω = 2 eV and photocarrier generation
rate G = 1019 cm–3 s–1.

With increasing Xc, the value of K decreased from
104 to 103. Nevertheless, if the dimensions of nanocrys-
talline Si inclusions are 4–5 nm and their contribution
is about 5%, a-Si:H films still meet the requirements
for conventional device-quality material as regards the
value of K.

However, the Raman spectra of films with large val-
ues of K contain no bands characteristic of Si nanocrys-
tals (Fig. 1, curves 3, 4). This, in all probability, is a
consequence of the smaller dimensions of nanocrystals
embedded in the amorphous matrix.

The data presented in Fig. 2 indicate that, judging
from the value of K, formation of nanoinclusions is
favored by higher deposition temperature Ts. It should
be noted here that films with K > 104 are characterized
by hydrogen content CH increased approximately two-
fold as compared to conventional a-Si:H films depos-
ited at the same temperatures [5].

Figure 3 presents K in relation to the activation
energy of dark conductivity ∆E = (εc – εF)T = 0, where
c is the conduction-band bottom energy and F is the
Fermi level. Points 1 refer to conventional a-Si:H.
Although σph falls for ∆E > 0.85 eV, σd falls too [6], so
that the value of K changes only slightly. Curve 2 refers
to a-Si:H films containing Si nanocrystals as indicated
by Raman spectroscopy; in this case, σph falls more
steeply than σd does, and, therefore, K decreases to
000 MAIK “Nauka/Interperiodica”
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become as low as 103. Finally, points 3 refer to films in
which no Si nanocrystals were revealed by Raman
spectroscopy (see Fig. 1, curves 3, 4). As can be seen
from Fig. 3, these films have the largest K, as high as
106, as a result of an increase in σph. Thus, it follows
from Fig. 3 that, for ∆E = const, the value of K is deter-
mined by the film structure.

In [4], we reported data on the spectral dependence
of σph for a film with enhanced photosensitivity. It was
shown that an additional peak at λ = 540 nm is observed
together with the main peak at λ = 620 nm. Since the
corresponding energy ("ω = 2.3 eV) is close to the band
gap Eg of nanocrystalline silicon, it was assumed that
the spectral dependence of σph can serve as a test for
detecting Si nanocrystals in a-Si:H films in those cases
when Raman spectroscopy fails to reveal them.

Here, we present spectral characteristics of photo-
conductivity for a number of a-Si:H films in relative

200 300 400 500 600
ω, cm–1

4

3

2

1

nc

LA

TO
Raman intensity, arb. units

Fig. 1. Raman spectra for a-Si:H films: (1) for a conven-
tional film; (2) for a film with K = 104 containing Si nanoc-
rystalline inclusions (dR = 5 nm and Xc = 0.05); (3 and 4) for

films with K = (3) 105 and (4) 106 containing smaller inclu-
sions.
units σph/σph(max), where σph(max) is the peak value of the
spectral dependence of photoconductivity (Fig. 4a).

Figure 4a presents data for a conventional a-Si:H
film with ∆E = 0.92 eV and K = 104 and also for three
films with progressively increasing K. The curve for the
conventional film is peaked at λ = 640 nm and shows no
features; its asymmetry ratio is unity. The peaks for all
other films are somewhat shifted to shorter wave-
lengths, and the curves themselves differ from one
another and from the curve obtained for the conven-
tional a-Si:H film. This refers to their spectral features
for λ = 540 nm.

While the curve for a film with K = 104 shows a peak
at λ = 540 nm, another film, with higher K, exhibits at

K

200 300 400
Ts, °C

104

105

103

106

K

0.7 0.9 1.1
∆E, eV

104

105

103

106

0.8 1.0

1
2
3

Fig. 2. Photosensitivity K as a function of film deposition
temperature Ts. Silane pressure during deposition was
40−60 mTorr and RF discharge power density was
1.3−1.5 W cm–2.

Fig. 3. Photosensitivity as a function of the dark conductiv-
ity activation energy: (1) for films of conventional a-Si:H;
(2) for a-Si:H films with Si nanocrystalline inclusions
revealed by Raman spectroscopy, and (3) for a-Si:H films in
which Raman spectroscopy detects no Si nanocrystalline
inclusions.
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this wavelength only a shoulder (Fig. 4a). Finally, the
spectrum of the film with the highest K shows no fea-
tures at λ = 540 nm. It should be emphasized, however,
that, in contrast to conventional a-Si:H, the asymmetry
ratio is 1.3 in this case.

The correlation between the values of K and the fea-
tures of the spectral characteristics of σph at λ = 540 nm
is illustrated in Fig. 4b.

It follows from the data presented in Fig. 4 that,
under certain critical conditions, the spectral character-

σph/σph(max)

1.0

400

1
2
3
4

(b)

0.8

0.6

0.4

0.2

500 600 700 800 900
λ, nm

106

105

104

0.80.7 0.9
σph/σph(max)

K

106

0.2 0.3 0.4 0.5 0.6
ILA/ITO

105

104

103

K(a)

Fig. 4. (a) Spectral characteristics of photoconductivity for
(1) films of conventional a-Si:H and (2–4) films with pro-
gressively increasing photosensitivity; and (b) correlation
between photosensitivity and features of the spectral char-
acteristics at λ = 540 nm.

Fig. 5. Photosensitivity as a function of the ILA/ITO ratio.
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istic of σph is no more sensitive to the presence of Si
nanocrystalline inclusions. These conditions appar-
ently involve both decreasing dimensions of inclusions
and their more uniform distribution throughout the
films. In this case, the contribution from the crystalline
phase apparently ceases to be significant.

We now return to the Raman spectra (Fig. 1). Let us
consider the value of K in relation to the ratio ILA/ITO,
where ILA is the intensity of the LA band at ω = 300 cm–1

and ITO is the peak intensity of the TO band (Fig. 5).
The ratio ILA/ITO is considered characteristic of the
medium-range order in the film structure. Indeed, the
LA band has been associated previously with the exist-
ence of inclusions in the form of clusters in a-Si:H films
[8]. The same viewpoint is held now. In particular, the
Raman spectra are calculated using models of a-Si:H
with varied medium-range order (see, e.g., [9]).

The data presented in Fig. 5 indicate that an increase
in K is directly related to the formation of a medium-
range order in the film structure. A medium-range order
formed to the maximum extent can be characterized as
a uniform distribution of Si nanocrystalline inclusions,
with defects at their boundaries completely passivated
by hydrogen. The optimal dimensions of the inclusions
remain unknown.

3. CONCLUSION

To summarize, we outline the principal results of
this work and make conclusions on their basis.

(1) The photosensitivity K of a-Si:H films contain-
ing Si nanocrystalline inclusions with dimensions dR =
4–5 nm falls from 104 to 103 with an increasing fraction
of such inclusions (Xc = 0.05–0.2). In this case, no
medium-range order is formed in the film structure.
The inclusions are distributed in the amorphous matrix
nonuniformly. Defects (Si–Si dangling bonds) at their
boundaries, unpassivated by hydrogen, are additional
centers of recombination for photocarriers.

(2) Spectral characteristics of σph of films with K ≈
105 are sensitive to the presence of nanocrystalline Si
inclusions. A medium-range order starts to form in the
structure of such films.

(3) The highest value of K (up to 106) are observed
in films with medium-range order formed to the maxi-
mum extent. As regards the structural ordering, these
films occupy an intermediate position between the con-
ventional a-Si:H and crystalline Si. As a result, the pho-
toconductivity of such nanostructured films increases
dramatically as compared to that of a-Si:H. At the same
time, as demonstrated previously [1–3], their optical
properties (Eg and a high absorption coefficient in the
visible region of the spectrum) remain the same as in
a-Si:H. It is this combination of properties that makes
nanostructured films particularly promising for practi-
cal applications.
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