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The possibility of inducing an explosive fission reaction in a small amount of fissionable material by a heavy-
ion beam from a high-power accelerator driver developed for bringing about fusion in deuterium–tritium cylin-
drical targets with direct burning is analyzed. The consequences of the use of this method in the nuclear power
industry are discussed. © 2002 MAIK “Nauka/Interperiodica”.
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1. When the density ρ = mnf  of a fissionable material
increases, neutrons are multiplied more efficiently,
because the neutron path before multiplication is λf =
1/(nf σf), where nf is the concentration of fissionable
nuclei and σf is the fission cross section. For fast neu-
trons with energy E ≥ 1 MeV, the fission cross section
depends slightly on energy. Neglecting the distribution
of neutrons over energies, we take E ≈ 2 MeV and σf  ≈
2 b (for 239Pu). Thus, an increase in the density of a fis-
sionable material leads to the decrease in the critical
size as ρ–1(Rk ~ λf ~ 1/ρ) and in the corresponding crit-

ical mass as ρ–2(Mk ~ ρ  ~ ρ–2). In this paper, to obtain
the sub-milligram critical mass of a fissionable mate-
rial, we suggest that the fissionable material must be
strongly compressed by an intense beam of heavy ions
from a high-power accelerator driver [1].

2. On the implosion of cylindrical direct-driven tar-
gets in the scheme of heavy-ion inertial thermonuclear
synthesis [2], the heavy “pusher” made from Au or Pb
is accelerated to velocities Vimp ≥ 3 × 107 cm/s directed
to the axis of the cylindrical target owing to the hydro-
dynamic pressure of the absorber matter heated by a
heavy-ion beam. At the stagnation instant [maximum
compression, when the pressure of the pusher is equal
to the pressure of the compressed deuterium–tritium
(DT) mixture], the pusher matter achieves the density ρ
≈ 103 g/cm3. It is substantial that the accelerator driver
energy of ~ 5 MJ is sufficient to provide a strongly com-
pressed matter of mass M ≈ 1 g in the quasi-isentropic
compression regime. Thus, when the matter of a pusher
for a thermonuclear target is replaced by a fissionable
material, intense heavy-ion beams with realistic param-
eters can provide physical conditions for the explosive
fission of a small amount of fissionable material.

3. In order to reduce the critical mass, the shock
compression of a fissionable material by chemical
explosives is ordinarily used. Previously, it was sug-
gested that the ablative pressure created by a high-

λ f
3
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power laser can be used [3]. We emphasize that an
intense heavy-ion beam has a number of advantages
over other pulsed methods of obtaining the super com-
pressed state of a matter from the viewpoint of the effi-
ciency of transforming driver energy to the energy of
the compressed shell of a target (so-called hydrody-
namic efficiency). First, the energy of ions is converted
to the energy of the heated pusher with almost 100%
efficiency, in contrast to laser radiation, for which this
efficiency is much lower (≤10%). Second, heavy-ion
beams are more appropriate than, e.g., laser radiation
for the realization of the regime of so-called shockless
compression [4]. Upon shockless compression, a mat-
ter is virtually not heated (entropy almost does not
increase in this process) and the compression proceeds
with minimum energy expenditure. Therefore, as com-
pared to a laser, the “cold” compression of large masses
of a heavy matter to comparable densities requires a
considerably lower of energy expenditure.

4. The equation of neutron balance for the sphere of
volume V and radius R can be written in the simplified
form

(1)

where t is time, n is the neutron density averaged over
the sphere, ν is the mean velocity of neutrons, S is the
surface of the sphere of radius R, nf is the density of the
compressed matter of a target, and µ is the efficient
multiplication factor for neutrons in the target matter
(according to data [5], µ = 2.03 for 239Pu).

Equation (1) was derived under the assumption that
the neutron density is constant inside the sphere and is
zero outside the sphere. Integrating Eq. (1), we find the
number of neutrons N(t) in the sphere of the radius R at
time t:

(2)

d n Vd∫
td

----------------- µσ f n f nν V
1
4
--- nν S,d∫–d∫=

N t( ) N0 α t( ),exp=
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where

(3)

and N0 is the initial number of neutrons produced in the
target volume by an additional external device repre-
senting a linear proton accelerator.

Since the product v t is the virtual free path of a neu-
tron during the entire process, the quantity x = v t/λf is
the number of neutron generations. Therefore, the total
number of neutrons is expressed in terms of the initial
number and the number of generations as

(4)

Combining Eqs. (2)–(4), one obtains the following
expression for the “critical” radius Rb of a nuclear drop:

(5)

Substituting the value µ = 2.03 for Rb into Eq. (5), we
obtain the simple relationship Rb = 0.567λf . Relation-
ship (5) was derived under the assumption that

(6)

where τi is the time of introducing initial neutrons, τb is
the time of the chain growth reaction of nuclear matter fis-
sion, and τst is the target stagnation time.

5. A scenario of achieving a positive energy yield
from a fissionable material compressed by a heavy-ion
beam almost coincides with the scenario described in
[2]. An intense ion beam is focused at the end of a cylin-
drical target and releases an energy of about 5 MJ in the
cylindrical layer of an absorber. The time profile of ion-
beam energy deposition and the design of the target lay-
ers are selected so that the entropy of the compressed
matter remains low when moving to the cylinder axis.
In this cold compression mode, the stagnation time is τst

≈ 2 ns. The table presents the parameters of energy sys-
tems for four volume compression degrees: 300, 400,
500, and 600 (upper row). Row II gives the linear com-
pression. Row III gives the density of the compressed
matter. Row IV gives the atomic density measured in
1025 cm–3. Row V gives the acceleration radius of the

α µn f σ f
3

4R
-------– 

  v ,=

N t( ) N0µ
x.=

Rb 0.75λ f / µ µln–( ).=

τ i τb τ st,< <

Table

I 300 400 500 600

II 17.3 20 22.4 24.5

III, kg cm–3 6 8 10 12

IV 1.5 2 2.5 3

V, µm 189 142 113 94.5

VI, mg 170 95 61 42

VII, GJ 4.2 2.4 1.5 1.0

VIII 840 480 300 200

IX, Hz 2.4 4.2 6.7 10
target. Row VII gives the energy release in the target.
The energy gain for the target is calculated under the
assumption that the deposited energy is independent of
the mass of compressed nuclear fuel (row VI), and the
burned fraction of the nuclear fuel is ≈30%. The opera-
tion frequency of the accelerator driver (row IX) was
chosen so that the power plant had an average thermal
power of 10 GW and an electric power of ≈4 GW. The
number of reactors irradiated by one driver depends on
the average thermal power absorbed by the cooling sys-
tem of a reactor. When this power is equal to 2.5 GW,
four reactors are obviously required for each variant
presented in the table.

6. A short (duration τi = 0.1 ns) proton beam with an
energy of ≈0.5 GeV and an intensity of 109 protons per
pulse is directed to the target axis ≈1 ns before the
instant of the maximum target compression. The sim-
plest method of obtaining such a high-power (1 GW)
proton beam is the 50-fold longitudinal compression of
a beam with a current of ≈40 mA at the exit from the
linear accelerator. Acting on the compressed target,
such a beam will ensure the generation of N0 ≈ 1010 ini-
tial neutrons in spallation reactions. In this case, the
acceleration time varies from ≈0.6 ns for variant 1 to
≈0.3 ns for variant 4, according to Eq. (4). It is seen that
condition (6) is satisfied quite well for all four variants:
τi ≈ 0.1 ns, τb ≈ 0.5 ns, and τst ≈ 2 ns.

7. The mass of a fissionable material can evidently
be reduced due to a decrease in the rate of neutron
losses into outer layers of a compressed target. With
this aim, one can apply the effect of neutron reflection
into the target volume from the outer light layers of the
target, which have large reflection cross sections. In the
best case, about a quarter of the outgoing neutron flux
can be returned. In this case, Eq. (1) has the form

Correspondingly, Rb = 0.56λf /µ – lnµ, which yields
Rb = 0.42λf  for µ = 2.03. The reflection factor F =
nrefσref∆ ~ 1 can practically be achieved with quite a
small increase in the density of the beryllium layer up
to ~(1.6−2) × 103 g/cm3 for a compression to the thick-
ness ∆ ~ 10–2 cm.

8. In order to produce fissionable material through
the breeder scheme, the outer stabilizing layer of the
target is made from natural 238U. Fast neutrons produce
239Pu in this layer. This accumulation ensures natural
reproduction of the fissionable material.

The basic advantages of the above scheme are as
follows.

(i) The uncontrolled development of an explosive
process is completely excluded because the mass of the
fissionable material is limited.

d n Vd∫
dt

----------------- µσ f n f nν Vd∫ 3
16
------ nν S.d∫–=
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(ii) Only a small amount of major actinides (243Am
and 247Cm) can be produced because the process has a
high rate.

(iii) Finally, when the fissionable material is com-
pletely reproduced through the breeder scheme, natural
uranium or thorium can be used as fuel.

The complete calculation of a reactor based on the
above scheme of energy production with the optimiza-
tion of all the parameters is evidently beyond the scope
of this study.

We are grateful to Academicians V.I. Subbotin and
L.P. Feoktistov† for stimulating discussions.
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The modes guided in a ring system of microstructure-integrated fibers are shown to have much in common with
electron wave functions in a two-dimensional polyatomic cyclic molecule. This photonic-molecule analogy
provides, in particular, an illustrative and physically clear model of dispersion properties and the mode structure
of an electromagnetic field in microstructure fibers of the considered type. A high degree of light confinement
in waveguide modes of such a photonic molecule enhances nonlinear-optical processes, permitting an octave
spectral broadening to be achieved for low-energy femtosecond laser pulses. © 2002 MAIK “Nauka/Interperi-
odica”.

PACS numbers: 42.65.Wi; 42.81.Qb
Modern nanotechnologies open unique possibilities
for the creation of new materials with desirable optical
properties [1]. Micro- and nanostructuring may modify
the spatial symmetry of optical characteristics [2], giv-
ing rise, in particular, to artificial birefringence [3] and
suggesting the way of engineering new materials for
laser physics and nonlinear optics [1]. Local-field
enhancement in micro- and nanostructured materials
increases nonlinear-optical susceptibilities [4], while
dispersion tailoring possibilities allow nonlinear-opti-
cal interactions to be phase-matched [1, 3, 5].

Analysis of modes of the electromagnetic field in
nanostructures and microcavities is one of the funda-
mental problems in the optics of micro- and nanostruc-
tured matter. The modes of electromagnetic radiation
confined in such structures are often similar in many
ways to the wave functions of electrons whose motion
is bounded in space by a potential of an atom, molecule,
or a crystal lattice. By analogy with different types of
electron wave functions, the concepts of a photonic dot,
photonic atom, photonic molecule [6, 7], and a photo-
nic crystal [8] have been introduced in the optics of
nanostructures. In particular, mode properties of a pair
of coupled microcavities, as shown in [6], are similar to
the properties of electronic states in a diatomic mole-
cule. In this paper, we will generalize the concept of a
photonic molecule (PM) to the case of a ring structure
of coupled two-dimensional microcavities. We will
show that the modes guided in a microstructure (MS)
fiber with a cross section in the form of such a ring
structure have much in common with electron wave
functions of a two-dimensional polyatomic cyclic mol-
0021-3640/02/7507- $22.00 © 20304
ecule. The results of our studies presented in this paper
show that the high degree of light confinement in
waveguide modes of a photonic molecule considerably
enhances nonlinear-optical interactions, allowing an
octave spectral broadening to be achieved for nanojoule
femtosecond laser pulses.

In our experiments, we employed microstructure
fibers [9–11] fabricated at the Technology and Equip-
ment for Glass Structures Institute (Saratov, Russia)
with the use of the technique that has now become stan-
dard [9, 12] and that involves stacking capillaries into a
preform and then pulling this preform at elevated tem-
peratures. A preform with a central capillary of a larger
diameters surrounded by capillaries smaller diameter
was employed to fabricate an MS fiber used in our
experiments. Figure 1a shows a cross-sectional image
of such a fiber. The ring system of fibers linked by nar-
row glass bridges at the center of this MS fiber (Fig. 1a)
is reminiscent in its structure of the configuration of
atoms linked by chemical bonds in a cyclic polyatomic
molecule consisting of identical atoms (a generic dia-
gram of such a molecule is shown in Fig. 1b). This pho-
tonic-molecule analogy will later prove to be quite
rewarding by providing us with an illustrative and phys-
ically clear model of the dispersion properties and
mode structure of the rather complicated optical fiber
under consideration. Physical and mathematical
aspects of the analogy between a bundle of coupled
microstructure-integrated fibers and a polyatomic mol-
ecule should be emphasized. Physically, the action of a
refractive-index step on a light field is similar to the
influence of a potential distributed in space on an elec-
002 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) A cross-sectional microscopic image of a cobweb microstructure fiber. The ring system of glass channels at the center of
this fiber forms a two-dimensional photonic molecule. The radius of each channel in the central ring is equal to 2 µm. The distance
between the neighboring channels is 7.4 µm. (b) A photonic-molecule model of an optical fiber where the light is guided along a
set of N coupled cores with the refractive index n1 surrounded by a material of the cladding with the refractive index n2. (c) The
spatial distribution of He–Ne-laser radiation intensity at the output of the cobweb microstructure fiber corresponding to the funda-
mental photonic-molecule mode.
tron wave function in a molecular system. Mathemati-
cally, this analogy stems from the similarity of coupled-
theory equations for electromagnetic radiation in an
array of coupled fibers [13] to perturbation-theory
equations for the electron wave function in a poly-
atomic molecule.

Our photonic-molecule microstructure-integrated
bundle of fibers can guide the light through total inter-
nal reflection, providing a very high degree of light con-
finement due to the large refractive index step on the
glass–air interface (Fig. 1c). Due to this property, MS
fibers of the considered type are promising for enhanc-
ing nonlinear-optical interactions and reducing the las-
ing threshold in micro- and nanostructured laser mate-
rials.

In our analysis of mode properties of radiation
guided in a PM fiber, we will neglect polarization
effects and employ a scalar-wave-equation approxima-
tion [13] to consider a set of N cyclically coupled iden-
tical channels with the refractive index n1 surrounded
by a material with the refractive index n2 (Fig. 1b).
Since the strongest mode coupling is achieved for
waveguide modes with equal propagation constants in
a photonic-molecule fiber with identical cores, we will
neglect also the coupling of modes with different prop-
agation constants. The modes of the PM fiber can then
be represented as superpositions of modes of isolated
fibers:

(1)

where r is the radius vector in the plane of a fiber cross
section (the plane of Fig. 1b), Rn are the coordinates of
the center of the nth fiber in the same plane, and An and
f (r – Rn) are the amplitude and the transverse distribu-

Ψ r( ) An f r Rn–( ),
n

∑=
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tion of the field in the guided mode in the nth fiber.
Since only the neighboring fibers are coupled to each
other in our photonic-molecule bundle, the coupled-
mode equations for the field amplitudes can be written
as [13]

(2)

where β is the propagation constant for the relevant
guided mode of an isolated fiber,

(3)

is the coefficient characterizing mode coupling for the
nth and (n + 1)th fibers in the considered structure (ω is
the radiation frequency and ∆ε(r) is the deviation from
the unperturbed dielectric constant at a given point with
a radius vector r), and

The propagation constants can now be found from
the characteristic equation corresponding to the set of
equations (2). In the general case of arbitrary N, these
propagation constants can be calculated with the use of
numerical methods. There are several simple analytical
solutions, however, that provide useful physical insight

dAn/dz iβAn– iα AL n( ) AR n( )+( )– 0,=

α ω2

2βc2
-----------

∆ε r( ) f r Rn'–( ) f ∗ r Rn–( ) rd∫
f r Rn–( ) 2 rd∫

-----------------------------------------------------------------------=

L n( )
n 1– , n 1>
N , n 1,=




=

R n( )
n 1, n N<+

1, n N .=



=
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into the dispersion of the photonic-molecule fiber. In
particular, a symmetric field distribution,

(4)

where A is a constant, is allowed by Eq. (2) for any N.
This symmetric mode of our fiber is similar to a sym-
metric wave function of a polyatomic molecule. The
propagation constant for such a symmetric mode is
given by

(5)

Expression (5) shows that mode coupling in the consid-
ered array of fibers results in a renormalization of prop-
agation constants.

Ψ1 r( ) A f r Rn–( ),
n

∑=

B1 β 2α .+=

(a) (b) (c) (d)

(e) (f) (g)
PM1 PM2 PM3 PM4

PM5 PM6 PM7

Fig. 2. The group index as a function of radiation wave-
length for (1) the material of the fiber; (2) a single isolated
fiber from the considered photonic-molecule structure; and
(3) PM1, (4) PM2 and PM3, (5) PM4 and PM5, and (6) PM6
and PM7 modes of a seven-core photonic-molecule fiber.
The radius of a single fiber in the PM fiber structure is 2 µm.
The distance between the neighboring fibers in the PM
structure is 7.4 µm. The insets show light intensity distribu-
tions in (a) PM1, (b) PM2, (c) PM3, (d) PM4, (e) PM5,
(f) PM6, and (g) PM7 modes of a seven-core photonic-mol-
ecule fiber.
An antisymmetric solution

(6)

is also allowed by Eq. (2) for even N. This antisymmet-
ric mode also has an obvious analogy in quantum
chemistry. The propagation constant is then renormal-
ized in accordance with

(7)

We identify the fundamental mode of our PM fiber as
the mode with the largest propagation constant. The
highest value of the propagation constant in the case
under consideration is achieved for the symmetric
mode. In terms of the point-group symmetry, this mode
possesses the full rotational symmetry of an idealized
PM fiber with perfect rotational symmetry (cf. Figs. 1a–
1c). We introduce the mode index l to enumerate
PM-fiber modes, which will be denoted as PMl modes,
starting with l = 1, which corresponds to the fundamen-
tal PM mode.

Numerical simulations were performed for a PM
fiber structure that modeled the MS fiber employed in
our experiments and that consisted of seven identical
glass cores with a radius a = 2 µm. The refractive index
of the cladding was set equal to the refractive index of
atmospheric-pressure air (n2 = 1). The distance R
between the neighboring cores was 7.4 µm. To estimate
the coupling coefficient appearing in Eq. (2), we
employed the expression for the coupling coefficient,
α = Cλ, where λ is the wavelength, from the model of
two coupled identical planar waveguides [13]. For
characteristic geometric sizes of our structure, this
model allows the parameter C to be estimated as
0.016 µm. Only lowest order modes of isolated fibers
were included in our calculations. The inclusion of
higher order modes will, of course, change dispersion
branches of a PM fiber and make the analysis much
more complicated. The model that includes only funda-
mental modes of each elementary fiber, on the other
hand, allows the general physical features of dispersion
of a PM fiber to be understood without reproducing the
fiber dispersion in all the details.

Figure 2 displays the group index as a function of
radiation wavelength for the material of the fiber (curve
1), a single isolated fiber from the considered photonic-
molecule structure (curve 2), and PM1–PM7 modes of
the considered seven-core MS fiber (curves 3–6). The
transverse light intensity distributions corresponding to
these modes are shown in the insets a–g in Fig. 2. The
lowest value of the group index, as can be seen from the
results presented in Fig. 2, is achieved for the PM1 fun-
damental mode. Higher order PM modes are character-
ized by lower group velocities, implying that nonlinear-
optical processes should be enhanced for these modes.

This expectation has been fully justified by the
results of our experiments devoted to the investigation

ΨN r( ) A 1–( )n f r Rn–( )
n

∑=

BN β 2α .–=
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Fig. 3. Frequency-tunable femtosecond laser system based on an optical parametric amplifier: MO, microobjectives; F, system of
optical filters.
of the spectral broadening of femtosecond pulses in a
PM fiber. Femtosecond pulses were produced in our
experiments by a laser system consisting of a Ti:sap-
phire master oscillator, a multipass amplifier, and an
optical parametric amplifier (OPA) based on a BBO
crystal (Fig. 3). This laser system generated laser pulses
with a wavelength tunable from 1.1 to 1.5 µm. The best
performance of the OPA system was achieved at the
wavelength of 1.25 µm, where light pulses with a dura-
tion of approximately 80 fs were produced.

Laser radiation was coupled into an MS fiber sample
placed on a three-coordinate translation stage with the
use of a microobjective. The efficiency of waveguide
mode excitation in the MS fiber was monitored by
imaging the light field distribution at the output end of
the fiber onto a CCD camera (Fig. 3) and by measuring
the total energy of radiation coming out of the fiber.
Varying the focusing geometry and shifting the fiber
end with respect to the light beam coupled into the
fiber, we were able to excite, in fact, all the PMl fiber
modes with l = 1, 2, ..., 7. We observed efficient spectral
broadening of femtosecond OPA pulses and supercon-
tinuum generation for all these modes. The efficiency
of supercontinuum generation in higher order PM
modes was noticeably higher than the efficiency of
white-light generation in the fundamental PM mode.
Figure 4 presents the spectra of supercontinuum emis-
sion produced in PM1 and PM6/PM7 modes in a 4-cm
PM-fiber sample (the spatial distributions of radiation
intensity at the output of the fiber are shown in the
insets in Fig. 4). Comparison of curves 1 and 2 in Fig.
4 shows that the supercontinuum emission generated in
the PM6 and PM7 modes had a noticeably broader band-
width than the supercontinuum generated in the funda-
mental mode. The spectrum of the supercontinuum
generated by 80-fs pulses of 1.3-µm OPA radiation in
the PM6/PM7 mode of our fiber reached approximately
JETP LETTERS      Vol. 75      No. 7      2002
one octave starting with the laser pulse energy of about
100 nJ.

Thus, we have demonstrated that the modes guided
in a ring system of microstructure-integrated fibers
have much in common with electron wave functions in
a two-dimensional polyatomic cyclic molecule. The
photonic-molecule model provides an illustrative qual-
itative description of dispersion properties and the
mode structure of the electromagnetic field in micro-

1000900800700600
Wavelength, nm

1

0.1

0.01

Intensity, arb. units

1
2

(‡) (b)

Fig. 4. The spectra of a supercontinuum generated in the (1)
PM1 and (2) PM6/PM7 modes of a photonic-molecule fiber
with a length of 4 cm. OPA radiation pulses with a wave-
length of 1.30 µm and an energy of 100 nJ are coupled into
the fiber. The initial duration of light pulses is 80 fs. The
radius of a single fiber in the PM fiber structure is 2 µm, and
the distance between the neighboring fibers in the PM struc-
ture is 7.4 µm. The insets show white-light images of PM
fibers produced with the use of a supercontinuum generated
in (a) the PM1 and (b) PM6/PM7 modes of such a fiber by
80-fs 100-nJ pulses of 1.3-µm OPA radiation.
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structure fibers of the considered type. A high degree of
light confinement in waveguide modes of such a photo-
nic-molecule fiber enhances the nonlinear-optical pro-
cesses, permitting an octave spectral broadening to be
achieved for low-energy femtosecond laser pulses.

We are grateful to V.I. Beloglazov, N.B. Skibina,
and A.V. Shcherbakov for fabricating the microstruc-
ture fiber samples. This study was supported in part by
a grant of the President of the Russian Federation,
no. 00-15-99304, the Russian Foundation for Basic
Research, project no. 00-02-17567, Volkswagen Foun-
dation, project I/76 869, CRDF Award no. RP2-2266,
and the “Fundamental Metrology” State Science and
Technology Program of the Russian Federation.
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It is shown that, apart from the purely elastic scattering of X-rays, their inelastic coherent scattering by phonons
can play, in some cases, a significant part in the formation of reflection curves for multiple X-ray diffraction.
This process may affect the interference pattern for weak reflection, and it must be taken into account when
extracting the triplet phase, as was demonstrated by an analysis of the experimental rocking curves obtained for
the coplanar three-beam diffraction by a KDP crystal. © 2002 MAIK “Nauka/Interperiodica”.

PACS numbers: 61.10.Dp
A knowledge of the phases of structure amplitudes
is highly important for determining the crystal structure
of complex materials, particularly, biological objects.
Multiple X-ray diffraction is one of the few methods
that make it possible to extract the phases of structure
amplitudes, primarily, the so-called triplet phase (see,
e.g., [1–10] and references cited therein). Despite the
extensive theoretical literature on this problem, it can-
not be considered as conclusively solved. Apart from
the purely elastic diffraction scattering, there is also a
contribution from the inelastic coherent scattering
(ICS) by phonons, which is known to manifest itself in
the diffraction curves obtained for the two-beam geom-
etry [11, 12], for which ICS is usually taken into
account to correct the extracted structure amplitudes
[13–16]. It is shown below that the ICS in multiple dif-
fraction also produces an interference pattern, which,
however, was fully disregarded by previous research-
ers. In this work, this process is analyzed and the results
of experimental and theoretical studies of three-beam
diffraction in so-called coplanar geometry are reported.
In this geometry, ICS has the greatest effect on the dif-
fraction reflection curves and, as is seen below, clearly
shows up in the experimental curves.

Figure 1 shows the experimental scheme of the
coplanar three-beam diffraction by a KDP crystal. In
this experiment, reflection planes (420) and (280) were
chosen so that the incident and both diffracted beams
lay in the same plane. In this geometry, no fine beam
collimation in the vertical plane is necessary, thereby
providing high luminosity of the method. Measure-
ments were made using a double-crystal scheme with
CoKα1 radiation from the standard X-ray tube with a
power as low as 2 kW. Preliminary angular collimation
of the incident beam for the horizontal angle θ was pro-
vided by a collimator Ge crystal using asymmetric
reflection (311), and after the collimator the radiation
intensity incident on the crystal under study was on the
0021-3640/02/7507- $22.00 © 0309
order of 106 count/s. The rocking curves were measured
as functions of the angle of rotation of the crystal about
the vertical axis (so-called θ scan). The setup also
allowed the rotation about the axis perpendicular to the
crystal surface (ψ scan), but the accuracy of the θ rota-
tion was considerably higher than for the ψ rotation. In
this case, the reflection curves were nicely recorded for
both beams, as is seen from Fig. 2 (see [17] for more
detail). A remarkable feature of our experiment was
also that the collimator crystal was arranged in such a
way that it provided a practically dispersionless (420)
reflection, so that the corresponding rocking curve
appeared as a very narrow peak with a width of less
than 4" and a peak reflectivity on the order of 0.25. As
for the diffraction reflection (280), it was strongly
smeared in angle θ over several hundred of seconds of
arc. Such a smearing was mostly due to the fact that the

Fig. 1. Scheme of the experiment: XRS is the X-ray source,
M is the Ge monochromator (collimator), C is the KDP
crystal under study, D1 and D2 are the detectors, and S is the
slit.
2002 MAIK “Nauka/Interperiodica”
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reflection planes (311) of the collimator and (280) of
the sample were in highly dispersive positions:
θB(311) = 31.6° and θB(280) = 81.8°; i.e., the difference
in the corresponding Bragg angles was about 50°.
Besides, the CoKα1 line (wavelength λ = 1.789 Å) has a
rather large width ∆λ on the order of 0.71 × 10–3 Å. Due
to these two circumstances, only a small fraction (about
one percent) of the incident beam underwent strong
reflection from the sample. Nevertheless, the interfer-
ence pattern is clearly seen in the (280) reflection curve,
because the reflection intensity results from the inter-
ference of two paths: the direct reflection from the
(280) plane (k  k2) and two sequential (420) and

( 60) reflections (k  k1  k2). These two scatter-
ing processes are coherent, and their amplitudes add up
to form the interference pattern (see [1]). The character
of interference depends on the so-called triplet phase

(1)

where χh = χ(Kh) are the corresponding Fourier compo-
nents of crystal polarizability and Kh are the reciprocal
lattice vectors.

The observed (420) reflection curves are adequately
described by the theoretical curves calculated using the
dynamical theory of X-ray elastic scattering with
allowance made for the three-beam scattering (which
introduces only small corrections to these curves),

2

Φ3 χ420χ260
χ280*( ),arg=

Fig. 2. Experimental rocking curves for the reflections from
the KDP (420) and (280) planes, as measured over a wide
angular range (the bars take into account statistical error).
The dashed line corresponds to the calculation using the
dynamical theory of elastic X-ray scattering in the three-
beam approximation.
small dispersion between the Ge(311) and KDP(420)
reflections, and small collimator line width. This is
clearly seen from the rocking curves shown in Fig. 3,
where the results of careful measurements in a rela-
tively narrow angular interval are presented. As for the
(280) reflection, similar calculations do not provide sat-
isfactory agreement with the experiment. In this case,
the theoretical intensities are appreciably lower than
their experimental values, as is clearly seen in Fig. 3;
this tendency persists over a broader angular range in
Fig. 2. Below, a plausible explanation is proposed for
this fact.

Let the plane wave with amplitude E0, polarization
h0, and wave vector k be incident on the crystal,

(2)

In the three-beam approximation, the dynamical dif-
fraction scattering in coplanar geometry gives rise to
the field

(3)

in a crystal, where h420 and h280 are the respective
polarization vectors, γ0 = kn/κ (n is a unit vector nor-
mal to the crystal surface), and ε(1) is the so-called
accommodation coefficient accounting for the refrac-
tion of the incident wave upon its passage from a vac-

E r( ) h0E0 ikr( ).exp=

D r( ) E0 h0 h420d420e
iK420r

h280d280e
iK280r

+ +( )=

× i kr κzε 1( )/γ0+( )[ ]exp

Fig. 3. (vertical bars) Experimental rocking curves for the
reflections from the KDP (420) and (280) planes, as mea-
sured in a narrow angular interval. The dashed line corre-
sponds to the calculation for a purely elastic X-ray scatter-
ing, and the solid line takes into account the additional con-
tribution from the inelastic coherent scattering by phonons.
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uum into crystal [1]. The coefficient ε(1) and the ampli-
tudes d420 and d280 can be found by solving the dynam-
ical equations (see, e.g., [1, 18]). Generally speaking, in
the coplanar diffraction by a crystal of an arbitrary
thickness, not one but three modes of type (3) arise. In
a thick crystal, only one mode corresponding to the
maximal value of Im[ε(i)] is left. In addition, the waves
with polarizations lying in the scattering plane (π polar-
ization) and perpendicular to it (σ polarization) differ in
the strength of interaction with the crystal and should
be calculated separately. In a thick crystal, the ampli-
tudes d420 and d280 determine the reflected intensities,

(4)

where s = σ or π, βh = γ0/γh is the so-called asymmetry
parameter, and γh = (k + Kh)n/κ (see, e.g., [11, 12]).

To compare the results of theoretical calculations
with the experimental data, one should (i) form the con-
volution of the reflected intensities (4) with the reflec-
tion curve PM of the collimator crystal, (ii) take into
account the dispersion, and (iii) sum over the two polar-
izations. Although the diffraction scheme is coplanar,
one should also average over the angle ψ,

(5)

where ω = 2πc/λ and g(ω) is the X-ray line shape with
the contributions from both CoKα1 and CoKα2 lines; the
reflection curve PM was calculated in the two-beam
approximation. The theoretical curves for this scheme
are represented in Figs. 2 and 3 by the dashed lines. As
for the (420) reflection, the calculated amplitude and
width of the corresponding Bragg peak reproduce
rather well the corresponding experimental curve. The
reflectivity of this peak proves to be quite high (on the
order of 0.25), and its width is 3.3". For the pure (420)
reflection (without convolutions), the corresponding
values are equal to 0.8 and 1.1". The (311) reflection
from the collimator crystal was chosen so as to realize
the strongly asymmetric diffraction scheme (with the
asymmetry parameter β ≈ 25) and, thereby, provide the
narrow θ collimation. However, despite the large asym-
metry parameter, the beam reflected from the collima-
tor was rather wide (∆θM ≈ 1.6"), as a result of which
the KDP reflection curve broadened and its peak inten-
sity decreased. The small additional broadening was
also caused by the dispersions of the (311) and (420)
reflections. A slight discrepancy between the calculated
and experimental curves at the Bragg peak tails is likely
caused by the lattice imperfections and not-too-high
quality of surface treatment.

As for the (280) reflection, the results of calculation
using the scheme described above with allowance for
all the above-mentioned factors are distinctly inconsis-

Ih
s( ) E0

2 dh
s( ) 2

/ βh ,=

Ih θ( ) g ω( ) ω ψ θ'd∫d∫d∫
s σ π,=

∑=

× PM
s( ) θ' ψ ω, ,( )Ih

s( ) θ θ'– ψ ω, ,( ),
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tent with the experimental data (dashed curves in
Figs. 2, 3). The experimental curves lie appreciably
higher than the theoretical ones, and, in addition, the
influence of interference is observed in a broader angu-
lar range than predicted by theory. The conclusion itself
suggests that some additional process makes a contri-
bution to the intensity of the (280) reflection. It will be
shown below that the inelastic coherent X-ray scatter-
ing by phonons is such a process.

Lattice vibrations determine a very important char-
acteristic of the diffraction X-ray scattering, namely,
the Debye–Waller factor. It was shown by Zachariasen
as early as 1945 [11] that the phonon-induced ICS
makes an additional contribution to the scattering inten-
sity in the region near the Bragg peak. As the Bragg
peak is approached, the corresponding differential
intensity diverges as 1/∆θ (∆θ = θ – θB), so that the inte-
grated intensity diverges logarithmically. This fact is
taken into account when correcting the data of elastic
scattering in the standard structural analysis of small-
sized crystallites. The diffuse scattering by phonons in
ideal crystals was considered in the two-beam approxi-
mation, e.g., in [19–21]. As for the multiple dynamical
scattering, the diffuse scattering remains to be analyzed
for this case. It will be shown below that the phonon-
induced ICS not only affects the reflected intensity but
also gives rise to interference between different chan-
nels of this process.

Scattering by phonons is a typical process of the
transition between the continuum states. Because it is
weaker than the elastic coherent diffraction scattering,
its intensity can be calculated using the quantum-
mechanical “golden rule”; namely, the probability of an
X-ray quantum with wave vector k and polarization s
being scattered to the (k', s') state with the simultaneous
emission or absorption of a phonon with wave vector q
and polarization l can be calculated by the formula [22]

(6)

where U is the interaction responsible for the inelastic
scattering, c is the velocity of light, and cq is the sound
velocity. The main contribution to the process of inter-
est comes from the single-phonon scattering. For the
corresponding matrix element in Eq. (6), one can easily
obtain

(7)

where  is the mean number of (q, l) phonons; ωq, l

and xl are the phonon frequency and polarization vec-
tor, respectively; ρ is the crystal density; rj is the run-

dw k s k' s' q± l, , , , ,( ) 2π
"

------ k' s' q± l U k s,, , ,〈 〉 2=

× δ "ck "ck' "cqq±–( ) d3k '

2π( )3
------------- d3q

2π( )3
-------------,

U k s k' s' q± l, , , , ,( ) U0 k s k' s', , ,( )=

×
" 2nq l, 1+( )

2ρωq l,
----------------------------- k' k–( )xl( )e

i k' k q±–( )r j,
l

∑
q

∑
j

∑
nq l,
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ning atomic coordinate in the unit cell; and the sum
over j goes over all scattering atoms in the unit cell. The
purely elastic contribution U0(k, s, k', s') is determined
by the well-known formula

(8)

where r0 is the classical electron radius, and the bar
over the matrix element stands for the averaging over
the atoms in the unit cell and over phonons. Note that
Eq. (7) is only valid if we are interested in the contribu-
tion from acoustic phonons.

To calculate by formula (6), one must also know the
states ψk, s and ψk', s' between which the transition
occurs. These states are usually taken as plane waves.
As regards the initial state ψk, s, it transforms, due to the
coherent interaction, into the state of type (3). In our
case, the final state ψk', s' is a scattered wave with wave
vector k' leaving the crystal. In the majority of cases,
the matrix elements of operator U in Eq. (6) are calcu-
lated using the complex conjugate state. However, in
dynamical theory, one cannot define any initial state
that would correspond not to the incident radiation but
to the radiation exiting from the crystal. This difficulty
can be obviated by the method proposed by Sommer-
feld as early as 1931 and described in detail in [22].
Instead of the state that is complex conjugate to ψk', s',

one should use the time-inverse state  (in the nota-
tion of [22]). As a result, the outgoing wave converts
into an incoming wave, for which the wave fields in the
crystal can be calculated by full analogy with the inci-
dent wave k [see Eqs. (2), (3)]. Since the majority of
inelastically scattered waves are far away from the

U0 k s k' s', , ,( )
2π"cr0

κ
------------------ ψk' s', r j( ) ψk s, r j( )〈 〉 ,

j

∑=

ψk' s',
–

Fig. 4. The shapes of normalized rocking curves for the
reflection from the KDP (280) plane, as calculated for the
(dashed line) purely elastic scattering and (solid line)
inelastic coherent scattering by phonons.
Bragg conditions, one can use, instead of Eq. (3), the
simplified formula

(9)

By using Eqs. (3) and (6)–(9), one can obtain, after
rather tedious though simple mathematics, the expres-
sion for the X-ray reflectivity corresponding to the
phonon-induced ICS. In the case of three-beam diffrac-
tion and coplanar geometry, it can be written for a weak
KDP (280) reflection as

(10)

where Ch = (h0hh) is the polarization factor (the polar-
ization indices s are omitted), cq, l is the sound velocity,
T is temperature, x and y are the coordinates at the crys-
tal surface, and

(11)

The coefficients ε(1) and d420 should be calculated using
the equations of dynamical theory, and the integrals
over q should be taken with allowance for the anisot-
ropy of elastic constants of the KDP crystal. To com-
pare the calculated and experimental data, it is neces-
sary to carry out, by full analogy with Eq. (5), averag-
ing over (i) the reflection curve of the collimator
crystal, (ii) dispersion, (iii) two polarizations of inci-
dent radiation, and (iv) the angle ψ.

The calculated shapes of rocking curves corre-
sponding to the elastic and inelastic scattering are
shown in Fig. 4 for the KDP (280) reflection. The inter-
ference pattern is clearly observed for both scattering
channels. Note that the occurrence of interference for
the phonon-induced ICS directly follows from Eq. (10).
In the case under consideration, both interference pat-
terns are similar, although the amplitude of the interfer-
ence feature is slightly smaller for the inelastic scatter-
ing than in the purely elastic case. However, whereas
the elastic interference pattern is fully determined by
the triplet phase (1), the inelastic scattering depends
also on the relations between the reciprocal lattice vec-
tors involved in the multiple diffraction [see Eq. (10)].

As regards the comparison with the experiment, one
can see from Eq. (3) that the rocking curve calculated
for the (280) reflection with account taken of the contri-
butions from the elastic and inelastic scattering chan-
nels describes the experimental data rather well. The
average (over the angular interval near the Bragg angle)
contribution of the phonon-induced ICS is about ~12%

D– r( ) hs' –ikr iκzχ0/ 2γh'( )+[ ] .exp=

P280
ine( ) k k',( )

κ2

4γ0γ280
----------------- 1

Γ
---=

× C280χ280 xlK280( ) d420C
260

χ
260

xlK260
( )+ 2

l

∑

×
kBT

2π( )2ρ
-----------------

qxd qyd

cq l,
2 q2

----------------,∫∫

Γ κ 2Im ε 1( )( )
γ0
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Im χ0( )
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of the total reflected intensity. One can, generally, find
examples where the ICS shows up in the reflection
curves much more pronouncedly than in the case con-
sidered above.

This work was supported by the Russian Foundation
for Basic Research (project no. 00-02-16620) and the
Foundation Sponsoring Domestic Science.
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Optical Potential1 

G. V. Golubkov1, *, A. Z. Devdariani2, and M. G. Golubkov1

1 Semenov Institute of Chemical Physics, RAS, Moscow, 117334 Russia
*e-mail: golubkov@chph.rus.ru

2 Department of Optics and Spectroscopy, Institute of Physics, St. Petersburg State University, St. Petersburg, 199034 Russia
Received January 9, 2002; in final form, February 26, 2002

The method of optical potential was used to calculate the slow collision of Rydberg atom A** with ground-state
atom B. As an example, calculations were carried out for the Na**(nl) + He system. © 2002 MAIK
“Nauka/Interperiodica”.

PACS numbers: 34.10.+x; 34.20.Cf
1 In spite of the progress in solving some problems of
the physics of Rydberg atom collisions, one of the most
important problem, namely, elastic scattering, is still
poorly understood, in contrast to the atomic scattering
in the ground and low-lying excited states. The latter
can be treated, in principle, using a close-coupling
approximation on the basis of the adiabatic potential
energy curves. However, for the Rydberg collisions, the
inelastic transitions are not localized and the adiabatic-
ity is broken. In this case, the three-particle approach
seems to be most appropriate. This approach immedi-
ately leads to the effective energy-dependent two-parti-
cle optical potential. In this letter, the optical potential
is derived for the elastic Rydberg atom collisions and a
particular example of such potentials is given. In the
standard theory, a nonlocal operator Vopt is introduced
and the many-particle equation is constructed for its
definition. This statement of the problem has a formal
character, and it cannot be resolved without additional
assumptions about the interacting system [1]. In this
work, we consider a slow elastic collision of Rydberg
atom A** (n @ 1) with ground-state atom B (n is the
principal quantum number of the Rydberg level). We
restrict ourselves to the case where the total energy of
the system is E < 0 and calculate the optical potential
for a structureless B particle. The optical potential of
the Na** (nl) + He system is calculated as an illustra-
tion.

The total energy of the system is (" = e = me = 1)

(1)

where νl = n – µl is the effective principal quantum
number, µl is the quantum defect, l is the electron angu-
lar momentum with respect to A+, and Ek is the initial
collision energy. The interaction potential UA + B of ion

1 This article was submitted by the authors in English.

E 1/2ν l
2– Ek,+=
0021-3640/02/7507- $22.00 © 20314
A+ with atom B is assumed to be known. To solve the
eigenvalue problem, we use the following integral
equation for the level-shift operator t [2]:

(2)

The interaction operator of the three-particle system
(A+–B) + free electron e– is local and written as

(3)

where R and r are the A+ ion and electron coordinates
measured from atom B. The Green’s operator G(E)
describes the A** + B system without the interaction
UA + B and obeys the Dyson equation

(4)

where  is the operator of the e––B interaction, and

the Green’s operator GA**B(E) describes the noninter-
acting A** + B system with a given energy E.

The energy-dependent operator of nonlocal optical
interaction is introduced in the theory as

(5)

(6)

Using Eq. (4), the expression for the operator G in
Eq. (6) can be rewritten as [2]

where  is the collision operator between the
weakly bound electron and atom B. This representation
is exact. It is convenient to use the Heitler-type equation

t UA B+ G E( )t.=

UA B+ R R'; r r',,( )

=  2π( )6UA B+ R( )δ R R'–( )δ r r'–( ),

G E( ) GA**B E( ) GA**B E( )V
e

–B
G E( ),+=

V
e

–B

t Vopt E( )GA**B E( )t,=

Vopt E( ) UA B+ UA B+ GA**B E( )V
e

–B
G E( )Vopt E( ).+=

G GA**B GA**BT
e

–B
GA**B,+=

T
e

–B
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and transfer to the real scattering matrix  (which is
constructed, as known, for standing waves)

As a result, operator (6) takes the form

(7)

It follows from Eq.(7) that the imaginary part of
operator Vopt appears due to the electron interaction
with the perturbing atom B, leading to the virtual tran-
sitions accompanied by a change in its momentum and
angular momentum. By definition, the function GA**B
is a convolution

(8)

where GA** is the Green’s operator of the isolated Ryd-
berg atom and Mc is the reduced mass of particles A+

and B. Expanding Eq. (8) in terms of spherical harmon-
ics, we have

(9)

Here,  and  are the momentum and its projection
onto the vector R – R', respectively; jL(x) is the Bessel
spherical function of the first kind of order L; and
YLM(θ, ϕ) is the spherical function. This expression is
real, because, according to Eq. (1), the Green’s function
of Rydberg atom GA** is defined for negative energy
and corresponds to the electron bound state in the entire
region of electron coordinates and the coordinates of
atom B. Since the main contribution to integral (9)
comes from the classically allowed region, the maxi-
mum momentum is determined from the condition

and is equal to

(10)

where  ≤ R ≤ 2 , and IA is the ionization potential
of atom A.

The behavior of a weakly bound electron near the
perturbing atom B, i.e., at ρ, ρ' ! R, is of greatest inter-
est.

K
e

–B

T
e

–B
K

e
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R
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2Mc

----------–+≤
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2
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In this region, the following general representation
takes place [2]:

(11)

The matrix elements are

(12)

Here, pe(ε) = [2(ε + 1/R)]1/2 is the electron quasiclassi-
cal momentum; ν(e) = (–2ε)–1/2 is the effective principal
quantum number; |s〉  is the electron wave function

θ is the angle between the vectors pe(ε) and r; L and M
are the electron orbital momentum with respect to atom
B and its projection onto the vector R, respectively; and

 is the smooth part of the Coulomb Green’s function

The matrix (R, ε) in Eq. (12) is defined as

(13)

where the radial wave functions

(k = 0, 1, 2 …)

differ from each other by the phase shift π/2 and are
expressed in terms of the Whittaker functions

where Γ(x) is the gamma function.
To find the explicit form of optical potential, we

introduce the basis wave functions of the (A+ + B) +
free electron system in the following form

Let us use the first-order perturbation theory and
replace the operator Vopt on the right-hand side of
Eq. (6) by the local operator (3). Then, the optical
potential is defined as the matrix element

(14)

GA** r r'; R ε,,( )

=  G0
c( ) r r'; ε,( ) 2 s| 〉 s'〈 |gss' R ε,( ).

s s',
∑+
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G0
c( ) r r'; ε,( )

pe r r'–( )cos
2π r r'–

------------------------------------.–=

α LL'
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α LL'
ll' R ε,( ) 2π2 2L 1+( ) 2L' 1+( )=

× 1–( )l l' 1+ + ν ε( )( )3

πν ε( )sin
2
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πν ε( )tan πµltan

πν ε( )tan πµltan+
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× ϕ̃Lε
l( ) R( )ϕ̃L'ε

l'( ) R( ) Ylm R/R( ) 2δll' ,

ϕ̃Lε
l( ) R( )

Qlε R ν,( ), L 2k=

Qlε R ν 1/2–,( ), L 2k 1+=

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=

Qlε r ν,( )
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q R r,( )| 〉 1
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Integrating over the interatomic coordinates and using
the symmetry property of operator

one gets

(15)

where εκ = E – κ2/2Mc and  is the initial orbital
momentum of colliding particles A** and B. The spher-
ical function Ylm(R/R) in Eqs. (13) and (15) should be
replaced by Ylm(0). This is due to the fact that, under

condition l ! , the electron motion near atom B is
described by a plane wave with the wave vector
directed along the vector R.

Under the conditions considered (n @ 1), it is suffi-
cient to restrict oneself to the case L = 0. The 

matrix can be replaced by the  matrix of a free

electron scattering with energy εe = E + 1/R – κ2/2Mc,
because the Rydberg electron behaves near atom B as a
free particle [3]. Assuming for simplicity that atom B is

s〈 |K
e

–B
s'| 〉 K

e
–B

( )
ss'

δss' ,=

Vopt E k l L̃ R, , , ,( ) UA B+ R( ) 214π4UA B+
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LL

× κ2 κκ '2d κ ' jL̃
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ν l
3/2

K
e

_B
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0( )

The dependence of negative value of interaction potential
−  (thick solid line) and Γ (thin solid line) on the

interatomic distance R, as calculated for the Na(10d) + He
system. The calculations were carried out for Ek = 2.72 ×
10–2 eV and  = 0. 

U
Na+He

L̃

a structureless particle, one can restrict oneself only by
the first term in the long-wavelength expansion of the

( )ss amplitude, i.e., by the e––B scattering length α
[4]. In this case, Eq. (14) for a given Ek takes the simple
form

(16)

where the factor  is equal to

(17)

In accordance with Eq. (16), the real part of the shift
is proportional to the scattering length a and depends on
its sign. The width Γ is proportional to a2 and is always
positive. Note that the expression  is an
oscillating function of distance R and equals zero out-
side the classically allowed region of electron motion
[i.e., at R ≥ (–E)–1]. It is easy to see that the shift and
broadening of ion potential are nonzero in the limit
k   0. This result is physically understandable,
because the weakly bound electron may always
undergo a virtual transition to the lower energy state
(with smaller principal quantum number).

As an illustration, the potential UA + B [5] and the
width of the optical potential are shown in the figure as
functions of the interatomic distance for the Na(nl) +

He system with n = 10,  = 0, and l = 2 at energy Ek =
10–3, as calculated by Eqs. (16) and (17) with a = 1.15 [6].
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Deformation-Induced Thermomagnetic Effects
in a Twisted Weak-Link-Bearing Superconductor1 
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Based upon the recently introduced thermophase and piezophase mesoscopic quantum effects in Josephson
junctions, several novel phenomena in a twisted superconductor (containing a small annular SIS-type contact)
under the influence of a thermal gradient and applied magnetic field are predicted. Namely, we consider a tor-
sional analog of Josephson piezomagnetism (and related magnetomechanical effect), as well as the possible
generation of a heat-flux-induced magnetic moment in a weakly coupled superconductor under torsional defor-
mation (analog of Zavaritskii effect) along with the concomitant phenomena of piezothermopower and piezo-
thermal conductivity. The conditions under which the predicted effects can be experimentally measured
in conventional superconductors and nanostructure materials with implanted Josephson contacts are discussed.
© 2002 MAIK “Nauka/Interperiodica”.

PACS numbers: 74.50.+r; 74.62.Fj; 74.80.Bj; 75.80.+q
1 In 1972, Zavaritskii [1] observed for the first time a
very interesting phenomenon (the so-called deforma-
tion-induced thermomagnetic effect): the appearance of
a heat flux Q-induced magnetic field ∆H = Hq(α)Q in
rodlike tin samples (both in the normal and supercon-
ducting state) under a torsional deformation } (related
to a torsional angle α(}) = }/C0, where C0 is the
respective elastic modulus of the material). A tangible
value of ∆H was registered under the maximum load of
} = 0.2N/m (which corresponds to α = 0.01 rad/cm).
This phenomenon was attributed to generation of circu-
lar (nonpotential) currents in a deformed sample
(which, in turn, lead to observable magnetic moments;
see [2] for discussion) and was further investigated by
Lebedev [3] on the basis of kinetic theory.

At the same time, in response to the rapidly growing
interest in the important applications of Josephson and
proximity effects in novel mesoscopic quantum devices
(such as, e.g., quantum computers), substantial
progress has been made recently in the measuring of
(and manipulating with) extremely small magnetic
fields, thermal gradients, and mechanical deformations
[4, 5].

Based upon the recently introduced thermophase [6,
7] and piezophase [8, 9] effects (suggesting, respec-
tively, the direct influence of a thermal gradient and an
applied stress on the phase difference through a Joseph-
son junction), in this Letter we discuss an analog of the
above-mentioned Zavaritskii effect in a twisted super-
conductor containing a single SIS-type contact and its
possible realization in conventional superconductors.
Moreover, we also consider the concomitant phenom-

1 This article was submitted by the author in English.
0021-3640/02/7507- $22.00 © 20317
ena of Josephson piezomagnetism and the magneto-
mechanical effect, as well as the change of transport
properties of the SIS-type junction under torsional
deformation (piezothermopower and piezothermal con-
ductivity).

The model. To follow the original paper of Zavar-
itskii [1] as close as possible, let us consider a tin rod
(of length L and radius R) with an annular Sn–SnO–Sn
contact [10] incorporated into the middle of the rod
(due to the high pliability of tin, it should be quite easy
to achieve), with a thin insulating SnO layer (of thick-
ness l). Assuming the usual cylindrical geometry (with
the z axis taken along the rod length and A = πR2 being
the junction area), we can present the total Josephson
energy on the contact as follows (for the sake of sim-
plicity, in this paper we will concentrate on zero-tem-
perature effects, only and will ignore the role of Cou-
lomb interaction effects, assuming that the grain charg-
ing energy Ec ! EJ, where Ec = e2/2CJ, with CJ being
the capacitance of the junction):

, (1)

where the local Josephson energy is given by

, (2)

with the resulting phase difference

(3)

accounting for the change of the initial phase difference
φ0 under the influence of an applied magnetic field B =

EJ
td

τ
----
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∫ xd
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(0, B, 0), thermal gradient ∇ T = (∇ xT, 0, ∇ zT), and
applied torsional deformation } (through the corre-
sponding torsional angle α(})) taken along the z axis.

Here, Φ0 = h/2e is the quantum of flux with h being
Planck’s constant and e the electronic charge, d = 2λL +
l is the junction size with λL being the London penetra-
tion length, τ is a characteristic Josephson time [9], J is
the Josephson coupling energy, and S0 is the field-free
thermoelectric power (Seebeck coefficient) on the junc-
tion.

The origin of the third term in Eq. (3) is quite obvi-
ous. Indeed, under the influence of a homogeneous tor-
sional deformation }, the superconducting phase dif-
ference will change with z as follows: dφ/dz =
(dφ/dθ)(dθ/dz) = Nα(}), where [11] α(}) ≡ dθ/dz =
}/C0 is the corresponding torsional angle variable and
N ≡ dφ/dθ is the geometrical factor (in most cases [8],
N . 1). As a result, the superconducting phase differ-
ence will acquire the additional contribution δφ(z) =
α(})z. (Notice that practically the same result can be
obtained by using the arguments from [9] and invoking
an analogy with a conventional linear torsional piezo-
electric effect, which predicts [12] P(}) = a} for an
induced electric polarization.)

To neglect the influence of the self-field effects and
ensure uniformity of the applied deformation } (and
the related torsional angle θ(L) ≡ α(})L), we have to
assume that λJ > R and L @ R, where λJ =

 is the Josephson penetration depth with
jc being the Josephson critical current density. As we
will see below, these conditions can be met reasonably
well experimentally.

Torsional piezomagnetic effect. Before turning to
the main subject of this paper, let us briefly discuss two
preliminary issues: (i) deformation-induced behavior
of the Josephson current and (ii) torsional analog of
Josephson piezomagnetism (which takes place in a
twisted SIS-type contact and manifests itself through
the appearance of deformation-induced susceptibility)
in the absence of a thermal gradient through the junc-
tion (∇ T = 0). Recalling the definition of the Josephson
current density js(x) = jcsinφ(x, 0) in this particular
case, Eq. (3) gives

(4)

for the maximum (with φ0 = π/2) Josephson current in
a twisted cylindrical contact (under a torsional defor-
mation } producing angle θ = }L/C0) with Ic = jcA =
2eJ/". Here, B0 = Φ0/2πdR is a characteristic Josephson
field of annular contact, and J1(x) is the Bessel function.
We notice that, as a function of torsional angle θ, the
induced current Is(B, θ) follows a quasiperiodic Fraun-
hofer-like pattern and reduces to the well-known [13]
result for the magnetic-field dependence of an annular

Φ0/2πdµ0 jc

Is B θ,( ) 2Ic

J1 B/B0( )
B/B0

--------------------- θsin
θ

----------- 
 =
Josephson contact upon the removal of a mechanical
load (in the deformation-free case when θ  0).

Moving on to the second issue, we find that, in addi-
tion to the above-discussed angle-dependent Josephson
current, an induced magnetic moment will appear in a
twisted contact (torsional piezomagnetic effect)

(5)

where V = AL is the sample volume.
To capture the very essence of this effect, in what

follows we assume for simplicity that an unloaded sam-
ple does not possess any spontaneous magnetization at
zero magnetic field (that is Ms(0, 0) = 0) and that its
Meissner response to a small applied field B is purely
diamagnetic (that is Ms(B, 0) . –B). According to
Eqs. (1)–(5), this condition implies φ0 = 2πm for the ini-
tial phase difference with m = 0, ±1, ±2, … . As a result,
for the change of magnetization under torsional defor-
mation, we obtain

(6)

Here,

For the low-field (Meissner) region, we can linearize
the above equation and define the deformation-induced
angle-dependent susceptibility χ(θ). Indeed, for B ! B0,
Eq. (6) gives Ms(B, θ) . χ(θ)B, where χ(θ) = –χ0g0(θ)

with χ0 = J/4V . As follows from the above equations,
the superconducting (Meissner) phase of piezomagne-
tization Ms(B, θ) (and the corresponding susceptibility
χ(θ)) gradually dwindles with increasing angle θ, shift-
ing towards the paramagnetic phase (and reaching it
eventually at θ . π).

Magnetomechanical effect. Let us consider the
converse (to piezomagnetism) magnetomechanical
effect, that is, the field-induced change of torsional

angle θs(B, }) (and corresponding compliance ;
see below). In view of Eqs. (1)–(3), we obtain

(7)

where θ0 = J/}0 with }0 = C0/L and g1(x) =
−(d/dx)[g0(x)].

We notice that in the absence of an applied magnetic
field (when B = 0) the above equation establishes the
so-called “torque–angle” relationship (torsional analog
of the “stress–strain” law [8]) for a twisted weak-link-
bearing superconductor θs(0, }) = θ0g1(}/}0). For
sufficiently small torsional deformations (when } !
}0, which is usually the case in realistic experiments),

Ms B θ,( )
1
V
---

∂EJ

∂B
---------

∇ T 0=
,–≡

Ms B θ,( ) M0 f 1 B/B0( )g0 θ( ).–=

M0 2J /V B0, f 1 x( )
xd

d
f 0 x( )[ ] ,–= =

f 0 x( ) J1 x( )/x, g0 x( ) x/x.sin= =

B0
2

Cs
1– B( )

θs B },( )
∂E j

∂}
---------

∇ T 0=

≡ θ0 f 0 B/B0( )g1 }/}0( ),=
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the above model relationship reduces to the more famil-
iar Hooke law, θs(0, }) = }L/Cs(0) with Cs(0) =
(3C0/JL)C0 being the appropriate (zero-field) elastic
modulus (inverse torsional compliance), whose mag-
netic-field dependence is governed by the following
equation:

(8)

It would be rather interesting to try to observe the
above-discussed piezomagnetic and magnetomechani-
cal effects (including torsional analog of the paramag-
netic Meissner effect [9]) in a twisted weak-link-con-
taining superconductor.

Deformation-induced thermomagnetic effects.
Let us now turn to the main subject of this paper and
consider the influence of a thermal gradient ∇ T on the
above-discussed piezomagnetic and magnetomechani-
cal effects. Hereafter, we restrict our consideration to
the case of small values of the applied thermal gradient
∇ T, which leads to linear thermoelectric effects (for a
discussion of possible nonlinear Seebeck effects in
Josephson junctions and granular superconductors, see
[7]). For a thermal gradient applied normally and paral-
lel to the torsional deformation [see Eq. (3)], we obtain
two contributions (transverse and longitudinal) for the
deformation-induced thermomagnetization emerging
in the vicinity of the Josephson contact:

(9)

where

(10)

and

(11)

Here,  = (L/R)  with  = 2eJS0τR/B0V" and
f2(x) = (d/dx)[f1(x)].

We notice that, within the geometry adopted in this
paper, the true analog of the Zavaritskii effect is given
by a zero-field limit of the transverse (paramagnetic)

contribution, (θ, 0) = (1/8) (sinθ/θ). Its evolu-
tion with the torsional angle follows the corresponding
behavior of the induced susceptibility χ(θ) [cf. Eq. (6)],
and, thus, it also undergoes a “diamagnetic–paramag-
netic” transition upon reaching a critical angle θc . π.
On the other hand, the field-dependent longitudinal

component  changes with θ linearly for θ ! 1.
It describes the appearance of the deformation-induced
thermomagnetic component normal to the applied mag-
netic field B = (0, B, 0). It disappears when B  0,
and for a nonzero fields it closely follows the behavior

1
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≡ 1
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of the (initially diamagnetic) torsional piezomagnetiza-
tion Ms(B, θ) considered in the previous section [cf.
Eq. (6)].

Likewise, for a thermal gradient applied normally
and parallel to the torsional deformation [see Eq. (3)],
we obtain two contributions for the heat-flux-induced
magnetomechanical effect

(12)

where

(13)

and

. (14)

Here,  = (L/R)  with  = 2eS0JRτ/"}0 and
g2(x) = –(d/dx)[g1(x)].

Once again, the true (deformation-free) heat-flux-
induced magnetomechanical effect is given by the zero-
deformation limit of the longitudinal component

(0, B), while the small-angle expansion of the trans-
verse component describes a thermal analog of the

Hooke law (}, B) . }/ , with  being
the appropriate compliance coefficient.

Piezothermopower. Let us now briefly discuss one
more interesting phenomenon of piezothermopower,
which can occur in a twisted superconducting rod with
a SIS-type junction. According to Eqs. (1)–(3), the
transverse and longitudinal contributions to a (mag-
netic-field-dependent) change of the junction’s See-
beck coefficients under torsional deformation are

(15)

and

(16)

with SJ = (2τJ/")S0.
Like in the previous paragraph, the deformation-free

transverse component ∆S⊥ (0, B) describes the evolution
of conventional thermopower in an unloaded θ = 0 sam-
ple with an applied magnetic field, while the true piezo-
thermopower is given by the zero-field limit of the lon-
gitudinal component ∆S||(θ, 0). Moreover, the above
analysis allows us to introduce a deformation-induced
AC Josephson effect (as a generalization of the more
familiar thermal AC effect [14]) in a twisted SIS-con-
tact-bearing superconductor. Indeed, as soon as the
thermal current exceeds the critical current, which will
happen when ∆T becomes larger than ∆Tc(θ, B) =

∆θ } B ∇ T, ,( )
∂EJ

∂}
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IcRn/∆S||(θ, B) (where Rn is the normal-state resistance),
a new type of Josephson generation with frequency
ω(θ, B) = 2e∆S||(θ, B)∆T/" should occur in the junction
area (see below for more discussion).

Piezothermal conductivity. Finally, let us briefly
consider the influence of mechanical deformation on
magnetothermal conductivity of the twisted weak-link-
bearing superconducting rod. To this end, we recall that
the local heat-flux density q(x, t) is related to the local
Josephson energy density *(x, t) via the energy conser-
vation law

, (17)

where  = ∂*/∂t.
The above equation allows us to introduce an effec-

tive thermal flux

, (18)

which, in turn, is related to the thermal conductivity
tensor καβ as ({α, β} = x, y, z)

. (19)

Straightforward calculations based on Eqs. (1)–(3)
yield the following explicit expressions for nonzero
components of the thermal conductivity tensor:

(20)

where κ0 = 8eS0JRL/hV,  = J0(x) – J1(x)/x, with
Jn(x) being the corresponding Bessel functions, gc(x) =
(1 – cosx)/x,

For small torsional deformations (with θ ! 1),
gc(θ) . θ/2,  . (1 – θ2/4)/2, and  . θ/4. So,
κxz(0, B) describes conventional (deformation-free)
magnetothermal conductivity in an unloaded junction
[15], while true (magnetic-field-free) piezothermal
conductivity is given by κxx(θ, 0) and κzz(θ, 0) compo-
nents (both increasing linearly with θ for small angles).
In a sense, the piezothermal conductivity introduced
here is a converse effect with respect to the original
Zavaritskii effect [1, 2] and it seems very interesting to
try to realize it experimentally using tin rods (with and
without weak links).
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Discussion. To estimate the magnitudes of the pre-
dicted effects, we make use of the fact that for thermo-
electric processes the characteristic time τ is related
to the thermal AC frequency ωT = 2eS0∆T/" (assuming
∇ xT . ∆T/R and ∇ zT . ∆T/L) as τ = 2π/ωT. As a result,
the deformation-induced thermomagnetic field
(Josephson analog of Zavaritskii effect) reads

(21)

where µ0HJ = Φ0/2π  is the critical Josephson field.

Furthermore, combining the experimental parame-
ters for the Sn–SnO–Sn annular Josephson junction
considered by Matisoo [10] (namely, Rn = 10–9 Ω, jc(0) =
104 A/m2, λL(0) = 40 nm, and λJ(0) = 5 mm) with typi-
cal parameters from Zavaritskii experiments on tin rods
[1, 2] (namely, 2R = 5 mm, L = 8 cm, and θmax =
0.1 rad), we obtain ∆B⊥  = µ0∆H⊥  . 10–12 T, which is
equivalent to quite a sizable value of the deformation-
induced thermomagnetic flux through the junction
∆Φ⊥  = πR2∆B⊥  . 10–2Φ0. The same set of parameters

yields B0 = Φ0/2πdR . 10–6 T and BJ = Φ0/2π  .

10−10 T for estimates of characteristic and critical
Josephson fields, respectively. Finally, using some typ-
ical [14] experimental data describing the physics of
conventional Josephson contacts (with S0 . 10–8 V/K
and ∆T . 10–4 K), we can estimate the orders of magni-
tude of the piezothermal conductivity and deformation-
induced AC Josephson generation (related to piezo-
thermopower). The result is as follows: κzz(θ, 0) .
(2eS0JL2/hV)θ . (2/π)S0 jcθ . 10–2 W/mK and ω(θ, 0) =
2e∆S||(θ, 0)∆T/" . (ωJτ/3)θωT . 1011 Hz, where
ωJ = 2J/" . 1012 Hz and ωT = 2eS0∆T/" . 1 kHz are
characteristic (Josephson and thermal, respectively)
frequencies. The above estimates suggest a quite opti-
mistic possibility observing the predicted effects exper-
imentally through a comparative study of conventional
superconductors with and without SIS-type junctions.

At the same time, to check the validity of some other
interesting predictions (like Fraunhofer patterns given
by a set of gn(θ) functions; see the text), much larger
torsional deformations (reaching critical angles on the
order of θc . π) are needed. Hopefully, this will become
possible in the near future with the further development
of experimental techniques and new technologies for
manufacturing nanostructure superconducting materi-
als with implanted atomic-scale Josephson junctions
and other weak links [4].

In conclusion, a few novel mesoscopic quantum
phenomena which are expected to occur in a weak-link-
bearing superconductor under the influence of torsional
deformation, thermal gradient, and applied magnetic
field were presented, including the angle-dependent
Josephson current, torsional piezomagnetism, magne-

∆H ⊥ 4πM ⊥
q θ 0,( )∇ xT  . HJ

R
L
--- 

  θsin
θ

----------- 
  ,≡

λ J
2

λ J
2
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tomechanical effect, an analog of the Zavaritskii effect
(appearance of a deformation-induced thermomagnetic
moment in zero magnetic field), piezothermopower
(and the related deformation-induced AC Josephson
effect), and piezothermal conductivity. The observabil-
ity of the predicted effects using conventional super-
conductors, as well as novel materials with well-con-
trolled mesoscopic Josephson junctions, has been dis-
cussed.

The idea of this work was conceived and partially
realized during my stay at the Universidade Federal de
São Carlos (Brazil), where it was funded by the Brazil-
ian Agency FAPESP (Projeto 2000/04187-8). I thank
Wilson Ortiz and Fernando Araujo-Moreira for their
hospitality and stimulating discussions on the subject.
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Magnetic-field-induced mutual transformations of a hexagonal structure into linear chains were experimen-
tally observed in a system of glycerol droplets freely suspended in the layer of a nematic liquid crystal with
hybrid orientation. A qualitative explanation is suggested for the observed effect. © 2002 MAIK “Nauka/Inter-
periodica”.

PACS numbers: 61.30.Gd
It is known that the droplets of an isotropic liquid
suspended in a nematic liquid crystal (NLC) interact
with one another [1–4]. This interaction is anisotropic,
and its nature is closely connected to the elastic proper-
ties of the mesophase medium. For example, the drop-
lets of an isotropic liquid suspended in an NLC induce
elastic distortions of the director. The character of these
distortions and, correspondingly, the type of the defect
produced by the droplet depend on the boundary condi-
tions at the droplet surface [5–11]. The homeotropic
director orientation at the droplet is characterized by
the presence of a hyperbolic hedgehog or a disclination
ring near the droplet. The type of one or another defect
depends on both the director distribution in the whole
sample and the cohesive energy. In the case of planar
orientation, two boojums were observed at the droplet
poles. The character of interaction between the droplets
is determined by the structure of the defects or, strictly
speaking, by the symmetry of the director distribution
around the droplet [4]. In particular, a droplet with nor-
mal boundary conditions and the corresponding hyper-
bolic hedgehog have a dipolar symmetry in a homoge-
neous nematic layer; as a result, the interaction between
the droplets has a dipolar and/or quadrupolar character
[7, 8]. For a system of such droplets suspended in a
nematic matrix, the formation of droplet chains along
the director direction was experimentally observed in
[12]. In this example, the dipolar attraction was respon-
sible for the linear ordering of droplets. Of particular
interest is the case where not only the quadrupolar but
also the dipolar symmetry is broken, e.g., due to inho-
mogeneous global director distribution. In this case, the
droplet ordering becomes more intricate [8–13]. In
[13], the stable hexagonal crystal structure formed by
the glycerol droplets in a nematic layer with hybrid ori-
entation is described. In this work, we report on the
experimental study of the behavior of hexagonal drop-
let structures in a magnetic field.

Experiments were carried out with a ~5-mm-thick
layer of pure glycerol covered with a layer of 5CB
0021-3640/02/7507- $22.00 © 20322
NLC. A cuvette with glycerol and liquid crystal was
placed in a thermostat, and the system was observed
using a microscope. The temperature was measured
with an accuracy of 0.03 K. The thickness of NLC layer
ranged from 60 to 100 µm. As soon as the thermody-
namic equilibrium had been established in the system,
the sample was heated to 50°C. The glycerol molecules
are able to diffuse into the liquid crystal, with the diffu-
sion efficiency increasing with temperature. To initiate
diffusion, the cuvette was allowed to stand at the indi-
cated temperature for ~10 min, after which the heater
was switched off. As the temperature decreased, the
glycerol droplets intensively condensed and grew,
because the amount of glycerol capable of dissolving in
the mesophase decreases with decreasing temperature.
This very simple procedure gave a homogeneous sus-
pension of glycerol droplets in the NLC. In [13], this
process is described in more detail. In the stationary
state, the droplet ordering became detectable within 4–
6 h after the beginning of cooling. The resulting hexag-
onal lattice formed by the droplets is shown in Fig. 1a.

Let us now dwell on the director distribution in the
nematic layer in more detail. At the boundary with air,
the liquid crystal molecules are oriented homeotropi-
cally, while at the boundary with glycerol their orienta-
tion is planar [14–17]. Therefore, the orientation in the
nematic layer is hybrid. However, this is true only for
the polar cohesion. The azimuthal cohesion is degener-
ate at both surfaces, because air and glycerol are both
isotropic. The degenerate azimuthal cohesion has no
crucial effect on the NLC homeotropic orientation at
the upper boundary. At the lower boundary (NLC–glyc-
erol interface), the azimuthal degeneracy of boundary
conditions gives rise to spatial director variations in the
sample plane and, as a result, to the inhomogeneous
global orientation in the sample (this can easily be
observed in the experiment [14]). Thus, the stationary
orientation of the nematic layer is determined both by
the surface state and elastic distortions inside the layer
and by the distribution of glycerol droplets in the layer.
002 MAIK “Nauka/Interperiodica”
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(‡) (b)

Fig. 1. Photographs of the structures formed by glycerol droplets suspended in a nematic liquid crystal: (a) without field and (b) in
an external magnetic field (H = 2 kG).
Moreover, the hybrid orientation of the nematic layer
governs the droplet distribution. The droplets, in turn,
introduce additional distortions in the director distribu-
tion and, thus, change this orientation and their own
distribution. It is precisely this mutual interaction that
can explain the long times of establishing the crystal
structure for a system of droplets in a nematic layer.

The external magnetic field alters the director distri-
bution in the NLC layer, thereby changing the ordering
of glycerol droplets. First, the azimuthal degeneracy of
director orientation is removed. As a result, the influ-
ence of the distortions produced by the droplets is sup-
pressed by the orienting effect of the magnetic field.
Second, the NLC molecules themselves are partially
reoriented along the magnetic field to establish a new
equilibrium director distribution with the preferred ori-
entation along the magnetic field. Thus, the effect of a
magnetic field amounts to changing the global director
orientation and, eventually, to changing the effective
interaction between the droplets. Figure 1b shows the
new droplet distribution obtained after applying a mag-
netic field to the hexagonally ordered structure. It
should be noted that the droplets tend to form linear
chains aligned with the magnetic field, with a fixed
spacing both between the chains and between the drop-
lets in the chain. The droplet size in this experiment was
7 µm, and the thickness of the liquid-crystal layer was
60 µm.

The behavior of macroinclusions in a mesophase
placed in an external magnetic field is a rather compli-
cated theoretical problem. This is primarily due to the
fact that a macroinclusion generates large-scale defor-
mations around it, causing its effective interaction with
another analogous inclusion. The inhomogeneous
director distribution around the inclusion is also modi-
JETP LETTERS      Vol. 75      No. 7      2002
fied upon applying the external magnetic field, result-
ing in a change of the effective interaction. The effec-
tive interaction itself depends on the equilibrium direc-
tor distribution in the liquid crystal and changes with
changing director orientation [18–20]. This problem
was solved in [20], where the magnetic-field depen-
dence of effective interaction was determined for the
cylindrical inclusions. However, if the magnetic field
strength is sufficient for changing the global equilib-
rium director distribution, the effective interaction will
be determined only by the orientations and arrange-
ment of macroinclusions relative to the new director
distribution.

Although this problem has not been solved analyti-
cally as yet, one can qualitatively form a reasonable
physical picture of how a collective of glycerol droplets
behaves in a hybrid cell in the presence of an external
magnetic field. It is known [21, 22] that the global
director orientation in a hybrid cell shows nonthreshold
behavior in the magnetic field and changes continu-
ously (in some cases nonmonotonically) with changing
the field. Considering that the magnetic correlation

length is ξ = /H, one has ξ ≈ 1.5 µm for the
experimental K ~ 10–11H, ∆χ ~ 10–7, and H ~ 1.6 ×
106 Oe, so that one can state that, at distances where the
glycerol droplets are concentrated, the director orienta-
tion changes appreciably in the magnetic field. This
induces a change in the orientation of the spindle-
shaped director distribution around an individual drop-
let and causes the new equilibrium boojum positions at
its surface. Since, generally, all symmetry elements of
director distribution around the droplet are broken, the

K /∆χ
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effective pair interaction involves all terms of the mul-
tipolar expansion [23, 24]

(1)

describing the dependence on the mutual orientation of
the director and the vector r = r – r' between the mac-
roinclusions. The first term corresponds to the Cou-
lomb-type attraction with charge Q ~ sin2ψ, where ψ is
the angle of mutual deviation of boojums from the glo-
bal director orientation. This term appears only if all
symmetry elements in the director distribution around
the inclusion are broken. The next terms in the general
Eq. (1) correspond to the well-known [8, 18] dipole–
dipole and quadrupolar interactions caused by chang-
ing the overall director distribution. In [18, 23], the
explicit expressions are presented for all coefficients as
functions of the geometric characteristics of the macro-
inclusion shape and the director cohesive energy. For
the spindle-shaped region of director deformation
around the macroinclusion [13, 18], the dipolar interac-
tion can be attractive in the plane perpendicular to the
director. In the absence of an external magnetic field
and in the Q = 0 approximation, one arrives at a result
similar to that used for explaining the formation of the
hexagonal crystal structure in a system of glycerol
droplets introduced into an NLC with hybrid boundary
conditions [13]. As we have already established, the
external magnetic field alters the equilibrium orienta-
tion of the director and forces it to align with the field
and, thereby, assists in the appearance of the Coulomb-
type attraction [23, 25] and changes the magnitude of
both quadrupolar and dipolar interactions. In the pres-
ence of a magnetic field, the influence of (n · r) along
the field is enhanced and the anisotropy of the dipolar
and quadrupolar interactions comes into play [24].
Denoting (n · r) ≡ α = cosθ, where θ is the angle
between the director and the applied field, one can rep-
resent the approximate effective pair interaction in the
field direction as

(2)

This expression has a minimum at

(3)

W ρ( ) –
Q2

ρ
------ β2

ρ5
----- 3 n r⋅( )2 ρ2–( )±=

+
γ2

ρ9
----- 8 n r⋅( )424 n r⋅( )2 n r×( )2 3 n r×( )4+( ),

W ρ( ) = –
Q2

ρ
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ρ3
----- 3α2 1–( ) γ2

ρ5
----- 3 30α2– 35α4+( ).+±

ρc
2 3β2 3α2 1–( )

2Q2
--------------------------------–=

× 1 1
5
9
---4γ2Q2

β4
--------------- 3 30α2– 35α4+( )

1 3α2–( )
--------------------------------------------+±

 
 
 

.

For γ2Q2/β4 ! 1, this gives the previous result

(4)

If α ~ H2, then the new equilibrium value in the field
direction decreases following the law ρ = ρ0(1 – kH2),
in accordance with the experiment. It is quite possible
that the Coulomb-type attraction can appear in the
absence of an external field and play a decisive role in
the formation of the hexagonal structure. However, we
have no direct experimental evidence of this. Physi-
cally, the behavior of the structure in a magnetic field
can be imagined as follows. The initial two-dimen-
sional structure is formed by the attractive and repul-
sive forces acting via the deformed elastic field of the
director. The lattice elastic moduli change anisotropi-
cally in the magnetic field. This picture fits in well with
the explanation given in [26] for the mutual transforma-
tions of two-dimensional structures; the only difference
is in the nature of the internal interaction in the system.
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We present the results of low-temperature transport measurements on chains of superconductor–normal con-
striction–superconductor (SNS) junctions fabricated on the basis of superconducting PtSi film. A comparative
study of the properties of the chains, consisting of 3 and 20 SNS junctions in series, and single SNS junctions
reveals essential distinctions in the behavior of the current–voltage characteristics of the systems: (i) a gradual
decrease of the effective suppression voltage for the excess conductivity observed at zero bias as the quantity
of the SNS junctions increases; (ii) a rich fine structure on the dependences dV/dI–V at dc bias voltages higher
than the superconducting gap and corresponding to some multiples of 2∆/e. A model explaining this above-
energy-gap structure based on the energy relaxation of electrons via Cooper-pair-breaking in the superconduct-
ing island connecting normal metal electrodes is proposed. © 2002 MAIK “Nauka/Interperiodica”.

PACS numbers: 73.23.-b; 74.80.Fp; 74.50.+r
1 In the past few years, the mesoscopic systems con-
sisting of a normal metal (N) or heavily doped semicon-
ductor in contact with a superconductor (S) have
attracted increased interest mainly because of the rich-
ness of the involved quantum effects [1]. The key mech-
anism governing the carrier transport through the NS
contact is the Andreev reflection [2]. In this process, an
electronlike excitation with an energy e smaller than the
superconducting gap ∆ moving from the normal metal
to the NS interface is retro-reflected as a holelike exci-
tation, while a Cooper pair is transmitted into the super-
conductor. This phenomenon is the basis of the proxim-
ity effect, which generally implies the influence of a
superconductor on the properties of a normal metal
when being in electrical contact. The consequences of
an Andreev reflection on the current–voltage character-
istics (CVC) of a NS junction are studied in detail in the
so-called BTK theory [3], which describes the subgap
current transport in terms of ballistic propagation of
quasiclassical electrons through the normal metal
region, accompanied by Andreev and normal reflec-
tions from the NS interface. The probability of Andreev
and normal reflections are energy-dependent quantities
and the relation between them depends on the barrier
strength at the NS interface, which is characterized by
a parameter Z ranging from 0 for a perfect metallic con-
tact to ∞ for a low-transparency tunnel barrier. For a
perfect contact (Z = 0), the probability of an Andreev
reflection is equal to unity for particles with an energy
e smaller than the superconducting gap ∆, and the sub-
gap conductance is found to be twice the normal state

1 This article was submitted by the authors in English.
0021-3640/02/7507- $22.00 © 20326
conductance, thus demonstrating the double charge
transfer. In the other limit, when Z  ∞, the conduc-
tivity is very small.

When a normal metal is placed between two super-
conducting electrodes, another mechanism is involved
in charge transfer—multiple Andreev reflection process
(MAR). The concept of MAR was first introduced by
Klapwijk, Blonder, and Tinkham [4] in order to explain
the subharmonic energy-gap structure observed as dips
in the differential resistance dV/dI of SNS junctions at
the voltages Vn = 2∆/ne (n = 1, 2, 3, ...). In all systems,
diffusive as well as ballistic, the MAR mechanism
relies on the quasiparticles being able to add up energy
gained from multiple passages. This energy gain results
in strong quasiparticle nonequilibrium. Calculations of
the CVC, within the approach developed in [3], and
taking into account the MAR process was performed in
[5] (OTBK theory). It was shown that the MAR process
results not only in a subharmonic energy gap structure
(SGS) at voltages Vn = 2∆/ne but affects the general
form of CVC at all voltages as well. Although BTK the-
ory does not intend to describe diffusion transport in a
normal metal region, a suitable value, Z ~ 0.55, of the
barrier strength gives results very close to those
obtained by the Green’s function method for microcon-
striction in the dirty limit [6]. Experimentally, in some
cases BTK theory was successful in providing a
method to extract the junction reflection coefficients
based on experimental CVC [7, 8].

At present, a large variety of SNS junctions (most of
them are diffusive) are being fabricated and studied [7–
14]. The investigations of these junctions focus prima-
002 MAIK “Nauka/Interperiodica”
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rily on the nonlinear behavior of the current–voltage
characteristics, which exhibit an anomalous resistance
dip at zero bias [zero bias anomaly (ZBA)], the SGS,
etc. These experiments have revealed a number of
peculiar properties of diffusive SNS junctions, the
explanation of which is beyond the ballistic BTK and
OTBK theories. Nowadays, the properties of diffusive
SNS junctions are considered to be determined not only
by the parameters of the NS interface, but nonlocal
coherent effects as well, namely, (i) the superposition of
multiple coherent scattering at the NS interfaces in the
presence of disorder (so-called reflectionless tunneling
[15]) and (ii) electron–electron interaction in the nor-
mal part. The latter is one of the important points of a
recently developed “circuit theory” when applied to
diffusive superconducting hybrid systems [16]. Within
this approach, which is based on the use of nonequilib-
rium Green’s functions, the electron–electron interac-
tion induces a weak pair potential in the normal metal.
It results not only in a change of the resistance, but also
in a nontrivial distribution of the electrostatic and
chemical potentials in the structure, which implies non-
local resistivity. Following the spirit of Nazarov’s cir-
cuit theory, Bezuglyi et al. [17] have developed a con-
sistent theory of carrier transport in long diffusive SNS
junctions with arbitrary transparency of NS interfaces.
Although much work, both theoretical and experimen-
tal, has been done on single SNS junctions, it is a chal-
lenge to fabricate and carry out comparative measure-
ments on multiply connected SNS systems. In this
paper, we present the results of low-temperature trans-
port measurements on chains of SNS junctions and on
single SNS junctions and perform a comparative analy-
sis of their properties.

The design of our samples is based on the fabrica-
tion technique of SNS junctions, which we recently
proposed and realized for the preparation of single SNS
junctions and two-dimensional arrays of SNS junctions
[13, 14]. The main idea employed in those experiments
was to use superconductive and normal regions made of
the same material. The point is the suppression of
superconductivity in the submicron constrictions made
in an ultrathin polycrystalline PtSi superconducting
film by means of electron beam lithography and subse-
quent plasma etching. Here, we use the same fabrica-
tion technique to prepare chains of SNS junctions.

The original PtSi film (thickness 6 nm) was formed
on a Si substrate. The film was characterized using Hall
bridges 50 µm wide and 100 µm long. The film had a
critical temperature Tc = 0.56 K. The resistance per
square was 104 Ω. The carrier density obtained from
Hall measurements was 7 × 1022 cm–3, which corre-
sponds to a mean free path l = 1.2 nm and a diffusion
constant D = 6 cm2/s, estimated using the simple free-
electron model.

A single SNS junction is a constriction between two
holes made in the film and placed in the Hall bridge.
The hole diameters are 1.7 µm and the distance
JETP LETTERS      Vol. 75      No. 7      2002
between centres of holes is 2.1 µm, resulting in a width
of the narrowest part of the constriction of 0.4 µm. A
scanning electron micrograph and a schematic view of
the sample are presented in Figs. 1a and 1b. The chains
of SNS junctions are a series of constrictions connected
by the islands of the film (Figs. 1c, 1d). They are
designed to provide the possibility of comparative
study. The dimensions of constrictions are identical
with those of the single SNS junction, and the charac-
teristic size of the islands of the film is ~1.3 µm. As the
constrictions are not superconducting, we have a chain
of SNS junctions (Fig. 1e).

100 µm

Si substrate

1.7 µm
0.4 µm

Superconducting
film PtSiconstriction

50
 µ

m

1 µm

10 µm

(‡) (b)

(c)

(d) (e)

I I

1.7 µm

2.1 µm

Fig. 1. (a) Scanning electron micrograph of the sample with
a single constriction formed by electron-beam lithography
and subsequent plasma etching of the 6-nm PtSi film grown
on a Si substrate. (b) Schematic view of a junction (not to
scale) showing the layout of the constriction in the Hall
bridge. (c) Scanning electron micrograph of the sample
with 20 constrictions. (d) SEM subimage of the sample rep-
resented in (c). (e) The layout of a chain of SNS junctions
showing the dimensions of the structure. Regions of the nor-
mal metal constrictions are dark, and the superconducting
islands are light gray.
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Fig. 2. Differential resistance vs. dc bias voltage for sam-
ples: (1D-1) with single constriction, (1D-3) with three con-
strictions in series, and (1D-20) with twenty constrictions in
series. T = 100 mK. Differential resistance and dc bias volt-
age are divided by 3 and 20 for samples 1D-3 and 1D-20,
respectively.
The measurements were carried out with the use of
a phase-sensitive detection technique at a frequency of
10 Hz, which allowed us to measure the differential
resistance (dV/dI) as a function of the dc current (I).
The ac current was equal to 1–10 nA. Figure 2 shows
typical dependences of dV/dI–V for the samples with
single constriction (1D-1) and chains consisting of 3
(sample 1D-3) and 20 (sample 1D-20) SNS junctions in
series. On the abscissa, the value of the voltage
obtained by numerical integration of the experimental
dependences dV/dI–I and divided afterward by the
number of SNS junctions is plotted. The measured dif-
ferential resistance is also divided by the number of
SNS junctions (by 3 for structure 1D-3 and by 20 for
structure 1D-20). Thus, for the chains, the data pre-
sented in Fig. 2 are average dependences of the differ-
ential resistance on the dc bias voltage per SNS junc-
tion. As is seen, at a high voltage for chains, the average
resistances of an SNS unit of chains obtained in such a
way are close to each other and to the value dV/dI of the
structure with a single SNS junction. A common fea-
ture for all structures studied is a minimum of the dif-
ferential resistance at zero bias voltage. It points to the
Fig. 3. (a) Temperature evolution of the differential resistance of the sample 1D-20 as a function of the average bias voltage dropping
at one SNS junction. All traces except the lowest trace are shifted up for clarity. (b) The same for the sample 1D-3. The differential
resistance reveals symmetrical minima at voltages exceeding 2∆. The arrows indicate the above-energy-gap structure (AGS), cor-
responding to integer multiples of the 2∆. The temperature dependence of the AGS at eV = m × 2∆ divided by m for both samples
is depicted in (c) by symbols and compared to the BCS temperature dependence of the gap (solid line).
JETP LETTERS      Vol. 75      No. 7      2002
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high transparency of NS interfaces in these samples.
The data for a single SNS junction (1D-1) exhibit a
behavior very similar to that reported in our previous
work [13]. In [17], the differential resistance of a long
diffusive SNS junction with perfect NS interfaces at
zero voltage was estimated by the following expres-
sion:

(1)

where ξN =  is the decay length for the pair
amplitude, L is the length of the normal metal region,
and RN is its resistance at T > Tc. Equation (1) is
obtained on the condition that the inelastic length le

exceeds the junction length L. The energy relaxation is

described by the time  = πe2/(8"EF). This is the time
it takes for a “hot” quasiparticle with energy e much
larger than temperature T to thermalize with all other
electrons. For the excitation energy e = 2∆ (∆/e ~

270 µV), we obtain le =  ~ 4.6 µm. The magni-
tude of le significantly exceeds the characteristic length
of the constriction. As RN we take the difference
between the resistance of the whole structure with con-
striction and the resistance of the original film without
constriction measured between the same probes at T >
Tc. This gives RN ~ 530 Ω. Assuming L ~ 1 µm, we find
from Eq. (1) at T = 100 mK the differential resistance at
zero bias dV/dI(0) ~ 0.8RN = 420 Ω. As is seen in Fig. 2,
this value is a close fit to the measured dV/dI(0) for the
sample with single constriction 1D-1. A clear-cut dis-
tinction between dependences dV/dI–V of the single
SNS junction and the chains consists in the nonmono-
tonic behavior of dV/dI–V characteristics of the latter.
The differential resistance of the chains has a minimum
at zero bias voltage and shows a maximum at a finite
bias voltage of about 250 µV for the sample 1D-3 and
30 µV for 1D-20. The second feature is the gradual
decrease of the effective suppression voltage for the
excess conductivity observed at zero bias as the quan-
tity of the SNS junctions increases. The same behav-
ior—nonmonotonic dV/dI–V characteristics and the
decrease of the effective suppression voltage for the
excess conductivity in comparison with that in single
SNS junctions—was observed in two-dimensional
arrays of SNS junctions [14].

The most unexpected result obtained for chains of
SNS junctions is the presence of a fine and fully sym-
metric structure in the form of dips in the differential
resistance at high biases (Fig. 3a, 3b). The positions of
these dips approximately correspond to multiples of 4,
6, and 12 of the superconducting gap. As is seen in
Fig. 3c, the temperature dependence of the positions of
these dips actually reflects the dependence ∆(T). To our
knowledge, the results presented in this paper represent
the first investigation of chains of SNS junctions and
the first observation of such an above-energy-gap struc-
ture (AGS). To offer an explanation of the AGS, let us

dV /dI 0( ) RN 1 2.64ξN/L–( ),=

"D/2πkT

τe
1–

Dτe
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consider a current driven in the normal region at high
voltages. As the inelastic length is larger than the nor-
mal metal region, at finite voltage, a quasiparticle pass-
ing through N1 between two superconductors S1 and S2
(Figs. 4b, 4d) results in a nonequilibrium energy distri-
bution of quasiparticles. We begin by addressing this
problem using the ballistic OTBK theory [5]. In this
approach, the quasiparticles are divided into two sub-
populations which depend on their direction of motion
f→(E) and f←(E), with all energies measured with
respect to the local chemical potential. The current
through the junction is

(2)

In Figs. 4a and 4c, we have plotted f→(E), f←(E), and
[f→(E) – f←(E)], assuming a parameter Z = 0.55. The
voltage across the junction equals 4∆/e and 6∆/e in
Fig. 4a and Fig. 4c, respectively. The function [f→(E) –
f←(E)] is depicted in the region N1 in Figs. 4b and 4d,
with the energy scale being plotted vertically. These

I f → E( ) f ← E( )–[ ] E.d

∞–

+∞

∫∝

Fig. 4. Nonequilibrium distributions in normal region for
SNS junction with Z = 0.55: (a, b) at eV = 4∆; (c, d) at eV =
6∆ and T = 0. In (b) and (d) the function [f→(E) – f←(E)] is
depicted in the region N1. The energy scale is plotted verti-
cally.
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calculations clearly show that the nonequilibrium dis-
tributions are sharply peaked at the four gap edges.
What happens to quasiparticles injected into the super-
conducting electrode S2 and which has an energy more
than 2∆ measured with respect to the gap edge of S2?
It  can decay under spontaneous phonon emission into
states of lower energy [18]. Phonons emitted in the pro-
cess of energy relaxation of injected quasiparticles can
be reabsorbed via Cooper-pair breaking. Depending on
the volume of finite states, the probability of this pro-
cess is a nonmonotonic function of the primary energy
of injected quasiparticles. It takes the peak values at the
energies multipled by 2∆ for the density of quasiparti-
cle states to have a singularity at the gap edge. As a
result, one quasiparticle injected into S2 with an energy
higher than the gap edge by m × 2∆ can cause up to 1 +
2m quasiparticles injected into N2 (Figs. 4b, 4d) and
consequently an decrease of the differential resistance.
The realization of this scenario requires the length of
energy relaxation to be comparable to the dimensions
of the superconductor. This is actually fulfilled in the
SNS systems studied. The proposed mechanism sup-
poses a system consisting of two SNS junctions in
series to be sufficient in order to observe the AGS.

In summary, we have performed the first compara-
tive study of the properties of chains and single SNS
junctions. Our experiments reveal essential distinctions
in the behavior of the current–voltage characteristics of
these systems. A detailed quantitative analysis needs to
take into account the contributions of nonlocal coherent
transport and the effect of quasiparticle injection in
both the superconducting and normal regions of chains
of the SNS junctions.
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It is found that samples of manganites La0.9Sr0.1MnO3 (single crystal), Eu0.7A0.3MnO3 (A = Ca, Sr; ceramics),
and La0.1Pr0.6Ca0.3MnO3 and La0.84Sr0.16MnO3 (thin epitaxial films) that are either field-cooled (in a magnetic
field) or zero-field-cooled differ in low-temperature magnetization, and the hysteresis loop of field-cooled sam-
ples exhibits a displacement. This displacement signifies that a ferro–antiferromagnetic state occurs in these
samples. The exchange integral J ~ 10–6 eV is calculated from this displacement, which describes the exchange
Mn–O–Mn coupling through the interface ferromagnetic droplet–antiferromagnetic matrix. The magnetoresis-
tance and volume magnetostriction of La1 – xSrxMnO3 single crystals exhibit similar dependences on x, temper-
ature, and the magnetic field in the vicinity of the Curie point, which points to the fact that these dependences
are due to the same reason, namely, the occurrence of a magnetic two-phase ferro–antiferromagnetic state
caused by strong s–d exchange. © 2002 MAIK “Nauka/Interperiodica”.

PACS numbers: 72.20.My; 75.50.Pp; 75.80.+q
Interest in manganites is primarily due to colossal
magnetoresistance (CMR), which has been observed in
some compositions at room temperatures. This allows
the use of manganites in various sensor devices. At
present, various viewpoints exist concerning the physi-
cal processes that lead to CMR in manganites. The mat-
ter is that the pattern in manganites becomes more com-
plicated as compared to conventional magnetic semi-
conductors (EuO, EuS, EuSe, EuTe, CdCr2Se4, and
CdCr2S4), in which giant magnetoresistance is
explained with the use of special magnetic impurity
states, i.e., ferrons [1]. This complication in manganites
is due to the presence of the Jahn–Teller effect, which
favors the localization of charge carriers, and the rela-
tive softness of the crystal lattice, because of which a
change of the crystal lattice type was observed in a
number of compositions under the action of a magnetic
field, pressure, and temperature. Therefore, different
explanations of CMR in manganites have been
advanced, and these are associated with the melting of
charge ordering, the transition from Zener double
exchange to polaron conduction, etc. These explana-
tions were described in reviews [1–5] and in references
therein. However, it should be emphasized that CMR
and, especially, its peak are observed in the vicinity of
the Curie point TC and result in suppressing the resis-
tance peak in the vicinity of TC. These facts cannot be
explained using the hypotheses mentioned above.

At present, an increasing number of researchers
associate CMR in manganites with the existence of a
magnetic two-phase ferro–antiferromagnetic state in
0021-3640/02/7507- $22.00 © 20331
these materials such that charge carriers are contained
in the ferromagnetic (FM) part. It can be insulating (an
FM droplet in the antiferromagnetic (AFM) matrix)
and conducting at a higher level of doping (an FM con-
ducting matrix in which insulating AFM microdomains
are located). However, the cause of the magnetic two-
phase state (MTPS) is interpreted differently by differ-
ent researchers: as a strong s–d exchange in the works
by Nagaev [1, 2], Dagotto et al. [3], Yanase and Kasuya
[6], etc., and as a strong electron–phonon interaction in
the works by Gor’kov [4], De Teresa et al. [7], etc. The
latter interpretation is supported by the great isotopic
effect found in a small number of compositions. Our
studies corroborate the first point of view: we found a
giant shift of ~0.4 eV in the absorption edge in the
La0.9Sr0.1MnO3 composition due to FM ordering [8].
The occurrence of a red shift in the absorption edge
reflects, in this case, a shift exactly in the valence band
top and indicates that the energy of mobile holes
decreases with an increasing degree of FM order. At a
moderately high concentration of impurities, it
becomes energetically profitable to localize holes in the
vicinity of impurities and thus maintain FM ordering.
In addition to the gain in the energy of s–d exchange,
the localization of holes near impurities is favored by
the Coulomb attraction to acceptors. Yanase and
Kasuya showed [6] that the lattice constant inside the
FM droplets are reduced, because the new charge dis-
tribution leads to a decrease in energy in the droplets
through an increase in the overlap of charge clouds
002 MAIK “Nauka/Interperiodica”
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between the central impurity ion and its nearest neigh-
bors (magnetic ions).

This paper reports experimental evidence for MTPS
in the following manganite compositions:
La1 − xSrxMnO3 (x = 0.1, 0.15, and 0.3) single crystals,
Eu1 – xAxMnO3 (A = Ca, Sr; x = 0.3) ceramics, and
La0.84Sr0.16MnO3 and La0.1Pr0.6Ca0.3MnO3 epitaxial thin
films. Single crystals were grown by A.M. Balbashov
using crucibleless floating-zone melting, and the
ceramics were obtained by Ya.M. Mukovskiœ using con-
ventional ceramic technology. Epitaxial thin films were
prepared by O.Yu. Gorbenko and A.R. Kaul’ using the
MOCVD technique. All the samples were single-phase
according to x-ray diffraction data.

The magnetization and paramagnetic susceptibility
of bulk samples were measured using a vibrating-coil
magnetometer and a Weiss balance with electromag-
netic compensation, respectively. The magnetization of
thin films was obtained using a SQUID magnetometer.
The electric resistance of all samples was measured by
the four-point probe method. Magnetostriction and
thermal expansion were measured using strain gauges.

For a La0.9Sr0.1MnO3 single crystal, Eu0.7A0.3MnO3
(A = Ca, Sr), and La0.1Pr0.6Ca3MnO3 and
La0.84Sr0.16MnO3 thin films, we observed a difference
between the magnetizations M of a field-cooled sample
cooled in a field H ((FC) sample) and without a field
(zero-field-cooled (ZFC) sample) and a displacement
of the low-temperature hysteresis loop of the FC sam-
ple with respect to the H axis, which is shown in
Figs. 1 and 2. It was also found that the remanent mag-
netization of a FC sample is higher than the remanent
magnetization of a ZFC sample. A similar displacement

Fig. 1. (1) Temperature dependence of magnetization in a
magnetic field of 0.6 kOe obtained under various cooling
conditions for a La0.1Pr0.6Ca0.3MnO3 thin film on a
(001)SrTiO3 substrate. The ZFC curve: the film was cooled
from room temperature to 5K in the absence of field; the FC
curve: the film was cooled from room temperature to 5 K in
a magnetic field of 0.6 kOe.
of the hysteresis loop was observed in [9] in partially
oxidized cobalt and was associated with exchange
interaction between FM Co particles and AFM shells of
CoO coating these particles. This phenomenon was
given the name “exchange anisotropy.”

The displaced hysteresis loops observed in this work
unambiguously point to the existence of a ferro–antifer-
romagnetic magnetic two-phase state in the
La1 − xSrxMnO3 system with exchange interaction
between the FM and AFM parts of the crystal. The
exchange anisotropy constant Ku was calculated for all
the samples listed above from the displacement of the
hysteresis loop

(1)

where Ku is the exchange anisotropy constant and Ms is
the saturation magnetization. It was found that the
exchange anisotropy constant is on the order 104

erg/cm3. The exchange integral J describing one Mn–
O–Mn bond through the FM droplet–AFM matrix
interface can be calculated from the Ku value if the con-
centration of FM droplets and their surface area are
known. Unfortunately, these data are unavailable at
present. Nevertheless, the value of J can be estimated if
some simplifying assumptions are made as follows: the
compositions under study have the ideal cubic perovs-
kite structure, whose unit cell contains one formula unit
with lattice constants a = b = c = 3.88 Å (Fig. 3); a FM
droplet consists of eight unit cells with one impurity
Sr(Ca) ion at the center (see Fig. 3); to ensure that the
FM droplets do not overlap, their total volume should
not exceed 25% of the sample volume under the condi-

∆H
Ku

Ms

------,=

Fig. 2. Hysteresis loops for a La0.1Pr0.6Ca0.3MnO3 thin film
on a (001)SrTiO3 substrate at 5 K obtained under various
cooling conditions. The ZFC curve: the film was cooled
from room temperature to 5K in the absence of field; the FC
curve: the film was cooled from room temperature to 5 K in
a magnetic field of 4 kOe. Inset: the hysteresis loop for a
La0.9Sr0.1MnO3 single crystal at 5 K obtained after cooling
from room temperature to 5K in a magnetic field of 20 kOe.
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tion that the droplets are uniformly distributed in the
sample. Then, 1 cm3 of a sample contains 8 × 1021 FM
droplets, and an exchange coupling energy of ~10–5 eV
corresponds to one droplet. Eight manganese ions in a
FM droplet have 24 exchange bonds through oxygen
ions with manganese ions of the AFM matrix. However,
it should be taken into account that the AFM part of a
sample has a layered AFM structure and, therefore,
only half of the bonds are reoriented at the FM droplet–
AFM matrix interface. Therefore, |J | ~ 10–6 eV is two
orders of magnitude smaller than the value of the nega-
tive exchange integral between the FM layers in
LaMnO3 |J2 | = 5.8 × 10–4 eV obtained from neutron
scattering experiments [10]. This means that the occur-
rence of a layer with oblique spins at the interface men-
tioned above is highly improbable.

The temperature dependence of the resistivity ρ(T)
for the compositions listed above, except
La0.7Sr0.3MnO3, is of the semiconductor type with a
maximum in the ρ(T) curve and CMR in the vicinity of
TC (our measurements and the data from [11–13]). It is
evident that these compositions represent AFM
LaMnO3, La0.15Pr0.85MnO3, and EuMnO3 semiconduc-
tors doped with Sr2+ or Ca2+ ions. It may be suggested
that an insulating MTPS occurs in these materials: FM
droplets surrounding acceptor ions are arranged in the
insulating AFM matrix. CMR in this case is explained
by an increase in the radii of FM droplets in the mag-
netic field, which facilitates hole tunneling among FM
droplets. In addition, the magnetic moments of FM
droplets are ordered by the external field, which also
facilitates tunneling. Finally, a magnetic field tends to
destroy FM droplets, increasing the energy of holes
inside the droplets and thus promoting their transition
to a delocalized state [2]. It is evident in Fig. 1 that the
M(T) curves for a ZFC sample exhibit a maximum at
T = Tf, whereas such a maximum is not observed for a
FC sample. As was indicated above, the remanent mag-
netization of a FC sample is higher than that for a ZFC
sample. The magnetic properties listed above are simi-
lar to the magnetic properties of cluster spin glasses.
Nevertheless, there are also significant distinctions.
Thus, the value of M in the case of spin glasses is inde-
pendent of T at T < Tf. In the case under consideration,
the magnetization of a FC sample increases with
decreasing temperature and at 4.2 K exceeds the value
of M for a ZFC sample by approximately an order of
magnitude. This fact can be explained by an increase in
the volume of the FM phase of the MTPS sample with
decreasing temperature.

Additional evidence for MTPS in manganites is in
the fact that the paramagnetic Curie point θ increases
with the doping level. It is known that θ is determined
by the sum of exchange interactions in the crystal. The
contribution of FM exchange from the FM droplets to
the total exchange in the crystal increases θ. Thus, the
Neel and paramagnetic Curie points TN and θ in
JETP LETTERS      Vol. 75      No. 7      2002
Eu1 − xAxMnO3 are equal, respectively, to 41 and
−100 K for the composition with x = 0; 52 and 110 K
for the composition with x = 0.3, A = Ca; and 65.5 and
175 K the composition with x = 0.3, A = Sr. Thus, as x
varies from 0 to 0.3, θ increases approximately three
times, whereas TN varies only slightly. In a crystal that
occurs in a conducting MTPS, TC is the Curie point of
the singly connected FM part of the crystal. At the same
time, the contribution of AFM exchange from AFM
microdomains to the total exchange of the crystal
decreases θ; therefore, TC must exceed the paramag-
netic Curie point. Thus, we obtained TC = 371 K and
θ = 364 K for a conducting La0.7Sr0.3MnO3 crystal. The
relationship TC ≤ θ is commonly observed in samples
with FM ordering.

In this work, new experimental data are reported for
the La1 – xSrxMnO3 system which point to the existence
of a MTPS in this system caused by strong s–d
exchange. It should be noted that Zhao et al. [14] did
not find an isotope effect in the La1 – xSrxMnO3 system;
therefore, it is hardly probable that electron–phonon
interaction is the reason for the MTPS in this system.
Magnetostriction and thermal expansion ∆l/l were
measured in single crystal bulk samples with x = 0.1,
0.15, and 0.3. In the course of measurements, a strain
gauge was glued parallel to the c axis. The longitudinal
(λ||) and transverse (λ⊥ ) magnetostrictions were mea-
sured for a sample with x = 0.1 in magnetic fields H ≤
35 kOe, for a sample with x = 0.15 at H ≤ 120 kOe by
some of us in the laboratory of R. Ibarra at the Sara-
gossa University (Spain), and for a sample with x = 0.3
at H ≤ 10 kOe. Isotherms for the anisotropic magneto-
striction λt = λ|| – λ⊥  and the bulk magnetostriction ω =
λ|| + 2λ⊥  were constructed from experimental λ||(H) and
λ⊥ (H) curves. The anisotropic magnetostriction is pos-
itive for all the samples studied and smoothly decreases
to zero in the vicinity of TC, whereas the bulk magneto-
striction is negative and reaches a maximum in absolute
value in the vicinity of TC (Fig. 4). On heating above TC,
|ω| decreases rapidly. It is evident in Fig. 4 that the max-
imum value of |ω| strongly depends on x: the smaller x,
the larger |ω|. The ω(H) curves are not saturated up to
the highest fields of measurement (Fig. 5). Thus, it is
clear in the figure that the ω(H) curves for the compo-
sition with x = 0.15 are not saturated up to 120 kOe,
whereas magnetization isotherms are saturated for sam-

Fig. 3. Ideal cubic ABO3 perovskite structure.
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Fig. 4. Temperature dependence of the bulk magnetostric-
tion ω normalized to the temperature of the maximum in the
ω(T) curve for three single crystal samples of the
La1 − xSrxMnO3 system differing in composition.

Fig. 5. Bulk magnetostriction isotherms of a La0.85Sr0.15MnO3
single crystal in the vicinity of the Curie point.

Fig. 6. Temperature dependence of the thermal expansion
∆l/l for samples of single crystal La0.9Sr0.1MnO3 and
La0.7Sr0.3MnO3 single crystals.
ples of this system even in fields of 2–4 kOe [12, 13].
The temperature dependence of the thermal expansion
of the samples under study is shown in Fig. 6. It is evi-
dent that, at T ≤ TC, ∆l/l significantly exceeds the ther-
mal expansion which is linear in temperature, and
which is characteristic of diamagnetic and paramag-
netic systems. From a comparison of Figs. 4 and 6, it is
evident that the bulk magnetostriction represents the
suppression of this excessive contribution to the ther-
mal expansion by the magnetic field.

Many aspects of the behavior of CMR and the large
bulk magnetostriction are similar in the La1 – xSrxMnO3
system. The temperature dependence of ρ and ∆ρ/ρ on
this system was studied in [11–13]. Thus, the bulk mag-
netostriction in the vicinity of TC represents the sup-
pression of excessive thermal expansion by the mag-
netic field, whereas CMR resides in the suppression of
the maximum in the ρ(T) curve in the vicinity of TC.
The magnetoresistance and bulk magnetostriction iso-
therms in the vicinity of TC are not saturated up to the
highest fields of measurement, whereas saturation in
the magnetization curves has long been attained. The
maximum values of |ω| and ∆ρ/ρ, which are attained in
the vicinity of TC, decrease with increasing x. Similar
behavior of the ω and ∆ρ/ρ special features in the vicin-
ity of TC indicates fact that these are caused by the same
reason. These features can be explained by the exist-
ence of a MTPS caused by strong s–d exchange in the
indicated system. At TC, the FM ordering is thermally
destroyed only in the FM part of the magnetically two-
phase sample, so here the notion of the Curie point
becomes rather conventional. As was indicated above,
the lattice parameters are reduced in the FM droplets
[6]. That is why the excessive thermal expansion (as
compared to the expansion linear in T) of a sample is
observed in the vicinity of TC (Fig. 6). However, the
application of an external magnetic field at T ≥ TC

increases the degree of FM ordering more strongly in
the vicinity of impurities than that, on average, over the
crystal, because the action of the field is strengthened
by s–d exchange. That is, the magnetic field creates
both the MTPS destroyed by heating and the compres-
sion of the lattice inherent in its FM part. This explains
the sharp increase in the negative bulk magnetostriction
in the vicinity of TC. However, the process of creating a
MTPS by the field indicated above takes place only
within a limited temperature range slightly above TC.
Therefore, the |ω|(T) curves pass through a maximum
and rapidly decrease as the temperature further
increases. It is shown in [1, 2] that a maximum of ρ in
a material that occurs in an insulating MTPS is reached
at temperatures at which the FM droplets dissociate on
heating. This commonly occurs at T ≥ TN. An explana-
tion of CMR for this case was given above. In mangan-
ites with metallic-type conduction, that is, occurring in
a conducting MTPS, impurity-magnetic interaction can
affect the resistance by two mechanisms: the scattering
of charge carriers, which decrease their mobility, and
JETP LETTERS      Vol. 75      No. 7      2002
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the formation of band tail consisting of localized states.
In the vicinity of TC, the mobility of charge carriers
sharply decrease and they become partially localized in
the band tail. CMR is explained by the increase in the
mobility of charge carriers and an increase in their
number due to the delocalization of electrons from the
band tail indicated above under the action of the mag-
netic field. The increase in the radii of FM droplets in a
magnetic field apparently takes place up to very high
fields; that is why saturation is absent in the ω and ∆ρ/ρ
isotherms. It is known that giant magnetoresistance in
magnetic semiconductors is caused mainly by the
change in the concentration of charge carriers under the
action of a magnetic field [1, 2]. The concentration of
charge carriers in a crystal occurring in a conducting
MTPS increases with increasing magnetic field signifi-
cantly more slowly than in a crystal occurring in an
insulating MTPS; therefore, the magnitude of magne-
toresistance in the first case is smaller than in the sec-
ond. It is seen in Figs. 4 and 6 that the value of |ω| at the
minimum in the |ω|(T) curve and the excessive contri-
bution to the thermal expansion in the vicinity of TC for
the conducting composition with x = 0.3 are approxi-
mately an order of magnitude smaller than for the com-
position with x = 0.1, for which these values reach a
maximum. It is likely that the conclusion made in [6]
about the compression of the lattice inside the FM drop-
lets is also applicable to the singly connected FM part
of the crystal with x = 0.3, though this compression is
smaller in this case.
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The semiclassical theory of proximity effects predicts a gap Eg ~ "D/L2 in the excitation spectrum of a long
diffusive superconductor/normal-metal/superconductor (SNS) junction. Mesoscopic fluctuations lead to anom-
alously localized states in the normal part of the junction. As a result, a nonzero, yet exponentially small, density
of states (DOS) appears at energies below Eg. In the framework of the supermatrix nonlinear σ model, these
prelocalized states are due to the instanton configurations with broken supersymmetry. The exact result for the
DOS near the semiclassical threshold is found, provided the dimensionless conductance of the normal part GN
is large. The case of poorly transparent interfaces between the normal and superconductive regions is also con-
sidered. In this limit, the total number of subgap states may be large. © 2002 MAIK “Nauka/Interperiodica”.

PACS numbers: 73.21.-b; 74.50.+r; 74.80.Fp
1 1. Introduction. It has recently been shown within
several different although related contexts that the exci-
tation energy spectrum of superconducting–normal
(SN) chaotic hybrid structures [1, 2] and superconduc-
tors with magnetic impurities [3, 4] does not possess a
hard gap, as predicted by a number of papers [5–8]
using the semiclassical theory of superconductivity [9–
11]. With mesoscopic fluctuations taken into account,
the phenomenon of a soft gap appears: the density of
states is nonzero at all energies, but it decreases expo-
nentially rapidly below the semiclassical threshold Eg ~
"/τc, with τc being the characteristic dwell time in the N
region. In particular, for diffusive systems perfectly
connected to a superconductor, Eg has the order of the
Thouless energy ETh in the N region [5, 6].

The first result in this direction was obtained in [1],
where the subgap density of states (DOS) in a quantum
dot was studied by employing the universality hypoth-
esis and predictions [12] of the random-matrix theory
(RMT) [13]. Later on, the tail states in a superconductor
with magnetic impurities were analyzed in [3, 4] on the
basis of the supersymmetric nonlinear σ-model method
[14] extended to include superconducting paring [15].

A fully microscopic approach to the problem of the
subgap states in diffusive normal-metal/superconductor
(NS) systems was developed in [2] in the framework of
the supersymmetric σ model similar to that employed
in [3, 4]. Physically, the low-lying excitations in SN
structures are due to anomalously localized eigenstates
[16] in the N region. From the mathematical side, non-
zero DOS at E < Eg comes about when nontrivial field
configurations—instantons—are taken into account in
the σ-model functional integral. As shown in [2], at E ≈
Eg there are two different types of instantons, their

1 This article was submitted by the authors in English.
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actions being different by a factor of 2. The main con-
tribution to the exponentially small subgap DOS is
determined by the Gaussian integral near the least-
action instanton.

For a planar (quasi-1D) superconductor/normal-
metal/superconductor (SNS) junction with ideally
transparent SN interfaces, the DOS is given by (pro-

vided  ! ε ! 1)

(1)

where ε = (Eg – E)/Eg, GN = 4πνDLyLz/Lx @ 1 is the
dimensionless conductance (in units of e2/2π") of the
normal part connecting two superconductors, Eg =

3.12ETh, ETh = D/  is the Thouless energy, and δ =
(νV)–1 is mean level spacing. Here, Lx is the thickness
of the N region, which is assumed to be larger than the
superconducting coherence length. It is also assumed
that the lateral dimensions Ly, Lz are not much larger
than Lx (otherwise, the instanton solution acquires addi-
tional dimension(s), and the exponent 3/2 changes; cf.
[2] for detail). The corresponding mean-field (MF)
expression above the gap is [6]

(2)

Generally, the functional form of Eqs. (1), (2) is
retained, whereas the coefficients are geometry-depen-
dent and can be found from the solution of the standard
Usadel equation [11] for a specific sample geometry. In
any case, the total number of states with energies below
Eg is on the order of unity.

In this letter, we extend our previous results [2] in
two different directions. First, we derive exact expres-
sion for the DOS in the energy region |ε| ! 1 without

GN
–2/3

ρ〈 〉 0.97δ 1– GN
1/2– ε–1/4 –1.93GNε3/2[ ] ,exp=

Lx
2

ρ〈 〉 MF 3.72δ 1– ε .=
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the further use of the inequality ε @ . The obtained
result interpolates smoothly between the semiclassical
square-root edge (2) and the exponential tail (1). Sec-
ond, we consider the same SNS system allowing for
nonideal transparencies at the SN interfaces. The result
depends upon the relation between the dimensionless
interface conductance GT and normal conductance GN.

As long as GT ≥ , all qualitative features of the pre-
vious solution are retained but the value of the semi-
classical threshold Eg and numerical coefficients in
expressions like Eq. (1) become dependent upon the
value of t ≡ GT/GN. However, on further decrease of

interface transparency, GT ! , the DOS behavior
changes dramatically: in the semiclassical region E >
Eg it acquires the inverse-square-root singularity,
〈ρ〉 MF ~ (–ε)–1/2. At smallest |ε|, this singularity smooth-
ens out and crosses over to an exponentially decaying
tail of low-energy states. A distinctive feature of this
tail, as opposed to the situations discussed previously,
is that the total number of subgap states becomes large

and grows as  @ 1. We coined this situation
as “strong tail” and found exponential asymptotic
behavior of the DOS in the strong-tail region.

2. Outline of the method. We treat the problem
within the supersymmetric formalism. The derivation
of the σ-model functional-integral representation can
be found in [14, 15, 17]. The DOS is given by the inte-
gral over the supermatrix Q:

(3)

(4)

Q is an 8 × 8 matrix operating in Nambu, time-reversal
(TR), and Fermi–Bose (FB) spaces. The Pauli matrices
operating in the Nambu and TR spaces are denoted by
τi and σi. The matrix k is the third Pauli matrix in the FB
space; Λ = τzσz. Integration in Eq. (3) runs over the
manifold Q2 = 1 with the additional constraint

(5)

This manifold is parameterized by eight commuting
and eight anticommuting variables. It turns out, how-
ever, that only four commuting and four anticommuting
modes are relevant in the vicinity of the quasiclassical
gap, while contributions from all other modes to the
DOS cancel. The detailed discussion of this fact will be
published elsewhere [17]. The reduced parameteriza-

GN
2/3–

GN
1/4

GN
1/4

GT
–1/2 GN

1/8

ρ E r,( )〈 〉 ν
4
---Re str kΛQ r( )( )e

6 Q[ ]– $Q,∫=

6 Q[ ] πν
8

------ rstr D ∇ Q( )2
4iQ ΛE iτ x∆+( )+[ ] .d∫=

Q CQTCT , C τ x
iσy 0

0 σx 
 
 

FB

.–= =
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tion for the commuting part of Q in terms of the four
variables reads [2]

(6)

The commuting part of the action (with all Grass-
mann variables being zero) is simplified by introducing
new variables α = (θB + kB)/2, β = (θB – kB)/2. Then, the
action (4) for the normal part (∆ = 0) takes the form

(7)

(8)

Variation of this action yields identical Usadel equa-
tions for θF, α, and β:

(9)

with the condition θ = π/2 at the NS boundaries. Equa-
tion (9) generally possesses two different solutions
θ1, 2 = π/2 + iψ1, 2, which coincide (ψ1, 2(r) = ψ0(r))
exactly eight at the threshold energy Eg, and are close
to each other in the range we are interested in (|ε| ! 1).
Thus, there are possible saddle points for the action (7)
corresponding to two solutions of the Usadel equation
for each variable θF, α, β. Rotation over the angle χB ∈
[0, 2π) connects some of them and produces the whole
degenerate family of saddle points (see [2, 17] for
detail). In the following, we will need the function f0(r),
which is the normalized difference ψ2(r) – ψ1(r) at
E  Eg; it obeys the linear equation

(10)

3. Exact result for the transparent interface. For
energies close to Eg, we substitute θ = π/2 + iψ0 + igf0
into Eq. (8), expand it in powers of g and ε, and inte-
grate it over space using Eq. (10):

(11)

Here, we have introduced the constants cn =

. For the quasi-1D geometry,

c1 = 1.15 and c2 = 0.88. To describe the deviation of the
angles α, β, and θF from π/2 + iψ0, we introduce, anal-
ogously to g, the three parameters u, v, w, respectively.
Grassmann variables are introduced as Q =

Qc
BB σz kBcos τ z kB σx χBcos σy χBsin+( )sin+[ ]=

× τz θBcos σzτ x θBsin+[ ] ,

Qc
FF τ zσz θFcos τ x θF.sin+=

S θF α β, ,[ ] 2S0 θF[ ] S0 α[ ] S0 β[ ] ,––=

S0 θ[ ] πν
4

------ r D ∇θ( )2 4iE θcos+[ ] .d∫=

D∇ 2θ 2iE θsin+ 0,=

D∇ 2 f 0 2Eg ψ0 f 0sinh+ 0.=

S0 θ[ ] S0 π/2 iψ0+[ ] G̃ –ε̃g
g3

3
-----+ ,+=

G̃
πc2Eg

2δ
--------------, ε̃

2c1

c2
--------ε.= =

r/Vd( ) f 0
2n 1– ψ0cosh∫
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Λ , where Qc = Λ  is
specified in Eqs. (6) and

as it must satisfy the anti-self-conjugate condition Wa +

C CT = 0. Finally,

Expansion of the action in u, v, w and Grassmann
variables leads to

(12)

For calculating the DOS, we also need an expansion of
the preexponential factor in Eq. (3) as well as the Jaco-
bian J for the parameterization of the Q matrix:

By integrating over Grassmann variables and the cyclic
angle χB, performing a rescaling (u, v, w) 

(2 )−1/3(u, v, w), which excludes  from the inte-
grand, and changing the variables to l = (u + v )/2, m =

e
iWc/2–

e
iWa/2–

e
iWa/2

e
iWc/2

e
–iWc/2

e
iWc/2

Wa
0 Wa

FB

iτ xσx Wa
FB( )Tσyτ x 0 

 
 
 

,=

Wa
T

Wa
FB f 0

4
-----

0 ζ λ– ζ λ+ 0

–ζ λ+ 0 0 –ζ λ–

ξ η+ 0 0 ξ η–

0 –ξ η– –ξ η+ 0 
 
 
 
 
 

.=

6 G̃ ε̃ u v 2w–+( )
u3 v 3– 2w3–

3
--------------------------------–=

– ζξ u w+
4

------------- λη v w+
4

--------------– .

ν
4
--- rd str kΛQ( )∫

ic1

2δ
------ u v 2w+ +( ),–=

J
8iG̃

2

π
----------- u v– .=

G̃ G̃

Fig. 1. Possible contours for integration over w and l. The
proper choice is C1 for w and C3 for l.
(u – v )2/2, we arrive at the following expression for the
integral DOS:

(13)

where we introduced the notation e = (2 )2/3 .

At this stage, we have to choose the contours of inte-
gration over w and l. The usual convergence require-
ments for the nonexpanded action (7) force the contour
for w (l) to go along the imaginary (real) axis at large
values of w (l). However, since the main contribution to
the DOS comes from Eq. (13) determined by small w
and l, these contours should be properly deformed to
achieve convergence of Eq. (13). The integral (13) con-
verges if the contour for l runs to infinity in the dark
regions in Fig. 1, and otherwise for w. Therefore, we
should choose the contour C1 for w (see Fig. 1),
whereas for l there are two possibilities: C2 and C3. The
correct choice is dictated by the positivity of the DOS,
which implies the contour C3 for l. Integration in
Eq. (13) is straightforward although rather cumber-
some and leads to the final expression for the DOS:

(14)

where Ai(e) is the Airy function. Asymptotic behavior
of the calculated DOS at e @ 1 coincides with the result
(1) of the single-instanton approximation [2]; see
Fig. 2.

The functional dependence (14) coincides with the
RMT prediction for the spectrum edge in the orthogo-
nal ensemble [12]. It is not surprising, because the ran-
dom-matrix theory is known to be equivalent to the 0D
σ model [14]. In our case, the problem became effec-
tively 0D after we had fixed the coordinate dependence
f0(r) for the parameters of Q near Eg.

Breaking the time-reversal symmetry drives the sys-
tem to the unitary universality class. The corresponding
RMT result [12] can be obtained from Eq. (14) by drop-
ping the last integral term. This result can easily be
derived by the σ-model analysis in the following way.
A strong magnetic field imposes an additional con-
straint on the Q matrix. As a result, the mode associated
with the variable m acquires a mass; so, instead of inte-
grating over it we set m = 0. One of the Grassman
modes is also frozen out, giving the preexponent (w +

ρ〈 〉
c1 2G̃( ) 1/3–

4πδ
------------------------Re m l w w l+( )dd∫d

0

∞

∫=

× w2 2lw l2 m–+ +( ) –
w3

3
------ ew

l3

3
--- ml el–+ + + ,exp

G̃ ε̃

ρ〈 〉
2πc1

2G̃( )1/3δ
--------------------=

× –eAi2
e( ) Ai' e( )[ ] 2 Ai e( )

2
------------ yAi y( )d

∞–

e

∫+ + ,
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l)2 in the integral (13). Finally, the expression for DOS
coincides with Eq. (14) without the last term.

4. Finite transparency of the NS interface. We
now turn to the analysis of the subgap structure of a
quasi-1D SNS contact with finite conductance GT of the
NS boundary. The role of the interface is described by
the dimensionless parameter t = GT/GN. For t @ 1, the
interface is transparent and the result (14) applies. In
what follows, we will consider the case t ! 1. The
effect of finite transparency is described by the addi-
tional boundary term [14] in the action

(15)

where QL, R are the Q matrices at both sides of the inter-
face. Equation (15) is the first term in the expansion of
the general boundary action [4, 14, 18] in the small
transparency Γ ! 1 of the conductive channel and leads
to the Kupriyanov–Lukichev [19] boundary conditions.
In the diffusive regime (l ! Lx) at t ! 1, we have Γ ~
tl/Lx, which justifies the use of Eq. (15). The commut-
ing part of the action can still be written in the form (7)
with the additional term in S0:

(16)

In the limit t ! 1, the Usadel equation has almost
spatially homogeneous solutions, which allows the use
of the expansion ψ = A + B[1 – 4(x/Lx)2] for them. Sub-
stituting this ansatz into the action (16) and minimizing
over B, we obtain the action in terms of P = eA:

(17)

where s = E/ETh. Here, we keep only leading terms and
substitute t for all s, except for the first one. After vari-
ation, we find the cubic saddle-point equation for P:

(18)

The maximum of the RHS, achieved at P0 = (48/t)1/3,
determines the position of the mean-field gap: sg = t +
O(t 5/3) and, hence, Eg = GTδ/4π. Depending on the
deviation from the threshold, ε = (Eg – E)/Eg = (sg –
s)/sg, there are two regimes for Eq. (18).

Weak tail. If |ε| ! t2/3, the two solutions to Eq. (18)
are close to each other and can be sought in the form

6boundary
GT

16
------str QLQR( ),–=

S0 θ[ ]
πνLyLz

4
------------------ x D θ'( )2 4iE θcos+[ ]d

Lx/2–

Lx/2

∫=

–
GT

4
------ θ

Lx

2
----- 

  .sin

S0 P( )
GN

8
------- s t–( )P

2t
P
-----–

t2

24
------P2+ ,=

s
t
-- 1 2

P2
-----

t
12
------P.––=
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P = P0 + δP. Expanding the action in powers of δP,
we get

(19)

This equation closely resembles its counterpart (11) for
the transparent interface. As mentioned in [4], this form
of the expansion of the action in powers of small devi-
ations near the threshold solution inevitably leads to the
instanton action scaling as ε3/2. In fact, there is full
equivalence [17] between the DOS for the transparent
NS interface given by Eq. (14) and the DOS in the limit
|ε| ! t2/3 ! 1. The latter can be obtained from the
former by redefinition of the constants c1, 2. For a 1D
planar contact, they appear to be c1 = P0/2, c2 = 6/P0,
Eg/ETh = t.

In particular, above the threshold, at ε < 0, one
encounters the mean-field square-root singularity

(20)

The instanton action becomes 6 = S0(P1) – S0(P2) =
(2/3)61/6GNt1/3ε3/2, and the single-instanton asymptotic
form of the DOS tail reads

(21)

Strong tail. In the opposite limit, t2/3 ! |ε| ! 1, the
difference between the two solutions to Eq. (18) is large
but expansion (17) is still valid (gradients of ψ1, 2 are
small, provided ε ! 1). The roots P1, 2 can be found by
neglecting either the second or the third term in

Eq. (18): P1 = , P2 = 12ε/t, with P2 @ P1. Above

S0 P( ) S0 P0( )
GT

8
------ –εδP

2

P0
4

----- δP( )3+ .+=

ρ〈 〉 MF
4
δ
---61/6

t2/3
-------- ε .=

ρ〈 〉 1
δ
--- π61/6

2GNt5/3 ε
-------------------------

2
3
---61/6GNt1/3ε3/2– 

  .exp=

2/ε

Fig. 2. (Solid line) Exact dependence (14) of the DOS on
the dimensionless energy e, (dotted line) single-instantion
approximation (1), and (dashed line) semiclassical result (2)
for the DOS. 
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the threshold, this gives the inverse-square-root singu-
larity in the semiclassical DOS:

(22)

Below Eg, one obtains for the instanton action 6 =
−S0(P2) = (3/4)GNε2, which determines the one-instan-
ton asymptotics of the subgap DOS. The preexponent
can be calculated by generalizing the method of [2].
Introducing the deviation parameter q according to α =

π/2 + ilogP2 + iq/  and expanding the action in pow-
ers of q and the corresponding Grassmann pair ζξ , we
obtain for the action and the preexponential factor in
Eq. (3)

The measure of integration is $Q =

2 (2ε)3/4dqdζdξ. Inserting these into Eq. (3), we
finally obtain

(23)

5. Discussion. We have considered the integral den-
sity of states in a coherent diffusive SNS junction with
an arbitrary transparency of the SN interface. For the
ideal interface (GT @ GN), we managed to go beyond
the single-instanton analysis [2] and derived the exact
result (14), which is valid as long as |E – Eg | ! Eg. This
expression uniquely describes the semiclassical square-
root DOS (2) above the Thouless gap Eg, the far subgap

tail (1), and the crossover region ε ~  between the
two asymptotic expressions. The functional form of this
result coincides with the prediction of the RMT.

As the SN interface becomes less transparent, GT !

GN, the situation changes. At GT @ , these changes

ρ〈 〉 MF = 2νRe r θcosd∫  = 
1
δ
---Im P P 1––( ) = 

1
δ
--- 2

ε
-----.

2

6
3
8
---GNε2 2 q2– qζξ

2 2
----------+ ,=

ν
4
--- rd str kΛQ( )∫ 3iε

tδ
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2
-------– .–=

3/t
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δ
--- π

GNt3
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2
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3
4
---GNε2– 

  .exp=
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2/3–

GN
1/4

References to the asymptotic formulas for the DOS above
(ε < 0) and below (ε > 0) the gap, and the width |ε|fluct of the
fluctuation region for the regimes of the transparent interface
(t  @ 1), weak (|ε| ! t2/3 ! 1) and strong (t2/3 ! |ε| ! 1) tails

ε < 0 ε > 0 |ε|fluct

t @ 1 (2) (1)

|ε| ! t2/3 ! 1 (20) (21) t–2/9

t2/3 ! |ε| ! 1 (22) (23)

GN
–2/3

GN
–2/3

GN
–1/2
are only quantitative: the position of the quasiclassical
gap is shifted to Eg = (GT /GN)ETh, but the DOS both
above [Eq. (20)] and below [Eq. (21)] the gap has the
same dependence on the deviation ε from Eg, with the
coefficients becoming dependent on GT. In this limit,
the very far part of the tail [at ε @ (GT /GN)2/3] exhibits
a different ε dependence (23), but the corresponding
DOS is exponentially small. Therefore, in the limit

GT @ , the total number of subgap states is on the
order of 1 and independent of GT. We refer to this case
as weak tail.

As the interface becomes less transparent, the region
of applicability of the weak tail shrinks and finally dis-

appears at GT ~ . For even lower GT ! , the
difference between the case of the transparent interface
becomes qualitative: the DOS above Eg acquires an
inverse square-root dependence (22), while the subgap
DOS follows Eq. (23). In this regime, the total number

of subgap states is proportional to  @ 1 and
grows with decreasing GT, in contrast to all previous
cases where this number is on the order of 1. This indi-

cates that at GT ~  the universality class of the prob-

lem changes. At GT ! , it is no longer equivalent to
the spectral edge of the Wigner–Dyson random-matrix
ensembles.

The asymptotic results for the DOS above and
below the gap, as well as the width of the fluctuation
region near Eg, are summarized in the table for the three
regions considered.
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In situ Study of the Mechanism of Formation
of Pressure-Densified SiO2 Glasses
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The volume of glassy a-SiO2 upon compression to 9 GPa was measured in situ at high temperatures up to 730 K
and at both pressure buildup and release. It was established that the residual densification of a-SiO2 glass after
high-pressure treatment was due to the irreversible transformation accompanied by a small change in volume
directly under pressure. The bulk modulus of the new amorphous modification was appreciably higher (80%
more than its original value), giving rise to residual densification as high as 18% under normal conditions. It
was shown that the transformation pressure shifted to a lower pressure of about 4 GPa with a rise in temperature.
A conclusion was drawn about the existence of at least two pressure-induced phase transitions accompanied by
structure rearrangement in a-SiO2. A nonequilibrium phase diagram is suggested for glassy SiO2. It  accounts
for all the presently available experimental data and is confirmed by the existing modeling data. © 2002
MAIK “Nauka/Interperiodica”.

PACS numbers: 62.50.+p; 64.70.Pf
1. The pressure- and temperature-induced structural
phase transitions in crystals have been well explored
both experimentally and theoretically. At the same
time, the nature and specific features of transformations
in amorphous solids and glasses call for further investi-
gation [1–3]. The studies of pressure-induced transfor-
mations in classical glasses such as a-SiO2 are, perhaps,
of special interest [4–12]. In spite of considerable
experimental and theoretical efforts, the problem of
describing pressure-induced a-SiO2 transformations
has not been adequately resolved so far [1–21]. The rea-
sons for this are caused not only by the fundamental
problems associated with the description of phase tran-
sitions in disordered media [2] but also by the rather
complicated phase diagram of crystalline silica [4, 22,
23], for which the well-known low-pressure SiO2
phases are stable: α- and β-quartz modifications, cristo-
balite, and tridymite; at higher pressures P > 3 GPa, the
coesite phase becomes stable and, starting at 10 GPa
and up to ~50 GPa, stishovite becomes a stable silica
phase. In all low-pressure phases, silicon atoms have a
tetrahedral environment (Z = 4) formed by divalent
oxygen atoms, but coesite is a denser phase because the
SiO4 tetrahedra in it are packed more densely topologi-
cally [4]. In ever denser stishovite (rutile structure), the
silicon atoms are positioned in an octahedral environ-
ment (Z = 6) and oxygen is trivalent [4].

There still remains much to be understood about the
nature of the residual densification, which persists in
the compressed glassy silica a-SiO2 after pressure
release and arises as a gradual process under pressures
of 8–10 GPa at room temperature [4–7, 9, 15] and even
0021-3640/02/7507- $22.00 © 20342
under pressures of 2–3 GPa at high temperatures of
700–1100 K [6]. At normal conditions, the maximal
residual densification in glassy SiO2 attains the value
∆ρ/ρ = (16–20)% [4–7, 10, 24, 25] after treating with a
pressure of 16–18 GPa at room temperature, 7–8 GPa
in the temperature range 800–900 K, and, correspond-
ingly, 4–5 GPa at T ~ 1000 K [4–7, 10, 24–26]. The
elastic moduli and optical characteristics of densified
SiO2 glasses are markedly different from the moduli of
the original glasses [4–7, 9, 27]. It is worth noting that,
at normal conditions, the densified glasses are also
characterized mainly by the tetrahedral environment
composed of the oxygen atoms with virtually
unchanged bond lengths and a slightly smaller average
Si–O–Si angle [10, 24, 28]. At normal pressure and
over a wide temperature range from 700 to 1200 K, the
densified glass relaxes, with low activation energies, to
its original density [6, 29].

In recent years, studies of the structure [11] and the
Raman and Brillouin spectra [7–9, 12] of a-SiO2, as
well as the results of computer simulation [16–21],
have shown that in the pressure range 12–40 GPa at
room temperature a-SiO2 undergoes transformation
with a change of the short-range order and a gradual
increase in the average silicon nearest neighbor coordi-
nation number from ≈4 to ≈6. This transformation is, to
a large extent, reversible, so that the Si coordination
number practically regains its original value of ≈4 after
pressure release [10, 16–21, 24, 28].

To date, it has been unclear whether the transforma-
tion accompanied by the short-range rearrangement
from the tetrahedral to octahedral coordination is rele-
002 MAIK “Nauka/Interperiodica”
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vant to the residual glass densification after pressure
release. It has also remained unknown to what extent
the processes leading to glass densification at high pres-
sures P > 10 GPa at room temperature and at pressures
P ≈ 4–6 GPa at high temperatures are common in
nature. Note that in situ volume measurements have not
been carried out so far for a-SiO2 under pressure and
under conditions providing for irreversible glass densi-
fication. It has only recently been established by in situ
measurements that, at the beginning stage of irrevers-
ible a-SiO2 densification at room temperature (P ≈
9 GPa), the volume relaxation obeys the logarithmic
law [15]. While this paper was being prepared for pub-
lication, paper [26] was issued, in which the in situ vol-
ume measurements with heating at P = 3.6 GPa were
reported for a-SiO2 and in which a considerable volume
anomaly was observed in a rather narrow temperature
interval T ≈ 880–960 K.

In this work, the density of glassy silica a-SiO2 was
in situ measured at high pressures up to 9 GPa and tem-
peratures up to 730 K for both an increase and decrease
of pressure. The obtained experimental results and an
analysis of literature data made it possible to formulate
a conceptually new nonequilibrium phase diagram for
glassy SiO2.

2. The starting glassy silica samples were parallel-
epipeds (3 × 2 × 2 mm) made from a nonporous glass
with density ρ = 2.21 g/cm3. The sample volumes at
high pressure were measured by the strain gauge tech-
nique, which was originally developed in [30] for mea-
surements at room temperature. By the absolute accu-
racy of volume measurements, this method is compara-
ble to the X-ray technique (for crystals), while its
sensitivity is several orders higher. To perform high-
temperature measurements, the method [30] was sub-
stantially modified. The details will be published else-
where.

High pressure was produced using apparatus of the
toroid type [31] with an operating volume of ~1 cm3.
These apparatus provided hydrostatic conditions for
pressure measurements up to 10 GPa with fine pressure
control at high temperatures. A mixture of pentane with
petroleum ether (3 : 2) was used as a transmitting
medium, because it retained hydrostatic properties up
to approximately 6 GPa at room temperature. At higher
pressures, this mixture was used only at high tempera-
tures, correspondingly, in the region where it provided
hydrostatic conditions. The rates of varying pressure
and temperature were, respectively, 0.05 GPa/min and
0.3 K/s.

3. The curves for the relative change in volume of
the a-SiO2 samples under pressure are shown in Fig. 1a.
The discontinuities in the curves at pressures 1.8–
3.7 GPa correspond to the sample heating and cooling
steps. The room-temperature curves [15] are also pre-
sented for comparison. Starting at a certain moment
upon pressure buildup, the curves deviate from their
standard regular behavior corresponding to a linear
JETP LETTERS      Vol. 75      No. 7      2002
change in the bulk modulus. This is most clearly seen
from the softening of the bulk modulus (Figs. 1b, 1d),
whose pressure dependence is obtained by the numeri-
cal differentiation of the volume curves. The higher the
temperature, the earlier the compressibility anomaly is
observed, starting at pressures of ≈5.7 and 6.7 GPa at
temperatures of 475 and 545 K, respectively. The

Fig. 1. (a, c) Relative changes of a-SiO2 volume in the com-
pression and unloading cycles (the initial and final portions
were measured at room temperature) and (b, d) the corre-
sponding bulk moduli obtained by the numerical differenti-
ation of volume curves (for T = 475 K, the curves were dif-
ferentiated directly, and, for T = 545 K, the curves were
smoothed out before the differentiation because of the
enhanced noise level). The data corresponding to the a-SiO2
compression at room temperature are given for comparison.
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region of the volume anomaly for the amorphous SiO2
is shown in Fig. 2a on the enlarged scale. It is worth
noting that the magnitude of the volume anomaly at
high pressure is as low as ≈0.7 and 1.5% at 475 and
545 K, respectively.

As the pressure is reduced, the behavior of the
a-SiO2 volume becomes essentially irreversible,
because the glass compressibility in the new state
diminishes. As a result, a large residual densification
(~5 and ~12% in the experiments presented in Figs. 1a
and 1c, respectively) is observed under normal condi-
tions. Indeed, it follows from the data obtained in this
work that the bulk modulus of the glass in the new state
(Figs. 1b, 1d) exceeds, at the same pressure, the corre-
sponding value in its initial state by a factor of almost
1.5 even if the transformation is incomplete, which is in
compliance with the literature data [4, 7, 9, 12].

The thermobaric treatment of the a-SiO2 sample at a
high pressure of 8.6 GPa and a temperature of 870 K
(the highest possible temperature for the liquid used)
gave a sample with maximal (18%) residual densifica-
tion. This is the highest residual densification ever
observed in experiment [5, 6, 10, 24, 25], and, hence, it

Fig. 2. Enlarged fragments of the (a) pressure and (b) tem-
perature dependence of relative volume change in the
region of the anomaly associated with the irreversible den-
sification of a-SiO2. In the second case, the data were not
recalculated to the relative change, because the calibration
experiments were not carried out in the temperature range
below 730 K, but the magnitude of the anomaly and its
onset at ~600 K were determined rather reliably from our
data.
can be used for estimating the width of the transition to
the new densified glass state. The values B = 68.1 GPa
and G = 45.1 GPa obtained under normal conditions
for, respectively, the bulk and shear moduli in our pre-
cise ultrasonic measurements of the elastic properties
of glasses with the highest residual densification are
considerably larger than the respective values B = 38.6
GPa and G = 29.7 GPa in the initial glass.

The anomalous glass densification was also
observed on heating a-SiO2 at high pressures. Figure 2b
presents the envelope of four heating–cooling cycles at
a pressure of 5.7 GPa. By summing the results of all our
in situ measurements of the a-SiO2 volume, we suc-
ceeded in determining rather accurately the region cor-
responding to the structural transition to a denser
a-SiO2 modification in the phase diagram, including the
onset of this process and its more intense stage (Fig. 3).
The extrapolation of the data obtained in this work to
the high-temperature region (Fig. 3) suggests that, at
high temperatures near the crystallization temperature,
the structural densification of a- SiO2 occurs near 3–
4 GPa, in accordance with the data reported in recent
work [26]. The temperature interval of reverse transfor-
mation to a less dense glass was estimated using the
isochronous annealing of the prepared densified glasses
at normal pressure and found to be equal to 1000–
1100 K (for an annealing rate of 20 K/min).

4. The following fundamental conclusions can be
drawn from the obtained results.

First, the a-SiO2 transformation resulting in the
residual glass densification is accompanied, directly
under pressure, by a small (few percent) change in vol-
ume and is fully irreversible. Formally, much of the
residual glass densification at normal conditions is due
to a markedly lower compressibility of a-SiO2 after
transformation (Fig. 1). At atmospheric pressure, the
bulk modulus of the glass with maximal (18%) residual
densification is higher by 80% than in the initial glass.

Second, it has become clear that the processes of
irreversible a-SiO2 densification at pressures higher
than 9 GPa at room temperature, and at high tempera-
tures and lower pressures of 5–7 GPa, are due to the
same structural transformation.

Consequently, the transition observed in a-SiO2 at
room temperature in the pressure range 10–40 GPa
upon changing the silicon coordination number from
four to six is unrelated to irreversible residual glass
densification. Therefore, at least two pressure- and tem-
perature-smeared transformations accompanied by a
marked change in the structure and properties of a-
SiO2 should exist at pressures below 40 GPa (Fig. 4).
By analogy with the quartz–coesite phase transition,
the first transformation does not noticeably distort the
tetrahedral (for the Si atoms) short-range structure. It is
irreversible at room temperature and brings about the
residual densification. The second transformation
occurs at higher pressures. It is accompanied by a
JETP LETTERS      Vol. 75      No. 7      2002
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change in the silicon coordination from tetrahedral to
octahedral, by analogy with the coesite–stishovite
phase transition, and is reversible at room temperature.
The diagram for both a-SiO2 transformations, con-
structed using the experimental results of this work and
the literature data, is presented in Fig. 4a.

At room temperature, the pressures of both transfor-
mations overlap, whereas the reverse transitions are
well separated in pressure (Fig. 4). Previous conclu-
sions drawn about the possible interconnection
between the residual densification in a-SiO2 and its
high-pressure transformation with changing short-
range structure were based precisely on this fact.

The first transition from the “quartz” tetrahedral
glass to the densified tetrahedral glass is, evidently,
accompanied not only by a change in the packing of
SiO4 tetrahedra but also by a change in the topology of
tetrahedron connectivity. This scenario is confirmed by
modeling the compression of a purely tetrahedral glass
[16]. In accordance with our experimental data, the
pressure-induced topological changes in the medium-
range structure are not accompanied by a sizable
change in the degree of tetrahedron packing, but the
change of bonding between the tetrahedra leads to a
substantial change in compressibility. It is natural to
expect that, similar to coesite, a great number of four-
membered rings of mutually bonded SiO4 tetrahedra
appear in the densified tetrahedral glass, and the aver-

Fig. 3. The experimental points corresponding to the (e)
onset of elastic anomaly and the compression ratios of (s)
0.3 and (h) 0.5% allow the region (dashed lines) of irrevers-
ible a-SiO2 transformation into a denser glass to be the
determined in the pressure–temperature diagram. The point
at P = 3.6 GPa corresponds to the transition according to
[26].
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age Si–O–Si angle between the tetrahedra may serve as
the transition order parameter.

The second transformation to the octahedral
“stishovite” glass is accompanied by the rearrangement
of atomic packing in glass and, evidently, is due to
short-range tetrahedral instability. It is conceivable that
the angle of twisting SiO4 tetrahedra may serve as the
order parameter for this transformation [33].

Fig. 4. (a) Phase diagram for the transformations of glassy
SiO2 below the crystallization temperature Tcr (the curve is
constructed using the data from [6, 10, 25, 26, 32]). These
data are evidence for the two transitions: between the ordi-
nary and densified tetrahedral phases (the hatched regions
correspond to the direct and reverse transitions) and
between the densified tetrahedral and octahedral phases
(nonhatched regions). The regions of direct transitions are
bounded by the solid lines, and the regions of reverse tran-
sitions are bounded by the dot-and-dash lines. The bound-
aries of transition regions are drawn rather arbitrarily. The
arrows show the directions of the corresponding transitions.
(b) The thermodynamic phase diagram of SiO2 [22, 23] and
the hypothetical diagram of liquid SiO2 with two possible
first-order phase transitions in a supercooled liquid state and
two corresponding critical points (K1 and K2). The liquid–
liquid phase transitions correspond to the broadened
regions of structural rearrangement (between the states LI,
LII, and LIII) in the ordinary liquid and, below the temper-
ature Tcr, to the transitions between the amorphous states
labeled according to the diagram (a).
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The presence of two different transformations in
a-SiO2 allows for the explanation of practically all pres-
ently available experimental data concerning the
behavior of a compressed glassy silica [2–12] and, at
the same time, agrees well with the existing model cal-
culations [16–21]. If such is the case, all the existing
contradictions in the interpretation of the results of dif-
ferent works are removed. In particular, molecular
dynamic studies of compressed a-SiO2 have recently
been carried out in [19, 20]. In [19], the second revers-
ible transition to the octahedral glass was, in fact, ana-
lyzed, while a thermodynamic analysis of the transfor-
mation between the low- and high-density phases of the
tetrahedral glass at relatively low pressures was given
in [20].

The conclusion about two transformations in a-SiO2
(Fig. 4a) allows some other assumptions to be made
about the phase diagram of SiO2 (Fig. 4b). It is natural
to assume that two analogous transformations occur in
a SiO2 melt. This is indirectly confirmed by the data
reported in [34–37], where the first transition showed
up as a change in the degree of densification for glasses
prepared by quenching from a melt under pressure [34],
and the second transition was associated with a sub-
stantial rearrangement of the atomic short-range order
and caused the anomalous properties of the SiO2 melt
[35–37]. In turn, the assumption can be made that two
first-order phase transitions and the corresponding crit-
ical points may exist in a supercooled SiO2 liquid
(Fig. 4b).

Thus, at least two sequential pressure-induced trans-
formations with material volume and structural
changes occur in glassy silica. The first transformation
is accompanied by a change in the type of packing of
the SiO4 tetrahedra and is irreversible at room tempera-
ture, whereas the second transformation is accompa-
nied by a change of the silicon coordination from tetra-
hedral to octahedral and is reversible at room tempera-
ture. At low temperatures, the pressures of these
transformations overlap, whereas at high temperatures
they are, likely, separated. The presence of two transi-
tions in the amorphous and, correspondingly, liquid
state is a phenomenon which is, presumably, typical of
other substances in which a hierarchy of phase transi-
tions in the crystal state is accompanied by a change in
the topology of submolecular ordering followed by a
change in the short-range order and in the type of
atomic packing. For instance, the occurrence of the sec-
ond transition between the amorphous phases may be
expected for H2O at higher pressures and low tempera-
tures.
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A quantum Hall ferromagnet is considered at integer fillings ν, provided typical Coulomb interaction energy Ec is
large compared to the cyclotron energy ωH. Low-energy collective modes consist of a magnetoplasmon exciton
and a gapless spin exciton. All charged excitations have a gap. The activation energy gap for a pair of charged topo-
logical excitations—skyrmion and antiskyrmion—is small, i.e., ∆ < vωH. The electric charge of a skyrmion is the
multiple q = evQ, where Q is the integer topological charge. © 2002 MAIK “Nauka/Interperiodica”.

PACS numbers: 71.27.+a; 73.43.Cd.; 71.35.Lk
1 A commonly used theoretical approach for the 2D
electron quantum Hall state is to consider the limit of
extremely large cyclotron energy ωH compared to typi-
cal Coulomb interaction energy Ec, when electron wave
functions can be projected onto the states of several of
the lowest Landau levels [1–3]. The simplest case cor-
responds to a nondegenerate Fermi gas, with all states
within the lowest Landau levels being filled. In particu-
lar, one finds a ferromagnetic ordering due to the
exchange Coulomb interaction. In the limit rs =
Ec/ωH  0, it is possible to find the exact energies and
wave functions of electron and hole excitations, as well
as various collective excitations with charge and spin
distortions of the ground state [1–3]. This model also
features topological charged excitations—skyrmions—
that render the activation energy twofold lower then
that for an electron–hole pair excitation [4]. However,
in real experiments the condition of small rs is violated,
and for Si heterostructures and organic MOSFETs
based on molecular crystals this violation is quite
severe with rs ~ 10 [5, 6]. Newly developed AlAs het-
erostructures also fall in the class of strongly interact-
ing 2DEG. Some predictions of the standard theoretical
model are not consistent with experiments even in the
simplest case of integer filling ν. The most apparent
discrepancy concerns the activation gap for charged
excitations, which is found to be substantially smaller
than the predicted exchange Coulomb energy [6] and
linearly depends on the strength of the magnetic field.
In this letter, we consider the opposite case of the theo-
retical model, with the Coulomb interaction being large
compared to the cyclotron energy: rs = Ec/ωH @ 1. In
spite of computational difficulties, it is possible to make
some predictions concerning the lowest energy of vari-
ous collective excitations and charged topological exci-
tations (skyrmions) in this limit.

1 This article was submitted by the authors in English.
0021-3640/02/7507- $22.00 © 20348
Obviously, with a strong Coulomb interaction, the
ground state does not coincide with the Hartree–Fock
ground state, where electrons completely occupy sev-
eral of the lowest Landau levels (Ll). Actually, one has
to take into account virtual transitions to a number of
higher Ll’s and, therefore, the projection of the electron
wave function onto several of the lowest Ll states is
invalid. It is difficult to construct analytically the
ground-state wave function or to find corresponding
correlation functions. The ground state of an ideal elec-
tron gas with integer Ll fillings is nondegenerate and,
therefore, it is possible to use the perturbation theory in
powers of interaction and to assume, in the spirit of the
Landau Fermi liquid theory, that the exact summation
of perturbation series will preserve the ideal Fermi-gas
classification of one-particle excitations. There are
quasielectron and quasihole excitations with different
energies εe(s) and εh(s), where the index s counts the
discrete energy levels of charged quasi-particles in a
magnetic field. In [7], an excitation gap ∆eh =

 = 0.1 Ec was established numeri-

cally. These levels must be degenerate in the continuous
index p, which specifically depends on the gauge
because of the existence of magnetic translations com-
muting with the Hamiltonian but not commuting
between themselves. The one-particle Green’s function
matrix Gnn'(p, ω) is not diagonal in inter-Ll indices n
and n' but it is diagonal in the intra-Ll index p; ω is the
time Fourier frequency. We assume that the one-particle
Green’s function has simple poles at these energies:

(1)

min
ss'

εe s( ) εh s '( )–( )

G p s ω, ,( )
As

ω εe s( )– iδ–
-------------------------------,≈

G p s ω, ,( )
Bs

ω εh s( )– iδ+
--------------------------------.≈
002 MAIK “Nauka/Interperiodica”
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Here, the index s denotes quasiparticle eigenstates
diagonalizing the Green’s function Gnn'(p, ω) =

G(p, s, ω) , where φn(s) are the one-par-

ticle quasiexcitation wave functions.

It is possible to relate the position of chemical
potential µ, assumed to be inside the excitation gap ∆eh,
with the total density of electrons, in the same way as it
is done in the case of usual Fermi liquid theory taking
into account the phase and analytical properties of the
Green’s function [8, 9]. We consider a special topolog-
ical invariant constructed from the Matsubara Green’s
functions [10]:

(2)

The integrand is a logarithmic derivative of the one-par-
ticle Green’s function on the plane, with the two axis
being the Matsubara frequency ω = iω and the continu-
ous gauge index p. Gnn'(ω, p) is a matrix with inter-Ll
indices n and n', and the gradient is a vector in the p, ω
plane. If the contour C is drawn in a region p, ω free of
singularities in log(detG), then the integrand (2) is a
closed form and, therefore, gives a topological invariant
quantity not depending on the form of closed contour C
in this region. If there is no singularity inside the con-
tour C, then ν' = 0, otherwise it gives some integer num-
ber, because the complex matrix G is single-valued.
Assuming a Landau gauge, the variable p coincides
with the Y coordinate of the center of an electron orbit,
which is restricted to the area of the sample occupied by
2D electrons. The fermi liquid electron Green’s func-
tion (1) has no singularities or zeroes inside the sample,
and the only singularity of the integrand can be found
on a boundary at small ω due to the existence of edge
states. Therefore, integration over a macroscopically
large rectangular contour C with its sides parallel to the
p and ω axes (see figure with dashed region represent-
ing the 2DEG) gives some integer number that depend-
ing on the position of chemical potential and related to
the edge plasmon modes. In this case one can neglect
the contributions to (2) from the horizontal sides since
G is essentially 1/ω not depending on p deep inside the
2DEG due to the gauge invariance. The only nonzero
contribution comes from the vertical side of C inside
the 2DEG, because the integration over the other verti-
cal side outside the sample gives zero (no electrons in
any state). Thus, we get the integer

(3)

φn s( )
s∑ φn'* s( )

ν'
1

2πi
-------- Tr G p ω,( )—G 1– p ω,( )( ) l.d

C

∫=

ν Tr G p ω,( ) ω∂
∂

G 1– p ω,( ) 
  ωd

2πi
--------,

∞–

∞

∫=
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for any p inside the sample. Using the definition of the
density in terms of the Green’s function [8]

(4)

where δ  +0, and the definition of the self-energy

(5)

we rewrite the density in a convenient form:

(6)

Due to the existence of the Luttinger and Ward func-
tional [9], the variation of which reads

, (7)

we can eliminate the second term in the brackets as
being exactly zero. Summing Eq. (3) over all p, we get,
in accordance with Eq. (6), the total number of elec-
trons

(8)

assuming the periodic conditions along the y direction

p = n/2πLy, Lx > p > 0 and  = c"/eH. This gives a
standard expression for the electron density, ne =

ν/2π . Thus, we have shown that our Fermi liquid
assumptions for the electron Green’s function are valid
only for an electron density corresponding to the inte-
ger fillings.

N TrG p ω,( )eiωδ ωd
2πi
--------,

∞–

∞

∫
p

∑=

Gnn'
1– p ω,( ) ω nωH–( )δnn' Σnn' s p ω, ,( ),–=

N Tr G p ω,( ) ω∂
∂

G 1– p ω,( )

∞–

∞

∫
p

∑=

+ G p ω,( )
∂Σ p ω,( )

∂ω
--------------------- eiωδdω

2πi
--------.

δX TrΣ p s ω, ,( )δG p s ω, ,( )
ωd

2π
-------

∞–

∞

∫
p

∑=

N ν
p

∑ ν S

2πlH
2

-----------,= =

lH
2 lH

2

lH
2

Contour C of integration for the topological Green’s func-
tion invariant. The dashed area coincides with the 2DEG
sample. 
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It is possible to establish the properties of low-
energy collective excitations in the large rs limit. One of
these excitations is the magnetoplasmon mode, or Kohn
exciton, associated with the following operators in the
Landau gauge:

(9)

Here, j(r) is the current density operator in the second
quantized representation and Landau gauge

and

Operators Π±(q) raises/lowers the Ll index by unity,
whereas operators Π±(0) commute with the Coulomb
part of the Hamiltonian

(10)

where ρ(q) is the Fourier component of the density
operator ψ+(r)ψ(r). The commutator of Π+(0) with the
kinetic energy can easily be calculated and we get
HΠ+(0)|0〉  = (ωH + E0)Π+(0)|0〉 , where |0〉  is the ground-
state wave function, and E0 is the ground-state energy.
Thus, Π+|0〉  is also an eigenstate of the Hamiltonian—
a statement known as the celebrated Kohn theorem
[11]. It gives the lowest energy of the magnetoplasmon.
Similarly, we find Π–(0)|0〉  = (E0 – ωH)Π–(0)|0〉 . This is
compatible with the assumption that |0〉  is the ground
state only if Π−(0)|0〉  = 0. This property originates from
the ideal Fermi gas and survives switching on interac-
tion.

As the Kohn exciton is neutral it can be classified by
the momentum vector q, and the operator Π+(q) is
essentially the first term in the expansion of the true
exciton creation operator in powers of q. Finite
momentum gives rise to a dispersion of the Kohn exci-
ton ωex(q) = ωH + δωex(q). It is possible to find exactly
the main part of this dispersion for small q.

The derivation can be done in terms of density oper-
ator ρ(q, t) and current density operator j(q, t) in the
Heisenberg representation. There are two equations of
motion: the continuity equation for density

(11)

and the equation of motion for current

(12)

Π± q( )
1

2
------- e iqr± jy i jx±( ) r2 .d∫=

jx
1
2
--- ψ+ i–

x∂
∂

 
  ψ i

∂ψ+

∂x
---------ψ+

 
 
 

,=

jy
1
2
--- ψ+ i

y∂
∂

x+– 
  ψ i

y∂
∂

x–– 
  ψ+ ψ–

 
 
 

.=

Hc
1
2
--- V q( )ρ q( )ρ q–( )

q2d

2π( )2
-------------,∫=

∂ρ
∂t
------ iq j q( )⋅+ 0=

∂j
∂t
-----

e
mc
-------H j q( ) neqV q( )ρ q( ).+×=
Finding a “hydrodynamic” expression for the fre-
quency of magnetoplasmon at small q (qlH ! 1) is
straightforward:

(13)

One can check that the corresponding two-particle
Green’s function has a pole at frequency (13). At very
small q, we get δωex(q) = e2ν|q|/2. The hydrodynamic

Eqs. (11) and (12) are valid only at q ! , which
gives the Kohn exciton limiting energy bound: ωex(q) <

∆ex ≈ .

The other collective mode is the Goldstone spin
wave created by an operator

(14)

where σi are the Pauli matrices. These operators com-
mute with the total Hamiltonian at q = 0 in the
exchange approximation (neglecting spin–orbit and
Zeeman interaction terms). This fact is a consequence
of the global symmetry of the Hamiltonian with respect
to rotations in a spin space. Spin-wave excitations are
also neutral and, therefore, are classified by momentum
q. The dispersion curve is quadratic at small q, and for
small rs it was calculated in [2, 3] to be εsw(q) ≈ Ec(qlH)2.
However, in the opposite limit of large rs, the spin-wave
dispersion is εsw < ωH(qlH)2/2 at small q, as we show
below.

In a 2D ferromagnet, special topological textures of
the spin order parameter field, known as skyrmions,
with nontrivial mapping of the entire 2D plane onto the
unit sphere of spin directions are allowed [4]. In order
to find the energy of such topological excitations, it is
necessary to start from the microscopical quantum
Hamiltonian for electron spinors, because the phenom-
enological nonlinear sigma model and its parameters
must be derived. Our approach is the same as in [12],
where the case of small rs was considered. However,
that publication contains several faults and we repeat
briefly the main points here. To establish a procedure
for the construction of the electron wave function
describing a skyrmion and to calculate its energy, it is
useful to introduce a unitary matrix U(r), which rotates
the initially uniform spinor field χ↑(r) at every point of
the 2D plane. The Coulomb energy is invariant under
any nonuniform rotation ψ(r) = U(r)χ(r), because the
local density ρ(r) = ψ+(r)ψ(r) is obviously invariant.

ωex q( ) ωH
2 ne

m
----V q( )q2+ .=

ne

e2ne ne/m

S± q( ) e iqr+− ψα
+ r( )σαβ

± ψβ r( ) r2 ,d∫=

σ± σx iσy±( )/2,=
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Therefore, the total transformed Hamiltonian takes the
form

(15)

where the matrix field W(r) = –iU+—U = Wlσl can be
expanded in terms of the Pauli matrices σl. We consider
only the case of a large skyrmion core compared to the
magnetic length lH, i.e., only small gradients of U(r)
and small vector functions Wl. The main assumption is
that it is possible to use, as a leading assumption, per-
turbation theory in powers of W(r) starting from the fer-
romagnetic state. Matrix U depends on three Euler
angles, and it is topologically nontrivial only if there
exists some nonzero winding number for two of its
Euler angles. Using the frame with a spin direction at
large distances as the z axis, we can parametrize U as
three consecutive rotations:

where angles α and γ describe a rotation about the z
direction that has the same winding number in the 2D
plane, whereas the angle 0 ≤ β ≤ π describes a rotation
about some perpendicular direction taken to be y. The
condition of an identical winding number for α and γ is
related to the requirement for matrix U to be nonsingu-
lar over the whole 2D plane, which is essential to allow
for a perturbation theory in Ω. In this case,

We see that vectors Wl are well defined and smooth,
provided point singularities coincide with the points
where β(r) = π. At r  ∞, β(r)  0; therefore, U(r)
is uniquely defined over the entire 2D plane. The nons-
ingular part of angle α – γ is irrelevant, and we set it to
be zero. The topological integer invariant is given by

(16)

In this construction, U(r) is defined as an external clas-
sical matrix field in the electron Hamiltonian. A com-
plete quantum description of the matrix field U(r, t) or,
equivalently, the skyrmion wave function, is a difficult
problem. In quantum field theory, different topological
sectors are considered separately without transitions
between them [13]. We use this approach assuming that
a large skyrmion core makes these transitions improba-
ble. In Hamiltonian (15), Ωz and Ωl with l ≠ z describe

H
1

2m
------- χ+ r( ) i— A r( ) W r( )+ +–( )2χ r( ) r2d∫=

+
1
2
--- V r r'–( )χα

+ r( )χβ
+ r'( )χβ r( )χα r( ) r2d r'2 ,d∫

U α β γ, ,( ) Uz α( )Uy β( )Uz γ( ),=

Wz 1
2
--- 1 βcos+( )—α ,=

Wx 1
2
--- β α—αcossin α—βsin–( ),=

Wy 1
2
--- β α—αcossin α—βsin+( ).=

Q
1

2π
------ — Wz× r2 .d∫=
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different effects and can be treated separately up to the
second order of perturbation theory. This allows us to
cast the kinetic part of the Hamiltonian in terms of Ωl:

(17)

We see that Wz defines additional effective vector
potential and the corresponding effective magnetic
field, which has an opposite sign for the two spin states.
Up to the second order in Wz, we can consider only the
reference ferromagnetic spin-up configuration. Any
term in skyrmion the energy can be expanded in gauge
invariant terms; therefore, it depends only on ∇ ×  Wz

and its derivatives. The second term in the kinetic
energy can be rewritten in terms of exciton-like cre-
ation operators

(18)

where  = Ωy ± iΩx and

(19)

Kinetic term (18) can be expressed in terms of a com-
plicated spin-flip magnetoplasmon exciton—excitation
that combines both charge and spin and is created by an
operator

(20)

Operators Λ±(0) do not commute with the Coulomb
part of the Hamiltonian. Therefore, their dispersion is
determined by diagrams with large internal momenta
and cannot be found analytically even for small q. Even
in the limit rs  0, any excitation frequency must
depend on the kinetic part of the Hamiltonian, because
pure potential interaction leads to extreme degeneracy
of electron states with zero velocity. Therefore, the
energy of these spin-flip magnetoplasmon must include
the kinetic part of the Hamiltonian. The proper scale is
given by the energy of the Kohn exciton at large q ~

1/lH: ∆ex ~ .

H
1

2m
------- χ+ r( ) –i— A r( ) Wzσz+ +[ ] 2χ r( ) r2d∫=

+
1
m
---- χ+ r( )Wlσl –i— A+( )χ r( ) r2d∫

l z≠
∑

+
1

2m
------- χ+ r( )χ r( ) Wl( )2

d r.2

l z≠
∑

T
1

2m
-------=

× Ω+
l χ+ r( )σlπ

–χ r( ) Ω–
l r( )χ+σlπ

++{ }χ r( ) r2 ,d∫
l z≠
∑

Ω+−

π– ∂/∂x i∂/∂y– x,+=

π+ –∂/∂x i∂/∂y x.+–=

Λ± 0( ) ψα
+ r( )σαβ

± π±ψβ r( ) r2 .d∫=

e2ne ne/m
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In the first order of perturbation theory, there are
three terms in QHP energy. The first is

(21)

where 〈ρ(r)〉  is the ground-state average density, and the
other two terms are due to the change of the effective
magnetic field; i.e., the local change of cyclotron
energy

(22)

where χnp,  are creation operators for the n Ll state,
and the correction to the local exchange energy

(23)

where Eex(H) is the exchange energy density in a uni-
form ferromagnetic ground state.

The calculation of the skyrmion energy in the limit
of small rs was done in [12] up to the second order,
except for missing correction (23) to the exchange
energy. Adding this to the results of [12] in the ease of
ν = 1 for the 2D Coulomb interaction gives the skyr-
mion energy for small rs:

, (24)

which coincides with the earlier results of [14, 15].
The main new feature for the case of large rs appears

in the second-order perturbation term in T:

(25)

T is connected to spin-flip magnetoplasmon operators
(20) with small q (18), because the Fourier transform of
Ωl(r) contains only small q. Operator T acts on the
ground ferromagnetic state and, therefore, only the
term with σ+ that reverses the spin is essential. For the
second-order term, we get the estimate

(26)

Though this contribution is negative and, thus,
decreases the skyrmion energy, we can neglect it in the
limit of strong Coulomb interaction. We want to
emphasize here that in the opposite limit of small rs this
term gives an essential contribution to the total skyr-
mion energy.

δE1
1

2m
------- ρ r( )〈 〉 Wl( )2

r2 ,d∫
l z≠
∑=

δEH
1
m
---- n

1
2
---+ 

 
n p,
∑=

× — Wz 0〈 |χnp
+ r( )χnp r( ) 0| 〉ϕ np* r( )ϕnp r( )× r2 ,d∫

χnp
+

δEex
1
2
---

∂Eex

∂H
-----------∇ Wz r( )× r,2d∫–=

Esk
π
8
---

e2

lH

---- Q 2Q–( )=

δE2 0〈 |T 1
E0 H–
----------------T 0| 〉;=

δE2 –
ωH

2

∆ex

----------- ! ωH.≈
The spin structures of the skyrmion and antiskyr-
mion are identical except for the sign of the winding
number. Therefore, their additional Zeeman and direct
Coulomb energies are the same. In the activation
energy for the creation of a skyrmion–antiskyrmion
pair with opposite topological charges Q and –Q, all
terms proportional to — × Wz cancel:

(27)

The last equality in Eq. (27) holds for a special
Belavin–Polyakov ansatz for skyrmion matrix U(r) that
minimizes the energy of the QHF. Result (27) coincides
with the large rs extrapolation of the skyrmion energy to
the case of small rs at ν = 1 obtained in [16].

If we consider the nonuniform rotation U(r) with
vanishing winding number, we obtain a gradient energy
in the nonuniform ferromagnet:

(28)

where n = (sinβcosα, sinβsinα, cosβ) is the unit vec-
tor in the direction of local spin. This gradient energy
gives the spin-wave dispersion ωsp = ωHq2/2.

The local electron density is determined by the local
magnetic field:

, (29)

in accordance with our classification assumption that
the density coincides with that for an ideal Fermi gas.
Therefore, the electric charge of the skyrmion is

, (30)

and the activation energy per electron or hole charge is
given by ∆activ = ωH/2. This quantity is proportional to
the magnetic field and is small compared to the Cou-
lomb exchange energy Ec. This is qualitatively in accor-
dance with experimental data for the activation energy.
We do not discuss here the mobility of skyrmions,
which may qualitatively alter the mechanism behind
the experimentally observed activation energy.
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The existence of infinitely degenerate zero modes is proved for a quantum-mechanical two-dimensional
charged particle with spin 1/2 moving in the field of an infinite system of Aharonov–Bohm solenoids. The con-
dition for appearance of these modes is found and their explicit form is obtained. © 2002 MAIK “Nauka/Inter-
periodica”.

PACS numbers: 03.65.Ta; 73.40.-c
The nontrivial topological structure of the configu-
ration space is often responsible for the appearance of
zero modes (zero-energy bound states) in the energy
spectrum of a quantum-mechanical system. Quantum
fluctuations caused by the zero modes underlie interest-
ing effects in the quantum field theory [1], cosmic
string theory [2], and condensed matter physics (an
extensive bibliography can be found in [3]). For a
charged particle with spin 1/2 in a localized magnetic
field, zero modes were determined by Aharonov and
Casher in their familiar work [4]. The methods of that
work were extended by Dubrovin and Novikov to the
periodic magnetic fields with a regular vector potential,
and the explicit form was found for the zero-energy
Bloch magnetic states [5]. It is significant that the Aha-
ronov–Casher ansatz also applies to a finite system of
infinitely thin Aharonov–Bohm solenoids [6]. One can
easily show that no zero modes appear for a single sole-
noid, but they can appear, at certain fluxes, in a finite
system of such solenoids (this situation is analyzed in
detail in [7] for a finite number of finite-order pole sin-
gularities of the magnetic vector potential). It will be
shown below that an infinite system of Aharonov–
Bohm solenoids has (even if they are arranged periodi-
cally) the infinitely degenerate ground state E0 = 0 at
certain values of magnetic fluxes; the corresponding
magnetic field may have a uniform component. Clearly,
the system with a finite Aharonov–Bohm flux density is
the thermodynamic limit of the systems in bounded
regions with a given flux density. An example of the
system of this type is provided by a quasi-two-dimen-
sional system with columnar defects in a uniform mag-
netic field directed along the defect axis [8, 9].

The motion of a nonrelativistic charged particle
(charge e) with spin 1/2 in the (xy) plane in a magnetic
field B directed along the z axis is described by the Pauli
Hamiltonian

(1)H Π2 2eBsz,–=
0021-3640/02/7507- $22.00 © 20354
where Π = p – eA and A is the field vector potential;
i.e., B = ∂xAy – ∂yAx. In the two-dimensional case,
Hamiltonian (1) is separated into two scalar operators
H± corresponding to the replacement of the matrix sz in
Eq. (1) by its eigenvalues s = ±1/2. The magnetic field
B consists of the two components: B = B0 + BAB, where
the field B0 is uniform and BAB is the field of infinitely
thin Aharonov–Bohm solenoids passing through the
points of some discrete subset Λ in the plane R2. In this
case, the multiply connected region R2/Λ, in which the
Aharonov–Bohm field strength is zero, represents the
configuration space of the system. We will assume for
simplicity that each solenoid creates the same flux ΦAB

and denote the number of flux quanta in this flux by θAB:
θAB = ΦAB/Φ0, where Φ0 = hc/e. We also restrict our-
selves to the case where Λ is a lattice; experimentally,
such a situation occurs in the GaAs/AlGaAs hetero-
structures coated with a film of type-II superconductors
[10]. Nevertheless, we note that, after the appropriately
corrected formulations, some of the conclusions drawn
in this work are valid for a more general case. Below, θ0

denotes the number of flux quanta per a unit cell of the
lattice Λ in the field B0.

It is convenient to denote the points in the plane as
complex coordinates z = x + iy. The vector potential AAB

for BAB will be taken in the form AAB(z, z*) = (ImM(z),
ReM(z)), where M(z) is a meromorphic function having
only simple poles coinciding with Λ, with all residues
of M(z) being equal to ΦAB/2π. Indeed, one can easily
verify that the equality

is valid in this case. For B0, we use the vector potential
A0(z, z*) = (B/2)(Imz*, Rez*).

∂x Ay
AB ∂yAx

AB– ΦAB δ z λ–( )
λ Λ∈
∑=
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Since the potential AAB is singular if ΦAB ≠ 0, Eq. (1)
does not uniquely define the self-conjugate operator; to
correctly define the operator H, one should specify the
boundary conditions at the points of Λ [11]. We avoid
the cumbersome mathematics of the operator theory of
self-conjugate extensions and introduce, following [4],
the operators

(2)

The largest domain allowable by formal Eq. (2) will
be chosen as the domain $± of operator P±; namely, we
assume that $± consists of all functions f belonging to
the Hilbert space L2(R2), for which the generalized
function P± f defined in the domain R2\Λ also belongs
to L2(R2). Then, the self-conjugate operator

(3)

becomes correctly defined. Evidently, for smooth func-
tions, whose carrier does not contain any points from Λ,
the operator H± is defined by the right-hand side of
Eq. (1). Note that, for the vector potential without sin-
gular points, definition (3) coincides with the conven-
tional mathematical definition of the Schrödinger oper-
ator in the presence of a magnetic field [12].

Let us first consider the case B0 = 0. Let W(z) be an
entire function having only simple zeros whose set
coincides with Λ. Then, one can take M(z) =
ΦABW'(z)(2πW(z))–1, where the function W satisfies the
equation ∆ln |W(z)| = 2π(ΦAB)–1BAB(z, z*). The follow-
ing conclusion can thus be drawn.

The ground state ψ of the Hamiltonian H± has the form

(4)

where φ(z) is an arbitrary function holomorphic in the
domain C\Λ. Let us take for W(z) the modified Weier-
strass σ function  that was introduced by Perelo-
mov in [13]:  = exp(–νz2)σ(z). Here, σ(z) is the
Weierstrass σ function on the Λ lattice; ν =
i(4S)−1(η1  – η2 ), where ω1 and ω2 form the basis

of the Λ lattice; S = Im( ω2) is the unit-cell area; ηj =
(1/2)ζ(ωj/2); and ζ(z) = σ'(z)/σ(z) is the Weierstrass ζ
function. Note that ν = 0 for the quadratic or hexagonal
lattice Λ. Denote µ = π/2S; it was proved in [13] that the
function ρ(z, z*) = exp(–2Re(νz2) – µzz*)|σ(z)|2 is Λ-
periodic and, in addition,  ≤ Cexp(µ|z |2) with a
certain constant C. One can easily find that, at 0 < α <

1, the function of the form p(z), where p(z) is
an arbitrary polynomial, is integrable in the whole
plane C. Let the flux θAB be noninteger. Denote by N the
integral part of θAB. Substituting φ(z) = [ ]Np(z) in
Eq. (4), one obtains the square integrable function ψ.

P± Π x iΠ y.±=

H± P±*P±=

ψ x y,( ) W x iy+( ) θAB
+− φ x iy±( ),=

σ̃ z( )
σ̃ z( )

ω2
* ω1

*

ω1
*

σ̃ z( )

σ̃ z( ) 2α–

σ̃ z( )
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Therefore, the Hamiltonian H+ has the zero mode for
any noninteger flux θAB, and this mode is infinitely
degenerate. This conclusion is valid for H– as well. One
can show that, for an integer θAB, the operator H± is uni-
tarily equivalent (as in the case of a single Aharonov–
Bohm solenoid) to the free Hamiltonian H0 = –
("2/2m)∆ and, hence, has no zero modes. Indeed, H0 =
U*H±U, where U is a unitary operator of multiplication
by the function exp[±iθArg(W(z)|W(z)|–1)], which is
single-valued for an integer θ.

Let us now pass over to the general situation B0 ≠ 0.
First, we point out the following evident, though impor-
tant, fact. At B0 = 0, the operators H± transform into
each other upon changing the direction of the BAB field;
in the new situation, the signs of both B components
should be changed. Hence, the mutual symmetry of the
H± operators is absent at a fixed B0, surely, because the
spin direction is locked to the field B0. Next, without
loss of generality, we will take θ0 > 0. In this case, the
zero mode should take the form

(5)

where φ(z) is again a holomorphic function in the
domain C\Λ. As above, we take W(z) = . The oper-
ator H+ has the zero mode for any θAB. Indeed, all pre-
vious considerations hold true for a noninteger θAB. For
an integer θAB (θAB = N), we take φ(z) = [ ]Np(z) to
obtain the square integrable ψ function. Clearly, in this
case, the E0 = 0 level is infinitely degenerate. Interest-
ingly, the operator H+ has a bound eigenstate even if the
total flux equals zero, i.e., if θ0 + θAB = 0. For the oper-
ator H–, the function φ(z*) in Eq. (5) should be taken in
the form of the product of a modified Weierstrass func-

tion on the Λ* lattice with the basis ,  by an arbi-
trary polynomial of z*. One thus obtains the following
condition for the appearance of the zero mode for a
noninteger θAB: θ0 < 1 – {θAB}, where, as usual, the
symbol {x} denotes the fractional part of x.

Conclusions. In the absence of a uniform magnetic-
field component, the periodic system of Aharonov–
Bohm solenoids with a noninteger flux θAB localizes
(with an infinite degeneracy) the ground state E0 = 0,
irrespective of the direction of electron spin. Such
behavior of the spectrum is quite natural for a chaotic
or quasi-periodic arrangement of solenoids (Anderson
localization). As for the periodic flux system, this phe-
nomenon is analogous to the electron localization at the
Landau level in a periodic system of pointlike poten-
tials, which was considered numerically by Ando in
[14] and studied analytically in [15–17] (see also
review [18]). The ground state remains delocalized in
the case of integer flux.

ψ x y,( )
πθ0

2S
--------+− 

  W x iy+( ) θAB
+− φ x iy±( ),exp=

σ̃ z( )

σ̃ z( )

ω2
* ω1

*
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In the presence of a uniform magnetic field B0 (with
θ0 flux quanta per unit cell), an electron whose spin is
opposite to the B0 direction remains localized (also with
an infinite multiplicity) at the E0 = 0 level for any fluxes
created by the Aharonov–Bohm solenoids. If the elec-
tron spin is parallel to B0, the periodic system of Aha-
ronov–Bohm solenoids gives rise to an infinitely degen-
erate zero mode at a rather low B0. Evidently, the con-
dition θ0 < 1 – {θAB} (the flux θAB is noninteger) for the
appearance of zero modes is periodic in the flux θAB.

The explicit form of the corresponding modes is
given by Eq. (4) or (5).

We are grateful to V.A. Margulis for drawing our
attention to article [9]. This work was supported by the
Russian Foundation for Basic Research (project no. 01-
02-16564), the DFG (grant no. 436 RUS 113/572), and
INTAS (grant no. 00-257).
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Collapsing solutions to the nonlinear Schrödinger equation of critical dimension {σ = 1, D = 2} are analyzed
in the adiabatic approximation. A three-parameter set of solutions is obtained for the scale factor λ(t). It is
shown that the Talanov solution lies on the separatrix between the regions of collapse and convenient expansion.
A comparison with numerical solutions indicates that weakly collapsing solutions provide a good initial
approximation to the collapse problem. © 2002 MAIK “Nauka/Interperiodica”.
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The nonlinear Schrödinger equation

(1)

in the critical case (σ = 1, D = 2) has various solutions
collapsing within a finite time. One of them [exact solu-
tion to Eq. (1)] was found by Talanov [1]. The second
type of collapsing solutions was obtained by Zakharov
[2]. The universal behavior of the solutions of this type
is violated only near the collapse point for the appropri-
ately chosen initial data [3, 4] (see also [5, 6]). The
region of this violation is very narrow [7, 8]. In the crit-
ical case {σ = 1, D = 2}, the third type of solutions
(weak collapse) transforms to the second-type solution.

Below, we investigate the behavior of a collapsing
solution under the assumption that an adiabatic param-
eter exists. It will be shown that the measure of realiza-
tion of the Talanov-type solution is zero. Therefore, the
solutions of this type are not realized in a numerical
experiment with the initial general-position data.

The tail of a collapsing solution can never be univer-
sal. Only a function in the region where it is not too
small can be universal. We will demonstrate that the
numerical calculation in this region [9] is described
with high accuracy by a weakly collapsing solution
with a certain choice of free parameters.

1. Adiabatic approach to the collapse. Equation (1)
has the stationary solution  decreasing exponentially
at infinity:

(2)

i
∂ψ
∂t
------- ∆ψ ψ 2σψ+ + 0=

ψ̃

∆ψ̃ ψ̃ 2ψ̃+ E0 ψ̃; E0 0, ψ̃< ψ̃ r( ).= =
0021-3640/02/7507- $22.00 © 20357
If  is a solution to Eq. (2), the function

(3)

is also a solution to Eq. (1) for an arbitrary time-inde-
pendent λ value. This property of Eq. (1) enables us to
analyze Eq. (1) using the adiabatic theory (adiabaticity

parameter ) (see [3–5]). Our aim is to obtain an
equation for the parameter λ. In the leading approxima-
tion in the adiabaticity parameter, a third-order nonlin-
ear equation for the scale parameter λ will be derived.
Equation (1) is first-order in time t. Therefore, a solu-
tion is completely determined by specifying the func-
tion ψ at a fixed instant of time. This statement means
that a change in the initial state results in changing the
form of the collapsing solution. From this viewpoint,
the time dependence of the form (t0 – t)α is not universal
and depends on the parameters related to the initial
form of the function ψ. We will demonstrate that the
Talanov solution is a separatrix between the collapse
process and the regular development. As a result, the
effective measure for this solution is zero, and this solu-
tion cannot be obtained by numerical calculation. How-
ever, there is a region of initial data that give rise to the
compression of the state to a small nonzero size with
further expansion.

2. Equation for the scale parameter l. A solution
to Eq. (1) is sought in the form

(4)

ψ̂

ψ̂ 1
λ
---

i E0

λ2
---------- t t0–( ) 

  ψ̃ ρ/λ( ), ρexp r ,= =

λλ̇

ψ λ 1– ψ̃ ρ/λ( ) ψ1 ρ/λ t,( )+( ) i E0
t1d

λ2 t1( )
-------------

t

∫ 
 
 

,exp=
002 MAIK “Nauka/Interperiodica”



 

358

        

OVCHINNIKOV, SIGAL

                          
where λ ≡ λ(t) and the function  satisfies Eq. (2).
Below, we set

(5)

Substituting Eq. (4) for the function ψ into Eq. (1), we
obtain the exact equation

(6)

where

(7)

We use the adiabatic approximation and consider the

parameter  as a small quantity,

(8)

The first-order correction can easily be found. As a
result, we obtain the function ψ1 in the form

(9)

where β ≡ β(t) is an arbitrary function of time t of order

, φ is the real second-order correction, and ψ3 is the
third-order correction. The function φ can be found
from Eqs. (6) and (9):

(10)

where the operator  is determined by the expression

(11)

The operator

(12)

has zero mode :

Therefore, the right-hand side of the equation for ψ3

must be orthogonal to the function . This condition

ψ̃

x ρ/λ .=

1
x
---

x∂
∂

x
x∂

∂
 
  ψ1 ψ1

2 2ψ1 ψ1*+( ) E0 ψ1–+
 
 
 

+ iλ2∂ψ1

∂t
--------- iλλ̇ x

∂ψ1

∂x
--------- λψ̃ ψ1

2 2ψ1ψ1*+( )+–

– λ2ψ1
2ψ1* iλ̇ ψ̃– iλ̇ x

∂ψ̃
∂x
-------– 0,=

λ̇ ∂λ /∂t.=

λλ̇

λλ̇  ! 1.

ψ1 iψ̃ λ̇
4
---x2 β+ 

  φ iψ3,+ +=

λ̇

φ L̂
1– λ2ψ̃ λ̇̇

4
---x2 ∂β

∂t
------+ 

 




=

– λλ̇ x β∂ψ̃
∂x
------- xλ̇

2
------ψ̃ λ̇ x2

4
--------∂ψ̃

∂x
-------+ + 

  λ λ̇
4
---x2 β+ 

 
2

ψ̃3–




,

L̂

L̂
1
x
---

x∂
∂

x
x∂

∂
 
  3ψ̃2 E0 .–+=

L̂1
1
x
---

x∂
∂

x
x∂

∂
 
  ψ̃2 E0–+=

iψ̃

L̂1 uψ̃( ) 0.=

ψ̃

provides the following equation for the function λ(t):

(13)

To simplify this equation, we use the exact equations

(14)

Using Eqs. (10) and (14), we transform Eq. (13) for λ
to a comparatively simple form:

(15)

Equations (14) lead to important integral relationships.
The first of Eqs. (14) reduces to the equation

(16)

With allowance for the second of Eqs. (14), Eq. (16)
takes the form

(17)

The integration by parts on the left-hand side of
Eq. (17) gives the first relationship

(18)

xxψ̃ λ2∂φ
∂t
------ λλ̇ x

∂φ
∂x
------–





d

0

∞

∫

+ 2λψ̃2 λ̇
4
---x2 β+ 

  φ λ2ψ̃3 λ̇
4
---x2 β+ 

 
3





+ 0.=

L̂
x∂

∂
xψ̃( ) 

  2 E0 ψ̃,=

L̂ψ̃ 2ψ̃3
,=

L̂ x2ψ̃( ) 2x2ψ̃3
4

x∂
∂

xψ̃( ).+=

λ
2
---

t∂
∂ λ2β2( ) xx ψ̃2 1

2 E0
------------ψ̃4

– 
 d

0

∞

∫

+ λ
t∂

∂ λ2λ̇β( ) xx
3
4
--- xψ̃( )2 1

2 E0
------------ ψ̃2 x2ψ̃4

+( )–
 
 
 

d

0

∞

∫

+
1
32
------ λ2λ̇

3
λ3λ̇ λ̇̇+( )

× 10 xx x4ψ̃2( )d

0

∞

∫  – 
7
E0

-------- xx xψ̃( )4d

0

∞

∫ 
 
 

–
1
E0

-------- λ2λ̇
3 11

8
------λ3λ̇ λ̇̇ 1

8
---λ4 λ̇̇̇+ + 

  xx xψ̃( )2d

0

∞

∫ 0.=

xxψ̃ L̂
x∂

∂
xψ̃( ) 

  2 E0 ψ̃–
 
 
 

d

0

∞

∫ 0.=

xxψ̃3

x∂
∂

xψ̃( )d

0

∞

∫ E0 xxψ̃2.d

0

∞

∫=

xxψ̃4d

0

∞

∫ 2 E0 xxψ̃2.d

0

∞

∫=
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Similarly, using the third of Eqs. (14), we find

(19)

Simple calculations with the use of Eq. (18) give the
second relationship

(20)

Equations (18) and (20) mean that the quantity β
does not enter into Eq. (15) in the approximation con-
sidered. The next substantial simplification of Eq. (15)
is achieved by applying the exact relationship

(21)

Multiplying both sides of Eq. (21) by the function
(∂/∂x)(x ) and integrating with respect to xdx over the
interval (0, ∞), we arrive at the relationship

(22)

Using Eqs. (18), (20), and (22), we transform Eq. (15)
for the parameter λ to the final form

(23)

which can easily be integrated. The first integration
reduces Eq. (23) to the following second-order equa-
tion with an arbitrary constant C:

(24)

This equation also has the first integral

(25)

The general solution to Eq. (25) with three arbitrary
constants (C, C1, t*) has the form

(26)

For different signs of coefficients {C, C1}, expres-
sion (26) allows the following types of solutions.

(i) C > 0 and C1 > 0. The system is compressed, then
reaches a minimum nonzero size, and finally is
expanded.

(ii) C < 0 and C1 > 0. Collapse arises in a finite time
interval.

2 E0 xx x2ψ̃( )
x∂

∂
xψ̃( )d

0

∞

∫

=  xx
x∂

∂
xψ̃( ) 

  2x2ψ̃3 4
x∂

∂
xψ̃( )+ .d

0

∞

∫

3
2
--- E0 x xψ̃( )2d

0

∞

∫ xxψ̃2d

0

∞

∫ xx x2ψ̃4( ).d

0

∞

∫+=

1
x
---

x∂
∂

x
x∂

∂
 
  x4ψ̃( )

=  16x2ψ̃ 8x3∂ψ̃
∂x
------- x4 E0 ψ̃ ψ̃3

–( ).+ +

ψ̃

10 E0 xx x4ψ̃2( )d

0

∞

∫ 7 xx xψ̃( )4d

0

∞

∫–  = 32 x xψ̃( )2.d

0

∞

∫

λ λ̇̇̇ 3λ̇ λ̇̇+ 0,=

λ̇̇ C/λ3.=

λ̇
2

C/λ2– C1.+=

λ C1 t∗ t–( )2
C/C1+[ ]

1/2
.=
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(iii) C < 0 and C1 < 0. Collapse arises after a finite
expansion interval.

(iv) C = 0. Talanov solution arises; i.e., it is the sep-
aratrix between the regions of collapse and expansion.
The measure of this event is zero.

3. Weak collapse. In the critical case {σ = 1, D = 2},
Eq. (1) has weakly collapsing solutions. In this case,
weakly collapsing solutions coincide with the collaps-
ing solutions with the parameter ν = 1/2 (see [8]).
Weakly collapsing solutions have the form [8]

(27)

where the scale parameter λ ≡ λ(t) and phase χ are
determined as

(28)

where C and C1 are constants. The absolute value ϕ and
the phase  are related to the function Z as

(29)

For {σ = 1, D = 2}, the function Z is a solution to the
ordinary differential equation

(30)

Setting

(31)

we arrive at the following second-order equation for the
function φ:

(32)

For small y values, this equation gives

(33)

For y  ∞, the general solution to Eq. (32) is rep-
resented as

(34)

where the function φ0 is the solution to the linear equa-
tion

(35)

ψ 1
λ
---ϕ ρ/λ( ) iχ( ),exp=

λ
t0 t–
C

---------------= , χ
C1

2
------ t0 t–( ) χ̃ ρ/λ( ),+ln–=

χ̃

ϕ Z'/ y, χ'˜ –y/4C2, y ρ/λ .= = =

Z''' Z''( )2

2Z'
------------ Z'

2y2
--------

1

C2
------ y2

8C2
--------- C1– 

  Z' 2 Z'( )2

y
--------------+ + +– 0.=

Z' φ,=

φ'' φ'( )2

2φ
----------- φ

2y2
--------

1

C2
------ y2

8C2
--------- C1– 

  φ 2φ2

y
--------+ + +– 0.=

φ A y
C1

4C2
--------- A

2
---– 

  y3+




=

+
y5

128
--------- –

1

C4
------

C1

C2
------ 2A– 

  3
C1

C2
------ 10A– 

 + 
  …+





.

φ Bφ0 1
1

2C2
--------- yd

φ0
-----∫ 

 sin+ φ1,+=

φ0'''
φ0'

y2
-----

φ0

y3
-----–

2φ0

C2
-------- y2

8C2
--------- C1– 

  y

4C4
---------φ0+ + + 0,=



360 OVCHINNIKOV, SIGAL
which has the following asymptotic behavior at
infinity:

(36)

The function φ1 is small and can be found using the
perturbation theory. We do not represent it here.

The substitution

(37)

φ0
1
y
--- 1

4C1C2

y2
---------------

8C4 3C1
3 1–( )

y4
---------------------------------+ +





=

+
32C1C6 5C1

2 7–( )
y6

------------------------------------------ …+




.

φ yϕ2=

Fig. 1. Function ϕ corresponding to two sets of the param-
eters {A, C, C1, C2}: the solid line corresponds to {A =

ϕ2(0) = 1.62, C  ∞, C2 = –4.0682, C1/C2 = 2A + C2}

and the dashed line, to {A = 1.62, C = 2, C2 = –4.041,

C1/C2 = 2A + C2}.

Fig. 2. Profile of the solution |U | obtained numerically in [9]
for |U(0) | = 1.6 in the interval (0, 10).
reduces Eq. (32) to the following equation describing
the collapse with ν = 1/2 [8]:

(38)

For C  ∞ and the fixed value ϕ(0) [see Eqs. (2), (3)],
there is a finite C2 value such that the function ϕ
decreases exponentially at infinity for C1/C2 = 2A + C2.
The numerical solution to Eq. (38) gives the following
values for parameters {ϕ(0), C2}:

(39)

Figure 1 shows the function ϕ corresponding to two
sets of parameters {A, C, C1, C2} in the interval y = [0,
10]: the solid line corresponds to {A = ϕ2(0) = 1.62,
C  ∞, C2 = –4.0682, C1/C2 = 2A + C2} and the
dashed line, to the set {A = 1.62, C = 2, C2 = –4.041,
C1/C2 = 2A + C2}.

Figure 2 shows the profile of the solution |U |
obtained numerically in [9]. Note that the limiting func-
tion ϕ (ϕ(C  ∞)) differs from the function λ(t) only
for large y values, i.e., in the region where both func-
tions are small and the function ϕ(C  ∞) is not uni-
versal. In addition, numerical calculation shows that,
when C ≥ 1, there is a narrow C2 region (near the point
C2 = –4.0682) where the weakly collapsing solution
differs only slightly from the limiting function ϕ(C 
∞) at y < 6–7. This property can likely be used to con-
struct a multiparameter collapsing solution.

In the adiabatic approximation, we obtained a third-
order nonlinear differential equation for the scale factor
λ(t) determining the time dependence of the solutions
to the nonlinear Schrödinger equation. The set of solu-
tions involves a solution collapsing in finite time and
solutions corresponding to the compression to a small
nonzero size with further expansion. It was shown that
the Talanov solution lies on the separatrix between the
regions of collapse and convenient regular behavior.

It follows from Eq. (18) that the total energy e of sta-
tionary state (2) is zero:

When applying the nonlinear Schrödinger equation
with attraction to the problems of solid state physics,
one should remember that this equation is approximate
and derived under certain assumptions which deter-
mine the field of its applicability. In any case, the
degree of determined by the parameter λ(t)–1 cannot be
infinitely large and has an upper limit whose value is
determined by a specific physical problem.
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