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Abstract—Principles of the operation of transistors whose output current is controlled by an external magnetic
field are generalized. The unijunction, bipolar, and field-effect magnetotransistors, and also their derivatives
(magnetothyristors and magnetically controlled microcircuits) are considered. The most important applications
are outlined. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Historically, photosensitive transistors (referred to
as phototransistors) were the first type of transistor
whose output current depended on external factors.
Similarly, magnetosensitive transistors have come to be
known as magnetotransistors. The output current of
phototransistors depends on the incident luminous flux,
whereas the output current in magnetotransistors is
governed by the magnetic flux that passes through these
devices. A distinguishing feature that is common to the
above transistors and which governs their widespread
application is the fact that both external actions are
noncontact; i.e., the sources of the light and the mag-
netic field are electrically isolated from the responsive
transistors. In the same manner as an optron can be
formed from a light-emitting diode and a phototransis-
tor, a source of magnetic flux and a magnetotransistor
can be combined to form a magnetocouple. Both a per-
manent magnet and an electromagnet can be used as a
source of magnetic flux. An interesting special feature
of a magnetotransistor is the fact that its output current
is also sensitive to luminous flux. Thus, double noncon-
tact control of the output signal becomes possible (by
magnetic flux and illuminance), which appreciably
extends the transistor’s capabilities.

2. UNIJUNCTION MAGNETOTRANSISTORS

Unijunction transistors (UJTs) operate on the basis
of the base-resistance modulation by charge carriers
injected from the emitter; as a result, the input current–
voltage (I–V) characteristics are S-shaped (Fig. 1).

The larger the effective lifetime τE of injected
charge carriers is in the base, the deeper they penetrate
into the base and the smaller is the value of residual
voltage V0 to which the emitter voltage is reduced after
switching the lower part of the base (see Fig. 1) from a
high- to low-resistance state. When a UJT is put in a
magnetic field, the injected charge carriers are affected
by the Lorentz force [1, 2] which deflects them to the
base sides (or in the opposite direction, depending on
the alignment of the magnetic field and the UJT dimen-
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sions). Since the recombination rate for nonequilibrium
charge carriers at the base sides is typically higher than
that in the bulk, the above causes changes in τE and,
correspondingly, in V0 as well (Fig. 1). The dependence
of V0 on magnetic induction B can be used to develop a
magnetic-field sensor that operates in the dc mode.
However, the sensitivity of UJTs to a magnetic field in
this mode is no higher than that of long-base magneto-
diodes whose design and connection scheme are much
simpler [3].

The use of the UJT-based oscillator as a magnetic-
field sensor is of greater interest because, in practical
electronics, the UJTs are mainly used as oscillators
with a capacitance connected to the UJT’s emitter and
base (B1). The total differential resistance of the UJT’s
input circuit can be represented as a combination of the
active component [the positive (R+) and negative (R–)
resistances of a system that consists of the emitter and
base B1] and the reactive component (the internal
inductance L of a UJT) [4]. It has been shown previ-
ously [5] that L and R– increase with increasing τE as
long as the depth of the pulled-in injected carriers is no
larger than the base length l1. Since a magnetic field pri-
marily affects τE, this field modifies the values of L and
R–, which results in variations in the amplitude and fre-
quency of oscillations of the voltage at the UJT emitter
[5–7]. The value of magnetosensitivity γ, defined as the
ratio of alternating voltage V to the magnetic induction
B and the supply current I

(1)

may be as large as 2 × 103 V/(A T). Since V ∝  R– and
R– ∝  ρ (ρ is resistivity of the base), it is necessary to use
a high-resistivity semiconductor to enhance the magne-
tosensitivity. For this purpose, exclusion-type contacts
to the Ge UJT base have been used. In this case, the
exclusion phenomenon consists in the fact that an elec-
tric field in the UJT base exports the nonequilibrium
minority carriers (holes) from the base through contact
B1; this makes it possible to decrease the concentration
of equilibrium charge carriers in the base by an order of
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magnitude, to increase ρ and R–, and, correspondingly,
to increase γ to the value of 104 V/(A T) [8, 9].

It is possible to use a UJT oscillator in the design of
a magnetic-field sensor with a frequency-related output
(i.e., with the dependence of oscillation frequency on a
magnetic field). The frequency-based output makes it
possible to appreciably simplify the interfacing of the
sensor with a computer and to miniaturize the measur-
ing devices.

3. SINGLE-COLLECTOR 
MAGNETOTRANSISTORS

The effect of a magnetic field on conventional verti-
cal bipolar transistors (the emitter, base, and collector
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Fig. 1. Current–voltage characteristics of germanium uni-
junction transistors in a magnetic field with induction B =
(1) 0, (2) 0.3, and (3) 0.6 T. Schematic representation of the
device is shown in the inset.
regions are arranged one after another in the direction
from the surface to the semiconductor bulk) manifests
itself by bending the trajectories of charge carriers
injected from the emitter; this brings about an increase
in the effective base length and a deviation of a fraction
of the carriers from the collector [10]. The latter effect
becomes more pronounced with the decreasing width
of the emitter and collector, which ensures an increase
in magnetosensitivity. The smallest emitter–collector
overlap area governed by the diffusion length of impu-
rities is attained for the lateral transistor design; there-
fore, this design ensures the highest magnetosensitivity.
Figure 2b illustrates the structure of such a magne-
totransistor; the dashed line delineates the space-charge
region of the collector p–n junction. The charge carriers
are deflected to the base surface in a magnetic field B
directed perpendicularly to the plane of the drawing
(⊕ B), and their path to the collector decreases; for the
opposite direction ((B), this path increases, which

causes the current gain  and the current through the
magnetotransistor to change.

The dependence of  on magnetic induction has
been calculated [11] and the following formula has
been derived:

(2)

Here, A = kT/qE, µ is the mobility, b is the emitter half-
width, E is the electric-field strength in the base, and
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Fig. 2. (a) Dependence of current on magnetic induction and (b) the structure of a single-collector magnetotransistor. Curves in
Fig. 2a correspond to the voltage V = (1) 25, (2) 20, and (3) 15 V; the magnetic-field direction is (B. In Fig. 2b, the lines with arrows
indicate the direction of charge-carrier motion: the upper line corresponds to a magnetic field B that is perpendicular to the plane of
drawing (⊕ ); the lowest line is for the magnetic field B of opposite direction ((); and the middle line is for B = 0.
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Fig. 3. (a) Schematic representation of a double-collector magnetotransistor and (b) the voltage between collectors as a function of
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The positive and negative signs of the terms with µB
correspond to opposite directions of the magnetic field
⊕ B and (B, respectively.

Formula (2) was experimentally verified using the
n–p–n transistors based on p-Si with ρ = 20 kΩ cm. The
areas of the emitter and collector are 0.6 × 0.6 mm2, the
distance between them is l = 0.8 mm, Lp = 475 µm, E =
600 V/cm, and IE = 1.5 mA. For these values of the
parameters, the term A2/2L2 and the rightmost term in
the expression for α can be neglected. There is reason-
ably good agreement between the results of calcula-
tions of α using formula (2) and experimental data for
the magnetic field (B.

The highest magnetosensitivity is observed if a
magnetotransistor is connected as a two-terminal
device (the emitter–collector circuit) with a discon-
nected base. In this case, the current flowing through

the transistor is given by I = /(1 – ). Under typi-
cal conditions, the reverse current of the collector p–n

junction  is small, the gain  is also small in
microcurrent mode, and the magnetosensitivity is not

high. Therefore, in order to increase , we have
either to introduce shunting channels in the collector or
to use an almost intrinsic semiconductor as the base.
Figure 2a shows the dependences I(B) for several volt-
ages at the magnetotransistor for the two-terminal con-
nection. As the current increases, the magnetosensitiv-
ity becomes higher, which can be explained by an
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increase in . For a current of 0.6 mA, the magneto-
sensitivity is about 2 × 104 V/(A T).

4. DOUBLE-COLLECTOR 
MAGNETOTRANSISTORS

The design of a double-collector magnetotransistor
with collectors located at both sides of the base is illus-
trated in Fig. 3. A double-collector magnetotransistor
(e.g., of the p–n–p type) operates in the following way.
In the absence of a magnetic field, the holes injected
from the emitter are evenly divided between the collec-
tors (solid lines in Fig. 3, B = 0), and their currents are
identical. In a magnetic field ⊕ B (the dashed lines), the
charge-carrier flux deflects towards collector C1; as a
result, the current through collector C1 increases,
whereas that through collector C2 decreases. In addi-
tion to carrier redistribution between collectors, the
effect of base-length change also exists in a double-col-
lector magnetotransistor. As can be seen from Fig. 3,
this effect is based on the fact that the path of carriers
arriving at collector C1 decreases; i.e., the effective base
length decreases, which results in an additional
increase in current. In contrast, this effect causes an
additional decrease in current for collector C2 [8, 12].
For the opposite direction of a magnetic field (B, the
current of C2 increases, whereas that of C1 decreases.

Obviously, for B = 0, there is no potential difference
V between collectors in a symmetric circuit (V = 0),
whereas the voltage V increases with increasing mag-
netic induction B. Thus, the voltage V is a function of
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magnetic-field strength; the sign of V is indicative of
the magnetic-field direction. As follows from the sche-
matic in Fig. 3, the quantity V can be defined as

(3)

where  and  are the current gains for two halves
of a double-collector magnetotransistor [13, 14].

Calculations show that, in weak magnetic fields
(µB ! 1),

where 2a is the distance between collectors, 2b is the
emitter width, τ is the lifetime of nonequilibrium
charge carriers, and κ = q/kT.

It is worth noting that the Hall voltage VH arises in a
restricted base if the current of the majority of charge
carriers flows between the base contacts B1 and B2 in a
magnetic field. The Hall field deflects the injected
charge carriers in the same direction as does the
Lorentz force, which enhances the magnetosensitivity
of a double-collector magnetotransistor.

For a horizontally extended emitter, the voltage
+VH/2 is applied to half of the emitter, whereas the volt-
age –VH/2 is applied to the other half. These voltages
are combined with the power-supply voltage applied to
the emitter p–n junction, which results in a dissimilar
injection of holes from two halves of the emitter and, cor-
respondingly, in a difference between the collector cur-
rents. This effect can also serve as a basis for the opera-
tion of a double-collector magnetotransistor [15–29].

The linear dependence V ∝  IEBE (3) is well verified
for weak magnetic fields and low injection levels. In
strong magnetic fields, the effective charge-carrier
redistribution between collectors becomes less pro-
nounced (all charge carriers arrive at the same collec-
tor); as a result, the magnetosensitivity becomes lower.
As the injection level becomes higher, an increase in
the injected-carrier concentration in the vicinity of the
emitter causes a decrease in the resistance of this region
and a decrease in E; as a result, the dependence V = f(IE)
becomes weaker. Figure 3b shows the typical V(B)
dependences for a double-collector magnetotransistor
at various temperatures. The transistors were made of
silicon with ρ = 200 Ω cm; they had a = 75 µm, b =
30 µm, and the collectors’ length was 200 µm. A com-
bination of the three aforementioned physical effects in
the base of a double-collector magnetotransistor
ensures the attainment of magnetosensitivity equal to
5 × 105 V/(A T), which is higher by a factor of 5–10
than the sensitivity of a single-collector magnetotrans-
istor. Consequently, a double-collector magnetotransis-
tor is not merely a combination of two single-collector
magnetotransistors; thus, the former should be consid-
ered as a device in its own right. Furthermore, experi-
mental double-collector magnetotransistors have also
been made of germanium and indium antimonide.

V Rl IC1 IC2–( ) RlIE h21
B1 h21

B2–( ),= =

h21
B1 h21

B2

h21
B1 h21

B2– κ2 BE/4bτ( ) a4 a b–( )4–[ ] ,=
Diffusion-related spreading of the injected-carrier
flux directed to collectors also appreciably affects the
sensitivity of a double-collector magnetotransistor.
This results in a fraction of the injected charge carriers
changing their trajectory in a magnetic field only in the
region of one of the collectors and is not involved in the
redistribution of charge carriers between the collectors;
as a result, the magnetosensitivity becomes lower. The
diffusion-caused spreading of the charge-carrier flux
can be reduced by introducing a heavily doped region
into the base between the collectors, forming a gradient
of the band gap from the base center to the collectors,
and using various shapes of the base contact B1 and col-
lectors. Such approaches make it possible to enhance
the magnetosensitivity of a double-collector magne-
totransistor by an order of magnitude.

A sensor based on a planar double-collector magne-
totransistor (Fig. 3a) can only be used to measure a sin-
gle component of a magnetic field. With the aim of
measuring the two and three components of the mag-
netic-induction vector, magnetotransistor designs were
developed with three collectors arranged on three sides
of a cube-shaped base. Such magnetotransistors were
employed in experimental samples of electronic com-
passes that did not include any moving components.
Using these compasses, it is possible to develop sys-
tems that automatically control the direction of motion
of any vehicle in the Earth’s magnetic field. The high
sensitivity of double-collector magnetotransistors
enables them to respond to the motion of a permanent
magnet located above these transistors. This effect has
been used to develop pressure and motion sensors. An
array with a circular arrangement of double-collector
magnetotransistors has been used in rotation-angle sen-
sors.

5. MAGNETOTHYRISTORS

Any thyristor may be represented as an equivalent
circuit of two transistors. Consequently, a consider-
ation of the magnetosensitive properties of thyristors is
reduced to a consideration of the magnetosensitive
properties of the constituent transistors. Using the con-
ventional method [30, 31], we can easily show that the
voltage of switching a thyristor controlled by the p-base
is given by

(4)

where  is the avalanche-breakdown voltage for the
collector p–n junction, Ic is the control-electrode cur-

rent, Isw is the current at the point of switching,  is

the current gain for the n–p–n transistor,  is the gain
for the p–n–p transistor, and C is a constant equal to
2−6 for different materials. If the device is controlled
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Fig. 4. Current–voltage characteristics of a thyristor in a magnetic field with induction B = (1) –1, (2) –0.8, (3) –0.4, (4) 0, (5) 0.4,
and (6) 0.8 T. The structure of the device is shown in the inset.
via the n-base, the current amplification factors in (4)
exchange places.

Using a magnetotransistor as one of the constituent
transistors, we obtain a magnetothyristor structure
whose switching voltage Vsw (4) is controlled by a mag-

netic field in accordance with the dependence (B)
(2). The structure of such a thyristor is shown in the
insert in Fig. 4; either a contact c1 to the n-type base or
a contact c2 to the p-type base can be used as the con-
trol electrode [32, 33]. A p–n–p constituent transistor
whose emitter acts as an anode (A) is used here as a
magnetotransistor. The processes in this transistor do

not differ from the process of variation of  in a mag-
netotransistor in a magnetic field. For the magnetic-
field direction ⊕ B, the charge carriers injected from the
anode are deflected from the collector, which results in

a decrease in  and an increase in Vsw. In contrast, in
the oppositely directed magnetic field, the charge carri-
ers are deflected towards the collector, and Vsw
decreases. The current through the control electrode
governs the required value of V0sw in the absence of a
magnetic field. If electrode c1 is used to control the cur-
rent, the magnetosensitivity is higher than in the case
where the c2 electrode is used; this is caused in the
former case, by a redistribution of the charge carriers
injected from the anode between the p-collector and c1
occurring simultaneously with a variation in the effec-
tive base length. The magnetosensitivity γ related to
variation in Vsw can be as high as 104 V/(A T) in a mag-
netic field.

It is possible to enhance the sensitivity of a magne-
tothyristor to a magnetic field with ⊕ B polarity by
using the magnetodiode effect. The circuit consisting of
the anode and control electrode is the equivalent of a
long-base diode connected in the forward direction.
A transverse magnetic field enhances the resistance of
this diode, which, for the diode fed by a constant volt-
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age VA, brings about a decrease in the corresponding
current that represents the control current Ic. A decrease
in Ic results in an additional increase in the switching
voltage in a magnetic field ⊕ B. In contrast, for the
opposite polarity of the magnetic field, the magneto-
diode effect (also reducing the value of Ic) reduces the
importance of primary effects (an increase in the cur-
rent gain); as a result the magnetosensitivity is lower.
Figure 4 shows the I–V characteristics of a magnetothy-
ristor made of n-Si with ρ = 200 Ω cm, p-region spac-
ing of 100 µm, and a wafer thickness of 200 µm. The
control electrode is connected to the power supply with
a constant voltage of VA = 0.67 V. Sensitivity to a mag-
netic field ⊕ B upon variation in the switching voltage
is 3 × 104 V/(A T), which exceeds the sensitivity of a
magnetothyristor by a factor of 3–4 if the control circuit
is fed from a current generator.

By analogy with a double-collector magnetotransis-
tor, we can also introduce the term of a double-collector
magnetothyristor. The latter differs from a double-col-
lector magnetotransistor (Fig. 3) in design only by the
fact that two additional n-emitters are introduced in the
middle of the collector p-regions. In such a structure,
there is an internal coupling between two thyristors.
This coupling manifests itself in the fact that the deflec-
tion of injected charge carriers from one collector to the
other (e.g., from C2 to C1) not only reduces the turn-on
voltage of the first thyristor but also increases the turn-
on voltage of the second thyristor. This enhances the
interference immunity of the system if a magnetothy-
ristor is used to switch the current by magnetic field
from one circuit to another.

6. FIELD-EFFECT MAGNETOTRANSISTORS

The channel resistance of a field-effect transistor
(FET) increases in a magnetic field as does the resis-
tance of any semiconductor. Therefore, a FET can be
used as a magnetoresistor [34]. However, a FET is more
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Fig. 5. (a) The structure of a MIS magnetotransistor, (b) its cross section in the x0y plane, and (c) the structure of a field-effect mag-
netotransistor with p–n junction.
extensively used as a Hall-effect sensor. Since the volt-
age of a Hall-effect sensor is given by

(5)

the sensor thickness d should be minimized in order to
enhance the sensitivity of the device. However, there
are lower limits to the thickness; these limits are related
both to technological problems in preparing the thin
samples and to the fact that, as the thickness decreases,
scattering of charge carriers at the surface becomes
more pronounced, which results in a decrease in their
mobility. These difficulties can be surmounted to a
large extent by using the field effect to reduce the effec-
tive sample thickness. If a FET is subjected to a trans-
verse magnetic field, the Hall electric field comes into
existence in the FET channel, as in any semiconductor
sample with two nonrectifying contacts at its ends. The
simplest field-effect magnetotransistor differs from the
conventional FET only in that, in the former, there are
additional lateral nonrectifying contacts to the channel;
these contacts are intended for the measuring of the
Hall voltage. Figures 5a and 5b illustrate the structure
of an MIS magnetotransistor with an n-type channel.
During operation in the channel-depletion mode, the
channel thickness d is minimal in the vicinity of the
drain (D). According to (5), the Hall voltage is largest
where d is smallest. Therefore, it makes sense to form
the Hall contacts near the drain. By increasing the mag-
nitude of negative voltage at the gate, we can reduce d
to very small values and, thus, increase VH. As d
decreases, the channel simultaneously recedes from the
surface, which reduces the influence of the surface on
the charge-carrier scattering. A field-effect magne-
totransistor, with a p–n junction as the gate, operates in
a similar way (Fig. 5c). A procedure for calculating the
value of VH for a field-effect magnetotransistor has
been developed previously [2]. Formula (5) is used,
with d being a function of VG, VD, and the coordinate z.

VH IBRH/d ,=
For the saturation-mode operation of a field-effect mag-
netotransistor with the p–n junction (for the gate con-
nected to the source, VG = 0), the calculation yields

(6)

where

Calculations show that the values of Hall voltage for a
field-effect magnetotransistor and a FET with a p–n
junction are almost the same for channels with identical
sizes and electrical parameters. For ID = 0.1 mA, the
experimentally determined sensitivity of Si-based mag-
netotransistors with the p-type channel is about
400 V/(A T), which is higher by a factor of 5–10 than
the sensitivity of a Hall-effect sensor made of the same
material.

By analogy with a field-effect magnetotransistor, a
magnetic-field sensor based on two FETs has been
developed; in this sensor, the semiconductor gate
region that is common to both channels acts as a Hall-
effect sensor. The channel resistances combined with
load resistors form a bridge in whose diagonal a volt-
meter is connected. In the absence of a magnetic field,
the bridge is balanced, and the voltage measured by the
voltmeter V = 0. In a magnetic field, with a current
flowing through the gate contacts, the Hall voltage
appears in the sensor, as in any semiconductor. Half of
the voltage (–VH/2) is applied to the left-hand channel
and is blocking, whereas the other half (+VH/2) is
applied to the right-hand channel and is unblocking. As
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a result, the resistance of the left-hand channel
increases, whereas that of the right-hand channel
decreases, which causes a disbalance of the bridge,
with the value of V increasing as the magnetic field
increases.

In contrast with a single-channel field-effect magne-
totransistor, transistors also act as amplifying compo-
nents in a double-channel magnetotransistor; as a
result, the magnetosensitivity of the latter increases by
1–2 orders of magnitude and attains the sensitivity of a
double-collector magnetotransistor. Notwithstanding
the fact that the technology of producing a two-channel
field-effect transistor is more complicated (compared to
that of a double-collector magnetotransistor), this
device is promising for measuring the low magnetic
fields because it features a lower level of intrinsic noise
(as in all FETs) compared to that of bipolar transistors.

7. MAGNETICALLY CONTROLLED 
MICROCIRCUITS

Magnetosensitive components are mainly used in
devices of two types: in measuring devices where the
output signal is a function of magnetic induction and in
switching devices where the output signal varies from
“0” to “1” when the threshold value of magnetic-field
induction Bthr is attained. The devices of both types are
now produced as integrated circuits (ICs) [35–42]
using the conventional silicon IC technology. Since an
IC should operate in the conventional temperature
range of –45–30°C, one of the most important tasks
consists in ensuring that the IC operation is stable when
the temperature varies; i.e., the output-signal amplitude
should be made temperature-independent. One of the
methods for solving this problem is considered here by
the example of the IC whose schematic diagram is
shown in Fig. 6.

The IC includes a double-collector magnetotransis-
tor (DMT), a differential amplifier composed of two
transistors (AT), and a current-control transistor (CT).
As was noted above (see Fig. 3), the output voltage of
a double-collector magnetotransistor decreases with
increasing temperature, which results in a decrease in
the output-signal amplitude if a simple amplifier is
used. In order to compensate for this, a CT is intro-
duced in the circuit; the input voltage to this transistor
is derived from the interbase circuit of the double-col-
lector magnetotransistor. This circuit (Fig. 3) is in fact
a resistor and, as for any semiconductor resistance, can
act as a thermally sensitive resistor. As the temperature
increases, the resistance of the silicon resistor increases
(as a result of a decrease in the charge-carrier mobility),
which causes an increase in the voltage drop across this
resistor; this voltage, in turn, is applied to the CT input.
This leads to an increase in the current fed into the cur-
rent-control transistor (CT) and into the transistors of
the differential amplifier (AT) with increasing tempera-
ture. An increase in the current fed into any bipolar
transistor (for low currents) brings about an increase in
SEMICONDUCTORS      Vol. 35      No. 1      2001
the gain [31]. Correspondingly, the gain of the differen-
tial amplifier increases, which compensates for a
decrease in the amplifier’s input signal Vin; as a conse-
quence, the output signal of the amplifier is tempera-
ture-independent and is governed only by the value of
B. Thus, one can almost completely compensate the
temperature-induced instability of the output signal
[35, 40].

In conventional ICs, the circuit components are sep-
arated by the insulation regions, with these components
being connected via the connector strips formed at the
crystal surface. These regions and strips appreciably
increase the IC dimensions and complicate the technol-
ogy. In connection with this, research in functional
microelectronics have recently been directed towards
the development of devices whose neighboring compo-
nents have bulk coupling. Examples of such ICs are the
ICs in which the neighboring transistors have common
regions; i.e., for example, the collector region of one
transistor serves as the base for another transistor, so
that the signal is conveyed from one transistor to the
other by the direct transport of injected charge carriers.
Such a bulk connection is used in the design of a num-
ber of magnetosensitive devices. As can be seen from
Fig. 6, the collector regions of the double-collector
magnetotransistor and the base regions of the CT have
the same type of conduction. This formed the basis for
the design of a magnetosensitive device in which the
collector region of the double-collector magnetotrans-
istor simultaneously serves as the base region of the
corresponding CT.

In order to enhance the magnetosensitivity, several
magnetosensitive components can be combined in a
single IC. Such a combination is exemplified by a
bridge formed from four single-collector magne-
totransistors, with the current increasing in a magnetic
field for one pair of oppositely arranged magnetotrans-
istors and decreasing for the other pair. In such an IC,
common regions of two neighboring magnetotransis-
tors can also be used (the emitters of two magnetotrans-

DMT
AT

CT

+V0

Fig. 6. Schematic diagram of an input circuit for an IC with
a double-collector magnetotransistor. DMT stands for dou-
ble-collector magnetotransistor; AT, for a differential ampli-
fier composed of two transistors; and CT, for current-control
transistor.



8 VIKULIN et al.
istors can be held in common, the emitter of one mag-
netotransistor can serve as the collector for another
magnetotransistor, etc.). A similar bridge can be
formed from two double-collector magnetotransistors
with opposite types of conduction.

If it is necessary to obtain an alternating signal,
which is a function of a constant magnetic field, a dou-
ble-collector magnetotransistor is used, with the inter-
base region and emitter of this transistor serving simul-
taneously as a UJT and being connected according to
the scheme of a UJT oscillator. The emitter performs an
alternating injection of charge carriers into the base;
these carriers are redistributed between the collectors in
the same manner as in a conventional double-collector
magnetotransistor that operates in the dc mode (Fig. 3).
An alternating injection also gives rise to the output ac
voltage (proportional to B) between the collectors. In
this case, the magnetosensitive-device structure com-
bines a double-collector magnetotransistor and a UJT
with the base and emitter common to both transistors
[38, 43]. The above-considered approach to the design
of magnetically controlled ICs is the most promising
because, in this case, the total size of the semiconductor
chip and the number of interconnections between the
IC components are reduced, the technology for produc-
ing an IC is simplified, and the IC cost is lowered.

It is also possible to assign optical couplers to semi-
conductor ICs; these couplers are devices composed of
an input light-emitting diode and an output photodetec-
tor, which are optically coupled and electrically iso-
lated [39]. As the input current changes, the luminous
flux incident on the photodetector changes as well. This
causes the output signal to change. If a component that
is sensitive to a magnetic field is used as a photodetec-
tor, it is possible to obtain an optical coupler whose out-
put signal can be controlled by both illumination and
the external magnetic field. Experimentally, this state-
ment has been verified using optical couplers of two
types. In the first of these, phototransistors were used as
photodetectors, whereas, in the second, photothyristors
were used. The optical couplers have been made of
commercial couplers of the AOU102 and AOU103
types [41]. It is shown that a magnetic field with an
induction of 0.4 T brings about the same change in the
negative-resistance portion of the I–V characteristic of
a photothyristor as does the radiation of a light-emitting
diode at a current of 8 mA (the maximum current is
20 mA). The dual noncontact control of the output
parameter of an optical coupler makes it possible to
appreciably expand the functional capabilities of this
device.

8. CONCLUSION

It is worth noting that, notwithstanding the large
number of developed magnetosensitive devices, these
devices do not duplicate each other; rather, each of
them has certain advantages that can be realized in spe-
cific applied circuits. Thus, a unijunction transistor
makes it possible to use the smallest number of compo-
nents to develop a magnetic-field sensor with an alter-
nating output signal; a bipolar transistor has the small-
est size and the smallest number of lead-outs; a double-
collector magnetotransistor features the highest magne-
tosensitivity; a magnetothyristor is preferable as a mag-
netically controlled switch for large currents; and a
field-effect magnetotransistor has the lowest level of
internal noise and is used to measure the low-amplitude
magnetic signals.

Magnetosensitive devices are widely used in mod-
ern measuring techniques and automation. On the basis
of these devices, electronic compasses, magnetic-tape
readers, sensors of various parameters (pressure, dis-
placement, rotational speed, etc.), noncontact switches,
dc collectorless motors, the systems of electronic start-
ers for automobiles, and many other devices have been
made. This ensures the further development and
improvement of these devices.
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Abstract—The kinetics of production of oxygen-containing quenched-in donors in silicon, when atomically
dissolved oxygen intensely forms the bound states (complexes), is considered. An analytical time-dependent
homogeneous solution of the corresponding nonlinear kinetic equations is obtained. The uniform distribution
of oxygen atoms and their complexes is shown to become unstable for certain parameters of the problem owing
to their interaction, and a spatially periodic distribution is developed with a period in the range of 10–1000 Å.
© 2001 MAIK “Nauka/Interperiodica”.
Technologically, modern microelectronics is based
on one of the chief semiconductor materials, i.e., sin-
gle-crystalline silicon. Electrical, mechanical, and
technological properties of crystalline silicon are to a
large extent determined by the content of its main
accompanying impurity, namely, oxygen. The presence
of oxygen governs the kinetics of production of
quenched-in donors and microdefects, the lifetime of
charge carriers, and the efficiency of gettering. By vir-
tue of specific properties of oxygen in silicon, which
differ from those of other background and doping
impurities, it serves as a catalyst for various physical
and technological processes. The role of oxygen
becomes especially prominent during various thermal
treatments.

In spite of active investigations over the last 45 years
[1, 2], the problems associated with oxygen-containing
silicon remain very topical, the central one among them
most likely being the kinetics of production of oxygen-
containing complexes related to the precipitation of
oxygen and the formation of quenched-in donors.

It has been established [2, 3] that various oxygen-
containing complexes exhibit donor properties, and a
number of models describing the kinetics of their for-
mation have been proposed. In study [3] and in subse-
quent models [2], a system of four nonlinear equations
was analyzed for uniform concentrations of complexes
composed of one, two, three, and four oxygen atoms. It
was assumed that the complexes containing more than
four oxygen atoms lose their donor properties. The
nonlinear kinetic equations for the concentration of
oxygen and its complexes suggested first in [3] have
been solved either in the quasi-steady approximation or
numerically. The models proposed explain many exper-
imental facts; however, at least nine types of electri-
cally active oxygen-containing complexes [2] have
already been found by now. Furthermore, the experi-
1063-7826/01/3501- $21.00 © 20010
mentally measured concentration of quenched-in
donors formed at 350–500°C was by several orders of
magnitude higher than that predicted by the theory. For
their formation at 350–400°C, the diffusivity of oxygen
in silicon must be considerably higher than the actual
diffusivity.

The theoretical approach proposed in this study
makes it possible to overcome these difficulties. First, a
homogeneous but time-dependent solution to the equa-
tions of kinetics was obtained analytically for an arbi-
trary number of various types of oxygen-containing
complexes. This enabled us to trace the dynamics of the
process as a whole (i.e., in relation to parameters of the
problem) both with and without the quasi-steady
approximation, thereby defining its domain of applica-
bility.

Second, investigating the stability for a uniform dis-
tribution of oxygen in silicon shows that, in the low-
temperature region (by virtue of elastic interaction
between the oxygen atoms and their complexes), this
distribution can be unstable with respect to establishing
a uniform spatially periodic distribution. Actually it is
known that oxygen in the silicon-crystal lattice can
form various interstitial configurations, for example, in
the form of a Si–O–Si quasi-molecule or in the form of
free interstitial atoms (a metastable configuration);
however, they are not bonded to the lattice and, thus,
are more mobile. By virtue of the anisotropy for certain
directions in the crystal, single-type defects are
attracted. If the temperature of the sample under irradi-
ation is below a certain threshold value, this attraction
is found to dominate over the diffusion. Therefore, in
the case of even an infinitesimal inhomogeneity
appearing, for example, as a result of fluctuations, the
mobile complexes move in such a way as to support the
structure formed.
001 MAIK “Nauka/Interperiodica”
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Thus, the distribution of oxygen in silicon depends
on a previous thermal treatment and can be substan-
tially nonuniform even before the annealing. Its local
concentration can considerably exceed the concentra-
tion averaged over the volume and be sufficient for the
formation of more complicated complexes (quenched-
in donors) on increasing temperature.

Since the diffusivity of oxygen is activation-con-
trolled, it increases abruptly in the course of annealing
a silicon sample. If the temperature of the sample is
below the threshold value (in the opposite case, the
oxygen distribution becomes uniform), nonuniformity
of the oxygen distribution in silicon increases; the oxy-
gen complexes, including electrically active ones,
begin to form where the concentration of oxygen is
higher.

The dependence of the formation of quenched-in
donors on a preliminary thermal treatment is experi-
mentally confirmed [1, 2]. A number of facts were
experimentally established with respect to nonuniform
distribution of intrinsic and impurity defects and their
complexes in silicon [4, 5] and of the microclusters of
oxygen-containing quenched-in donors [6, 7]. The
manifestations of elastic fields induced by the spatially
periodic variation of the density of the interstitial impu-
rity–defect clusters in silicon were investigated previ-
ously [8]. The quasi-periodic distribution of boron in
silicon initiated by the ion implantation of boron was
observed in [9, 10].

The development of nonuniform distribution and
precipitation of oxygen proceed simultaneously and are
controlled by its diffusion. Therefore, these processes
can be induced not only by annealing but also by any
other external action that stimulates the diffusion and
gives rise to a nonequilibrium state for which the asso-
ciation of oxygen-containing complexes dominates
over their decomposition. Such an action can be, for
example, irradiation.

BASIC EQUATIONS

We consider a crystalline oxygen-containing sample
of silicon. It is reasonable to assume that it is the tran-
sition of oxygen into its metastable interstitial configu-
ration which, being mobile, favors an increase in the
oxygen diffusivity. In addition, a higher effective diffu-
sivity is obtained for oxygen if we take into account its
diffusion by means of complexes that are formed by
oxygen with defects and do not have common bonds
with the crystal lattice [2], for example, the complexes
with a doubly negatively charged vacancy (migration
energy is 0.18 eV) and a singly negatively charged
interstitial atom (migration energy is assumed to be
0.4 eV) [2, 11].

The oxygen atoms, which are mobile due to a cer-
tain mechanism, (their concentration is denoted by a
variable n1) form the low-mobility complexes, which
can contain 2, 3, …, i oxygen atoms (their concentra-
SEMICONDUCTORS      Vol. 35      No. 1      2001
tion is n2, n3, …, and ni, respectively). For describing
the accumulation of the oxygen-containing complexes
when the association processes dominate over those of
decomposition, we have the well-known set of equa-
tions:

(1)

(2)

Here, i = 2, 3, …;

(3)

is the diffusion flux of the mobile oxygen atoms;

(4)

is the force acting on oxygen atoms, which are at the
point r, and originating from other oxygen atoms and
their complexes located at the point r'; and V1, i(r – r')
are the corresponding interaction potentials, whose ori-
gin can be different. However, in what follows, we
assume for definiteness sake that the interaction occurs
by means of elastic fields; T is the temperature of a
crystal expressed in energy units. The quantity

describes an increase in the concentration of mobile
oxygen. This increase is summed from the excitation
rate of a metastable interstitial configuration and the
rates of formation of complexes: vacancy–(oxygen
atom) and (interstitial atom)–(oxygen atom); N is the
oxygen concentration; here, nv and ni are the concentra-
tions of intrinsic vacancies and interstitial atoms; µv

and µi are proportional to the vacancy diffusivity (Dv)
and the interstitial-atom diffusivity (Di), respectively.
The value of K may be small, but, due to the high diffu-
sivity of mobile oxygen [12], its flux can be consider-
able. The parameters γi, i + 1 are proportional to the dif-
fusivity D = D(T) and, therefore, depend on tempera-
ture.

As a rule, it is the effective oxygen diffusivity that is
determined in experiments [2]. If we use its value in
Eq. (1), the value of K should be set to zero, while the
total concentration of atomically dissolved oxygen is
represented by the quantity n1.

Ignoring the phenomena near the surface, we inves-
tigate the cyclic boundary conditions.

UNIFORM DISTRIBUTION

In the case of uniform distribution of oxygen and its
complexes, J = 0 and Eqs. (1) and (2) are transformed
into a set of ordinary differential equations that has a

∂n1

∂t
-------- γ1 2, n1

2– divJ– K ,+=

∂ni

∂t
------- γi i 1+, nin1– γi 1– i, ni 1– n1.+=

J D ∇ n1
n1F
T

---------– 
 –=

F r( ) ∇ V1 i, r r'–( )ni r'( ) r'd∫
i 1=

∑–=

K K* µvNnv µiNn1+ +=
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unique homogeneous solution. The quantity n1(t) can
be obtained by direct integration of Eq. (1):

(5)

where nst =  is the time-independent solution to
Eq. (1), to which the solution for arbitrary initial condi-
tions steadily tends with time;

(6)

Using the substitution

,

we reduce the set of Eqs. (1) and (2) to the following set
of linear inhomogeneous linking equations with con-
stant coefficients:

 . (7)

Solving Eqs. (7) and passing again to the variable t, we
obtain

(8)

The solution given by (5) and (8) corresponds to the
following initial state: n1(t = 0) = n0, ni(t = 0) = 0 for
i ≥ 2. It was obtained under the assumption that γm, m + 1 ≠
γj, j + 1 for m ≠ j. In the steady-state case,

For K  0, n1(t)  n0/(n0γ1, 2t + 1), and n1(t) < n0 for
t > 0.

If γi, i + 1 @ γ1, 2 for every i > 1, the first term in (8) is
much greater than the following ones and the latter can
be neglected. In this case, ni(t) ≈ γ1, 2n1(t)/γi, i + 1 and
ni(t)/nm(t) ≈ γm, m + 1/γi, i + 1.

When the phenomenon is considered within the
time interval ∆t, during which the concentrations of
oxygen and its complexes vary insignificantly with
time (i.e., for |∆n1|/n1 = γ1, 2n1∆t ! 1), we obtain the
approximate quasi-stationary solution valid for a time
not exceeding the value of ∆t.

Knowledge of a homogeneous time-dependent solu-
tion given by (5) and (8) to Eqs. (1) and (2) makes it

n1 t( ) nst
1 C ζ t–( )exp+
1 C ζ t–( )exp–
------------------------------------,=

K /γ1 2,

C n0/nst 1–( )/ n0/nst 1+( ),=

ζ 2 Kγ1 2, , n0 n1 t 0=( ).= =

t y n1 τ( ) τd

0

t

∫=

dni

dy
------- γi i 1+, ni– γi 1– ni 1– , i 2 3 …, ,= =

ni t( ) = n1 t( ) γl l 1+,–( )
l 1=

i 1–

∏ 
 
 

n1 t( )
n0

------------
p

γm m 1+, γ j j 1+,–( )
j 1=
j m≠

i

∏
---------------------------------------------------,

m 1=

i

∑

p
γm m 1+, γ1 2,–

γ1 2,
-------------------------------.≡

ni t( ) ni
st γ1 2, nst/γi i 1+, .= =
possible both to trace the variation with time in concen-
trations of complexes containing an arbitrary number
of oxygen atoms in the mode of active formation of pre-
cipitates and to determine more accurately which of
them are electrically active by comparing the experi-
mental time dynamics of the modified electrical prop-
erties of a crystal with the corresponding theoretical
calculations.

STABILITY OF UNIFORM QUASI-STEADY 
DISTRIBUTION AND FORMATION

OF SPATIALLY PERIODIC DISTRIBUTION

In order to investigate the stability of a quasi-sta-
tionary homogeneous solution, we consider the evolu-
tion of its small perturbations δn1(r, t) and δni(r, t). We
assume that, in Eqs. (1) and (2), n1(r, t) = n1 + δn1(r, t)
and ni(r, t) = ni + δni(r, t), where n1 and ni are the uni-
form stationary (quasi-stationary) concentrations.
Retaining only linear terms, taking into account that
n1(t) ≈ n0 @ ni for i > 1, and, therefore, neglecting the
interaction with complexes, we obtain the linearized
equations for δn1(r, t) and δni(r, t):

(9)

(10)

The solution to set (9) and (10) has the form

The variance equation for the damping constant λ is as
follows:

(11)

where

A value of λ depends on problem parameters and,
for some of them (α = αc), a value of Reλ reverses its
sign. This occurs for a certain direction and a certain
value of the wave vector k = kc. Thereafter, we assume
that the wave vector has precisely this direction. The
potential V(k) can be expressed in terms of the Green
function of a perfect crystal [13]. Retaining the first and

∂δn1

∂t
----------- 2γ1 2, n1δn1– D∆δn1–

D
T
----–=

× div n1 r( ) ∇ rV r r'–( )δn1 r'( )∫[ ]dr',

∂δni

δt
---------- γi i 1+, niδn1– γi i 1+, n1δni–=

+ γi 1 i,– ni 1– δn1 γi 1 i,– n1δni.+

δn1 r t,( ), δni r t,( ) . λ t ikr+( )exp .

λ D γ k2 αk2V k( )/V0+ +[ ]+{ }

× λ γi i 1+, n0+( )
i 2=

∏ 0,=

α n0V0/T , γ 2γ1 2, /D,= =

V k( ) V r( ) ikr–( )exp r.d∫=
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second terms, which describe the long-range attraction
and the short-range repulsion, we have

(12)

where V0 = –V(k = 0) is the function of elastic moduli
and of a variation in a crystal volume as a result of
introducing an oxygen atom in the matrix; the coeffi-
cient B is of the order of the square of several periods
of the crystal lattice.

When the interaction between oxygen atoms
exceeds a certain threshold value and dominates over
the influence of diffusion, the uniform state becomes
unstable. An accidental increase in oxygen concentra-
tion in a certain plane leads to the fact that the oxygen
atoms tend to be arranged in the same plane, owing to
the anisotropy of interaction. Thus, alternating planes
are formed: enriched with and depleted of oxygen.
They are perpendicular to kc. A further increase in α
leads to the appearance of unstable modes with differ-
ent k, and the nonuniform distribution becomes more
complicated, for example, quasi-periodic or three-
dimensional.

We obtain the bifurcation threshold values of α and
k from Eq. (11) assuming that

(13)

(14)

The period of the nonuniform distribution for α = αc is
2π/kc.

From the analysis of the data obtained, it follows
that the threshold value α = αc increases with oxygen
concentration or with the rate of formation of its mobile
complexes. The numerical estimates show that a value
αc – 1 is on the order of 10–3–10–4. In this case, the
period of the nonuniform distribution of oxygen and its
complexes can vary nonmonotonically, its characteris-
tic variations with parameters of the problem being
from 10 to 1000 Å.

The time of establishing the spatially periodic distri-
bution in this model is governed by the diffusion of
oxygen and depends on temperature. Consequently, the
spatially nonuniform state can be observed in a certain
temperature range. If the crystal temperature is higher
than the threshold temperature, the nonuniform state
does not develop, but if the temperature is too low, the
time of its development becomes large.

V k( ) V0 1– Bk2+( ),=

Re λ α c kc,( )[ ] λ α c kc,( ) 0, dλ
dt
------

k kc=

0,= = =

α c 1 2 γn0B γn0B γn0B 1++( ),+=

kc
2 α c 1–

2α cB
--------------.=
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The results obtained can serve as a justification for
the assumption made by the authors of [4, 7, 14] about
the role of the nonuniform distribution of oxygen in the
appearance of quenched-in donors observed at low
temperatures. Since at temperatures that are low but
sufficient for diffusion, the nonuniform distribution of
the oxygen-containing complexes is obtained, the for-
mation of more complicated complexes with the elec-
tric activity (quenched-in donors) proceeds primarily
where the local oxygen concentration is highest.
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Abstract—The X-electron resonance tunneling in AlAs/GaAs(111) heterostructures with AlAs electrodes was
considered. Calculations of the model with potential discontinuities at the boundaries were carried out using
the scattering matrix method. The complex band structure was calculated by the empirical pseudopotential
method. Resonance peaks in the transmission coefficients, related to X-states in AlAs and L-states in GaAs,
were found. A model describing these processes is suggested. © 2001 MAIK “Nauka/Interperiodica”.
An intensive study of various nanostructures, inter-
esting due to their optical and electrical properties, has
been carried out in recent years. Most of the studies
deal with GaAs/AlAs(001) heterostructures having
AlAs layers embedded in the GaAs crystal. The elec-
tronic properties of such structures are related to the
Γ-valley electrons, but the so-called ΓX-mixing of elec-
trons at the heterojunction interfaces is also important.

In this study, we focus our attention on structures
with (111)-plane interfaces. There are experimental
studies dedicated to heterostructures grown on the
GaAs substrates with such interfaces (see [1–8], for
instance). It is shown in [1–8], that under certain condi-
tions of the growing process, high-quality structures
having a fairly large peak-to-valley ratio in the current–
voltage characteristic can be manufactured. A reso-
nance tunneling in the double-barrier GaAs/AlAs(111)
structure was considered theoretically in [9], where ΓΓ ,
ΓL and LL transfer channels were analyzed. Resonance
properties of such structures are governed mainly by
the tunneling of the Γ-electrons from the GaAs conduc-
tion-band minimum. The AlAs conduction-band bot-
tom is known to include three nonequivalent X valleys;
therefore, they have an essential role to play in the tun-
neling processes. However, the Γ-valley electrons in
GaAs cannot pass into X valleys crossing the (111)
interface without scattering at phonons or defects,
which essentially complicates the description of the
tunneling process.

A different situation occurs in AlAs/GaAs(111)
structures with thin GaAs layers incorporated in the
AlAs crystal. The resonance properties of the structure
are determined in this case by X-electron tunneling
from the AlAs conduction-band minimum. Estimations
show that, for a GaAs layer thickness of less than ten
1063-7826/01/3501- $21.00 © 20106
monolayers, the resonance Γ states are higher in energy
than X valleys in AlAs and, therefore, the X electrons
make the main contribution to the electronic properties
of such heterostructures. Substituting the GaAs layer
with the AlxGa1 – xAs solid solution and choosing the
solid-solution composition, we can obtain a situation
where the Γ-electrons in it do not influence the hetero-
structure properties. A similar effect can also be
obtained with hydrostatic compression.

We now consider an AlAs/GaAs heterostructure
with the (111) plane interfaces having AlAs as elec-
trodes. Scattering of X electrons by such heterointer-
faces occurs when a nonvanishing wave vector compo-
nent k|| parallel to the boundary exists. For a given struc-
ture, six points with coordinates k|| = (2π/3a)(±1, ±, )
(a is the lattice constant) exist in the surface Brillouin
zone; the X valleys are situated and the L valleys exist
for the same k|| in their neighborhood. For a given k||,
the  X valleys have wave-vector components k⊥  =
(2π/3a)( , , ) normal to the interface plane,
and the L valleys have k⊥  = (2π/3a)(±1, ±1, ±1). The
wave-vector component k|| is conserved when passing
across the heterointerface, while the k⊥  component is
not conserved. Therefore, the XL scattering at the (111)
heterointerface is possible for a given k||. Since the
L-state energy in GaAs EL(GaAs) is close to 0.29 eV,
and the X-state energy in AlAs EX(AlAs) is close to
0.21 eV (energy is measured from the GaAs conduc-
tion-band bottom), the XL-mixing of electronic states
upon scattering at the heterointerface is important. In
such structures, the X wells and L barriers exist in AlAs
and in GaAs, conversely, the L wells and X barriers exist.

We studied XX, XL, and LL mixing in a
AlAs/GaAs(111) structure using a model of the crystal

2+−

1+− 1+− 1+−
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potential with a discontinuity at the heterointerface. In
such a model, general solutions to the Schrödinger
equation and their normal derivatives are sewed at the
interface plane. The so-called complex band-structure
problem is solved in order to construct general solu-

tions in every layer. For the AlAs/GaAs (3 a)/AlAs

(3 a)/GaAs (3 a)/AlAs heterostructure (the thick-
ness of a layer is given in the parentheses) we calculated
the transmission coefficient PXX (the first and second sub-
scripts designate, respectively, the incident and passing
wave types) for valleys with k|| = (2π/3a)(1, 1, –2). Obvi-
ously, a similar result will be obtained for other valleys.
Heteroboundaries coincided with the As-layer planes.
Calculation was carried out by the scattering-matrix
technique [10]; the complex band structure was deter-
mined using the empiric pseudopotential approach.
A detailed description of the calculation method is
given elsewhere [11, 12]. Parameters of the pseudopo-
tentials [13] were determined from the conditions for
best fit of calculated and experimentally obtained
energy gaps. Reciprocal lattice vectors satisfying the
condition (k0 + b1)2 ≤ 10(2π/a)2, where k0 is equal to kX

or kL, were exactly taken into account in the wave func-
tion expansion; in addition, about 250 plane waves
were taken into account using the Levdin perturbation
theory. We have shown that consideration of such a
large number of plane waves is necessary to preserve
the unitarity of the scattering matrix.

The GaAs(111) complex band structure is illus-
trated in Fig. 1. For a chosen k||, the X valley of the
X(0, 0, –1) type exists for kX = k⊥  = (2π/3a)(–1, –1, –1);
the L valley of the L(1/2, 1/2, –1/2) type exists for kL =
k⊥  = (2π/6a)(1, 1, 1). Solid lines in Fig. 1 represent the
energy dependences for real k⊥ . The variation range of
real k⊥  is equal to the reciprocal-space period in direc-

tion (111), i.e., 2 π/a. Dotted lines in Fig. 1 depict
the dependences for complex k⊥  with Rek⊥  = kX or kL.
Apart from data on real wave vectors, there are a lot of
k⊥ (E) dependences with large Imk⊥ (E) within the cho-
sen energy range, which are not presented in Fig. 1. The
complex band structure of AlAs(111) has similar fea-
tures. All branches of the complex band structure
(about 30) were taken into account to construct the gen-
eral solution to the Schrödinger equation.

The transmission coefficients PXX are shown in
Fig. 2. First two peaks correspond to the X resonances
in the AlAs X well. An intricate structure near the
energy of 0.42 eV is related to L resonances in the
GaAs L-wells and appears due to the XL interaction at
heteroboundaries. We note that the XL interaction is
fairly weak and features a pronounced dependence on
the heteroboundary type. Thus, the transmission coeffi-
cient for the AlAs/GaAs system with a single heter-
oboundary is equal to approximately 0.04 (for energy
near 0.42 eV) if the Ga atomic plane in GaAs is nearer
to the heteroboundary (ga-type) than the Al plane in

3

3 3

3
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AlAs. In the opposite case (the al-type heterobound-
ary), this coefficient is three orders of magnitude
smaller. In the structure considered, the order of heter-
oboundaries is the following: al–ga–al–ga. It is this
dependence on the heteroboundary type that gives rise
to the essential distinction of peak heights near the
energy of 0.42 eV. Changing the system dimensions,
we found that the first peak of the transmission coeffi-
cient in the vicinity of the above energy (of smaller
height) is related to the right-hand GaAs L well,
whereas the second (larger) peak is related to the left-
hand one. The qualitative explanation of this behavior
is as follows. An electron reaching the right-hand GaAs
L well “leaves the field” rather easily violating sharp
resonance conditions, since the transmission coeffi-

–1.299 –0.866 –0.433 0 0.433
k⊥  a/2π

–4

–3

–2

–1

0

1

E, eV

X3

X1

L1

L3

X5

0.25 0.30 0.35 0.40 0.45
E, eV

10–7

10–5

10–3

10–1

PXX

X X XL

Fig. 1. Complex band structure of GaAs(111) for k|| =
(2π/3a)(1, 1, –2). Solid lines represent the real-k⊥  depen-
dence of the energy and dashed lines represent the complex-
k⊥  dependence of the energy for Rek⊥  = kX (or kL).

Fig. 2. Transmission coefficients PXX for the AlAs/GaAs

(3 a)/AlAs(3 a)/GaAs(3 a)/AlAs heterostructure.
Types of resonance peaks are shown.

3 3 3
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Table 1.  Energy values (in eV) at the X and L points for AlAs and GaAs

X1 X3 X5 L1

AlAs 0.20823 1.18303 –4.24294 0.86169 –2.88137 3.06542

GaAs 0.46877 0.90684 –3.84209 0.29084 –2.45145 3.36002

L3
v L3

c

cient for the rightmost (al-type) GaAs/AlAs heter-
oboundary is about 0.04. A different situation occurs
for electrons in the left-hand GaAs L well, where an
electron is confined between the first (al-type) and third
(also al-type) heteroboundaries, with the transmission
coefficients being of three orders of magnitude smaller.

Analysis of the results of pseudopotential-based cal-
culation data shows that, within the energy range nec-
essary for the description of the electron scattering with
the participation of X and L states of AlAs and GaAs, it
is sufficient to consider only the interaction of the states
in the X1, X3, and L1 valleys. What is more, qualitatively
correct results can be obtained in the two-valley
approximation with the X1 and L1 valleys involved.
Consideration of X3 states is necessary to satisfy the
conditions of the obtained scatting matrices more
exactly.

Table 2.  Values of the momentum-operator matrix elements
(in atomic units) for AlAs and GaAs

AlAs GaAs

〈X1|pz|X3〉 0.10793i 0.11399i

〈X1|px|X5x〉 0.49409i 0.49235i

〈X3|px|X5y〉 0.52922i 0.52863i

〈L1|px| 〉 0.42154i 0.42011i

〈L1|px| 〉 0.24338i 0.24254i

〈L1|px| 〉 0.00581i 0.00910i

〈L1|px| 〉 –0.00335i –0.00525i

〈 |px| 〉 0.26767i 0.26246i

〈 |px| 〉 –0.34219i –0.34272i

〈 |px| 〉 0.34219i 0.34272i

〈 |px| 〉 0.12746i 0.133263i

〈 |pz| 〉 –0.32502i –0.33112i

〈 |pz| 〉 –0.46523i –0.46038i

L31
v

L32
v

L31
c

L32
c

L31
v L31

c

L31
v L32

c

L32
v L31

c

L32
v L32

c

L31
v L31

c

L32
v L32

c

Thus, one may hope to construct, within the frame-
work of the method of envelope wave functions, a
three-valley model, which adequately reproduces the
results of the exact calculation of the electron transmis-
sion. A variant of the kp Hamiltonian, ensuring more or
less correct results for the complex band structure, is
necessary to construct a model. Sewing conditions for
the envelope functions consistent with the exact calcu-
lation are also necessary.

In order to construct the model, we expand wave
functions for any layer near points k0 as

(1)

where k0 equals kX or kL, and |K0m〉  are the Bloch func-
tions at the point k0.

The expansion coefficients Dm(k) and k⊥  can be
found from the following set of equations which has to
be solved for fixed E and k||:

(2)

Here, pnm = 〈K0n|p|K0m〉  is the matrix element of the
momentum operator and Em(k0) is the energy at the
point k0. Hereafter, we use the atomic units. Thus, solv-
ing Eq. (2), we determine the complex band structure,
i.e. the dependences k⊥ j(E, k||) and Dm(E, k||, k⊥ j) rela-
tions, where j is a number of the solution.

Our studies showed that, when constructing the
kp Hamiltonian in the vicinity of the X(0, 0, –1) point
in the energy range of interest, we may restrict our-
selves to the consideration of the X1 and X3 conduction-
band valleys and the X5 valence-band valley. We note
that a consideration of the X5 valleys is necessary to
obtain a correct k⊥ j(E, k||) dependence, but their contri-
bution into the wave function is insignificant. We took
into account in (1) and (2) the L1 conduction-band val-

ley and the  valence-band and  conduction-band
valleys in the neighborhood of the L(1/2, 1/2, –1/2)
point. The corresponding wave functions have a major
contribution from the L1 valleys with small corrections
due to the L3 states. The quadratic dispersion law is
valid here in a wide energy range, yielding accurately

ψk0k i k k0–( )r[ ] Dm k( ) K0m| 〉 ,
m

∑exp=

Dm k( ) Em k0( ) k k0–( )2 E–+[ ]δnm{
m

∑
+ 2 k k0–( ) pnm } 0.=

L3
v L3

c
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Table 3.  Values of the tij matrix elements in atomic units

i
j

1 2 3 4 5 6

1 –0.0257 0.0452 0.0170 0.0146 –0.0131 0.0067

2 0.0286 –0.0223 –0.0139 0.0024 0.0351 0.0113

3 0.0128 –0.0472 0.0018 0.0396 0.0744 0.0085

4 –0.0089 –0.0100 0.0035 0.0754 –0.1680 0.0446

5 0.0022 –0.0024 0.0066 –0.0031 0.0178 0.0086

6 0.0092 0.0194 –0.0058 –0.0358 0.1515 0.0033
the branches of the complex band structure shown in
Fig. 1, which begin from the L1 lower conduction band
level.

The energies Em(k0) and the matrix elements of
momentum operator were found using pseudowave
functions obtained as a result of the exact pseudopoten-
tial calculation. The values of these quantities are listed
in Tables 1 and 2. The momentum-matrix elements are
given for X(0, 0 –1) and L(1/2, 1/2, 1/2) valleys. The X5x

and X5y wave functions of the degenerate X5 state have,
respectively, a symmetry of x and y coordinates; the L31
and L32 wave functions for the degenerate L3 levels

have, respectively, the symmetries (1/ )(x – y) and

(1/ )(x + y – 2z). The momentum-matrix elements
that are not listed in Table 2 are either zero or can be
easily determined on the grounds of symmetry. The
momentum-matrix elements for other X and L valleys
can be obtained using the relevant symmetry elements

from the group .

A general solution for the given E and k|| can be
derived as a superposition of solutions related to the L
and X points. We introduce the notation χj = k⊥ j – k0⊥
and the following numeration of the complex band
structure branches. Let χ1 = –χ4 (Reχ1 > 0, or Imχ1 > 0)
correspond to branches beginning from the level X1 of
the conduction band, let χ3 = –χ6 (Reχ3 > 0, or
Imχ3 > 0) correspond to branches beginning from the
level X3 and let χ2 = –χ5 (Reχ2 > 0, or Imχ2 > 0) corre-
spond to branches beginning from the level L1 of the
conduction band. Then the general solution for the
fixed value of k|| can be represented as

(3)

where C(χjE) are arbitrary coefficients, and Ψj = 
are particular solutions found previously. Using this
procedure, we can first find general solutions both to
the left and to the right of the heteroboundary and also
the conditions for sewing at the heteroboundary includ-

2

6

Td
2

ΨE C χ j E,( )Ψ j,
j 1=

6

∑=

Ψk0k j
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ing twelve different coefficients C(χj, E) (six for each
side).

Substituting (1) into (3), we can rewrite the general
solution (3) as

(4)

where the envelope functions F are defined by the rela-
tions

(5)

The z-axis is here directed along the (111) direction. We
note that the terms related to the envelope functions |X5〉
and |L3〉  are omitted in (5). As was mentioned above,
their contribution to the wave functions is negligible.
Derivatives of the envelope functions are given by

(6)

ΨE FX1
X1| 〉 FX3

X3| 〉 FL1
L1| 〉 ,+ +=

FX1
C χ1( )DX1

χ1( ) iχ1z( )exp=

+ C χ1–( )DX1
χ1–( ) iχ1z–( )exp

+ C χ3( )DX1
χ3( ) iχ3z( )exp

+ C χ3–( )DX1
χ3–( ) iχ3z–( ),exp

FL1
C χ2( )DL1

χ2( ) iχ2z( )exp=

+ C χ2–( )DL1
χ2–( ) iχ2z–( ),exp

FX3
C χ1( )DX3

χ1( ) iχ1z( )exp=

+ C χ1–( )DX3
χ1–( ) iχ1z–( )exp

+ C χ3( )DX3
χ3( ) iχ3z( )exp

+ C χ3–( )DX3
χ3–( ) iχ3z–( ).exp

FX1
' iχ1 C χ1( )DX1

χ1( ) iχ1z( )exp[=

– C χ1–( )DX1
χ1–( ) iχ1z–( ) ]exp

+ iχ3 C χ3( )DX1
χ3( ) iχ3z( )exp[

– C χ3–( )DX1
χ3–( ) iχ3z–( ) ] ,exp

FL1
' iχ2 C χ2( )DL1

χ2( ) iχ2z( )exp[=

– C χ2–( )DL1
χ2–( ) iχ2z–( ) ] ,exp
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For the fixed z corresponding to a certain position of the
heteroboundary, six relations (5) and (6) can be repre-
sented in the matrix form as

(7)

where F is a vector with , , , , , and

 components; C is a vector with components C(χ1),
C(χ2), C(χ3), C(–χ1), C(–χ2), and C(–χ3); and F is a
6 × 6 matrix, whose elements are determined from the
relations (5) and (6).

Relation (7) can be written for both of the materials
forming the heterostructure. The subscripts “1” and “2”
stand, respectively, for the material on the left (AlAs in
our case) and on the right (GaAs); thus, we have

(8)

A relation between the C1 and C2 coefficients (condi-
tions for sewing on the heteroboundary) can be written
as

(9)

where J is the so-called sewing matrix for a given het-
eroboundary; its elements are calculated in the pseudo-
potential approximation. Notice, that, in the three-val-
ley approximation, J–1 coincides very closely with the
sewing matrix at the next GaAs/AlAs boundary (we
chose an even number of monolayers between these
heteroboundaries), which is a clear indication of the
three-valley approximation validity.

The sewing conditions for the envelope functions
and their derivatives follow from (8) and (9) and have
the form

(10)

where T is a 6 × 6 matrix:

(11)

Calculation of the T matrix elements showed their
weak energy dependence. Therefore, energy-averaged
values can be used for the T matrix elements. It is con-
venient to represent the results in the symmetric form
as

(12)

FX3
' iχ1 C χ1( )DX3

χ1( ) iχ1z( )exp[=

– C χ1–( )DX3
χ1–( ) iχ1z–( ) ]exp

+ iχ3 C χ3( )DX3
χ3( ) iχ3z( )exp[

– C χ3–( )DX3
χ3–( ) iχ3z–( ) ] .exp

F FC,=

FX1
FL1

FX3
FX1

' FL1
'

FX3
'

F1 F2C1, F2 F2C2.==

C1 JC2,=

F1 TF2,=

T F1JF2
1– .=

T1F1 T2F2,=
where T = T2. Matrix elements of Tk (k = 1, 2) have
the form:

(13)

Values of tij are given in Table 3. Notice, that the
matrix elements of T in the off-diagonal blocks (tij for
i = 1, 2, 3; j = 4, 5, 6; i = 4, 5, 6; and j = 1, 2, 3) depend
on a choice of wave vector dimension and, therefore,
they cannot be compared with dimensionless tij in the
diagonal blocks of this matrix. The nonvanishing of tij

is due to the difference between the complex band
structures for AlAs and GaAs and to the wave-function
overlap in the boundary plane. By analyzing the data in
Table 3, we may draw the qualitative conclusion that
the XL interaction is mainly due to the mixing of deriv-
atives of the L and X envelope functions in the bound-
ary plane. When using the sewing conditions for the
envelope functions, it is well to bear in mind that they
were derived in the atomic units (" = 1, m0 = 1/2, where
m0 is the electron mass). The |X1〉 , |X2〉 , and |L1〉  func-
tions for both materials have to be real. The presented
tij values are related to the AlAs/GaAs boundary with
AlAs being on the left (the “al” boundary in our nota-
tion). For heteroboundaries removed from it by an even
number of monolayers, the sewing conditions remain
the same. For the heteroboundaries removed from it by
an odd number of monolayers, the sign before  and

 for both materials has to be changed in the formula
(12) in order to obtain the boundary conditions, which
is rather obvious.

In order to verify the model, we calculated the trans-
mission coefficients for the above-mentioned structure
using the sewing condition (12) and obtained a nearly
perfect agreement with the pseudopotential calculation
data. This permits us to conclude that the fairly simple
model developed is adequate. We anticipate that the
obtained sewing conditions for envelope functions will
be used for the calculation of various physical charac-
teristics of heterostructures: tunneling times, current–
voltage characteristics, etc.
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Abstract—A model is proposed for carrier transport in Si/CaF2 nanometer periodic structures with the partic-
ipation of traps in insulators. Simulation of the current–voltage characteristics of such structures showed that
trap participation enhances the total carrier transport by 2–3 orders of magnitude and causes nonmonotonicity
of current–voltage characteristics. The carrier transport depends on the energy level corresponding to traps, the
number of states in a trap at the carrier trajectory, its deviation from a rectilinear one, insulator thickness, and
potential barrier height. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Nanometer structures forming a system of quantum
wells (QWs) are attracting increasing interest due to
their prospective application as a basis of solid-state
devices employing quantum-size effects [1].

From the viewpoint of compatibility with the well-
developed silicon technology, it seems profitable to
study periodic structures based on Si/CaF2 [2–4]. These
are produced by molecular-beam epitaxy on single-
crystal silicon substrates [5]. Alternating nanometer-
sized insulator and semiconductor layers form a peri-
odic structure where each period includes Si and CaF2
layers. It is of great interest to study mechanisms of car-
rier transport via QWs formed in such structures in the
context of their outlook for optoelectronics and nano-
electronics.

The experiments [6–8] showed that the carrier trans-
port through the Si/CaF2 periodic structures implies a
nonuniform distribution of electrons and holes over
structure periods, a region of negative differential resis-
tance (NDR) in the current–voltage characteristic,
charging effects (including a nonzero potential at a zero
current), nonlinear temperature dependences of cur-
rent, etc. Each effect is undeniably related to the contri-
bution of certain carrier transport mechanisms. The
most probable is the tunnel transport and transport over
trap states assisted by carrier “heating” and avalanche
multiplication, and charge accumulation in QWs.

However, from the viewpoint of model concepts,
only the tunnel transport was adequately described [6].

To develop this model, we analyzed electron and
hole transport through the Si/CaF2 periodic structure
over trap states in the insulator. Such transport was con-
sidered simultaneously with the classical tunneling
described by the Wentzel–Kramers–Brillouin (WKB)
approximation. The generalized model and numerical
analysis are considered in this paper.
1063-7826/01/3501- $21.00 © 20112
THE MODEL

The Si/CaF2 periodic structure forms a system of
QWs, where the wide-gap insulator CaF2 and silicon
play the role of a barrier and a potential well, respec-
tively. The energy diagram of such a structure with an
external bias and the considered electron and hole
transport mechanisms are shown in Fig. 1. In the
absence of an external bias, the potential barrier shape
is assumed to be rectangular.

The model includes the following groups of electron
processes: (i) carrier injection from the contact via tun-
neling through the insulator barrier and traps in the bar-
rier, (ii) carrier tunneling through potential barriers and
their simultaneous transport over trap levels in the insu-
lator barrier, (iii) electron and hole recombination in the
semiconductor, and (iv) carrier drain to the contact via
tunneling and with the participation of traps.

Electron and hole tunneling through the insulator
barrier is assumed to be elastic. The tunneling probabil-
ity is determined in the quasi-classical WKB approxi-
mation [9].

Along with carrier tunneling through potential bar-
riers, we consider carrier transport over trap levels in
insulator layers.

Trap levels are assumed to be produced by the
Schottky structural defects, i.e., empty sites caused by
CaF2 molecule dissociation. These defects in polar
crystals can be double and single [10]. Double Schottky
defects are neighboring vacancies of opposite polarity,
arising due to Ca and F atom transition into interstices
followed by vacancy diffusion to sinks. Double defects
form traps for electrons and holes. Single defects, i.e.,
vacancies of the same type, form traps only for elec-
trons or only for holes. The carrier transport with the
participation of traps proceeds in the relay-race mode.
It is also assumed that a fraction of the carriers in sili-
001 MAIK “Nauka/Interperiodica”
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con layers is involved in radiative and nonradiative
recombination.

To determine the current through the structure, we
write a set including continuity equations for electron
and hole fluxes, the one-dimensional Poisson equation,
and an equation describing the distribution of the exter-
nal applied voltage Vbias between the structure contacts
and periods:

Here i = 1, …, n is the structure period index (n is the
number of periods), ni(pi) is the electron (hole) concen-

tration in the ith semiconductor layer,  is the rate of
carrier transport through the ith insulator layer with the

participation of traps,  is the rate of tunnel carrier
transport through the ith insulator layer, γi is the coeffi-
cient of electron and hole recombination in the ith
semiconductor layer, ε0 is the permittivity of free space,
εi is the piecewise continuous function consisting of the
relative permittivities of semiconductor and insulator
materials in the ith period, q is the elementary charge,
ϕi is the potential drop at the ith period, and ϕk1 and ϕk2
are potential drops at the emitter and collector, respec-
tively.

The rates of electron and hole tunnel transition
through the potential barrier are given by (see [6])
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where mxn(p), myn(p), and mzn(p) are the effective masses of
electrons (n) and holes (p) in the silicon well; the tun-
neling direction is along the axis x; directions z and y lie

in the plane of layers;  is the barrier tunnel pene-
trability for electrons (holes); " is the Planck constant;
dSi is the silicon layer thickness, E is the maximum
electron energy in the injecting electrode; FiC(V)(E) is
the Fermi–Dirac distribution function for electrons
(holes); and ϕDi is the potential drop across the ith insu-
lator layer.

The tunneling probability in terms of the WKB
approximation [9] is given by

(6)

where x1 and x2 are classical turning points, Uin(p) is the
potential barrier height for electrons (n) and holes (p),
and dD is the insulator layer thickness.

The rates of electron and hole tunneling transitions
over trap states when the carrier energy reaches the trap
level energy are written as (see [11-12])
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Fig. 1. Energy diagram of the Si/CaF2 structure and electron
and hole behavior in it: (1) tunneling from the emitting con-
tact, (2) emission from the emitting contact into traps in the
insulator, (3) tunneling through the insulator barrier,
(4) transport through the trap level in insulator, (5) recombi-
nation, (6) carrier tunneling to the collector contact, and
(7) transport from insulator traps to the collector contact;
A is the electron emitter (hole collector) and B is the elec-
tron collector (hole emitter).
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(7)

where a is the distance between trap states. The coeffi-
cient of carrier tunnel passage over trap levels in an
insulator is given by (see [11,12])

(8)

where

is the probability of m traps being arranged along the
carrier trajectory through insulator with the defect con-
centration ND,

is the characteristic attenuation length of an electron
(hole) state (of energy E) in a uniform barrier, G is the
contribution to the coefficient of tunnel passage of lev-
els broadened due to charging effects, scattering, and
deviation of trap level trajectories from the rectilinear.
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Parameters employed to simulate carrier transport in Si/CaF2
layered structures

Parameter Value

CaF2 layer thickness 1–2.5 nm

Si layer thickness 1–2.5 nm

Number of periods 20

Potential barrier height for electrons [13] 3.3 eV

Potential barrier height for holes [13] 7.6 eV

Effective electron mass in the silicon QW 
plane [5]

0.35m0

Effective hole mass in the silicon QW plane [5] 0.35m0

Effective mass for electron tunneling [14] 0.42m0

Effective mass for hole tunneling [14] 0.42m0

Recombination coefficient for electrons and 
holes in a semiconductor

10–22 m–3 s–1

Carrier density at contacts 1022 m–3

Relative dielectric constant of CaF2 [6] 5

Relative dielectric constant of Si [6] 7.5

Energy position of the trap level relative to 
the Fermi energy in the silicon layer [7]

0.60–0.63 eV

Number of states along the carrier trajectory 
over the trap level

2–4
The number of states along the carrier trajectory
over the trap level is related to the barrier thickness, dis-
tance between trap states, and the trajectory deviation
from the rectilinear one as (see [11])

(9)

where θ is the angle (in radians) characterizing the tra-
jectory sinuosity.

The current density through the structure is given by
(see [6])

(10)

Here, Ji(n)(ϕDi) and Ji(p)(ϕDi) are the densities of nonre-
combinative components of electron and hole currents
in the ith semiconductor layer

(11)

where NC(V) is the effective density of states in the con-
duction (valence) band.

The developed model was used to analyze the cur-
rent–voltage (I–V) characteristic of the 20-period
Si/CaF2 structure at room temperature on the assump-
tion that the insulator and semiconductor layer thick-
nesses, recombination coefficient, and potential barrier
heights for electrons and holes are identical for all the
structure periods. The carrier transitions were consid-
ered at energies close to the Fermi energy of emitting
contacts and quasi-Fermi levels in QWs.

THE RESULTS OF CALCULATION
AND DISCUSSION

The I–V characteristic of the Si/CaF2 periodic struc-
ture was calculated taking into account the following
factors: the number of states along the carrier trajectory
over trap levels, the number of defect levels, the exist-
ence of trapping centers in an insulator for one or both
types of carrier, CaF2 and Si layer thicknesses, devia-
tion from a rectilinear trajectory in the trap center vicin-
ity, and the barrier height.

The parameters used in the calculations are listed in
the table. When the insulator and semiconductor thick-
nesses were not varied parameters, they were taken as
2.0 and 1.5 nm, respectively.

The I–V characteristics of the structure were calcu-
lated separately for both tunneling and trap carrier-
transport mechanisms. In the entire applied voltage
range, the “trap” current contribution was established
to substantially exceed the tunneling current (by two–
three orders of magnitude). In both cases, the depen-
dence of the current on the external voltage is exponen-
tial and monotonic due to the different potential barri-
ers for electron transitions by the tunneling and trap-
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related mechanisms. In the case of transport over trap
levels, the barrier is discretized into a few narrower bar-
riers. The I–V characteristics for the described case are
plotted in Fig. 2 (curves 1, 4). Since the insulator can
contain single and double Schottky defects, we studied
the impact of defect type on trap-related transport in the
Si/CaF2 periodic structure. Figure 2 also shows the cal-
culated I–V characteristics for the cases when the insu-
lator contains only electron or only hole traps (curves 2, 3).
The trap energy level coincided with the QW bottom.
Thus, the current is higher in the insulator containing
only electron traps by an order of magnitude. Analo-
gous ratios were observed for the electron and hole
components of the tunneling current: the former is
higher by two–three orders of magnitude (Fig. 2,
curves 5, 6). This is caused by different potential bar-
rier heights for electrons (3.3 eV) and holes (7.6 eV).

If the carrier transport over two trap levels with dif-
ferent energies is taken into account, the I–V character-
istic exhibits steps and becomes nonmonotonic (see
Fig. 3). This effect is related to coinciding trap posi-
tions and carrier energies in the QW. Adding the carrier
transport over trap levels to the total flux causes a cur-
rent spike at a certain potential. Neglect of scattering
processes causes a resonance in the structure when the
carrier energy in the QW coincides with the trap level
position (curve 3). In this case, the I–V characteristic
exhibits a resonance peak. The consideration of carrier
scattering in the QW leads to the energy-state and res-
onance broadening, and to the absence of a current drop

0 1 2 3
Vbias, V

10–5

10–4

10–3

10–2

10–1

100

101

J, A/m2

1

2

3

4, 5

6

Fig. 2. Impact of traps on the I–V characteristic of the
20-period Si/CaF2 structure for carrier transport over traps
(1) with the participation of two trap types, (2) with the par-
ticipation of only electron traps, and (3) with participation
of only hole traps; tunneling transport: (4) total tunneling
current, (5) contribution of electrons, and (6) contribution of
holes. Carrier transport through traps of energy at the level
of the conduction-band bottom and the valence-band top is
assumed for electrons and holes, respectively.
SEMICONDUCTORS      Vol. 35      No. 1      2001
portion in the I–V characteristic (curves 1, 2). The num-
ber of current spikes is controlled by the number of lev-
els in the insulator with an energy exceeding the con-
duction-band bottom energy of nanometer-scale sili-
con.

The trap current, as the tunneling one, was shown to
depend exponentially on the potential-barrier height.
However, the current tunneling component decreases
by three orders of magnitude as the barrier height
grows from 3 to 5 eV, while the trap component
decreases only by an order of magnitude. This occurs
because the potential barrier height at the trap transport
affects only the characteristic attenuation distance of an
electron wave with energy E in the uniform potential
barrier.

Since the defect concentration depends on the con-
ditions of Si/CaF2 structure formation, the impact of the
number m of states in the trap on carrier trajectories
over the trap level was studied. The current density was
shown to grow by three orders of magnitude as m
decreases from 4 to 2 due to the barrier transparency
increase at the carrier transport over the trap states.

An analysis of the impact of the structure size
showed different dependences of current components
on Si and CaF2 layer thickness (see Fig. 4). As the Si
layer thickness increases from 1 to 2.5 nm, the tunnel-
ing and trap-related currents vary insignificantly
(curves 2, 4). An analogous CaF2 thickness growth expo-
nentially reduces the trap-related and tunneling currents
by five and seven orders of magnitude (curves 1, 3).
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Fig. 3. Impact of the trap level energy position on the I–V
characteristic of the 20-period Si/CaF2 structure for carrier
transport (1) over two types of traps for electrons (holes)
with a higher (lower) energy relative to the conduction-band
bottom (the valence-band top) by 0.02 eV and with an
energy equal to the conduction-band bottom (the valence-
band top), (2) only over traps for electrons (holes) with an
energy higher (lower) relative to the conduction-band bot-
tom (the valence-band top) by 0.02 eV, and (3) over traps for
the energy level arrangement analogous to curve 1 on the
assumption of the absence of carrier scattering.
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An increased deviation of the carrier trajectory over
the trap level from a rectilinear one (angle θ increase
from 0° to 45°) decreases the current by 30–45 times
due to an increase in the number of states in traps along
the trajectory, as well as in the trajectory length itself.

CONCLUSION

The proposed model of simultaneous carrier trans-
port by tunneling and over traps in Si/CaF2 nanometer
periodic structures and the corresponding calculations
showed that the trap states increase the total transported
charge by two–three orders of magnitude. Furthermore,
the I–V characteristic qualitative shape depends on the
trap level energy and concentration, and the deviation
of the carrier trajectory over trap levels from a rectilin-
ear one. In some cases, the consideration of charge
transport over trap levels leads to nonmonotonic I–V
characteristics when levels in the well and insulator
coincide as the external bias voltage grows. It is impor-
tant to take these trends into account when designing
nanoelectronic and optoelectronic devices based on
QWs not only in Si/CaF2 structures, but also in those
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d, nm
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1

3

2

4

Fig. 4. Impact of CaF2 and Si thicknesses on the I–V char-
acteristic of the Si/CaF2 20-period structure at an external
bias of 3 V: (1, 2) the current through traps and the (3, 4) tun-
neling current versus CaF2 and Si thicknesses, respectively.
close (in electronic properties) to Si/SiO2 structures
where transport through the trap should also play a sig-
nificant role.
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Abstract—A new design of the avalanche photodetector combining the avalanche photodiode and MIS struc-
ture properties was tested. The noise and high-frequency properties of the device were studied. The device
exhibited a noise factor of less than 10 at a high multiplication factor (M > 1000) even with hole injection. This
is indicative of a drastic change in the effective ratio of the coefficients of impact ionization by electrons and
holes in favor of the latter. Measurements of the photosensitivity distribution over a photodetector area for M =
8000 showed a high uniformity. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The use of the silicon-based metal–insulator–semi-
conductor (MIS) structure as an avalanche photodiode
was first proposed in [1]. However, the structures devel-
oped there did not maintain a dc mode and operated in
the pulsed mode of electric bias, exhibiting very high
gains [2] unattainable for ordinary avalanche photo-
diodes (APD). Further studies [3] also detected drasti-
cally improved noise characteristics of these structures
compared to APD noise. The need to operate in a bias
pulsed mode was avoided by using a wide-gap semi-
conductor with a great number of deep donor states as
a MIS structure insulator (see [4–6]). In this case, car-
riers accumulated during a “one-electron” process at
the interface flow out through a high-resistivity layer of
a wide-gap semiconductor. A major disadvantage of
such structures is the poor reproducibility of wide-gap
layer “doping,” as well as their sensitivity to the follow-
ing high-temperature treatment necessary to form
receiving areas and to produce contact coatings for
oxides with oxygen vacancies.

In this study, we examine the characteristics of an
avalanche photosensitive MIS structure [7–9] where
carriers flow out tangentially from the interface to an
outer electrode along the silicon–insulator interface
when operating in the dc bias mode.

DEVICE DESIGN AND OPERATION

The device is intermediate between conventional
APDs and photosensitive MIS structures intended for
avalanche mode operation. This planar photodiode
design with a lightly doped collector whose photosen-
sitive area is covered with an insulator layer and a semi-
transparent metal coating connected to a collector elec-
trode (see Fig. 1). As for operation, it is a MIS device
1063-7826/01/3501- $21.00 © 20117
where the diode structure maintains the carrier drain
away from the semiconductor–insulator interface to the
outer electrode connected to a metal coating of the
insulator. This enables the MIS structure to operate in
the avalanche mode at a continuous bias mode. A thin
collector layer in the operating mode is totally depleted
and decreases the energy of carriers arriving at the insu-
lator–semiconductor interface.

The design shown in Fig. 1 is intended to detect near
ultraviolet and short-wavelength visible light [8]
absorbed in the silicon surface region; therefore, the
device has an n-type base. The probabilities of impact
ionization by carriers of opposite sign differ greatly in
ordinary silicon APDs. Therefore, the type of carriers
injected into the field region is crucial, since it controls
the noise factor [10]. In MIS structures, this can be
important at relatively low multiplication factors when
screening the field by the charge accumulated at the
interface is still not efficient. However, as will be evi-
dent from the obtained data, the type of carriers initiat-
ing an avalanche is not important at high gains.

To identify the main features of the device opera-
tion, we assume that one-electron pulses are separated
in time, so that the time of the one-electron process of
development–decay including the spreading of accu-
mulated charge is much shorter than the time between
photon absorption events in the same local region. We
assume also that light is absorbed in the base region,
which corresponds to the measuring conditions, and
simplifies consideration. In this case, holes are the car-
riers initiating the avalanche process.

Figure 2 displays the energy-band diagram of the
device in the operating mode. As is evident, the main
difference from conventional APDs is that the field
extends to the entire collector region (the p-region in
this case) totally depleted in the operating mode.
001 MAIK “Nauka/Interperiodica”
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Photocarriers are multiplied in the strongest field
region, and holes fall into the potential well at the semi-
conductor–insulator interface. In contrast to simple
MIS structures, the multiplication (strongest field)
region is somewhat separated from the interface; there-
fore, carriers approach the interface with lower ener-
gies, which extends the device service life.

Photocarrier accumulation at the interface lowers
the potential, and, hence, weakens the field in the local
region of the one-electron process, which eventually
terminates the multiplication. A potential change in the
region of photocarrier accumulation rives rise to a pull-
ing field over the interface, which shifts photocarriers
to the outer electrode; thus, the normal field component
is restored. Efficient self-quenching of the one-electron
avalanche process requires a charge-relaxation time
much longer than the time of avalanche development–
attenuation. On the other hand, the charge-relaxation
time controls the domain of photoresponse linearity,
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Fig. 1. Structure of the MI–p–n photodiode.

Fig. 2. Energy-band diagram of the MI–p–n structure. The
dashed line represents the potential and electric field distri-
bution in the local region of photocarrier accumulation.
which is stable while the local regions of accumulated
charge occupy merely a small part of the photosensitive
area in the mode of steady photon flux. This is the dif-
ference between the considered device and the APDs
operating in the Geiger mode and losing sensitivity for
the voltage restoration time in the whole diode after
each pulse.

Hereinafter, when describing the device operation,
we use the terms “avalanche” and “avalanche process”,
though these conventionally mean self-extinguishing
multiplication processes in an unchanged field lower
than the breakdown one. In the considered case, atten-
uation proceeds in a varied field whose initial value,
according to estimates, far exceeds the breakdown
field. Since the processes of impact ionization by vari-
ous carriers are separated in time and occur under dif-
ferent electric fields, the ratio between coefficients of
impact ionization by electrons and holes changes in
favor of carriers initiating the avalanche. Therefore, the
effective ratio of these coefficients, determining the
noise factor and process-development time [10, 11] is
much better than for APDs.

EXPERIMENTAL DATA

Tests of photodiodes showed that they require
“forming” since the device parameters vary in time if
the current is flowing. The forming changes their mode;
i.e., the operating voltage increases for a given current
(or multiplication factor), and the noise parameters are
substantially improved. Results of forming partially
diminish even within few hours; however, a fraction of
a charge remains in the insulator for a few months.

The forming seems to introduce a charge into the
insulator. This changes the interface potential and
somewhat levels off its fluctuations, since the number
and energy of carriers coming to the interface in any
local region increase as the field strengthens in this
region. As a result, the field as a whole weakens in the
semiconductor region and strengthens in the insulator
one. To restore the operating mode after forming, the
supply voltage should be increased. This is not a seri-
ous operational problem, since the supply current can
be easily stabilized.

Such behavior of the tested devices is similar to that
of simple MIS structures operating in the avalanche
mode at a pulsed bias [3]. However, the impact of high-
energy carriers on an insulator, leading to irreversible
changes in device parameters, is substantially reduced
in the considered diode due to partial cooling of carriers
in the p layer.

The dark generation current i0, i.e., the ratio of the
dark current to the multiplication factor, was
unchanged (i0 ~(4–5) × 10–10 A) at operating modes (at
high M) after forming. This means that the average fre-
quency of noise pulses is about ~3 × 109 s–1; i.e., a
direct measurement of the amplitude distribution
requires a temporal resolution no worse than 10–10 s.
SEMICONDUCTORS      Vol. 35      No. 1      2001
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We studied photodiode noise properties using a con-
ventional technique for low-signal radio engineering;
i.e., a dc signal was measured after square-law detec-
tion of noise, which made it possible to restrict our
measurements to a relatively narrow frequency range
(3 MHz in the considered case). We omit other mea-
surement details described elsewhere [3, 6] and con-
sider the basic results.

NOISE FACTOR

Figure 3 displays the measured noise factors for one
of the tested diodes (A07) and illustrates the results of
forming. The first run was carried out with no special
forming, except for that occurring during the measure-
ments themselves. The second run was performed after
forming for two hours at a current of 8 µA.

The noise factor was measured using 0.7-µm radia-
tion absorbed mostly in the electroneutral region. In
this case, holes are injected into the diode active region,
which is extremely adverse to the signal-to-noise ratio,
as is evident from the data acquired at relatively low M.
At the same time, the noise factors measured at the
highest M are lower than those calculated according to
the McIntyre theory for electron injection and for very
small k = 0.01.

Figure 3 also shows the noise factors determined on
the assumption that the entire dark current is caused by
the initiating current i0 amplification. The values of F
determined for thermal and optical generation coincide
in the region M > 100. This means that the dark gener-
ation controlling the diode threshold parameters in this
range occurs in volume (as the optical one at λ =
0.7 µm), and its rate depends on the substrate material
quality and diode technology. We note that we have
also obtained similar values of i0 for conventional MIS
structures [3].

Another device (A08) exhibited substantially better
noise characteristics. After primary forming, it was
operated at M > 104 with F ∼  3. However, its noise char-
acteristics were impaired in the course of operation,
which manifested itself in irregular bursts of low-fre-
quency noise that appeared at high M. After 100-h oper-
ation, the highest M, at which no noise spikes were yet
observed, was about 3 × 103 with F ≈ 5 (see Fig. 4).

It is remarkable that such parameters in the McIn-
tyre theory correspond to the ratio of impact ionization
coefficients k ≈ 1.5 × 10–3 in favor of holes. This means
that the self-screening mechanism in this case changes
this ratio approximately by four orders of magnitude.
For low M, a rather high noise level corresponding to
k = 1 is observed and is efficiently suppressed begin-
ning from smaller M than in diode A07.

SPEED OF RESPONSE

Figure 5 displays the measured amplitude–fre-
quency characteristic (AFC) of the noise current
SEMICONDUCTORS      Vol. 35      No. 1      2001
reduced to the unit band for the A08 diode operating at
M = 5000 and current I0 = 7 µA.

Beginning from frequencies of hundreds kilohertz,
the dependence gradually slopes down according to
IN ~ f –0.2, while at frequencies above 100 MHz the slope
IN ~ f –1 is related to the RC limiting. The MIS diode
capacitance (40 pF) and load resistance (25 Ω) (the
measuring receiver input and a load from the noise cur-
rent source for lowering the standing wave coefficient
in a transmitting line) yield RC = 10–9 s. This time corre-
sponds to the boundary (–3 dB) frequency of 160 MHz.
To ascertain that the weak frequency dependence in the
range 0.1–100 MHz is not caused by the measuring
technique, the noise AFC was measured for a silicon
APD operating at M = 240, I0 = 1.8 µA, and F = 4.2 in
the same measuring channel. These data are also plot-
ted in Fig. 5. As it follows from the values of F and M,
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Fig. 3. Dependences of the noise factor of the avalanche
process on the multiplicative factor for the A07 diode, mea-
sured (1, 2) before and (3, 4) after forming, for the noise
caused by radiation with λ = 0.7 µm (1, 3) and the dark-cur-
rent noise (2, 4). Curve 5 was calculated by the McIntyre
formula for the case of electron injection at k = 0.01.

Fig. 4. Dependence of the noise factor of the avalanche pro-
cess on the multiplication factor for the A08 diode.
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this diode is characterized by k ≈ 0.02 which is a very
good parameter for APDs.

The fact that the frequency dependence exponent in
the range 0.1–100 MHz is (within a good accuracy) an
integer fraction (1/5) is of no basic importance, since
our previous measurement of MIS structures and het-
erojunction diodes yielded both weaker and stronger
dependences in this frequency range. This dependence
can be controlled not only by the temporal characteris-
tics of one-electron pulses, but probably also by the
amplitude dependence of pulse shape, which calls for
corresponding direct measurements.

However, it is quite probable that this frequency fal-
loff is caused by a distributed resistance of the semi-
transparent metal coating and a distributed capacitance
of the structure.

We failed to separate the band limitation caused by
the finite length of one-electron pulses against the
background of the frequency dependence related to RC.
However, we can state that the related cutoff frequency

is substantially higher than  = 160 MHz.f max
RC( )
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Fig. 5. Amplitude–frequency dependence of the noise cur-
rent for (1) the A08 diode at M = 5000 and (2) the silicon
APD at M = 240.

Fig. 6. Coordinate dependence of the A08 diode photosen-
sitivity at M = 8000.
As is known, the APD high-frequency properties are
characterized by the gain–bandwidth product, which is
approximately constant for specific APD types (Si, Ge)
[11]. Silicon APDs are characterized by the best value
of this parameter, ∆f × M = 340 GHz [12]. For MIS-
type avalanche structures this product depends on oper-
ating mode [13]. Nevertheless, it makes sense to com-
pare this value achieved in the operating mode to that
for APDs. Though the obtained results do not allow the
calculation of the product ∆f × M for the tested device,
they make it possible to estimate its minimum. For exam-
ple, assuming that ∆fMIS ≥ 2∆fRC, we obtain ∆f × M ≥
1500 GHz, which far exceeds the corresponding value
in APDs.

GAIN DISTRIBUTION
OVER THE PHOTOSENSITIVE AREA

One of the APD disadvantages is its nonuniform
photosensitivity distribution over the photoresponsive
area, which becomes more pronounced with increasing
multiplication factor. A negative feedback mechanism
in MIS avalanche photodetectors substantially levels
off the gain distribution over the interface plane and
allows operation at much larger photoresponsive areas
than in APDs. At the same time, there exists a certain
problem related to the semitransparent metal electrode
resistance becoming comparable to the structure
dynamic resistance at the operating point and reducing
the signal current at sufficiently large photoresponsive
areas. This attenuation depends on the proximity of the
avalanche process to the massive metal electrode,
which causes a corresponding nonuniformity in the
photosensitivity.

To diminish this effect, the device photoresponsive
area of 1.1 × 1.1 mm2 in total was divided into four sec-
tors. Figure 6 displays the measured coordinate depen-
dence of photosensitivity at M ≈ 8000. The measure-
ments were carried out using an optical probe with a
cross section of 70 × 70 µm (the cross section of the
light-emitting area image of the light-emitting diode at
the highest magnification of an MBS-2 microscope
objective).

The nonuniformity found in the sensitivity over the
area does not exceed 30%. The typical distribution
shape, i.e., the lowered sensitivity in central regions of
separate sectors, is indicative of the impact of semi-
transparent-coating resistance. The appreciable photo-
sensitivity beyond the receiving area edge is caused by
scattered radiation in the optical system.

CONCLUSION
A new type of avalanche photodetector was studied,

which combines photodiode technology and perfor-
mance with the high gain and photosensitivity parame-
ters of avalanche MIS structures.

It is shown that the type of carriers initiating the ava-
lanche process at high multiplication factors does not
SEMICONDUCTORS      Vol. 35      No. 1      2001
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have a profound impact on the noise factor in structures
with a negative feedback (such as the MIS).

Further studies in this area should be focused on
increasing the oxide stability to high-energy carriers by
optimizing the semiconductor structure in order to
lower the energy of carriers coming to the interface or
by using a more stable insulator coating instead of
oxide.
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(dedicated to his 60th birthday)
In August 2000, Professor Vladimir Mikhaœlovich
Arutyunyan celebrated his 60th birthday. He is a prom-
inent scientist in the field of physics and technology of
semiconductors, a full member of the National Acad-
emy of Sciences of Armenia, and the head of the
Department of the Physics of Semiconductors and
Insulators at Yerevan State University.

The entire scientific and administrative activity of
V.M. Arutyunyan is closely related to origination and
development of the semiconductor physics and semi-
conductor microelectronics in Armenia. He is the
author of a number of monographs and reviews.

V.M. Arutyunyan has developed a generalized the-
ory of generation–recombination- and injection-related
phenomena in semiconductor structures with a com-
plex band structure. He has suggested new mechanisms
for the formation of portions with negative S-type dif-
ferential resistance in current–voltage characteristics
and for a number of other anomalous effects under the
conditions of double injection and impact ionization.
V.M. Arutyunyan contributed significantly to the theory
1063-7826/01/3501- $21.00 © 20122
of high-field and concentration-related phenomena in
microwave devices such as Gunn-effect diodes and
transit-time microwave diodes. In collaboration with
his colleagues and followers, V.M. Arutyunyan con-
ducted a large series of experimental and theoretical
studies devoted to the physics of compensated, graded-
gap, magnetosensitive, and ion-sensitive semiconduc-
tors; photodetectors in the ultraviolet and infrared
regions of the spectrum; solar cells; superconducting
systems; porous silicon; and so on.

He suggested new devices and technologies that
were patented in the USSR, the USA, and the Russian
Federation. V.M. Arutyunyan contributed significantly
to solving the problems of photoelectrochemical con-
version of solar energy and to the physics of processes
occurring at the semiconductor–electrolyte and semi-
conductor–gas interfaces. Many of the studies started
by V.M. Arutyunyan are now continued in collaboration
with scientists from Russia, USA, Germany, France,
and Sweden.
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Thanks to the fruitful activities of V.M. Arutyunyan,
the Department of Semiconductor Physics (and the cor-
responding research laboratory) of Yerevan State Uni-
versity became one of the major scientific centers.

Professor Arutyunyan devotes much attention to the
training of young scientists. There are many candidates
and doctors of science among his followers. He is the
Editor-in-Chief of the journal “Izvestiya NAN Armenii.
Fizika,” whose English version is published in USA.
V.M. Arutyunyan celebrated his birthday in the prime
of his life.
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In wishing V.M. Arutyunyan many happy returns of
the day, his colleagues and friends also wish him many
more years of creative activity and scientific achieve-
ments in the honorable effort of training young scien-
tists.
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Abstract—PbTeSnSe and GeSnTe compound semiconductors were studied by 119Sn Mössbauer spectroscopy
in the temperature range from 5 to 240 K. Analysis of temperature dependences of the quadrupole splitting of
Mössbauer spectra measured during a cooling–heating cycle confirmed the presence of off-center atoms in
these materials. © 2001 MAIK “Nauka/Interperiodica”.
1. BRIEF REVIEW OF PUBLICATIONS

An off-center atom is an atom in a crystal lattice that
is able to move from one regular site to another as the
temperature changes. The off-center atom is modeled
by an atom in a double-well asymmetric potential,
unlike an ordinary atom, which is located in a single-
well potential [1, 2]. The off-center site occupation
manifests itself in anomalous temperature dependences
of crystal properties, for example, thermal conductivity
and heat capacity [3–5]. To date, these anomalies have
been observed and thoroughly studied for alkali-halide
crystals [6] and oxides [7, 8]. Such investigations are of
interest because the presence of a small amount of off-
center atoms can either induce or suppress phase tran-
sitions in an entire crystal [9, 10]. Recently, off-center
behavior of certain atoms in semiconductor materials
has been observed [11–16].

Until the 1990s, investigations of off-center atoms
concerned only small atoms that are substituted for
larger atoms in crystal lattices. However, it was demon-
strated [17–19] that large Pb and Sn atoms occupy off-
center positions in IV–VI semiconductors. Such mate-
rials are of practical importance because they undergo
ferroelectric phase transitions.

The identification of off-center site occupation by
Sn atoms in PbTeSnSe and GeSnTe [19] is of particular
interest from the standpoint of Mössbauer spectros-
copy, since this allows one to perform direct Möss-
bauer-effect measurements of the 119Sn isotope. The
effect of off-center impurities on integral physical char-
acteristics of complex systems is difficult to resolve
from many other extraneous effects. In this connection,
Mössbauer spectroscopy offers advantages over other
investigation techniques. Mössbauer spectroscopy is an
1063-7826/01/3501- $21.00 © 0014
important method for structural investigations, which is
particularly sensitive to local atom arrangement and
changes in it [20, 21]. Therefore, Mössbauer spectros-
copy competes to a large extent with the extended
X-ray absorption fine structure (EXAFS) technique,
which is also used in studies of off-center atoms
[11−13, 17–19].

Baltrunas [22] studied PbTeSnSe and GeSnTe by
Mössbauer spectroscopy to determine room-tempera-
ture dependence of Mössbauer parameters on composi-
tion. Nikolaev et al. [23] found that quadrupole split-
ting in PbSnTe increased as temperature decreased
from 300 to 77 K.

Virchenko [24] attempted to use 57Fe Mössbauer
spectroscopy with the aim of revealing the off-center
behavior of apical oxygen atoms in the YBaCuO high-
temperature superconductor. However, determining the
quadrupole splitting in this system involves severe dif-
ficulties because of the presence of four overlapping
doublets in the Mössbauer spectrum of Fe.

Thus, since the discovery of off-center atoms in
1965, they continue to attract interest because of their
dramatic impact on the physical properties of crystals.

In this study, 119Sn Mössbauer spectroscopy was
used for the first time to provide experimental evidence
for off-center behavior of Pb, Sn, and Ge atoms in
PbTeSnSe and GeSnTe.

2. EXPERIMENTAL

To study the thermal behavior of the off-center
atoms, we used the following IV–VI semiconductor
alloys: (PbTe)1 – x(SnSe)x with x = 0.2 and 0.8 and
Ge1 − xSnxTe with x = 0.2 and 0.8, because three types of
2001 MAIK “Nauka/Interperiodica”
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off-center atoms were identified in these solid solutions
of various compositions [17, 18].

Four samples were studied. Pb0.8Te0.8Sn0.2Se0.2
(sample 1) undergoes a low-temperature phase transi-
tion. At the same time, since the Sn content is 20%, we
can consider Sn atoms off center [17, 18]. Pb atoms are
off center in Pb0.2Te0.2Sn0.8Se0.8 (sample 2) [17, 18]; Sn
atoms, in Ge0.8Sn0.2Te (sample 3) [19]; and Ge atoms,
in Ge0.2Sn0.8Te (sample 4) [14–16].

The polycrystalline samples were prepared by fus-
ing the components taken in appropriate amounts. The
prepared solid solutions were homogenized by 120-h
annealing, and then the samples were cooled slowly to
room temperature. A certain amount of 119Sn isotope
was introduced into the samples. Phase analysis
showed that, at room temperature, samples 1 and 4 had
the cubic NaCl structure, sample 2 showed the presence
of cubic and orthorhombic phases, and sample 3 had a
rhombohedral structure.

Mössbauer measurements were performed in the
conventional transmission geometry with the use of a
constant-acceleration spectrometer and a Ca119mSnO3
source at the Oliver Lodge Laboratory of the University
of Liverpool, UK. A nominal line width of a standard
absorber of (119Sn) 0.4 mg/cm2 in thickness was
0.92 mm/s. All Mössbauer samples were thin enough to
apply the thin-absorber approximation [21]. For all sam-
ples, the measurements were performed during cooling–
heating cycles in the temperature range from 240 to 5 K
with a step of 20 K. The spectra were processed with the
FfitA and FCFCORE-3 programs.

3. RESULTS AND DISCUSSION

Figure 1 shows the Mössbauer spectra of all the
samples measured at 200 K.

In the entire temperature range used, the spectrum
of sample 1 consists of only one subspectrum related to
the cubic structure with random distribution of Sn
atoms over the Sn–Pb sublattice. The line width is
0.90 mm/s. The isomer shift is 3.6 mm/s relative to
CaSnO3. For this sample, the variation of the isomer shift
with temperature was thoroughly studied (Table 1).
A moderate increase in the isomer shift with decreasing
temperature is obviously due to the quadratic Doppler
effect and is consistent with the theoretical value for
Sn: 3.5 × 104 mm/(s K) [21]. The values of the isomer
shift measured during heating slightly exceed those
measured during cooling, but these differences are
insignificant. Table 1 also lists values of the quadrupole
splitting measured during the cooling–heating cycle.
The temperature dependence of the quadrupole split-
ting is anomalous (Fig. 2).

In the entire temperature range used, the spectrum
of sample 2 consists of two subspectra: subspectrum
2(1), associated with the orthorhombic phase (isomer
shift is 3.4 mm/s relative to CaSnO3), and subspectrum
2(2), related to the cubic phase (isomer shift is
SEMICONDUCTORS      Vol. 35      No. 1      2001
3.6 mm/s). The quadrupole splitting of subspectrum
2(1) (orthorhombic phase) has a rather weak tempera-
ture dependence (Table 2). The quadrupole splitting of
subspectrum 2(2) (cubic phase) shows a stronger
dependence on temperature (Fig. 3). For both the sub-
spectra, line widths were taken to be 1.06 mm/s; the
broadening in excess of this value was attributed to the
quadrupole splitting, irrespective of the actual cause.

A weak subspectrum with an isomer shift of about
0 mm/s and quadrupole splitting of (0.75 ± 0.05) mm/s
is observed in the spectra of samples 3 and 4. Baltrunas
[22] observed no such subspectrum for this semicon-
ductor. Such values of the isomer shift and the quadru-
pole splitting are characteristic of tetravalent Sn in a
distorted octahedron. The appearance of this subspec-
trum is probably related to oxidation of the sample.
However, it is possible that Sn in GeSnTe resides not
only in the Ge sublattice, where Te atoms are its nearest
neighbors, but also in the Te sublattice, where the first
coordination shell is composed of Sn and Ge atoms ran-
domly distributed over the lattice.

For the second weak subspectrum in the 200-K
spectra of samples 3 and 4, the isomer shift is (3.45 ±
0.05) mm/s. The quadrupole splitting for this subspec-
trum increases from 0 to 1.50 mm/s as the temperature
decreases from 240 to 5 K. This increase is attributable
to a certain low-temperature phase transition. It is well
known that the transition from the NaCl to GeS struc-
ture is observed in PbTe at a pressure of 50 kbar [19].
As a result, the coordination number for Pb atoms
changes from 6 to 3 + 3, and the unit-cell volume con-
siderably decreases. An analogous effect was found for
Sn in GeTe. In our case, we presume that GeSnTe
undergoes a similar phase transition as the temperature

Table 1.  Isomer shift and quadrupole splitting of 119Sn spec-
trum of Pb0.8Sn0.2Te0.8Se0.2 measured during cooling–heating
cycle

T, K

Cooling Heating

 isomer
shift, mm/s

quadrupole
splitting, mm/s

 isomer
shift, mm/s

quadrupole
splitting, mm/s

200 3.61 0.17 3.61 0.16

180 3.62 0.20 3.63 0.22

160 3.64 0.20 3.65 0.24

140 3.64 0.21 3.66 0.23

120 3.65 0.22 3.66 0.27

100 3.65 0.26 3.66 0.28

80 3.66 0.29 3.68 0.31

60 3.67 0.36 3.67 0.33

40 3.68 0.37 3.68 0.38

20 3.68 0.38 3.68 0.40

5 3.69 0.40 3.69 0.40
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Fig. 1. Mössbauer spectra measured at 200 K for sample 1 (3 variables, χ2 = 0.94), sample 2 (6 variables, χ2 = 1.28) sample 3
(9 variables, χ2 = 1.07), and sample 4 (9 variables, χ2 = 1.11).
decreases. Such change in the local environment of Sn
can lead to an increase in the electric-field gradient at
Sn and the quadrupole splitting observed. We also can-
not exclude from consideration specific features of the
spectrum processing and line broadening owing to the
possible increase in the number of various distances
between atoms in the first coordination shell. Under the
assumption that there are off-center displacements of
Sn atoms, this number increases with decreasing tem-
perature.
SEMICONDUCTORS      Vol. 35      No. 1      2001
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The isomer shift of the second low-intensity sub-
spectrum virtually coincides with those of the most
intense subspectra related to the main rhombohedral
phase in sample 3 and the major cubic phase in sample
4. Temperature dependences of the quadrupole splitting
for the main subspectra in the spectra of samples 3 and
4 are shown in Figs. 4 and 5, respectively.

As the temperature increases, the off-center atoms
shift from their equilibrium sites in the semiconductor
lattice. As a result, local environments of the resonance
atoms change. In terms of a point-charge model, the
electric-field gradient produced by a single nearest
neighboring atom at a resonance Sn atom is propor-
tional to 1/R3, where R is the distance between the
atoms. The electric-field gradient at the Sn atom is the
vector sum of electric-field gradients produced by all
nearest neighbors. More distant coordination shells
have only an insignificant effect on the electric-field
gradient because of this dependence on distance. At the
same time, even small changes in R in the nearest
neighbor environment have a dramatic impact on the
electric-field gradient at Sn. The electric-field gradient
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Fig. 2. Temperature dependence of the quadrupole splitting
of Sn in sample 1. B denotes cooling; and C, heating.

Fig. 4. Temperature dependence of the quadrupole splitting
of Sn in sample 3. B denotes cooling; and C, heating.
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is proportional to the experimental value of the quadru-
pole splitting. Assuming there is a double-well poten-
tial, the temperature dependence of the off-center dis-
placement shows a hysteresis behavior [4]. Therefore,
we should expect an anomalous temperature depen-
dence of the quadrupole splitting measured during the
cooling–heating cycle. In samples 1 and 3, the Möss-
bauer Sn atoms themselves are off center. In samples 2
and 4, Pb and Ge atoms, respectively, occupy off-center
sites, which also influences the local field at the reso-
nance Sn atoms.

In sample 2, the off-center Pb atoms are not nearest
neighbors to Sn atoms. In addition, Sn and Pb occupy
crystallographically nonequivalent sites in the cubic
and orthorhombic lattices, which results in the two sub-
spectra in the Mössbauer spectra of Sn. Therefore, the
off-center displacements of Pb atoms have only a slight
effect on the quadrupole splitting of the 119Sn spectra
(Fig. 3). In sample 3, Sn atoms occupy at least three
crystallographically nonequivalent sites, which also
obscures the effect (Fig. 4).
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Fig. 3. Temperature dependence of the quadrupole splitting
of Sn in sample 2. B denotes cooling; and C, heating.

Fig. 5. Temperature dependence of the quadrupole splitting
of Sn in sample 4. B denotes cooling; and C, heating.
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Table 2.  Quadrupole splitting of 119Sn spectra of samples 2, 3, and 4 measured during cooling–heating cycle

T, K

2(1) 2(2) 3 4

Quadrupole splitting, mm/s Quadrupole splitting, mm/s Quadrupole splitting, mm/s Quadrupole splitting, mm/s

cooling heating cooling heating cooling heating cooling heating

240 0 0

220 0 0

200 0.74 0.77 0.34 0.44 0 0.26 0 0.1

180 0.73 0.78 0.36 0.45 0.21 0.28 0 0.19

160 0.76 0.76 0.46 0.46 0.23 0.30 0.19 0.20

140 0.74 0.77 0.47 0.52 0.27 0.37 0.25 0.29

0 0.76 0.78 0.55 0.57 0.35 0.36 0.38 0.33

100 0.76 0.79 0.59 0.58 0.47 0.41 0.35

80 0.77 0.79 0.62 0.64 0.42 0.40 0.41

60 0.79 0.79 0.68 0.66 0.46 0.47 0.43

40 0.79 0.80 0.71 0.70 0.47 0.47

20 0.80 0.80 0.71 0.75 0.50 0.50

5 0.81 0.79 0.50
It is well known that a very small magnitude of qua-
drupole splitting corresponds to high symmetry of the
environment of the resonance atom. Therefore, for
sample 1, in which Sn atoms reside only in the cubic
Pb–Sn sublattice, the magnitude of quadrupole splitting
is small at temperatures around 200 K. Even small vari-
ations of interatomic distances with temperature drasti-
cally affect the symmetry of the environment of Sn,
which has a profound effect on values of the quadru-
pole splitting. The quadrupole splitting for this sample
measured during the cooling–heating cycle shows a
rather pronounced temperature hysteresis. A similar
effect is observed for sample 4, which also has a cubic
structure (Fig. 5) in which the off-center Ge atoms are
the nearest neighbors of Sn atoms. The temperature
dependence of the quadrupole splitting measured for
this sample during the cooling–heating cycle is also
anomalous.

4. CONCLUSION

The direct experimental evidence for off-center
atoms in (PbTe)1 – x(SnSe)x with x = 0.2 and 0.8 and
Ge1 – xSnxTe with x = 0.2 and 0.8 was obtained by 119Sn
Mössbauer spectroscopy. The temperature dependence
of the quadrupole splitting in these systems measured
during the cooling–heating cycles are anomalous. The
well-pronounced temperature hysteresis is observed for
the quadrupole splitting in Pb0.8Sn0.2Te0.8Se0.2 and
Ge0.2Sn0.8Te, which indicates that Sn and Ge atoms
occupy off-center sites in these semiconductors.
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Abstract—The effect of stimulating synthesis reactions for the Si3N4 phase in nitrogen-enriched silicon layers
under the influence of argon-ion implantation into the rear side of silicon wafers was investigated. Dependences
of variations in the IR absorption and the resistivity of the synthesized layers on argon-implantation dose were
obtained. The morphology of a wafer surface after argon implantation with various doses was investigated by
atomic-force microscopy. The effect is attributed to the action of shock waves arising owing to microbursts of
argon blisters. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It was found [1] that IR absorption was enhanced in
the region of 1150 cm–1 as a result of argon-ion irradi-
ation of Czochralski silicon samples (i.e., with a dis-
solved-oxygen concentration close to the limiting one)
with doses exceeding 1016 cm–2. This means that, under
the action of irradiation, a quantity of the optically
active oxygen (i.e., the number of Si–O bonds)
increased. Thus, it was shown that the ion bombard-
ment could stimulate the processes of formation of
chemical bonds beyond the stopping range of
implanted ions.

Hence, the idea arose of investigating the possibility
of stimulating the reaction of synthesizing a heteroge-
neous phase in silicon enriched with a chemically
active impurity using ion implantation. As a system
under investigation, the silicon layers enriched with
ion-implanted nitrogen were chosen. Investigations
[2, 3] showed that insulating characteristics of the ion-
implantation synthesized SixNy layers preliminary
formed on the working side of the wafers were signifi-
cantly improved as a result of the rear-side argon-ion
treatment. In this paper, we report the results of a com-
plex investigation of optical and electrical characteris-
tics of the SixNy synthesized layers as functions of an
argon-implantation dose. The state of the silicon-wafer
surface bombarded by argon ions was examined by
atomic-force microscopy (AFM).

2. EXPERIMENTAL PROCEDURE

In this study, we investigated silicon wafers of the
brands BKÉ-100b (crucibleless-grown n-Si with a
resistivity of 100 Ω cm), BKD-2000 (crucibleless-
grown p-Si with a resistivity of 2000 Ω cm), and
KÉM-0.005 (n-Si: As with a resistivity of 0.005 Ω cm).
All the samples were treated using a standard chemical
1063-7826/01/3501- $21.00 © 20020
and mechanical procedure; wafer thickness amounted
to 0.6 mm. In the experiment, we implanted nitrogen
ions into wafers preliminarily heated to a temperature
of 400°C. The ion energies were EN = 150 keV for
forming the SixNy buried layers and EN = 40 keV for
forming the surface layers. The implantation dose
amounted to ΦN = (1–5) × 1017 cm–2, and the ion-flux
density was jN ≤ 1014 cm–2 s–1. Thereafter, the rear sides
of the wafers were irradiated with argon ions with the
following parameters: EAr = 40 keV, jAr ≤ 1014 cm–2 s–1,
an argon implantation dose ΦAr was varied from
1015 cm–2 to 3 × 1017 cm–2, and a target was heated to T
= 500°C. Such a choice of the wafer temperature was
made because the effect of enhancement of the
Si3N4-phase fraction in the SixNy layers was detected
[2, 3] precisely at T ≥ 500°C.

The modifications in SixNy layers were detected by
two methods: IR transmission spectra in the range of
700–1000 cm–1 and the current–voltage (I–V) charac-
teristics of the SixNy–Si structures being compared
before and after argon-ion irradiation. The IR spectra
were recorded using a Bruker-113IFS spectrometer.
The choice of high-resistivity samples BKÉ-100 and
BKD-2000 for measuring the IR spectra was due to the
desire to reduce the effect of absorption by the majority
carriers. The I–V characteristics were measured using
the two-contact technique, and the low-resistivity sam-
ples KÉM-0.005 were used to assess the resistivity of
the nitride layer; such a choice was made for decreasing
the contribution from a substrate and from barrier
effects to the total resistance of the structure. As a con-
tact material, we used the eutectic alloy In–Ga with a
contact-area diameter of 5 mm.

The surface morphology of the ion-bombarded sili-
con wafers was studied by AFM using a TopoMetrix
TMX 2100 Accurex scanning probe microscope in the
001 MAIK “Nauka/Interperiodica”
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contact mode. For measurements, we used a silicon-
nitride cantilever with a pyramidal probe.

3. RESULTS AND THEIR DISCUSSION

In Fig. 1, we show the transmission spectra for a
BKÉ-100 silicon sample irradiated from the working
side with nitrogen ions with an energy of 150 keV and
a dose ΦN = 5 × 1017 cm–2 before and after the argon-
ion implantation (curves 1 and 2, respectively). For
comparison, we show the IR spectrum for a unirradi-
ated silicon sample (line 3). Even after nitrogen
implantation, a significant minimum of transmission
appears in the region of 800–900 cm–1, which corre-
sponds to the absorption by the Si3N4 amorphous phase
[4]. As a result of additional irradiation of the sample from
the rear side with argon ions with ΦAr = 3 × 1017 cm–2, an
enhancement in absorption occurs in the indicated fre-
quency region, which corresponds to an increase in the
number of the Si–N bonds.

In Fig. 2, we display the differential IR spectra of
the BKÉ-100 silicon sample. Line 1 shows the spec-
trum of the sample after irradiation with nitrogen and
argon with respect to the spectrum of the sample irradi-
ated only with nitrogen. In the region of interest, the
absorption coefficient increased from 45 to 49%.

In Fig. 2, we also show the results of certain check
experiments. Since argon was implanted at T = 500°C,
it remains to be clarified whether or not the modifica-
tions observed in the spectra are the consequence of
elevated temperature. Line 2 shows the spectrum of a
sample annealed after nitrogen implantation at a tem-
perature of 500°C with respect to the spectrum of a
sample irradiated with nitrogen without annealing. In
this case, the enhancement is seen to be much weaker
than in the former case.

To estimate the contribution of the “argon” layer to
the IR spectra of the structures under investigation, we
construct the difference spectra for a pure silicon and an
argon-implanted silicon (Fig. 2, line 3). As can be seen
from the plot, the modifications introduced by argon
are negligible.

Thus, we may conclude that the observed enhance-
ment in the absorption by silicon nitride is exactly asso-
ciated with the process of the argon-ion irradiation.

We experimentally studied the dose dependence of
the effects observed. In Fig. 3, the modification in the
IR absorption at ν = 860 cm–1 is shown as a function of
an argon-irradiation dose for a fixed implanted-nitro-
gen dose ΦN = 5 × 1017 cm–2. As can be seen from Fig. 3,
argon irradiation with doses lower than ΦAr = 1016 cm–2

does not significantly affect the absorption coefficient
of the SixNy–Si structure. In the dose range from 1016 to
1017 cm–2, we observe an abrupt change in the absorp-
tion after which (for a dose ΦAr ~ 1017 cm–2 and higher)
the stabilization occurs. A similar dose dependence for
the argon implantation was obtained [1] in the case of
SEMICONDUCTORS      Vol. 35      No. 1      2001
stimulating the optical activity of oxygen in silicon by
ion irradiation.

The results of the influence of argon irradiation with
ΦAr = 3 × 1017 cm–2 on electrical properties of structures
were reported recently [3]. In the study cited, an
enhancement in resistivity of a nitride layer was
observed [3], while a qualitative shape of I–V charac-
teristics corresponded to the theory of a current flow in
an insulator [5]. As the investigations showed, the effect
of improving insulating properties of a SixNy layer was
also of the threshold character. A marked rise in the
resistivity of a silicon-nitride synthesized layer begins
also after exceeding an argon dose of ΦAr = 1016 cm–2
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Fig. 1. IR transmission spectra of a nitrogen-implanted sili-
con sample: (1) after nitrogen implantation from the work-
ing side; (2) after argon irradiation from the rear side; and
(3) the spectrum of an unirradiated sample.

Fig. 2. Differential IR spectra of silicon samples: (1) the
spectrum of the sample after nitrogen implantation and
additional argon irradiation with respect to the spectrum of
the sample irradiated only by nitrogen; (2) spectrum of the
sample after nitrogen implantation and annealing at T =
500°C with respect to the spectrum of the sample irradiated
with nitrogen and unannealed; (3) the spectrum of the sam-
ple after the irradiation with argon with respect to the spectrum
of unirradiated silicon. 
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(Fig. 4). The identical shape of the dependences for the
absorption coefficient and the electrical resistance on a
dose of implanted argon and their threshold character
imply that the origin of the effects observed is associ-
ated with processes occurring in the stopping range of
argon ions at the rear side of a wafer during ion irradi-
ation.

The surface topography was investigated at the rear
side of wafers by the AFM for various doses of argon-
ion irradiation. These investigations showed that the
topography of a silicon-wafer surface irradiated with
argon ions with doses of Φ ≤ 1015 cm–2 remained virtu-
ally unchanged.

As the argon-implantation dose increases to Φ =
1016 cm–2, individual blisters begin to appear on the sur-
face; their sizes are about 150 nm and the density is 2 ×
108 cm–2. On further increasing the implantation dose
(Fig. 5), an increase in size and density of the blisters is
observed to 200–230 nm and 3.5 × 108 cm–2, respec-
tively. The surface profile becomes more and more
irregular; at some scans, the coalescence of blisters is
observed. With the following increase in the dose, the
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Fig. 3. Enhancement of the IR absorption of nitrogen-
implanted silicon (ΦN = 5 × 1017 cm–2, E = 150 keV) as a
function of an argon-irradiation dose.
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Fig. 5. Microscopic image of the silicon-wafer surface
implanted with argon ions with a dose of Φ = 3 × 1016 cm–2.

3 × 1017
coalescence proceeds more and more actively; as a
result, the surface density of blisters is reduced approx-
imately by an order of magnitude (to ~107 cm–2). Some
of the blisters attain a size of 300 nm.

When the wafers are irradiated with argon ions with
Φ = 1017 cm–2, the surface topography is drastically
modified. Circular-shaped craters with irregular edges
of 500 nm in diameter and 100–150 nm deep appear on
the sample surface. Upon further increase of the argon-
implantation dose, we observe the development of a
“spongy” structure in the surface layer (Fig. 6).

In our opinion, the following processes take place
during the argon irradiation of silicon wafers. Argon
implanted in the silicon matrix with a relatively low
dose (up to ~3 × 1015 cm–2) shows no chemical activity
and remains mobile. With attaining a reasonably high
dose (about Φ ~ 1016 cm–2), redundant argon is accumu-
lated in blisters concentrating presumably around
microdefects formed during the growth of the ingot.
Upon further increasing the dose (Φ ~ 1016 cm–2 and
higher), individual argon blisters begin to coalesce.
With an increase in the dose, the coalescence proceeds
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Fig. 4. Enhancement of resistivity of the nitrogen-implanted
silicon layer (ΦN = 1017 cm–2, E = 40 keV) as a function of
an argon-irradiation dose.
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Fig. 6. Microscopic image of the silicon-wafer surface
implanted with argon ions with a dose Φ = 3 × 1017 cm–2.
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progressively more actively, as a result of which blister
sizes increase and their density decreases. However,
mechanical stresses in silicon hamper an unlimited
growth of blisters and set their critical values both in
sizes and in density. With a further increase in the
implantation dose (up to ΦAr = 1017 cm–2), the coales-
cence of blisters gives way to flaking, as a result of
which craters are observed on the surface.

The fact that the blisters and craters are not deep in
the crystal but on its surface is caused by an approxi-
mate equality between values of the mean projected
range for argon ions (  = 41 ± 18.1 nm) and the thick-
ness of the sputtered silicon layer (about 35 nm) for
ΦAr = 1017 cm–2 and EAr = 40 keV [6]. For a dose ΦAr =
1017 cm–2, the crystal surface falls into the region of the
argon-distribution peak, in which case the highest den-
sity of blisters is attained.

Thus, as already mentioned, the reason for the
appearance of a crater on the irradiated surface is a
burst of argon blisters during irradiation for doses of
1016 < ΦAr < 1017 cm–2. During the burst of blisters, the
shock waves are formed with a differential pressure of
P ~ 109 Pa (i.e., on the order of the ultimate strength for
silicon). Propagating deep into the crystal, these waves
induce considerable modifications in the defect–impu-
rity system of the silicon crystal. One such modification
is the stimulated reaction of synthesizing the Si3N4
phase in SixNy layers with a high density of defects.

Here, it is worth mentioning study [7], in which the
production of Si3N4-based ceramics is described as fol-
lows. Molecular nitrogen was let into a container with
silicon powder. Thereafter, it was compressed to a pres-
sure of 107 Pa. When the entire system was heated
above 300°C, the synthesis of silicon nitride took place;
i.e., high pressure and temperature lead to the promo-
tion of a chemical reaction between silicon and nitro-
gen. This process is similar to that described by us; the
difference consists in the fact that, in our case, the reac-
tion of synthesis arose under the dynamic action of
shock waves, rather than under static conditions.

CONCLUSION
On the basis of the results obtained, the following

conclusions can be made.
(i) The argon-beam treatment of the rear side of a

silicon wafer stimulates the synthesis of a Si3N4 insula-

Rp
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tor phase in the SixNy layer formed on the front side of
the crystal and thus improves its insulating properties.

(ii) The effects under investigation manifest them-
selves in the argon-implantation dose range of
1016 cm−2 < ΦAr < 1017 cm–2.

(iii) According to the model proposed, the modifica-
tions observed in the SixNy layers are caused by the
nucleation, growth, and bursting of blisters on the sur-
face of the samples irradiated with argon, as a result of
which arise shock waves responsible for the stimulation
of silicon nitride synthesis near the working surface.
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Abstract—The effects of deviation from stoichiometry and the copper and oxygen concentrations on cathod-
oluminescence spectra were studied in ZnSe condensates obtained by chemical vapor deposition and doped
with Cu during growth. The results were supplemented with the study of the microstructure and microcompo-
sition using scanning electron microscopy, measurements of electrical conductivity, and calculations of the
equilibrium between the native point defects. It is shown that three types of Cu-related centers are always
accompanied with self-activated centers that include oxygen at the Se lattice site (OSe). The paired centers
SA(I)–Cu(I), SAL(II)–Cu(II), and III–Cu(III) are typical of all II–VI compounds. All observed I–III Cu-contain-
ing centers are associative. Models of emission centers are suggested. A change of the emission type I–III is
related to the recharging of the same group of defects that include OSe, Zn(Cu), and VZn. New phenomena that
occurred in the region of I–III bands and were related to the profound purification of the material were observed.
© 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The type of centers formed by Cu in a ZnSe lattice
and their manifestation in the luminescence spectra
have been repeatedly discussed [1–8]. There are three
main emission bands that can be attributed to the dop-
ing of II–VI compounds with copper. For ZnSe, the
Cu–R (640 nm) and Cu–G (510 nm) bands are best
known [1–4, 6, 7]. The third band has been studied in
detail for ZnS; this band is responsible for the green emis-
sion (~510 nm) of ZnS:Cu luminophors [6, 7, 9, 10]. For
ZnSe, this band should peak at ~730 nm. It has been
shown recently [11] that, in studying the emission from
the Cu-related centers in ZnSe, it is necessary to take
into account the self-activated accompanying emission
related to oxygen rather than to copper. As far back as
1968, Stringfellow and Bube [1] pointed out that, in
ZnSe:Cu, self-activated emission always accompanies
the Cu–R band; the centers responsible for this emis-
sion have almost the same structure as those responsi-
ble for the Cu–R band.

Recent studies [12–14] of high-purity ZnSe crys-
tals, which were intentionally doped only with copper
and which contained oxygen as a background impurity,
suggested that the self-activated emission accompany-
ing the Cu-related bands is not connected with the well-
studied “self-activated” SAIII–VII emission band that
owes its origin to activation by impurities belonging to
the III–VII Groups. For clarity in the following presen-
tation, we denote the bands that emerge owing to acti-
vation by oxygen of various II–VI compounds as SA(I),
1063-7826/01/3501- $21.00 © 20024
SAL(II), and III, whereas the similar Cu-related bands
are denoted as Cu(I), Cu(II), and Cu(III).

The interpretation of the Cu-related emission cen-
ters in II–VI compounds is contradictory. In particular,
the green Cu–G emission in ZnSe at low temperatures
[1] is related to the electronic configuration Cu 3d8;
however, this band has also been attributed [2] to tran-
sitions from the shallow donor level to the acceptor
level in a complex of copper with a certain accompany-
ing impurity X (the {Cu–X} center). Recently, it was
suggested [15] that the emission band in ZnSe in the
vicinity of Cu–G at 4.2 K was related to VSe; however,
according to the data reported in [13, 16, 17], selenium
vacancies are responsible for the infrared (IR) emission
in the range of 820–960 nm.

According to [1, 2], the emission band Cu–R in
ZnSe:Cu is caused by the transition of electrons from
the conduction band to the level of the isolated CuZn
center. It was also suggested [5] that the Cu–R emission
band peaked at 642 nm at 300 K is not related to copper
at all and does not differ from the self-activated ZnSe
luminescence; in fact, this band is often dominant in
presumably pure crystals and is retained in the crystals
thoroughly freed from copper. Moreover, the methods
of optically detected magnetic resonance (ODMR) and
electron spin resonance (ESR) do not support the involve-
ment of copper in the Cu–R-center formation [18].

In addition to this, it was assumed [3, 8] that copper

could form isolated centers at the lattice ( ) andCuZn
× /( )
001 MAIK “Nauka/Interperiodica”
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interstitial ( ) sites in ZnSe. The corresponding

associations { – } and { – } act as
acceptors in the donor–acceptor pairs and are responsi-
ble for the Cu–G and Cu–R bands, respectively.1 

FORMULATION OF THE PROBLEM, SAMPLES, 
AND METHODS

Oxygen is an unavoidable background impurity in
ZnSe, and its limiting concentration may be as high as
~1020 cm–3 if the methods for purification are conven-
tional. Awareness of this problem has become more and
more widespread in the relevant publications. We
attempted to study the effect of doping ZnSe with cop-
per while having regard for the presence of oxygen. In
order to solve the formulated problem, we used chemi-
cal vapor deposition (CVD) to grow the samples [19].
This technology makes it possible to obtain fairly pure
ZnSe, dope it controllably with Cu during growth while
varying the excess of Zn or Se with respect to the sto-
ichiometric composition, and introduce various
amounts of oxygen. This implied that it was possible to
form various types of Cu-related centers or complexes.

During the growth of ZnSe (from gaseous H2Se and
Zn precursors), copper was introduced in combination
with zinc in the vapor phase [11]. Using this technology
at 700°C, we deposited a number of polycrystalline
ZnSe condensates. We now consider the results
obtained for representative samples.

Condensate A had an increased concentration of
oxygen [O] ~ 1020 cm–3 in the main part (Fig. 1). The
deviation from stoichiometry varied along the length,
so that, in the middle portion (l = 7–20 cm), a slight
excess of Zn was observed. The concentration of cop-
per [Cu] in the main portion of condensates A and B
was ~1016 cm–3. As [Cu] increased, we observed an
increase in the resistivity that varied along the length
from 2 × 109 to 1 × 1011 Ω cm. Condensate B with a
lower concentration of oxygen (2 × 1018 cm–3) was
grown with an excess of Se compared to condensate A
by increasing the ratio between H2Se and Zn to 1.7.
Condensate C was grown using the same setup without
intentional doping with copper; in this case, 0.9 vol %
of oxygen was added to the gaseous phase, with the
ratio between H2Se and Zn being maintained at 1.2.
The concentration of other impurities in the ZnSe con-
densates was no higher than 1015–1016 cm–3 [14].

1 It is generally accepted that the two charge states of copper at the

lattice sites are denoted as  (3d10) and  (3d9) in rela-

tion to the nearest neighboring surroundings, or, to put it differ-

ently,  (3d10) and  (3d9) are the nearest-neighbor sur-

roundings with reference to the matrix lattice. The designations
/, , and × are identical to –, +, and 0.

Cui

×(.)

CuZn
× Cui

(.)
CuZn

/ DZn

(.)

CuZn
1+

CuZn
2+

CuZn
/

CuZn
×

.
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We studied the cathodoluminescence spectra step-
wise along the length of freshly cleaved condensates.
The method has been described in detail elsewhere
[14, 20, 21]. The structure and microhomogeneity of
the crystallites were studied using a scanning electron
microscope (SEM). Resistivity was measured using
probe contacts. The total concentration of oxygen was
determined by a kinetic method using gas chromatog-
raphy [22], and that of copper was determined by pre-
cision spectral analysis.

Fig. 1. (a) Cathodoluminescence spectra of condensate A
and (b) variations of cathodoluminescence-band intensities
and also of [O] and [Cu] over the length. For clarity’s sake,
the band intensities are multiplied by the coefficients as fol-
lows: I490.510 × 102 (80 K), I820.960 × 1 (80 K), I1300 × 10–1

(80 K), and I640(SA) × 104 (300 K). All the intensities are cal-
culated from the area under the curves, except for the exci-
tonic band Iex × 102 (80 K) whose intensity corresponds to
the peak. The spectra are represented for typical freshly
cleaved portions of condensate A: spectra 1 are for l =
12 cm; spectra 2, for l = 22 cm; and spectra 3, for l = 25 cm.
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Fig. 2. (a) Cathodoluminescence spectra of condensate B and (b) variations of the band intensities also of [O] and [Cu] over the
length. The intensities are evaluated from the peaks and correspond to 80 K for the bands at 495 and 1400 nm and to 300 K for
excitonic band (Ex) and for bands SA-630 and SA-740 nm. Designations for the spectra 1, 2, 3, and 4 in (a) correspond to the same
designations as in (b).
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EXPERIMENT

Typical cathodoluminescence spectra of condensate
A are shown in Fig. 1a. The spectra feature an excitonic
band with a peak at 445 nm and a half-width of
16−18 meV at 80 K and a peak at 461 nm and a half-
width of ~40–44 meV at 300 K. The intensity Iex of the
excitonic band and its spectral position and half-width
remain almost unchanged over the length of the con-
densate, which is indicative of structural homogeneity
of the condensate over its length. The general shape of
cathodoluminescence spectra is typical of the ZnSe
samples with nearly stoichiometric composition [14].

The green emission copper-related band Cu–G is
distinct at 80 K in the cathodoluminescence spectra of
ZnSe:Cu condensate A with [O] ~ 1020 cm–3 over its
entire length. For the freshly cleaved samples, the cop-
per-related Cu–G band has a peak at ~510 nm at 80 K
(Fig. 1a, spectrum 3), which is close to the position of
the zero-phonon component (508 nm, according to [2]).
It is characteristic that the intensity of the green-emis-
sion band decreases as the Cu concentration increases
to 1018 cm–3 when oxygen concentration [O] decreases
from 1020 to ~1019 cm–3 in the end part of the conden-
sate (Fig. 1b). For condensate B with a reduced oxygen
concentration ([O] ~ 1018 cm–3), the green-emission
band Cu–G in the cathodoluminescence is not charac-
teristic at all of the main part of the condensate for the
same value of [Cu] (Fig. 2). The obtained data indicate
that the intensity of the Cu–G band depends on the con-
centration of oxygen (along with numerous other
observations). Apparently, the complex {Cu–X}
responsible [2] for the Cu–G band in ZnSe includes
oxygen as impurity X.

The latter inference is supported by the similar
behavior of the accompanying self-activated band
peaking at 490–495 nm and related to the presence of
oxygen at the ZnSe lattice sites [14]. The band peaking
SEMICONDUCTORS      Vol. 35      No. 1      2001
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Comparison of emission bands corresponding to self-activated oxygen- and copper-containing centers in II–VI compounds

Compound ZnS ZnSe CdS

, eV 3.826 2.814 2.575

characteristic 
of the center charge state

SA(I) 445 (415) 628 (605) 635 (594)

{ }/ EA = 0.69 (0.59) EA = 0.61 (0.55) EA = 0.38 (0.27)

Excess of metal I/(×)

Cu(I)

{ }/ 450 640 640

3d10 EA = 0.7 EA = 0.65 EA = 0.36

SAL(II)

{ }× 355–370 477 520–545

Stoichiometry IIr(·) EA = ~0.3 EA = 0.15

Cu(II)

{ }× 380 508 ~530–540

3d9 EA = 0.37 EA = 0.24

III

510 735 730

Excess of metalloid III·(··) EA = 1.1 EA = 0.87 EA = 0.54

Cu(III)

520 740 730

3d9 EA = 1.13 EA = 0.87 EA = 0.5

Note: Numbers in the third, fourth, and fifth columns indicate the wavelength of the peak of zero-phonon emission band (in nm) at 80 K
for the corresponding center and compound; the position of the emission-center acceptor level EA (in eV) is measured from the top
of the valence band. For SA(I), the data correspond to two components of the doublet: the short-wavelength one (in brackets) and
the long-wavelength one.
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at 490–495 nm is similar to the self-activated SAL emis-
sion band in ZnSe and has been studied in detail
recently [12, 14]. The Cu–G band appears in the spectra
of the ZnSe:Cu condensate in combination with band
SAL; these bands have nearly the same spectral position
and behavior (Fig. 1b). As [Cu] increases over the con-
densate-A length, the contribution of the Cu–G band
increases compared to the band peaked at 490 nm
(Fig. 1a). The observations of the simultaneous pres-
ence of self-activated luminescence and the emission
related to copper-containing centers have been also
reported in previous publications for all II–VI com-
pounds. These data are systematized in the table for
three compounds. It has been repeatedly noted that the
parameters of the deep acceptor recombination levels
of Cu and those of centers owing their existence to acti-
vation with oxygen are nearly the same (see table).
SEMICONDUCTORS      Vol. 35      No. 1      2001
In previous publications, the origination of self-acti-
vated or Cu–G and Cu–R centers has been related most
often to a variation in the copper concentration. Thus,
according to [24], for [Cu] < 3 × 1015 cm–3 at 300 K, a
band peaked at 610 nm and related to self-activated SA
centers should be observed; as [Cu] increases to ~2 ×
1016 cm–3, the Cu–R band peaked at 645 nm appears.
The low-temperature Cu–G 535 nm band becomes dis-
tinct if [Cu] ≥ 4 × 1017 cm–3. Our experiments showed
that the above inferences are partially justified only for
condensate B with a lowered concentration of oxygen.
For condensate A with [O] ~ 1020 cm–3 and [Cu] ≈
1016 cm–3, the green- and orange-emission bands are
clearly recognized for the entire length. These results
show that the intensity of Cu-related bands depends not
only on [Cu] but also on [O].

The orange emission band Cu–R virtually does not
manifest itself in the spectra of the condensates studied
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at 80 K (Figs. 1, 2a). This is especially true of conden-
sate B with a lowered concentration [O]. At room tem-
perature, the Cu–R band peaked at 640 nm gives way to
a green emission band in the spectra (Fig. 1a). It is very
difficult to differentiate between the above band and the
SA cathodoluminescence band peaking at ~630 nm and
caused by activation with oxygen.

DISCUSSION OF THE RESULTS

The behavior of the orange emission self-activated
SA(I) band in ZnSe has been studied in detail in [12, 13,
21]; it was shown that the complex responsible for this
band includes oxygen at the lattice site, the zinc

vacancy , and . Oxygen at the lattice site (OS)
is neutral as an isoelectronic center, or else we may
assume that oxygen in this center has a negative effec-

VZn
// Zni

.

tive charge  (see table). Since this SA(I) lumines-
cence is originated and enhanced if Zn is in excess, this
luminescence was related to Zn in early experiments
with ZnS [25]. The above band is thermally stable; it is
distinguishable up to 300–400 K for all compounds
included in the table, both undoped and doped with Cu.
The spectral position of the band remains unchanged if the
temperature and the excitation intensity vary [1, 13, 26].

According to the data of numerous studies [6, 7,
12−14, 27], oxygen included in the SA(I) center is
located at the lattice site. In order to characterize the
nearest neighbors of the oxygen center OS at the lattice
site, we show a structural unit (an elementary tetrahe-
dron) in Fig. 3a. If the oxygen atom is located at the lat-
tice site (OSe), the Zn atom should be displaced from
the lattice site to OSe according to calculations reported
in [27, 28]. The effect of the isoelectronic center results

OS*
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in a decrease in the distance between the interacting
particles by 40–50% [27, 28], which can be thought of
as the formation of Zni and VZn to the first approxima-
tion [27]. The ODMR and ESR methods verify the
presence of a zinc vacancy in the structure of the orange
emission center [18, 29].

However, the above center cannot be formally iden-
tified with a donor–acceptor (DA) pair or an A center
whose origination is presumably due only to the Cou-
lomb interaction. The A center is destroyed in the
course of thermal treatment in zinc vapors, whereas the
close Frenkel pairs (formed, e.g., by irradiation) are
annealed out even at 150 K [18, 29]. In contrast to the
above centers (as was mentioned above), the orange
luminescence of ZnSe is not only enhanced with an
excess of Zn but also persists to 300–400 K. Evidently,
the cause of this is oxygen that stabilizes the center
(Fig. 3a).

The charge state of the center should depend on the
surrounding accommodating lattice: on the charge state
and the type and concentration of the native point
defects that influence the Fermi level [12]. We may
assume that the displacement of Zn from the lattice site
gives rise to the -center environment (VZn and Zni)
that can acquire a charge depending on the type and
number of charge carriers in the crystal (Fig. 3b). If
zinc is in excess, the vacancy and interstitial zinc may

be charged as  and . In this charge state, these
defects can also be involved in a complex. In this case,

the complex {  ·  · }/ is negatively charged;
it is also possible that these centers give rise to a DA

pair {  ·  · }/ –  by attaching an addi-
tional Zn atom.

The model of DA recombination is consistent with
the doublet structure (see table) and the behavior of the
short- and long-wavelength components of the SA band
[13, 20]. The energy difference between the doublet
bands is close to the ionization energy for interstitial
Zn. The short-wavelength component of the doublet
becomes more intense with decreasing [Zn] as a result
of annealing in Se vapors [13]. The intensity of this
component also increases with temperature, whereas
the long-wavelength component is gradually quenched
as the temperature is raised to 300 K [13, 30].

We now dwell on the role of copper in the formation
of I–III centers. Assumptions that Cu is of no concern
are inexact. Since the structure of the SA center has
become clearer by now (Fig. 3a; see table), it is obvious
that copper can be incorporated into this center in the
place of Zn. It has been noted previously [1] that the
doping of ZnSe with copper introduces acceptor levels
in the band gap; these levels lie 0.05–0.1 eV deeper
than those of the SA centers, so that the Cu–R band is
invariably shifted somewhat to longer wavelengths
compared to the SA band. Copper replacing zinc at the
lattice sites (CuZn) can play the same role as ZnZn,
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// Zni

.

OS* Zni

.
VZn

//

OS* Zni

.
VZn

// Zni

.
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because Cu and Zn are neighbors in the periodic table
of elements and, thus, have almost the same size and
electronegativity, the charge states of +1 and +2, etc.
Therefore, the role of Cu in the formation of the same
centers should not be underestimated. In addition, CuZn
favors the introduction of oxygen; i.e., it is conducive
to complex formation. Obviously, the role of Cu is less
important if there is an excess of Zn, which constitutes
the condition for the formation of SA bands; apparently,
this is why the involvement of Cu in the formation of
the Cu–R (SA) band has been doubted [5]. It has been
shown [6] that the role of Cu becomes more important
in the formation of SA centers at dislocations in ZnS.
The behavior of an isolated Cu ion at the lattice site of
oxygen-free II–VI crystals has not been studied and
seems to be an artificial problem.

Studies of condensates A and B verified the pro-
found effect of deviation from stoichiometry on the
type of centers formed (I, II, or III). In fact, the emer-
gence of the Cu–G or Cu–R cathodoluminescence
bands depends not only on [Cu] and [O]. Thus, as we
noted above, the intensity of the SA band increases only
if there is an excess of Zn. This special feature is also
distinguishable for the condensates. For example, spe-
cial features of the growth of condensate A suggest that
a certain enhancement of zinc deposition occurs in the
middle part of this condensate. This is corroborated by
variations in the intensity of the IR bands peaked at 820
and 960 nm (Fig. 1b).2 In a number of publications [13,
30], it has been noted that, as the concentration of
excess zinc in ZnSe increases, the intensity of the band

peaked at 820 nm ( ) increases compared to that

peaked at 960 nm ( ). As the concentration [Zn]
decreases (which occurs at the end parts of condensate
A), the band peaked at 820 nm is replaced by the band
peaked at 960 nm.

An increase in the intensity of the band peaked at
820 nm in the middle part (~10 cm) of condensate A
accounts for an increase in the intensity of the Cu–R
band with [Cu] being kept constant and for a decrease
in the intensity of the Cu–G band peaked at 490 nm
(Fig. 1b). This represents one of the numerous observa-
tions indicating that the intensities of the Cu–G(II) and
Cu–R(I) bands are also related to variations in the crys-

2 According to [16, 17], the bands peaked at 820 and 960 nm are
related to VSe. The two luminescence bands are caused by transi-
tions from an excited state and from the conduction band to the

ground level . The short-wavelength band is related to an

intracenter transition, whereas the long-wavelength band is asso-
ciated with a transition from the conduction band to the ground

level of VSe [17]. Both charge states  of selenium vacancies

can be observed if the Fermi level position is close to that of the
ground level of the F+ center, and an increase in the number of the
charged  centers enhances the probability of transitions

Ec  E( ) compared to the intracenter transitions.

VSe

×(.)

VSe

×(.)

VSe
.

VSe
.

VSe
×

VSe
.
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tal’s stoichiometry. An insufficient amount of excess
Zni in the studied condensates A and B, whose compo-
sition is nearly stoichiometric, retards the formation of
Cu–R(I) and SA(I) centers [12, 14]. The role of excess
zinc consists primarily in determining the charge state
of the center. For a deficit of Zn, the SA(I) center ceases
to exist (because its charge state changes), and the cen-
ter transforms into SAL(II) (see table). The conditions
for the emergence of the band peaked at 495 nm imply
that ZnSe has the stoichiometric composition or has a
slight excess of selenium [14]. In this case, the charge

state of dominant defects corresponds to  and 
(Fig. 3b); in general, the complex can be represented as

{  ·  · }
×
 or  (see table). The band SAL

is quenched at 150–200 K and shifts with the coeffi-
cient close to ∆Eg/∆T. The latter is due to the fact that
the acceptor level of the SAL center is comparatively
shallow in the band gap [1, 8].

The band III. Figure 2 illustrates the variations in the
cathodoluminescence spectra in the middle part of con-
densate B grown with an excess of Se. An excess in Se
was accomplished by increasing the ratio H2Se/Zn dur-
ing the growth. Curves 1–4 corresponding to an
increase in the excess of Se reveal the band peaked at
~740 nm. This band arises only in the middle part of
condensate B (in the zone enriched with Se) and
becomes more intense as the excess of Se increases. In
this situation, in the part of the condensate where an
increase in [Se] is observed, the intensities of the SAL
and SA bands decrease.3 We believe that we observe
band III that has been inadequately studied in ZnSe
[13, 21]. Band III is not typical of condensate A
obtained with an additional introduction of Zn (in the
course of doping with Cu).

Obviously, the origination of band III is related to an
appreciable excess of metalloid in the crystals, in which
case the Fermi level descends to the level of prevalent

native acceptors . Figure 3b illustrates variations of
the Fermi level in the entire domain of existence of
ZnSe at 700 and 1500°C [21]. As can be seen, the

defects  become dominant for a large excess of Se
and at temperatures higher than 1000°C. We may
assume that the lattice governs the recharging of the center,

which can be described by the model {  ·  · };
i.e., the charge state of the center is transformed into the

last of the feasible states ( ). An analysis of the
published data shows that center III comes into exist-
ence for all II–VI compounds if there is an appreciable
excess of metalloid (see table). According to these data,
the bands III and Cu(III) are thermally stable, persist up
to 300 K, and do not shift with temperature. It has been

3 It is worth noting that, if there is an excess of Se, the intensity of
the IR band peaked at ~1400 nm increases by 1–2 orders of mag-
nitude.

VZn
// Zni

..

OS* Zni
..

VZn
// II

×(.)

VZn
/

VZn
//

OS* Ai
..

VZn
/

III
.(..)
repeatedly pointed out that this type of emission
depends on [O], for example, in ZnS [6, 25] and
CdS [31].

The model of center III suggested by us differs from
that proposed in [6, 10], where a doubly positively
charged metalloid vacancy was considered as a recom-
bination center. However, the latter model [10] necessi-
tates the preferential formation of vacancies  in
II−VI compounds if there is an appreciable excess pres-
sure of metalloid vapor; in particular, the sulfur vacan-
cies  are expected in ZnS for an excess sulfur-vapor
pressure of ~100 atm [10].

Thus, all three main bands I–III arising as a result of
doping both with oxygen and with copper are related to
a deviation from stoichiometry. The role of Cu and its
charge states when the center is recharged and there is
a deviation from stoichiometry can be perceived from
the table. The existence of band SA(I) [or band Cu(I) in
the presence of copper] requires the presence of a donor
or (in pure crystals) an excess of Zn. Bands SAL(II) or
Cu(II) (in the presence of copper) are formed under the
conditions that are close to stoichiometric or for a slight
excess of metalloid. Band III is formed if there is an
appreciable excess of metalloid, with the Fermi level
descending and the concentration of native acceptors

 increasing (Fig. 3).

If the samples are thoroughly purified, all three oxy-
gen-related bands observed for the purest parts (differ-
ing in their deviation from stoichiometry) of the con-
densates demonstrate certain common specific fea-
tures; i.e., a very narrow line appears on the short-
wavelength side. This line is peaked at 710, 628, and
477 nm for bands III, SA, and SAL (Figs. 1–3).

In order to verify the role of oxygen in the formation
of cathodoluminescence bands I–III in ZnSe, we grew
condensate C with ~0.9 vol % of oxygen added to the
vapor phase. Copper was not intentionally introduced,
and, according to our analysis, its concentration in the
condensate was comparable to the concentrations of
other background impurities (~1015 cm–3). The cathod-
oluminescence spectra measured at 80 K stepwise over
the length of condensate C were similar to those for
condensate A. Oxygen was mainly removed from the
sample by precipitating as ZnO in the initial part of the
condensate (in the range of 0–5 cm over the length)
because ZnO is a higher temperature compound than
ZnSe. ZnO was not detected in the excitonic spectra
measured (in the region 370 nm) for the cleavages of the
entire central part of condensate C (l = 9–22 cm). The
oxygen concentration measured over the entire length of
condensate C was no higher than ~4 × 1019 cm–3.

The cathodoluminescemce spectra measured at
300 K are unusual for this material that is purer (due to
the fact that it was not doped with copper) (see Fig. 4).
Thus, the SA band whose contour is conventionally
bell-shaped at room temperature (Fig. 1a) is now

VVI
..

VS
..

VZn
/
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resolved into narrow lines (Fig. 4). These lines become
somewhat more intense with increasing degree of the
contaminants' removal and prevail in the spectra for
cleavages of the purest central part of condensate C.
These lines are peaked at 628 nm in the vicinity of band
SA(I) and at 710 nm in the region of band III. The half-
width of both lines is ~40 meV, the same as for the exci-
tonic band. However, the intensity of these lines is
lower by almost two orders of magnitude than that of
the excitonic band (Fig. 4).

Previously, similar lines have been also observed for
the low-temperature band II for the purest starting part
of the ZnSe CVD condensate [14]. These lines peaked
at 477 nm for band SAL(II) and at 508 nm for band
Cu(II) and had a half-width of 20–25 meV at 80 K and
an intensity of 5 × 103 arbitrary units, which is compa-
rable to the parameters of the excitonic band peaked at
444 nm.

Similar narrow lines were observed for thoroughly
purified CdTe and ZnTe compounds [32] and became
known as the “Z-center” lines. The three possible
charge states of oxygen-related center, as suggested by
us, are consistent with those described in [32]: Z–/0, Z0/+,
and Z+/+2. In [32], the lines of the Z centers are related
to an exciton bound by (localized at) an isolectronic
oxygen-containing center in ZnTe. It has been pointed
out that it is preferable to detect the Z centers at struc-
tural defects (dislocations) [33] for low concentration
of the impurity responsible for the phenomenon under
consideration. In materials that are insufficiently pure,
the oxygen-related isoelectronic center can be sur-
rounded by the Cottrell impurity cloud because this
center has a short-range deformation potential. A thor-
ough removal of foreign impurities resulted in the sup-
pression of electron–phonon interaction [32] and in the
emergence of a narrow line related to the isoelectronic
center; judging from its spectral position, this line may
be associated with the zero-phonon component.

We observe these phenomena in ZnSe, where,
according to the published data, an oxygen-related iso-
electronic center should not bound an exciton [34].
Nevertheless, the phenomenon is observed for oxygen-
and copper-related centers I–III (and only for these).
The positions of the Z-center bands observed in CdTe
[35] are also close to those of I–III oxygen-containing
centers in CdTe [36].

We verified the relation of the narrow lines to the
oxygen-containing centers by studying another type of
ZnSe crystal that was grown from the melt with an
excess of selenium and was ultimately saturated with
oxygen to a concentration as high as 3 × 1020 cm–3. In
this case, we also detected narrow lines that were
peaked at 628 and 710 nm and had a half-width of
~40 meV both at 80 and at 300 K; these lines did not
shift with temperature. The intensities of these lines are
almost the same as of those shown in Fig. 4. The
absence of spectral shift with temperature was also
observed for broader SA bands [11–14] as was pointed
SEMICONDUCTORS      Vol. 35      No. 1      2001
out above; i.e., a narrow line constitutes the basis of the
complex rather than represents a new line. The origin of
the phenomenon is still not completely understood.

CONCLUSION

Summing up, we can note the following:

(1) All the observed I–III copper-related centers are
associative, and, in contrast with concepts persisting at
present in a number of publications, their levels, that
are located in the ZnSe band gap and are responsible for
the emission bands Cu–G and Cu–R, are related to
complexes rather than to isolated CuZn centers. Oxygen
is a constituent of the complexes. The centers similar to
oxygen-containing self-activated centers are responsi-
ble for typical copper-related emission bands in ZnSe.

(2) Self-activated O-containing centers always
accompany the three types of Cu-containing centers. In
the structure of such centers, CuZn plays the same role
as ZnZn. The paired centers responsible for the cathod-
oluminescence bands SA(I)–Cu(I), SAL(II)–Cu(II), and
III–Cu(III) are typical of all II–VI compounds that have
been studied previously.

(3) In fact, all centers I–III are related to an isolated
oxygen atom at the lattice site because the OS center
cannot exist without the considered imperfect sur-
roundings. On the other hand, the  isoelectronic
center is a complex.
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Fig. 4. Cathodoluminescence spectra for cleavages of the
central part of condensate C; the spectra were measured at
300 K. Spectra 1, 2, and 3 correspond to the condensates of
low, medium, and high purity.
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(4) Within the homogeneity domain of ZnSe (for
comparatively low temperatures of growing the com-
pound), only three charge states are possible for the
oxygen-containing center, which is consistent with the
concepts of the Z centers. The change in the emission
type I–III is related to the recharging of the same group
of native point defects that include oxygen ,
Zni(Cu), and VZn.

(5) The main bands originating from doping with
oxygen and copper depend on the stoichiometry of
ZnSe crystals: for an excess of Zn, bands I are domi-
nant; for crystals close to stoichiometry, bands II are
prevalent; and, for the samples having an appreciable
excess of metalloid, bands III are dominant.

(6) The emission spectrum of centers I–III can char-
acterize the overall purity of the crystal: a high degree
of purification to the total concentration of impurities
of no higher than 1017 cm–3 is accompanied with the
emergence of narrow lines against the background of
broad bands.
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Abstract—Hopping conduction in undoped p-Hg0.78Cd0.22Te crystals containing native double-charged accep-
tors (Hg vacancies) with concentrations of 1016–1018 cm–3 was studied. Electrical conduction with a variable
hopping range is dominant in the entire concentration range at temperatures below 6–16 K. The measured
parameters of this conduction were used to calculate the acceptor-state radius as a function of vacancy concen-
tration NA. It is shown that, for NA < 4 × 1017 cm–3, the low-temperature conduction occurs via the vacancy states
whose radius is independent of NA. For NA > 5 × 1017 cm–3, the hopping conduction is governed by the states
of uncontrolled shallow-level impurity acceptors. The radius of the state for these defects increases with
increasing NA owing to an increase in the effective permittivity of the medium. © 2001 MAIK “Nauka/Interpe-
riodica”.
1. INTRODUCTION

The behavior of atomic wave functions Ψ in the
vicinity of a metal–insulator transition is very impor-
tant for gaining insight into the phenomenon of such a
transition [1–3]. In particular, it is of interest to study
the variation in the radius a of the impurity state in
semiconductor crystals as the characteristic parameter
approaches the threshold value [1–3] and also to study
the influence of screening on the localization of states
in the impurity band [4].

In this respect, the Mott transition is better under-
stood; with this transition, the localized and delocalized
band states exist simultaneously and are separated by
the mobility threshold Ec, whereas the Fermi energy of
electrons F may vary gradually. Here, the radius a of
the localized state increases as its energy approaches Ec

and becomes infinite for F = Ec [1–3]. The behavior of
wave functions of impurities in the subthreshold con-
centration range immediately prior to the emergence of
the first states localized according to Anderson has
been studied to a lesser extent.

For studying the impurity states in lightly doped
semiconductors, the phenomenon of hopping conduc-
tion (ε3 conductivity with a constant activation energy
or conductivity with a variable hopping range) has been
used with good results; the characteristics of such con-
duction are directly defined by the parameters of the
impurity-related wave function. However, in the region
of the intermediate doping level, the so-called ε2 con-
ductivity is often dominant; this conductivity is related
to the existence of delocalized, negatively charged
donor states (or positively charged acceptor states)
1063-7826/01/3501- $21.00 © 20033
[1, 2]. Because of this, direct experimental data on the
behavior of the radius a of an impurity state in the
vicinity of the Anderson transition are scarce.

In this paper, we report the results of studying the
concentration dependence of resistivity ρ of undoped
p-Hg0.78Cd0.22Te crystals with extrinsic conduction
induced by native acceptors (mercury vacancies VHg).

2. FORMULATION OF THE PROBLEM

Crystals of Hg1 – xCdxTe solid solutions possess a
number of properties that make their study extremely
attractive from the standpoint of the fundamental phys-
ics of semiconductors [4]. In the case under consider-
ation, interest in this material was caused by the follow-
ing circumstances.

According to [5, 6], there is no ε2 conduction in
p-Hg0.8Cd0.2Te crystals that contain a high concentra-
tion of mercury vacancies (NA ~ 1017 cm–3); rather,
high-temperature hopping conduction with a variable
hopping range obeying the Mott law is observed. In this
case, the temperature dependence of resistivity ρ(T) is
given by

(1)

The parameter T0 in (1) is governed by the radius a
of the state of mercury vacancies whose concentration
can be controlled within a wide range in Hg0.8Cd0.2Te
without affecting the donor concentration ND [6]. This
situation is very convenient for studying the depen-
dence a(NA).

ρ ρ0 T0/T( )1/4.exp=
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The value of the parameter T0 in the Mott law (1) is
also controlled by the density of acceptor states g(F) in
the vicinity of the Fermi level at T = 0. According to [2],
the relation between a, T0, and g(F) is written as

(2)

Since the undoped p-Hg0.8Cd0.2Te crystals with a high
concentration of VHg are compensated only slightly [6],
it may be assumed that the following expression can be
used to estimate g(F) away from the Mott transition:

(3)

This formula was derived in [2] for the case under con-
sideration. Thus, the radius of the VHg state can be cal-
culated using (2) and (3) if the values of T0, NA, and ND

are determined from experiments.
As is known, the concentration of active vacancies

NA in the narrow-gap p-Hg0.8Cd0.2Te crystals under the
conditions of slight compensation can be easily deter-
mined from the concentration of free holes at T = 77 K.

In the crystals under consideration, the donor con-
centration ND can be evaluated by the following
method. If the measurements are performed for batches
of samples cut from the same single-crystal wafer, the
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Fig. 1. Temperature dependences of resistivity for undoped
p-Hg0.78Cd0.22Te crystals that are saturated with tellurium
and have a low concentration of mercury vacancies NA =

(1) 1.1 × 1016, (2) 5.3 × 1016, (3) 1.0 × 1017, (4) 2.8 × 1017,
and (5) 4.2 × 1017 cm–3.
value of ND in each batch would vary insignificantly
from sample to sample and can be considered constant.
However, the radius of the isolated-acceptor state can
be calculated theoretically. Thus, by measuring T0 in
the samples with a fairly low concentration of VHg and
using formulas (2) and (3), we can determine the value
of ND that is characteristic of the given batch of sam-
ples.

When calculating the radius of the isolated-acceptor
state, it should be taken into account that, in diamond-
like semiconductors with a degenerate valence band,
the wave function Ψ of an isolated acceptor is charac-
terized by two spatial parameters [2]. One of these (ah)
describes the decay of the Ψ amplitude in the vicinity
of an acceptor, whereas the second (al) accounts for the
decay away from the acceptor. For a singly charged
shallow-level acceptor, the values of ah and al have
been calculated by the effective-mass method in [7] and
[2], respectively. In the effective-mass approximation
for the light and heavy holes (mlh ! mhh), we have

(4)

where EA is the ionization energy for a simple acceptor.
The condition mlh ! mhh is satisfied readily for

Hg0.8Cd0.2Te; however, in this material, the Hg vacancy
is a doubly charged acceptor, which requires that cer-
tain corrections be introduced in formulas (4). These
corrections are fairly obvious: the form of relations (4)
should be retained, but EA should be replaced by the
binding energy (per hole) in the acceptor neutral state.
Thus, we obtain

(5)

where EA1 and EA2 are the ionization potentials for the
Hg vacancy. A variational calculation performed by the
Rietz method substantiated this statement to an accu-
racy of 1%.

It is reasonable to assume that, for low concentra-
tions of VHg, the role of a in (2) will be played by al2
because the mean hopping range under the conditions
of validity of the Mott law (1) is fairly large in the

experiment (~ ).

3. EXPERIMENT

For the experiment, we chose several single-crystal
wafers of undoped n-Hg1 – xCdxTe (x = 0.220 ± 0.005);
these wafers were cut from different ingots that con-
tained n = (3 ± 1) × 1014 cm–3 of impurity-induced elec-
trons.

The selected wafers were subjected for a week to
homogenizing annealing in Hg vapors at a temperature
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of Ta = 600°C, with the vapor pressure being 10 atm.
Further, the wafers were cut into the samples with a sur-
face area of 1.2 × 0.3 × 0.1 cm3 and a thickness of
0.1 cm. Some of the samples were subjected first to a
24-h annealing at Ta = 600°C under an Hg vapor pres-
sure of 2.5 atm and then to an annealing in saturated Te2
vapors at temperatures from 240 to 490°C. The remain-
ing samples were annealed in almost saturated Hg
vapors at various temperatures (from 420 to 505°C).
The duration of the last annealing stage was sufficient
for establishing the macrouniform distribution of
vacancies in the sample.

As a result, we obtained a series of p-Hg0.78Cd0.22Te
crystals with a concentration of electrically active Hg
vacancies of 1016–1018 cm–3. The samples annealed in
the Te2 vapors had a heterophase structure and con-
tained ~3 × 1018 cm–3 of excess Te in the form of inclu-
sions of the second phase 2–3 nm in size. The samples
annealed in Hg vapors had a homophase structure.

The concentration of Hg vacancies in the samples
was determined from the results of the Hall measure-
ments of the free-hole concentration at 77 K in a mag-
netic field B = 1 T; the data [8, 9] concerning the field
dependence of the Hall coefficient and the concentra-
tion dependence of the average ionization degree for
the vacancies were taken into account.

Figures 1 and 2 show the results of measuring the
dependence ρ(T) in the temperature range of 4.2–250 K
for a number of crystals saturated with Te. The depen-
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Fig. 2. Temperature dependences on resistivity for undoped
p-Hg0.78Cd0.22Te crystals that are saturated with tellurium
and have a high concentration of mercury vacancies NA =

(1) 5.9 × 1017, (2) 6.7 × 1017, (3) 7.0 × 1017, (4) 1.0 × 1018,
and (5) 1.1 × 1018 cm–3.
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dence ρ(T) for the samples saturated with Hg is similar;
however, in these samples, the activation energy for the
ε1 conductivity caused by free holes in the valence band
is lower.

As follows from Fig. 1, for a relatively low concen-
tration of VHg (NA < 3 × 1017 cm–3), the region of hop-
ping conduction described by (1) is directly adjacent to
the region of the freezing-out of the ε1 conduction. For
NA > 5 × 1017 cm–3, the freezing-out of the ε1 conduc-
tion is almost unobserved, so that conduction over the
impurity band is dominant in the entire range of extrin-
sic conduction (Fig. 2). In the crystals with NA > 6 ×
1017 cm–3, the impurity conduction is evidently metallic
at intermediate temperatures. At lower temperatures,
the conductivity becomes activation-controlled again
and is still described by the Mott law (1). The tempera-
ture corresponding to the onset of activation depends
on NA; it decreases from 16 to 7 K as NA increases from
5 × 1017 to 1.1 × 1018 cm–3. The minimal value of metal-
lic conductivity is 10–15 Ω cm, which is quite consis-
tent with the Mott theory [1] for doped semiconductors.

In the samples saturated with Te, the temperature of
transition to the Mott law (1) is relatively high and
increases from 11 to 15 K as NA increases from 4 × 1016

to 4 × 1017 cm–3. By contrast, this temperature decreases
as NA increases further. In the crystals saturated with
Hg, the critical temperature is 4–5 K lower. The value
of the parameter T0 depends heavily on the concentra-
tion of native acceptors. For a low concentration of VHg,
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Fig. 3. Concentration dependence of the acceptor-state
effective radius for undoped p-Hg0.78Cd0.22Te crystals.
Curves 1a and 1b correspond to the crystals saturated with
mercury, and the curves 2a and 2b are for the crystals satu-
rated with tellurium.
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T0 on average first increases somewhat with increasing
NA but then, starting with a certain concentration of VHg,
decreases rapidly by several orders of magnitude. Nev-
ertheless, in the entire range of concentrations used, the
value of T0 remains finite and easily measurable.

Figure 3 (curves 1a, 2a) shows the concentration
dependence of the effective radius a of the vacancy
state; this dependence was plotted on the basis of the
results of measuring the values of T0 and NA and using
expressions (2)–(5). In calculations, it was assumed
that EA2 = 2EA1 and that EA1 = 18.5 meV for the crystals
saturated with Te, and EA1 = 15.5 meV for the samples
saturated with Hg [9]. It can be seen that, for a low con-
centration of vacancies, the parameters of the acceptor
states do not depend in the least on NA. However, as NA

increases, the behavior of a drastically changes starting
with a certain value of NA: the value of a rapidly
increases by five to six times in a narrow range of con-
centrations. The concentration of vacancies at the
inflection point depends on the conditions of sample
preparation and is ~1 × 1017 cm–3 for the crystals satu-
rated with mercury and ~4 × 1017 cm–3 for the samples
with a heterophase structure saturated with tellurium.

As NA increases further, the value of a continues to
increase; this increase in a is in general significantly
steeper in the samples saturated with mercury. At first,
the increase in a is slow, but then the rate of increase
becomes drastically higher and, ultimately, infinite. In
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Fig. 4. Concentration dependence of the pre-exponential
factor in the expression for hopping conductivity in
undoped p-Hg0.78Cd0.22Te crystals. Curve 1 corresponds to
the crystals saturated with mercury, curve 2 is for the crys-
tals saturated with tellurium.
the samples saturated with Hg, this occurs for NA ≈
5.5 × 1017 cm–3. In the sample saturated with Te, the
unlimited increase in a was not observed, probably due
to an insufficiently high concentration of vacancies in
the samples.

The pre-exponential factor ρ0 in formula (1)
depends exponentially on the vacancy concentration
for small NA and decreases rapidly with increasing NA.
After the critical point is reached, this factor increases
drastically by two orders of magnitude and then
becomes independent of NA (Fig. 4).

4. DISCUSSION OF THE RESULTS

The majority of the observed special features of
low-temperature electrical conduction in undoped
p-Hg0.8Cd0.2Te crystals that contain Hg vacancies can
be explained by taking into account the multicharge
state of native acceptors and the actual content and type
of uncontrolled impurities in the material studied. In
fact, judging from the results of measurements of T0,
the initial n-Hg0.8Cd0.2Te are compensated to a large
extent (the compensation factor being K ≈ 0.9); i.e., the
concentration of acceptor impurities in these crystals is
comparable to ND. This inference agrees satisfactorily
with the results of the measurements of the electron and
hole mobilities. Some of the impurity-related acceptors

 (most likely, half of the total amount) are shallow-
level singly charged centers whose ionization potential
EA is two times smaller than the first ionization poten-
tial EA1 of native acceptors. Because of this, the impu-
rity-related acceptors, in spite of their low concentra-
tion, would profoundly affect the position of the Fermi
level for electrons at low temperatures.

For the sake of illustrating the above statement,
Fig. 5 schematically shows the structure of the lower
part of the p-Hg0.8Cd0.2Te acceptor band at T = 0 in the
one-electron approximation as applied to the situation
in which NA1 ≈ ND and the concentration of vacancies in
the crystal is not high, so that the energy of interaction
between vacancies and charged donors is not too high.
It can be seen that the Fermi level is now located much
lower than in the absence of impurity-related acceptors
(F < F0). If, in addition, EA1 < F, the value of F can be
easily calculated using the theory [2], neglecting the
negatively charged complexes of vacancies with
donors, and assuming that all impurity-related accep-
tors are ionized; thus, we obtain

(6)

NA1*

F EA1
e2

ε
----

4πNA

3 ND/NA1*( )ln
--------------------------------

1/3

.–=
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For the sake of comparison, we point out that, in the
absence of impurity-related acceptors, the Fermi
energy for electrons would be given by [2]

(7)

In the range of low VHg concentrations, the Fermi
level F at T = 0 is located well above the level EA of the
impurity-related acceptors; therefore, the latter are
completely ionized and are not involved in the charge
transport. On the other hand, for NA < 4 × 1017 cm–3, the
value of overlap integral for the vacancy states is small;
therefore, the energy of these states should be indepen-
dent of NA. Under these conditions, the effective radius
of the VHg state should be independent of NA as well. It
is this behavior of a that can be perceived from Fig. 3.

As the concentration of VHg increases, the Fermi
level F descends according to (6), eventually attains the
value of F ≈ EA, and, thus, finds itself within the band
of impurity-related acceptors. Obviously, after the
Fermi level has become located within this band, hop-
ping conduction would now proceed preferentially over
the states of the impurity-related acceptor whose size
and spectral density are appreciably larger. As a result,
the effective acceptor-state radius determined from the
data on hopping conductivity should decrease drasti-
cally by several times. Under these conditions, the pre-
exponential factor ρ0 should also experience an abrupt
change; after that, ρ0 becomes independent of NA,
which is completely consistent with experimental data
(Fig. 4).

It is reasonable to presume that the experimentally
observed abrupt changes in a and ρ0 are caused by
exactly the above effects. This presumption is sup-
ported, for example, by the following estimates. We
assume that  = 0.5ND and take into account that
EA1 = 15.5 meV for the crystals saturated with Hg and
EA1 = 18.5 meV for the crystals saturated with Te [9]. In
this case, the concentrations of Hg vacancies NA ≈
1017 cm–3 in the crystals saturated with Hg and NA ≈
4 × 1017 cm–3 in the samples saturated with Te correspond
to F ≈ 8 meV, which is close to the experimental value of
the ionization energy for copper EA ≈ 7.5 meV [10].

In connection with this, the effective radius of the
acceptor state in the crystals with a high concentration
of vacancies (in the region where ρ0 is constant in
Fig. 4) was calculated in a somewhat different manner.
The density of states in the vicinity of F was assumed
to be equal

(8)

F0 EA1 0.61
e2

ε
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4πNA

3
--------------

1/3
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g F( )
εNA*

e2ND
1/3
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because the average distance between the impurity-
related acceptors and donors, which controls the width

of the impurity acceptor band, is equal to  by an
order of magnitude. In calculations, it was still assumed
that  = 0.5ND.

The results of calculations are shown in Fig. 3
(curves 1b, 2b). It can be seen that, in this concentration
range, the value of a gradually increases with NA; in the
limit of NA = 0, a tends to a ≈ 25 nm for both Hg- and
Te-saturated samples. In fact, this value of a coincides
with that for the radius al of the state of an isolated
impurity-related acceptor; in the material under consid-
eration, this radius, according to (4), is equal to 26 nm
if it is assumed that EA ≈ 7.5 meV [10].

It is the author’s opinion that the gradual increase in
the radius a for the impurity-related acceptors (see
Fig. 3) is caused by the influence of neutral vacancies
on the effective permittivity of the crystal. In fact, the
volume of the state of a singly charged acceptor in
Hg0.78Cd0.22Te is 15–20 times larger than that of the VHg

state. Therefore, even for NA ≈ 1 × 1017 cm–3, ~10 vacan-
cies, neutral at low temperatures, are found within the
sphere of radius al around the impurity center. Polariz-

ability of neutral vacancies is high (α ∝  ). Because
of this, for such large values of NA, these vacancies
should induce a large increase in the effective static per-
mittivity ε0 of the crystal and, correspondingly, in al.

If this assumption is valid, the results obtained indi-
cate that the polarizability of a vacancy in Hg-saturated

ND
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Fig. 5. Schematic representation of the acceptor-band struc-
ture in p-Hg0.78Cd0.22Te crystals. Contour 1 corresponds to
the main peak of the lowest band for the Hg-vacancy states;
contour 1' corresponds to the Hg-vacancy states split off by
the charged-donor field; contour 1'' corresponds to the Hg-
vacancy states split off by the field of singly charged accep-
tors; and contour 2 delineates the band of states of singly
charged impurity-related acceptors. The area corresponding
to the states occupied by electrons at T = 0 is shaded.
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p-Hg0.78Cd0.22Te crystals is ~1.5 times larger than the
polarizability of a vacancy in the samples saturated
with Te. It is quite consistent with experimental evi-
dence for the ionization energy of a vacancy to be
appreciably higher in Te-enriched crystals [9]. An
anomalous increase in the radius of the state of impu-
rity-related centers for the vacancy concentration of
NA ≈ 5.5 × 1017 cm–3 is indicative of an anomaly in the
static permittivity of Hg-saturated p-Hg0.78Cd0.22Te
crystals with such a concentration of vacancies. Using
this assumption and the Clausius–Mossotti formula, we
find that the polarizability of VHg is equal to α ≈
3/[4π(ε0 + 2) ] ≈ 2.2 × 10–20 cm3; this amounts to

~2.5  for Hg0.78Cd0.22Te, which is quite a reasonable
value.

At the same time, we have NA  ! 1; therefore,
there are almost no vacancies in a sphere with radius ah.
Correspondingly, the permittivity in this case should
remain unchanged; i.e., the vacancies should not appre-
ciably affect the ionization energy of shallow-level
impurity-related acceptors.

It is worth noting that the suggested mechanism
responsible for an increase in the characteristic size of
an impurity-related acceptor state is consistent with the
observed constancy of the vacancy-state size, because

NA  < 1 for NA < 4 × 1017 cm–3.

Finally, taking into account the impurity-related
acceptors, we can easily interpret the emergence of a
portion with metallic conductivity in the resistivity–
temperature curve at intermediate temperatures for the
crystals with NA > 6 × 1017 cm–3 (see Fig. 2). In such
crystals, the free-hole concentration is governed by Hg
vacancies, whereas the low-temperature conductivity is
controlled by the impurity-related acceptors. However,
according to [9], for NA > 6 × 1017 cm–3 and T =77 K,
the vacancy band merges with the valence band as a
result of the screening of the vacancy potential by free
holes. It is clear that, in these conditions, the impurity-
related acceptor states are delocalized as well.

As the temperature is lowered, the free-hole concen-
tration decreases, and the impurity states leave the
valence band. As a result, conduction over these state
should become activation-controlled.

Thus, the results reported here support with reason-
able assurance the suggested explanation for the mech-
anism of a drastic change in the effective value of a. In
contrast, it is difficult to relate the behavior of a to the
proximity of the metal–insulator transition in the
acceptor band. In fact, as shown recently [10] for
p-Hg0.78Cd0.22Te crystals, the condition for the metal–

NA
∞

ah2
3

ah
3

al2
3

insulator transition is given by the Mott criterion writ-
ten as

(9)

Since in the material under consideration ah2 ≈ 2 nm in
view of (5), the concentration NA ≈ 4 × 1017 cm–3, for
which the value of a changes drastically in the samples
saturated with Te, is five times lower than the critical
concentration NAM ≈ 2 × 1018 cm–3 that corresponds to
the Mott transition.

5. CONCLUSION

(i) In undoped p-Hg0.8Cd0.2Te crystals containing
the Hg vacancies, hopping conductivity with a variable
hopping range dominates over the ε2 and ε3 conductiv-
ities in a wide range of VHg concentrations (beginning
at least with NA ~ 1016 cm–3 and at higher concentra-
tions). Even low concentrations of impurity-related sin-
gly charged acceptors can profoundly affect the low-
temperature conductivity of undoped p-Hg0.8Cd0.2Te
crystals for high concentrations of VHg. The origin of
this phenomenon is related to specific features of the
acceptor-band structure for a material in which the
acceptor band is formed by a relatively small number of
shallow-level, singly charged, impurity-related accep-
tors and a large number of doubly charged native
defects VHg, whose ionization energy is twice as high.

(ii) The characteristic sizes of the Hg-vacancy neu-
tral state in a p-Hg0.8Cd0.2Te crystal are independent of
the native-acceptor concentration, at least for NA < 4 ×
1017 cm–3, which amounts to ~20% of their concentra-
tion at the Mott-transition point. At the same time, the
radius of the native-acceptor state depends on the con-
ditions of crystal preparation. In the samples saturated
with Te, this radius is appreciably smaller, which may
be indicative of differences in the microstructure
between the Hg- and Te-saturated p-Hg0.8Cd0.2Te crys-
tals.

(iii) Neutral electrically active centers appreciably
affect the acceptor-state radius al only if their concen-

tration N satisfies the inequality N  > 1. Such centers
virtually do not affect the size ah.
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Abstract—A nondestructive method for measuring the three-dimensional distribution of the charge-carrier
lifetime and diffusion length in silicon ingots with a length of up to 1 m and a diameter as large as 0.3 m is
presented. Physically, this method is based on infrared crossed-beam probing of an ingot with polished surface
areas. One of the beams is repetitively pulsed, has a wavelength of 1.15–1.28 µm, and generates excess charge
carriers in a rodlike zone along the beam trajectory in the ingot. Other beams are continuous and have longer
wavelengths; these beams detect the temporal and spatial kinetics of excess charge carriers in a small portion
of the rodlike zone and in the vicinity of it (the free-carrier absorption is measured). By virtue of the fact that
the investigated zone is at a distance from the ingot surface, there is no need to consider the surface recombi-
nation. The capabilities of the method are demonstrated for an ingot with known spatial nonuniformity of the
charge-carrier lifetime. Spatial resolution amounting to several millimeters was attained. © 2001 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

The lifetime (τ) and diffusion length (L) of charge
carriers characterize the quality of silicon as a semicon-
ductor material. Measurements of τ and L are widely
used to analyze silicon wafers and structures. The cor-
responding diverse methods for measurements have
been and are being continually developed and
improved. However, as for analysis of silicon ingots as
a whole, the approach to the measurements remains the
same as it was in the 1950s; namely, two wafers (one
wafer from each end of the ingot) are cut, the wafer sur-
faces are thoroughly treated mechanically and chemi-
cally in order to reduce the contribution of the surface
recombination, and the measurements are performed
by the methods developed for the wafers (e.g., to the
ASTM F 1535-94 standard). With this procedure, the
distribution of the charge-carrier lifetime along the
ingot axis remains unknown. Using the above
approach, the whole ingot has to be cut into wafers (i.e.,
destroyed) in order to determine the lifetime distribu-
tion over the ingot.

At the same time, nondestructive measurements of τ
in the ingots are of undeniable interest. This is due to
the fact that such measurements make it possible, first,
to control the quality of ingots as end products, without
introducing ambiguities in τ owing to the contribution
of the surface recombination. Second, it becomes pos-
sible to control the distribution of τ over the ingot while
optimizing the growth conditions and refining the con-
ditions of subsequent thermal and irradiation–thermal
treatments, for example, when the transmutation dop-
ing is used.
1063-7826/01/3501- $21.00 © 20040
The aim of this study was to develop a method for
determining the three-dimensional distribution of τ and
L as applied to silicon ingots grown both by the Czo-
chralski method and by the crucibleless (floating-zone)
method.

Physically, the developed method is based on prob-
ing of the ingot by crossed beams. A repetitively pulsed
photogeneration of electrons and holes with one of the
beams (the pump beam) is used; subsequently, the spa-
tial–temporal evolution of the excess-carrier number is
monitored with the second (probe) beam using the free-
carrier absorption. Previously, such an approach was
used to measure the lifetime in wafers [1] and rectangu-
lar bars with millimeter-scale cross-sectional size [2].
In [1, 2], the beam of a pulsed YAG laser with a wave-
length of λ = 1.06 µm whose radiation is absorbed in
silicon within a depth of ~1 mm was used to generate
the charge carriers. At the same time, the 3.39-µm radi-
ation of a He–Ne laser was employed to detect the
decay of the excess-carrier concentration ∆n [1, 2]; this
radiation is weakly absorbed in moderately doped sili-
con (the absorption cross section is on the order of
10−17 cm2 [1, 2]). The beams were directed onto the
object to be studied in such a way that their axes inter-
sected each other at a certain angle and at a point either
at the sample surface or close to it. As a result, the
experimentally measured kinetics of the decay of
absorption induced at a wavelength of 3.39 µm repro-
duces the decay of ∆n. The volume lifetime τ was deter-
mined after certain additional manipulations aimed at
taking into account the contribution of the surface
recombination. The zone in the sample which is desir-
001 MAIK “Nauka/Interperiodica”
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able for observation is selected owing to the fact that
the detected free-carrier absorption signal is related
only to the charge carriers that are located in the vicin-
ity of intersection of the pump beam with the probe
beam.

In the method that we suggest and test in this study,
radiation with longer wavelength (λ = 1.15–1.28 µm) is
used for pulsed photoexcitation. This radiation is
weakly absorbed in high-quality silicon; thus, it makes
it possible to generate electrons and holes in any zone
of the ingot with length as large as ~1 m. In addition to
configuration with exact intersection of the beams, we
also use the relative position of the beams with the dis-
tance between them comparable to the diffusion length
of charge carriers. In this configuration, it is possible to
(i) perform the tomography of the ingot with spatial
resolution of ~1 cm along either of the coordinates,
(ii) radically eliminate the unwanted contribution of the
surface recombination by increasing the distance
between the zone of measurements and the surface, and
(iii) additionally measure the diffusion length L.

EXPERIMENT

Transmission spectra of a silicon ingot 125 mm long
with polished ends perpendicular to the ingot axis are
shown in Fig. 1; the spectra were measured at room
temperature and at 80°C using an SF-8 diffraction spec-
trophotometer for the light propagating along the ingot
axis. It can be seen that, at 20 and 80°C and for wave-
lengths λ < 1.15 µm, silicon is virtually opaque for the
thicknesses used, whereas, for λ > 1.28 µm, the mate-
rial is almost completely transparent (with allowance
made for 30% reflectance from the surface). The tem-
perature range T = 20–80°C corresponds to the temper-
atures conventionally used in the measurements of life-
time in silicon, including also those for detecting the
attachment of charge carriers to the traps. Thus, it is
necessary to use radiation with wavelengths in the
range of 1.15–1.28 µm in order to photogenerate
charge carriers in silicon ingots.

On the basis of the measured transmission spectra,
we chose a pulsed solid-state LiF laser, whose opera-

tion involves the  centers, as the pump-beam source
[3]; such a laser is tunable over the wavelengths in the
aforementioned range. The laser emitted the optical
pulses with a duration of 30 ns, a repetition rate variable
from 20 Hz to 5 kHz, and an energy of 2 × 10–4 J per
pulse at a wavelength of λ = 1.17–1.18 µm; the lasing-
line width was 0.5 nm. The pump wavelength was first
roughly selected on the basis of transmission spectra.
For more precise selection, we used the trial-and-error
method based on the criterion of signal-amplitude
attenuation by two times as the beam-intersection
region was shifted from the spot where the pump-beam
enters the ingot to the spot where it exits.

As the source of probe radiation, we used the beam
of a continuous-wave He–Ne laser with a wavelength

F2
–
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of 3.39 µm and power of ~10 mW. The diameters of the
beams were varied from 1 to 10 mm using lenses.

In order to admit the beams into the ingot and ensure
their intersection inside the ingot within a desired zone,
we used two schemes of the experiment; the beam
paths in these schemes are illustrated in Fig. 2.

In the first scheme, henceforth referred to as “per-
pendicular configuration,” the probe beam fell on the
flat ingot end at normal incidence and propagated along
the ingot axis, whereas the pump beam was directed
along the normal to the side surface and propagated
perpendicularly to the ingot axis. Preliminarily, two
narrow flat faces were formed along the ingot at the
quasi-cylindrical side surface of the ingot, with each of
the faces formed at the diametrically opposite sides of
the “quasi-cylinder.” The faces were formed in order to
ensure the transmission of the beams without distortion
of their shape. The width of the faces was 10–20 mm.
The treatment of the surfaces consisted of mechanical
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Fig. 1. Transmission spectra in the vicinity of the fundamen-
tal-absorption edge for a silicon ingot with a resistivity of
45 Ω cm and a length of 125 mm at temperatures of (1) 20
and (2) 80°C.

Fig. 2. Schematic representation of measurements of the
lifetime and diffusion length of charge carriers in a silicon
ingot.
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cutting, grinding, and polishing; the faces were plane-
parallel to within 2°–3°. Chemical treatment of the sur-
faces was not used. An optical system aligned the beam
axes in mutually perpendicular directions and ensured
either their precise intersection (for measurements of τ)
or imprecise intersection (for measurements of L) with
the distance between the beam axes equal to several
millimeters. A photodetector cooled with liquid nitro-
gen and made of Ge:Au was installed at the exit of the
probe beam from the ingot. The signal from the photo-
detector output was fed first to a wideband amplifier
and then to a 10-bit digital oscilloscope based on an
IBM PC and triggered by the pump-laser pulses. The
overall response time of the detection channel was sev-
eral microseconds. The time required for measure-
ments at a single point ranged from 30 s to 20 min and
was governed by the number of scans; the results of
these scans were averaged in order to increase the sig-
nal-to-noise ratio.

In the second scheme, referred to henceforth as the
“Brewster configuration,” the side surface of the ingot
was not treated, and both beams entered the ingot only
through the polished ends prepared in the same way as
in the first scheme. The probe beam struck the end at
normal incidence and propagated along the ingot axis,
whereas the p-polarized pump beam was incident on
the end (the same or the opposite) at an angle that was
nearly equal to the Brewster angle (65°–75°). Other-
wise, the configuration was the same as in the first
scheme, except for the fact that an additional Ge photo-
diode was mounted at the side surface of the ingot. This
photodiode detected the scattered radiation of the
pulsed pump beam; this radiation emerged from the
corrugated side surface of the ingot. For this configura-
tion of the beam paths, the angle of incidence of the
pump beam on the side surface from within far
exceeded the angle of the total internal reflection if the
corrugation of the ingot’s side surface was disregarded.
However, in spite of the large angle of incidence, the
signal of the scattered pump-beam radiation emerging
from the side surface had so large an amplitude that we
had to shadow the entrance window of the supplemen-
tary Ge photodiode, lest the latter would operate in the
saturation mode. Determining the point of exit of the
pump-beam radiation from the ingot made it possible to
calculate the pump-beam path inside the ingot more
accurately compared to determining the path from the
point of entry and the angle of incidence of the pump
beam on the ingot end.

We also performed tentative measurements in the
configuration where the pump beam propagated along
the ingot axis, whereas the probe beam propagated
transversely to the axis; in addition, the probe beam
was incident on the untreated side surface of the ingot.
We found that, in this scheme, the modulated signal of
the free-carrier absorption could be detected; however,
the signal-to-noise ratio was reduced owing to scatter-
ing and distortion of the probe-beam shape at the entry
to and exit from the side quasi-cylindrical untreated
surface of the grown ingot. This reduced the efficiency
of measurements owing to the necessity for long-term
accumulation of the signals. In what follows, we report
the results obtained only for the “perpendicular” and
“Brewster” configurations of the experiment.

We performed the experiments with slabs cut from
silicon ingots grown by the Czochralski method
(a commercial ingot with a resistivity of 45 Ω cm) and
also those obtained by the crucibleless floating-zone
method (the experimental ingots were grown using an
FZ-20 setup at the Institute of Semiconductor Physics,
Siberian Division, Russian Academy of Sciences,
Novosibirsk) with a resistivity of 1000 Ω cm. The slabs
were 60–80 mm in diameter and 100–250 mm in
length. In order to evaluate the spatial resolution of the
method, we formed a model object, i.e., a “composite
ingot” with known pronounced spatial nonuniformity
of τ. To this end, a wafer 15 mm thick was cut from the
middle part of the Si ingot grown by the Czochralski
method; then this wafer was ground and polished. This
wafer was annealed in the atmospheric air at 800°C
without any attempts to maintain cleanliness; this
annealing was aimed at decreasing τ owing to penetra-
tion of rapidly diffusing recombination-active impuri-
ties. The ends of two other parts of the ingot were also
ground and polished. Afterwards, all three parts of the
ingot were combined one after another to form the ini-
tial sequence and were measured as a single ingot.

THE RESULTS AND DISCUSSION

The data on the transmittance of silicon ingot in the
spectral range of λ = 1.15–1.30 µm (see Fig. 1) indicate
that there is an appreciable near-edge absorption in the
grown silicon ingot; this absorption extends to the pho-
ton energy of hν ≈ 1.01 eV (λ = 1.23 µm) if measure-
ments are performed at room temperature, whereas the
band gap of silicon is EG = 1.126 eV at room tempera-
ture [4]. Apparently, the cause of the observed broaden-
ing of the fundamental-absorption edge (which is not
observed for the conventionally measured silicon
wafers with thickness of ~1 mm) is the absorption due
to band-to-band phonon-assisted transitions and also
the imperfections of the silicon crystal lattice. Without
further specifying the absorption mechanism for hν <
EG, we point out that the result of optical absorption, as
will be clear from the experimental data in what fol-
lows, is the generation of the free charge carriers.

Figures 3 and 4 show the families of the curves that
represent the relaxation of the signal V with time t after
the termination of the pump pulse; the data correspond
to measurements at various points along the axis of the
“composite ingot.” The diameter of both beams (the
probe and pump ones) was 2–3 mm. Figure 3 corre-
sponds to the “perpendicular configuration,” whereas
Fig. 4 corresponds to the “Brewster configuration.” For
both families of relaxation curves, a drastic increase in
the slope of the curves is observed when we examine
the middle part of the ingot where the contaminated sil-
SEMICONDUCTORS      Vol. 35      No. 1      2001
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icon slab is located. However, for “perpendicular” con-
figuration, this specific feature is more pronounced.

Figure 5 shows the dependence of the peak ampli-
tude of the detected signal proportional to the carrier-
generation level as the pulsed pump beam is moved
along the composite ingot (an ingot ~100 mm long, a
wafer 15 mm thick, and an ingot 125 mm long) for
injecting the pump beam with a wavelength of 1.17 µm
into the ingot from the polished end perpendicular to
the ingot axis in the Brewster configuration of measure-
ments. It can be seen from Fig. 5 that the signal corre-
sponding to the intensity modulation of the probe beam
at its exit from the ingot is observed the entire distance
the pump beam is moved and, in general, decreases
steadily with distance from the point of the pump-beam
entry. Certain deviations from monotonicity are most
likely related to imperfections in the ingot, e.g., to non-
ideality of the end planes, certain nonparallelity of the
ends, inaccuracy in determining the Brewster angle,
etc. However, even if these specific features are caused
partially by a certain fluctuation of the absorption coef-
ficient (at the pump-beam wavelength) over the ingot
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Fig. 3. Relaxation of free-carrier absorption at various dis-
tances from the starting point of the composite ingot. The
material was crucible-grown silicon with a resistivity of
45 Ω cm. The middle part of the ingot was contaminated
owing to annealing in the atmospheric air. The probe beam
was incident on the end, and the pump beam was incident on
the ingot’s side surface (the “perpendicular” configuration).
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volume, the signal level for all studied parts of the com-
posite ingot is found to be sufficient to quantitatively
detect the time dependence of the signal with confi-
dence.

It follows from the above that, in single-crystal sili-
con of semiconductor grade, a rodlike zone of excess
charge carriers can be formed in a regular way, without
origination of regions where carriers are not generated
in the course of the beam motion, and also without orig-
ination of regions with enhanced absorption, following
which the carrier generation would be reduced appre-
ciably. Physically, this fact signifies that the absorption-
edge shape does not significantly change if we choose
different ingot portions that differ in structural perfec-
tion, impurity type and concentration, and, possibly, the
presence of internal electric and deformation fields.
Apparently, such a situation favorable for implementa-
tion of the suggested measurement technique (namely,
for optical generation of charge carriers in the bulk of
the ingot) is related to the fact that silicon is an indirect-
gap semiconductor (as a result of which the initial por-
tion of fundamental-absorption edge happens to be
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Fig. 4. Relaxation of free-carrier absorption for various dis-
tances from the starting end of composite ingot. The ingot is
the same as in Fig. 3. The probe and pump beams were
admitted to the ingot from the same end and were incident
on the end at the angles of 0° and 73°, respectively (the
“Brewster configuration”).



 

44

        

AKHMETOV, FATEEV

    
1.0

0.8

0.6

0.4

0.2

0
40 60 80 100 120 140 160 180

Distance from start point of

Signal, arb.units

pump beam, mm

Fig. 5. The amplitude of the peak of the signal correspond-
ing to the free-carrier absorption as a function of the dis-
tance between the point of measurement and the point of
entry of the pump beam into the ingot. The latter was the
same as in Fig. 3. The wavelength of the pump beam was
1.17 µm, and the ingot was at room temperature during mea-
surements.
gently sloping) and also to high quality of crystal struc-
ture and high purity of silicon ingots currently grown.

Figure 6 shows the distribution of τ along the ingot
axis; the distribution was derived by processing the data
shown in Figs. 3 and 4. It can be seen that measure-
ments in the perpendicular configuration faithfully
reproduce the geometric position of the nonuniformity
of τ (the position of the contaminated silicon wafer is
delineated by vertical dashed lines); at the same time,
the nonuniformity is greatly expanded for the Brewster
configuration. The inferior spatial resolution obtained
for the Brewster configuration is probably caused by
scattering by irregularities and dust, and also by reflec-
tions from internal surfaces of “composite ingot.” This
parasitic effect was distinct when the Ge photodiode
scanned the side surface of the ingot: when the point of
the pump-beam exit was within the third portion of the
ingot, the intense 1.17-µm radiation emerged from the
gaps between the wafer and the adjacent parts of the
ingot; this radiation should not exist at all for the Brew-
ster angle of incidence. Apparently, if a genuinely
monolithic ingot were used, there would be no parasitic
effect, and spatial resolution in the Brewster configura-
tion would correspond to the geometric size of the
beam-intersection zone.

Comparing two configurations of measurements,
we may conclude that the “perpendicular” configura-
tion features higher spatial resolution but requires cer-
tain treatment of the side surface, whereas, in the Brew-
ster configuration, the spatial resolution is lower but
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Fig. 6. Distribution of the charge-carrier lifetime along the composite ingot. The data were obtained by analyzing the curves in
Figs. 3 and 4. Curve 1 corresponds to perpendicular configuration of the beams in which case the beams are incident on the end and
the side surface, whereas curve 2 is for the Brewster configuration, with both beams admitted through the same end.
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Fig. 7. Time dependences of the signal of induced absorption in a silicon ingot at λ = 3.39 µm along the path of the probe beam in
relation to the distance between the axes of the pump and probe beams. The ingot material is silicon grown by the floating-zone
method with a resistivity of 1000 Ω cm.
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Fig. 8. Spatial distribution of the induced-absorption signal in the ingot for various elapsed times from the pump pulse. The ingot is
the same as in Fig. 7. The curves 1–4 are experimental, whereas curves 1'–4' correspond to the results of calculation based on the
diffusion–recombination model. The time elapsed from the photogeneration pulse t = (1, 1') 25, (2, 2') 500, (3, 3') 1000, and (4, 4')
1500 µs.
there is no need for treatment of the ingot’s side sur-
face.

Figure 7 shows the results of measuring the diffu-
sive displacement of charge carriers from the initially
excited cylindrical region in n-Si ingot grown by the
SEMICONDUCTORS      Vol. 35      No. 1      2001
floating-zone method; the measurements were per-
formed in the “perpendicular” configuration. We plot
here a family of curves that represent relaxation of the
signal of free-carrier absorption. The parameter of the
curves is the distance between the axes of the beams;
this distance was varied from zero (precise intersection
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of the beams) to ±4 mm. The beam diameters were 1.2
and 1 mm for the pump and probe beams, respectively.
The curves measured for imprecise intersection of the
beam axes clearly indicate that there is a time lag in the
formation of the signal peak after the pump pulse ter-
minates; this is clearly indicative of the process of
motion of charge carriers from the pump beam to the
probe beam. On the assumption that there are no inter-
nal electric fields in the probed region of the ingot, this
motion is governed by ambipolar diffusion. The above
assumption is corroborated by the curves shown in
Fig. 8, where the results depicted in Fig. 7 are repre-
sented as explicit spatial dependences of the signal
amplitude on the coordinate; here, time is the parameter
of the curves. An almost perfect symmetry of the curves
is observed; this symmetry should be distorted if there
is a drift of charge carriers.

Distinct spatial redistribution of photogenerated
charge carriers (see Fig. 8) indicates that the chosen

0 5000 10000 t, µs

–2

–1

0
lnV [arb. units]

Fig. 9. Kinetics of decay of the signal V corresponding to
induced free-carrier absorption in a silicon ingot obtained
by the floating-zone method. The charge carriers were gen-
erated by a pump beam 10 mm in diameter, with the pump
and probe beams intersecting. The ingot is the same as in
Fig. 7.
method for the excitation of the electronic subsystem in
silicon (using light with photon energy slightly lower
than the band gap) does give rise to free charge carriers.

Dashed lines in Fig. 8 correspond to fitting the
results of numerical simulations to the actual time
dependences of the measured-signal amplitudes. The
temporal–spatial evolution of a photogenerated rodlike
packet of charge carriers was simulated. This evolution
is caused by diffusion and recombination and is
described by the following equation written in cylindri-
cal coordinates:

Here, δn is ∆n normalized to the corresponding initial
value (for r = 0 and at t = 0); t is the elapsed time from
the pump-pulse termination; τ(δn) is the carrier lifetime
(generally, dependent on the excitation level); D is the
coefficient of ambipolar diffusion; and r is the distance
from the pump-beam axis. After this equation had been
solved numerically, we calculated the number of charge
carriers found at the intersection of the carrier packet
(in a circle 20 mm in diameter centered at the pump-
beam axis) with the probe beam. The obtained value,
equal (to within a factor common to all the family of the
curves) to the number of excess charge carriers along
the path of the probe beam, was compared to the exper-
imentally measured signal amplitude. Such a compari-
son, implying that there is a linear relation between the
number of the charge carriers and the measured signal,
is justifiable because the induced free-carrier absorp-
tion is slight under the conditions of our experiments,
in which the modulation factor for the probe-beam
intensity is no larger than 0.1%.

The results of calculations (see Fig. 8) were
obtained for D = 12 cm2/s and τ(δn) = 0.019/(1 +
154δn) s. The signal amplitudes represented by experi-
mental (and calculated) curves related to the times of
500, 1000, and 1500 µs elapsed from the termination of
the pump pulse are increased in comparison with those
observed for the elapsed time of 25 µs by 3.6 (3.4),
5.3 (5.2); and 6.6 (6.7) times, respectively. It can be
seen that there is good agreement between the calcu-
lated and experimental curves with respect to both the
shape and amplitude for the value of the ambipolar-dif-
fusion coefficient typical of lightly doped, defect-free
n-Si.

The consistency of experimental data on diffusive
spreading of charge carriers with the diffusion coeffi-
cient corresponding to the free charge carriers in Si rep-
resents additional evidence that the charge carriers gen-
erated by photons with energies specified above are
actually free.

Introduction of the explicit dependence of τ on the
excitation level is justified by the obvious nonexponen-
tial shape of the signal in the case of measurements
when the pump beam has a large diameter (10 mm) and
the diffusive spreading becomes almost negligible (see
Fig. 9). For the lower portion of the curve shown in

∂δn/∂t δn/τ δn( )– D ∂2δn/∂r2 ∂δn/∂r( )/r+[ ] .+=
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Fig. 9, the slope corresponds to τ = 7 ms; thus, using the

known relation L = , we obtain L = 2.9 mm.

CONCLUSION

Thus, we demonstrated that it is possible to nonde-
structively measure the three-dimensional distribution
of τ and L in silicon ingots by exposing these ingots to
the crossed pump and probe beams. Although the larg-
est size of ingots used in the experiments was 250 mm,
the suggested method can be extrapolated to larger
ingot sizes using the following reasoning. (i) The pos-
sibility of measuring τ at a distance of 170 mm from the
entry point for the pump beam is demonstrated in Fig. 4
(the lowest curve); thus, using the “perpendicular” con-
figuration, one can easily perform measurements of
τ over the cross section of an ingot with a radius of
170 mm. (ii) The largest length of an ingot is limited by
attenuation of the probe beam due to free-carrier
absorption; for moderately doped ingots with a charge-
carrier concentration of ~1015 cm–3, we use an absorp-
tion cross section of 2.5 × 10–17 cm2 [1, 2] to find that
attenuation of the probe-beam intensity due to absorp-
tion after passing 1000 mm amounts to ~10 times; the
intensity of such a beam can be readily measured. In
addition, for a higher level of doping, it is possible to
use probe radiation with a shorter wavelength (thus
absorbed to a lesser extent) and (or) to use a configura-
tion in which the pump beam propagates along the
ingot axis, whereas the probe beam propagates trans-
versely.

Dτ
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The efficiency of the method can be basically
enhanced by several orders of magnitude by simulta-
neously using several probe beams differing in the
spectrum and intersecting the pump beam in different
zones of the ingot; moreover, several beam groups,
each of which consists of a pump beam and several
probe beams, can be used.

Thus, the suggested method can be used for rapid
nondestructive tomography of silicon ingots of almost
any sizes within the range of ingots currently grown.
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Abstract—Schottky diodes based on the single-crystal n-ZnSe and fabricated by nitrogen-ion implantation
with subsequent postimplantation treatment employing radical-beam epitaxy in atomic oxygen were studied
using deep-level transient spectroscopy. On the assumption that the Schottky barrier is high and the near-contact
region is compensated, the processes resulting in the occurrence of traps of minority charge carriers under neg-
ative biases were analyzed. The procedure for determining the compensated region thickness and the concen-
tration of minority charge carriers in this region is described. The mechanisms of defect formation in zinc
selenide crystals under annealing in atomic oxygen are described on the basis of the deep-level transient spec-
troscopy results. © 2001 MAIK “Nauka/Interperiodica”.
One of the promising method for changing the type
and concentration of intrinsic defects in II–VI crystals
is radical-beam gettering epitaxy based on crystal
annealing in previously activated chalcogen vapor [1].
In this case, the type and concentration of defects in the
material changes with increasing distance from the
treated surface.

We studied the structures obtained by the method
considered above and based on zinc selenide by the
method of deep-level transient spectroscopy (DLTS).
In order to identify the defects formed, we also studied
the photoluminescence (PL) spectra.

The initial material of the samples we used was low-
resistivity single-crystal n-ZnSe annealed in a zinc
melt. Wafers 6 × 4 × 1 mm in size were cut from these
crystals. After mechanical grinding and polishing, the
wafers were etched in a chemical polishing etchant (a
solution of bromine in methanol).

Implantation of nitrogen was performed at Lebedev
Physical Institute of the Russian Academy of Sciences
with ion energies and doses ensuring a uniform impu-
rity concentration of 1019, 1020, and 1021 cm–3 in layers
~400 nm thick. The postimplantation treatment of crys-
tals was carried out in a flow of oxygen atoms at tem-
peratures ranging from 400 to 700°C by the method of
radical-beam gettering epitaxy. The atomic oxygen was
produced by a high-frequency discharge under a pressure
of 10–1–10–3 Torr; the flow intensity was 1017 cm–2/s.

The capacitance–voltage (C–V) characteristics and
DLTS spectra of the samples were measured using a
1063-7826/01/3501- $21.00 © 20048
setup consisting of a computer and CAMAC blocks
connected to a high-frequency capacitance bridge. This
setup allowed us to completely automatize the proce-
dure of measuring and processing the experimental
dependences and to calculate the distribution of shal-
low-level impurity, as well as the concentration, energy,
capture cross section, and the boundaries of a filling
region for deep levels. During measurements, the sam-
ples were in a cryostat, in which they were heated from
the liquid-nitrogen temperature at a rate lower than
4 K/min. The sensitivity of the capacitance bridge used
in the experiment was ∆C/C < 10–4.

The C–V characteristics for some of the samples
studied are shown in Fig. 1; the samples differ in oxy-
gen-treatment temperature (TO) and in the concentra-
tions of nitrogen [N] introduced. The barrier at the
semiconductor–metal boundary turned out to be unusu-
ally high: for the majority of the samples its height was
2–2.5 eV. According to the published data [2], the
height of the Au–n-ZnSe Schottky barrier is 1.4 eV. We
discuss this result below. The concentration of shallow-
level donors measured in the samples ranged within
1017–1018 cm–3 at distances from the contact no smaller
than 60 nm.

The DLTS spectra of certain samples are shown in
Fig. 2. The peaks E1 (0.2 eV) and E2 (0.3 eV) were
observed in all the samples, both initial and annealed in
oxygen without a preliminary implantation. In the
spectra of the samples annealed in oxygen at tempera-
tures of 600°C and above, a positive peak H1 at
001 MAIK “Nauka/Interperiodica”
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200−250 K is also observed. The measured activation
energy corresponding to this peak turned out to be
equal to 0.6 eV. The traps E1 and E2 have been repeat-
edly observed and are described elsewhere: the first is
related to the complexes involving VSe and Zni defects
and to impurities [3–5], and the second, as a rule, is
attributed to VSe [6–11].
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Fig. 1. Capacitance dependence of ZnSe:N samples on the
voltage applied. Concentrations of the nitrogen introduced
[N] (in cm–3) and the temperatures of the sample treatment
in oxygen, TO (in °C) were (1) [N] = 1019, TO = 700;

(2) [N] = 1020, TO = 600; (3) [N] = 1019, TO = 600; and

(4) [N] = 1020, TO = 700.
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As is known [12], minority-carrier traps can be
observed in the DLTS spectra of p–n junctions for pos-
itive biases due to carrier injection. We used only neg-
ative biases in our experiments. Nonetheless, the posi-
tive DLTS peaks were observed in all the samples
annealed at temperatures of 600°C and above. Conse-
quently, the capacitance relaxation in our samples is not
described by the p–n-junction model.

The appearance of a peak related to the minority-
carrier traps in the DLTS spectrum of a Schottky diode
cannot be described by the model of conventional
relaxation of its capacitance. In fact, a charge state of
such traps in this model does not change when the fill-
ing pulse is applied to the barrier and during subsequent
relaxation; therefore, they do not contribute to a change
in sample capacitance and are not observed in the mea-
surements.

A high series-connected resistance of the material
[13] may be one of the reasons for positive peak emer-
gence in the DLTS spectra of Schottky diodes. By mea-
suring the Schottky diode capacitance using a capaci-
tance bridge, its measured (Cm) and a true (C) capaci-
tances are related by the formula

(1)

where R is the resistance of the Schottky barrier, r is the
series resistance (due to the diode material, wires, etc.),
and ω is the frequency of the probing signal. Depen-
dence of Cm on C is not monotonic and has a maximum
at ωrC = 1 + r/R; i.e., if ωrC > 1 + r/R, the increments
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Fig. 2. DLTS spectra of ZnSe:N crystals annealed in the oxygen radicals. Designation of [N] and TO are the same as in Fig. 1:

(1) [N] = 1019 cm–3 and TO = 600°C; (2) [N] = 1019 cm–3 and TO = 700°C; (3) [N] = 1020 cm–3 and TO = 400°C; and (4) initial
single crystal.
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of the values of Cm and C have the opposite signs,
which corresponds to the inversion of the peak signs in
the DLTS spectra observed. In addition, the decrease in
the capacitance C with increasing depletion-region
width is accompanied by a reduction in the remaining
part of the diode and, therefore, by a decrease in the
series resistance r. This can also result in the change of
the DLTS signal sign in the observations.

With the aim of checking these conditions of peak
inversion, the current–voltage (I–V) and C–V character-
istics of all the samples for various temperatures were
measured. Analysis of the I–V characteristics showed
that the series resistance of the samples annealed at
temperatures of 600°C and higher was indeed larger
than that of the samples annealed at lower tempera-
tures. However, the values of capacitance and series
resistance measured do not correspond to the fulfill-
ment of conditions ωrC > 1 + r/R for any of the crystals.
The change of the value r on filling and depopulating
the deep levels also turned out to be rather small and
could not result in the DLTS spectrum inversion. Thus,
the consideration of a series resistance of the diode
does not explain the appearance of the DLTS positive
peak in the spectra of our samples.

As was mentioned above, the barrier at the Au–
ZnSe contact was anomalously high, which is probably

0 x1 x1' w0 x '2 w' x2 w x

(a)

(b)

(c)

EF

EC

ET
EA

EV

EC

ET
EA

EV

EC

ET
EA

EV

EF

EF

Fig. 3. Energy-band diagram of a Schottky diode with a high
barrier, donor ET and acceptor EA with deep levels and a
compensated near-contact region: (a) is a state for the
applied filling pulse, (b) is a state of the subsequent relax-
ation, (c) is a steady state.
caused by the surface states formed by the treatment
[14]. The presence of a high barrier allows us to assume
(by analogy with [15]) that the traps of minority charge
carriers can manifest themselves in the DLTS spectra of
the Schottky diodes under study. At the same time, one
should take into account that the structure under study,
obtained by the method of radical-beam gettering epit-
axy, features a change in the composition of defects
upon an increase in the distance from the surface
treated in radicals [16]. Resistances of all the diodes
measured under a high forward bias significantly
exceeded the resistance of an untreated layer near the
contact, which indicated that a high-resistance region
was present near the contact. This gives grounds to sug-
gest a band diagram of the Schottky barrier with a com-
pensated near-contact region shown in Fig. 3 as a pos-
sible basis for analyzing the processes of capacitance
relaxation in the structures under study.

Let us divide a near-contact region of a semiconduc-
tor into two parts: “compensated” (0 < x < w0) and
“uncompensated” (x > w0). The concentration of shal-
low-level impurity, which does not change its charge
state if the bias is varied, is designated as N in the
region 0 < x < w0 and as N0 in the region w0 < x < w. The
concentration of deep-level acceptor impurities is des-
ignated as NA for 0 < x < w0 and NA0 for w0 < x < w; the
concentration of donor impurities is designated as NT ,
and their boundaries for the regions of filling, as x1 and
x2, respectively (Fig. 3c). Solving the Poisson equation
for such a barrier and substituting the values of poten-
tials

which are determined from the known values of the
bias Vb, band gap, and deep-level energies, we obtain

(2)

where q is the elementary charge and ε is the dielectric
constant of the semiconductor.

V x x1= V1 and V x x2= V2,= =

V1 Vb
q
2ε
----- N0 NA0–( ) w x1–( )2 NT x2 x1–( )2+{–=

+ N NA–( ) N0 NA0–( )–[ ] w0 x1–( )2 } ,

x2 w
2ε

q N0 NA0–( )
----------------------------- Vb V2–( ),–=

w2 2ε
q N0 NA0–( )
-----------------------------Vb

NA

N0 NA0–( )
--------------------------x1

2–=

–
N NA–( ) N0 NA0–( )–

N0 NA0–( )
------------------------------------------------------w0

2 NT

N0 NA0–( )
--------------------------x2

2,–
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Dependence of the capacitance relaxation on time
has a form

(3)

where

and ep and en are the carrier emission rates from deep
acceptor and donor levels. The terms in (3), which cor-
respond to the contribution of deep donor and acceptor
states, have different signs. The relaxation of acceptor
states leads to a decrease in the diode capacitance, and
the relaxation of donor states results in its increase.
Depending on the relation between these contributions,
the capacitance can increase or decrease in the various
time intervals after the change of bias.

We simplify expression (2) by using the approxima-

tions  ! , , w2, and NT , N – NA, NA0 ! N0, which

∆C t( ) ε
8πw3 N0 NA0–( )
---------------------------------------- NA x1

'2 x1
2–( ) ept–( )exp[≈

– NT x2
2 x2

'2–( ) ent–( ) ] ,exp

w 2εVb/q N0 NA0–( ),=

x1
2 w0
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Fig. 4. Photoluminescence spectra for ZnSe:N single crys-
tals annealed in the activated oxygen vapor; the measure-
ments were carried out at a temperature of 4.2 K. Designa-
tion of TO and [N] are the same as in Fig. 1: (a) TO = 400°C;

[N] = (1) 1019, (2) 1020, and (3) 1020 cm–3. (b) TO = 500°C;

[N] = (1) 1019 and (2) 1021 cm–3. (c) TO = 600°C; [N] =

(1) 1019 and (2) 1021 cm–3. (d) TO = 700°C; [N] = (1) 1019

and (2) 1021 cm–3.
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are justified due to compensation of the near-contact
region and the low-resistance of the initial single crys-
tal:

(4)

Substituting in (4) the value of x2 determined exper-
imentally from the DLTS peak of the majority-carrier
traps, we can calculate w0, x1, and . Now, we take
into account that the values of the filling depths and
concentration of the acceptor centers are calculated
using a program of experimental data processing start-
ing from the capacitance, relaxation amplitude mea-
sured, and with the assumption that all the recharging

x1
ε

qN0
---------

V1

2ε
qN0
---------Vb w0

2 w0–+

---------------------------------------------,=

x2
2ε

qN0
---------Vb w0

2+
2ε

qN0
--------- Vb V2–( ),–=

w
2ε

qN0
---------Vb w0

2+ .=

x1'

0.12

0.06

0

0.08
0.06

0.04

0.02

0

0.03

0.02

0.01

0
550 600 650 700

λ, nm
In

te
ns

ity
, a

rb
. u

ni
ts

1

2

3

4

(a)

(b)

(c)

1

1

2

2

3

3

4

4

Fig. 5. Photoluminescence spectra of ZnSe:N single crystals
annealed in the oxygen vapor; the measurements were car-
ried out at a temperature of 77 K. Designation of [N] and TO

are the same as in Fig. 1: (a) [N] = 1019 cm–3; TO = (1) 400,

(2) 500, (3) 600, and (4) 700°C. (b) [N] = 1020 cm–3; TO =

(1) 400, (2) 500, (3) 600, and (4) 700°C. (c) [N] = 1021 cm–3;
TO = (1) 400, (2) 500, (3) 600, and (4) 700°C.
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deep levels in the Schottky diode are traps for majority
carriers. Using these values, we can obtain the magni-
tude of the capacitance relaxation and then, according
to formula

,

determine the correct value of the concentration of
acceptor states NA. The results obtained by the method
suggested for the sample annealed in oxygen at a tem-
perature of 700°C after nitrogen implantation at a dose
of 1020 cm–3 are given in the table.

We have also measured the PL spectra at tempera-
tures of 77 and 4.2 K. The PL was excited using a nitro-
gen laser at a wavelength of 337.1 nm. A distinguishing
feature of the samples under consideration is as fol-
lows: in a corresponding spectral range of 360–390 nm,
the excitonic lines of zinc oxide [17, 18] were not
observed; i.e., the layer of zinc oxide at the crystal sur-
face was not formed in the process of treatment in oxy-
gen.

Some of the PL spectra are shown in Figs. 4 and 5.
Published data [19–22] allow us to identify the line at
444 nm with emission of an exciton bound at the shal-
low acceptor level NSe, and the line at 446 nm, with the
emission of an exciton bound at the deeper acceptor
(zinc vacancy). The band at 460 nm is associated with
the emission from donor–acceptor pairs [21–23]. Two
emission bands (at 550 nm and 630 nm) are observed in
the longer wavelength portion of the spectrum (Fig. 5).
The band at 630 nm is associated with a donor–accep-
tor complex that involves a doubly charged zinc
vacancy [19, 24, 25].

The measurements carried our allow us to suggest
that a deep acceptor level observed by the DLTS
method is associated with a vacancy of zinc. The
vacancy formation during a postimplantation annealing
in atomic oxygen proceeded according to the gettering
mechanism. As shown in [26], the ion implantation can
restrict the oxygen diffusion into the sample bulk. The
absence of the positive DLTS peak in the spectra of the
samples, both initial and annealed in the oxygen with-
out a preliminary implantation, and the appearance of
this peak after nitrogen implantation confirms this sug-

∆CA 0( ) ε/ 8πw3N0( )NA x1
'2 x1

2–( )=

Table

Level Energy, eV The boundaries of 
filling regions, nm

Concentra-
tion, cm–3

E2 0.36 195–305 9 × 1015

H1 0.67 26–15 3 × 1017

Note: The composition of a shallow impurity is 5 × 1017 cm–3; the
length of a compensated region is 130 nm. The region of the
space charge is 280 and 390 nm at voltages of 0 and 3 V,
respectively.
gestion. The nitrogen also forms the acceptor centers
occupying the site of a selenium in the crystal lattice.
The presence of the related PL line and the reduction in
the number of the Se vacancies in the implanted sam-
ples compared to the unimplanted samples (a decrease
of the E2 peak in the DLTS spectra) supports the expla-
nation presented above.
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Abstract—The shape of the band-to-band photoluminescence spectrum for a graded-gap semiconductor in
conditions of nonequilibrium charge-carrier transport affected by a built-in quasi-electric field E = e–1∇ Eg was
calculated. It was demonstrated that the distortion of the short-wavelength region of the emission spectra occurs
due to the coordinate dependence on the radiative recombination probability in the wide-gap region of the crys-
tal. The calculations were confirmed by measuring the photoluminescence spectra for the AlxGa1 – xAs undoped
(n ≤ 1016 cm–3) graded-gap solid solutions with E varying in the range of 90–650 V/cm at 300 K. © 2001
MAIK “Nauka/Interperiodica”.
The drift character of the nonequilibrium-charge-
carrier transport in a built-in quasi-electric field of the
crystal E = e–1∇ Eg causes variations in the fundamental
luminescent properties of graded-gap semiconductors
in relation to compositionally uniform ones, more spe-
cifically, a variation in the emission spectrum shape
occurs. There are many publications devoted to the
luminescent properties of graded-gap semiconductors
[1–9]. However, the radiative recombination was only
investigated in detail for band gaps with a relatively
small gradient, i.e., for low velocities of the nonequilib-
rium-charge-carrier drift in the built-in field. In this
case, the emission spectrum shape reproduces the dis-
tribution profile for nonequilibrium charge carriers,
which is an exponentially decreasing function of the
depth.

It was demonstrated [10–14] that for a very large ∇ Eg
gradient satisfying the condition

where d is the thickness of the graded-gap crystal and µ
and τ are the mobility and lifetime of the nonequilib-
rium charge carriers (i.e., for very high drift velocities),
the residence time of nonequilibrium charge carriers in
the graded-gap region is much shorter than their life-
time τ. For this reason, no recombination occurs in this
region, and the emission spectrum is absent.

For an intermediate range of ∇ Eg variations, i.e., for
medium and large ∇ Eg, it has been stated elsewhere
[6, 15, 16] that radiative recombination is completely
or partially absent in the wide-gap region of a graded-
gap semiconductor. This manifests itself in the distor-
tion of the short-wavelength region of the emission
spectrum and in the shift of the emission peak to longer

d  ! e 1– µτ ∇ Eg ,
1063-7826/01/3501- $21.00 © 20054
wavelengths. This special feature of the radiative
recombination in graded-gap semiconductors is
explained by a decrease in the internal quantum effi-
ciency of emission in the wide-gap region. This
decrease is caused by the removal of nonequilibrium
charge carriers from this region to narrower-gap
regions in the drift times τdr < τr (τr is the radiative life-
time), which competes with the radiative recombina-
tion. This special feature of the radiative recombination
in graded-gap semiconductors has not been investi-
gated in detail.

In this paper, the emission spectrum shape for a
graded-gap semiconductor was calculated under the
assumption that the drift velocity of nonequilibrium
charge carriers in the built-in field of the crystal E is
high. The result of calculations were compared with the
experimental data.

CALCULATION OF THE EMISSION SPECTRUM 
SHAPE

In order to calculate the band-to-band emission
spectrum, we used an approach considered elsewhere
[4] for semi-infinite n-type crystals with the band gap
Eg linearly decreasing with increasing distance from
the illuminated surface (Fig. 1):

(1)

where Eg(0) is the band gap at z = 0. Computations were
carried out taking into account that the minority carri-
ers could both recombine within the wide-gap region
and leave it without recombining due to the drift in a
crystal field. In contrast with this, the effect of this fac-

Eg z( ) Eg 0( ) eEz,–=
001 MAIK “Nauka/Interperiodica”
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tor on the spectrum shape was not taken into account in
computations carried out previously [4].

The analysis of the processes mentioned demon-
strates that the minority-carrier drift governs the coor-
dinate dependence of recombination, which can be
written as

(2)

where Vdr is the velocity of the minority-carrier drift in
the field E. For radiative recombination, the depen-
dence of its probability on the coordinate Wr(z) is sim-
ilar to the above with the substitution of τr for τ in
Eq. (2).

For linear recombination, the shape of the band-to-
band emission spectrum is described by the following
expression:

(3)

where ∆P(z) is the minority-carrier distribution along
the z coordinate in the direction of field E.

In order to calculate ∆P(z), it is necessary to solve
the continuity equation. It is noteworthy that the classi-
cal continuity equation [17] is written as 

, (4)

where D is the minority-carrier diffusivity, and G(z) is
the generation function of the minority charge carriers.
This equation was used to compute ∆P(z) elsewhere
[4], and is inadequate for the case under consideration,
since, although Eq. (4) implies simultaneous diffusion,
drift in the E field, and minority-carrier recombination
in the graded-gap semiconductor, it does not account
for the probability of the minority charge carriers'
removal from the wide-gap region of the crystal with-
out recombination. In order to take into account this
probability, we replaced the recombination probability
W = 1/τ in Eq. (4) by a recombination probability with
allowance made for its coordinate dependence W(z). In
this case, the continuity equation takes the form

(5)

In order to simplify the solution of Eq. (5), we con-
sider the ∇ Eg values, for which the diffusion flux is neg-
ligible in comparison to the drift flux. In this case,
L/l+ ! 1, where L and l+ are the diffusion length and dif-
fusion–drift length for minority charge carriers, respec-
tively. For 300 K and diffusion length L = 5 × 10−4 cm,

W z( ) τ 1– τVdr

z
----------– 

  ,exp=

I z( ) Wr z( )∆P z( ),=

D
d2

dz2
-------∆P z( ) µE

d
dz
-----∆P z( )– ∆P z( )

τ
---------------– G z( )+ 0=

D
d2

dz2
-------∆P z( ) µE

d
dz
-----∆P z( )–

∆P z( )
τ

---------------–

×
τVdr

z
----------– 

  G z( )+exp 0.=
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the above inequality is valid even for ∇ Eg > 50 eV/cm.
In this case, Eq. (5) can be rewritten as

(6)

For a direct-gap semiconductor [18] and the excit-
ing photon energy hν > Eg0 (where Eg0 is the band gap
for the illuminated surface), the generation function for
the fields E < e–1α(hν – Eg0) can be written as

(7)

where β is the quantum efficiency for the internal pho-
toeffect, α is the exciting radiation absorbance, which
can be expressed by the step function [2]

(8)

and J0 is the excitation intensity.

The general solution to Eq. (6) for the boundary
conditions

(9)

where S0 is the surface-recombination rate for minority
charge carriers, is given by

(10)

where

An investigation of the F(y) dependence demonstrated
that, for the range 0 < y ≤ 10, this dependence can be
adequately approximated by the continuous sequence
of line segments Fi(y) = biy – qi (bi and qi are the con-

Vdr–
d
dz
-----∆P z( ) ∆P z( )

τ
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τVdr

z
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G z hν,( ) αβJ0 αz–( ),exp=
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α0 for hν Eg z( ),≥
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Fig. 1. Energy-band diagram for a graded-gap semiconduc-
tor.



56 BAZYK et al.
stants for each segment). In this case, solution (10) is
transformable to the form

(11)

Determining C from boundary conditions (9)

and passing on to the z variable, we can write solution
(11) as

(12)

Taking into account that b = F '(y) (b is the slope of
F(y) for a given line segment), we obtain the following
expression for the shape of the band-to-band emission
spectrum:

(13)

∆P y( ) eq by– C G0 eby q– δy– yd∫+[ ]=
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Fig. 2. Calculated emission spectra for graded-gap semicon-
ductors: (1–3) from formula (14) with allowance made for
the coordinate dependence for radiative-recombination
probability, and (1'–3') from formula (16) with the coordi-
nate dependence disregarded. The band-gap gradient ∇ Eg =
(1, 1') 200, (2, 2') 300, and (3, 3') 500 eV/cm.
In the case of the strongly absorbing exciting radia-
tion (for αz @ 1), we have

(14)

Within the crystal bulk at the distances z > l+ and z >
τrVdr from the illuminated surface,1 expression (14)
takes the form

(15)

and coincides with the expression

(16)

which is valid for the emission-spectrum shape if the
coordinate dependence of the radiative recombination
probability is disregarded [4].

The theoretical dependence of the emission-spec-
trum shape for epilayers on the built-in E, which was
calculated from formulas (14) and (16), is shown in
Fig. 2 (curves 1–3 and 1'–3', respectively). The follow-
ing parameters, which approximately corresponded to
those for the AlxGa1 – xAs graded-gap solid solutions,
were adopted in computations:

As can be seen from curves 1–3 shown in Fig. 2,
consideration of the coordinate dependence for the
radiative recombination probability leads to a spectral
peak shift to longer wavelengths. The shift increases
with increasing E. If this dependence is neglected, no
shift of the peak is observed with an increase in the
built-in field E (curves 1'–3').

COMPARISON WITH THE EXPERIMENT

In order to experimentally verify the validity of the
theoretical conclusions derived above, we measured the
photoluminescence (PL) spectra for epilayers of the
AlxGa1 – xAs undoped (n ≤ 1016 cm–3) graded-gap solid
solutions. The layers were grown from the limited solu-
tion–melt volume with the largest content of AlAs at
the layer–substrate interface (x ≅  0.37), which

1 For actual crystals, the thickness d is usually no more than several
l+ and, invariably, d < 10l+.
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decreased almost linearly (approximately by 80% of
the thickness) from the substrate to the layer surface
(x = 0). The ∇ Eg and d values for various structures var-
ied within the ranges of 90 ≤ ∇ Eg ≤ 650 eV/cm and
16 ≤ d ≤ 70 µm, respectively.

PL was excited at 300 K both at the narrow-gap (at
deceleration by the field E) and wide-gap (at accelera-
tion by the field E) side of the layers on the forward and
reverse angle laps with an angle of inclination of 5′–40′
[19]. The exciting radiation source was an Ar laser with
λ = 0.488–0.514 µm and excitation intensity J = 2 ×
1020 cm–2 s–1. The optical probe diameter was about
30 µm. The PL spectra were detected using a Ge pho-
todiode according to conventional procedure.

In forward angle laps, the epilayers were partially

removed from the narrow-gap ( ) side, and in the
reverse angle laps, the substrate and epilayers were par-

tially removed from the wide-gap ( ) side. By scan-
ning the surfaces of these angle laps with an optical
probe, PL was excited in various regions over the layer
surface at the narrow-gap and wide-gap side, respec-
tively.2 

The PL spectra for epilayers with various E mea-
sured at both the wide-gap (curves 1–3) and narrow-
gap (curve 4) sides are shown in Fig. 3. The solid solu-
tion composition at both the illuminated surfaces is
identical and corresponds to the band gap Eg0, as it is
shown in the inset in Fig. 3.3 If PL was excited from the
narrow-gap side, the emission-spectrum energy peak
hνm4 was independent of E. In this case, the decelerat-
ing field E forced the minority charge carriers to the
illuminated surface, and the generation region coin-
cided with the radiative recombination region.

If PL was excited from the side with , the short-
wavelength peak of the emission spectra hνm1–3 was
shifted to lower energies in comparison to Eg0 for the
illuminated surface (curves 1–3). The shift increased
with increasing E.4 The shift corresponded to the spa-
tial offset of Eg(z) = hνm1–3 to the narrow-gap region of
the crystal for a distance z* = z' – z0 (z' is the peak
energy hνm1–3 = Eg(z'), see inset in Fig. 3) from the illu-

2 The procedure of recording the PL spectra for graded-gap semi-
conductors using the angle laps is given in detail elsewhere [19].

3 If PL was excited from the side with , Eg0 for layers with

various E was determined from the PL band peak energy hνm4 ≅

Eg0 (Fig. 3, curve 4). If PL was excited from the side with ,

the coordinate on the illuminated surface of the reverse lap, which
corresponds to the Eg0 value, was set by the precise displacement
of the sample at a distance of z0 = (Ef(0) – hνm4)/eE from the
layer–substrate interface. The latter was determined from the
jump of the PL spectral features and intensity while scanning the
lap surface with an optical probe.

4 The additional long-wavelength peak in the PL spectra measured
is related to an accumulation of minority charge carriers at the
narrow-gap rear surface [5].
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minated surface. This is a consequence of the coordi-
nate dependence for the radiative-recombination prob-
ability under the accelerating effect of the E field. For a
wide-gap region of the crystal, which is extended to z*,
this probability is significantly lower in comparison to
the narrow-gap region (at z ≥ z', see inset in Fig. 3).
Because of this, it is conceivable that the generation
and radiative recombination regions for minority
charge carriers are spatially separated by a distance of
about z*. The dependences of the spatial displacement
of a peak energy for experimental and calculated emis-
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4 1 – 3

hν, eV
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Fig. 3. Photoluminescence spectra for n-AlxGa1 – xAs
graded-gap solid solutions with various Eg gradients for the
accelerating (1–3) and decelerating (4) built-in field E. T =
300 K, ∇ Eg = (1, 4) 160, (2, 4) 372, and (3, 4) 645 eV/cm.
The schematic layout of the experiment is shown in inset:
arrows indicate the excitation directions. The numbers of
the arrows in the inset correspond to those of the PL spectra.

Fig. 4. Spatial displacement z* for (1) the calculated spectra
shifts and (2) measured PL spectra for the AlxGa1 – xAs
solid solutions to the narrow-gap region in relation to the
built-in field E.
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sion spectra to the narrow-gap region z* on the acceler-
ating field strength E are shown in Fig. 4. For experi-
mental PL spectra, the values of z* were determined
from formula (1) under the assumption that Eg(z) =
hνm1–3 and Eg(0) = Eg0 = hνm4. The values of z* for the
spectra calculated were taken directly on the abscissa in
Fig. 2.

It can be seen that the experimental dependence
z*(E), which is similar to the theoretical one, exhibits
its own specific features. Thus, the shift of the emission
spectra peak at E < 200 V/cm for actual crystals is
larger than the calculated one. This is related to the fact
that the values of recombination parameters (L and τ)
for the solid solutions investigated with ∇ Eg <
200 V/cm are larger than those used in calculations
[20]. The values of z* for actual crystals are smaller
than theoretical ones for ∇ Eg > 200 V/cm. The z*(E)
dependence for the crystals studied weakens with an
increase in E. The behavior of the z*(E) dependence is
determined by a decrease in the recombination param-
eters upon an increase in the composition gradient,
which is caused by degradation of the crystal structure
[20, 21].

Thus, the experimental data obtained confirm the
validity of the above theoretical consideration. For
medium and high strengths of the built-in field, the
short-wavelength region of the emission spectra for the
graded-gap semiconductors is governed by the coordi-
nate dependence of the radiative-recombination proba-
bility.
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Abstract—The dependences of resistivity ρ and the Hall coefficient R < 0 on hydrostatic pressure P (P ≤ 7 GPa)
were studied at room temperature in Ge:(Au, Sb) with a partially populated (at 0 K) doubly charged Au level

 on both sides of the intervalley transition that occurred for P ≅  2.8 GPa. In terms of the two-band model,
the baric dependences ρ(P) and R(P) and also the similar dependence of the Hall mobility with allowance made
for interband scattering were calculated; the results agree satisfactorily with the experimental data. Character-
istic parameters of the charge carriers and the baric coefficients for energy gaps between the edges of the L1 and

∆1 subbands in the conduction band and the  level were determined. It was ascertained that the position of
the energy level for a doubly charged gold impurity in germanium is fixed with respect to the valence-band top.
The density-of-state effective mass of electrons in the (100) minimum of the conduction band of germanium
was determined experimentally (and using the known values of the band parameters) and was found to be md∆ =

62/3(m|| )1/3 = 1.05m0. It is shown that Ge:Au2– can be used to check the uniformity of pressure of up to
10 GPa. © 2001 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

In contrast to the theory of hydrogen-like impuri-
ties, the theory of deep-level impurity centers (regard-
less of their origin) is still in the initial stage of devel-
opment [1–4]. Furthermore the rough approximations
used and the suggested models “are rather far from
reality” (quoted from [3]). It is known that, in a number
of cases, the deep energy levels of certain centers are
located near the edges of the allowed bands; because of
this, it is difficult to discriminate between the deep- and
shallow-level centers merely on the basis of their phe-
nomenological description including the ionization
energy, capture cross section, etc. under atmospheric
pressure. Therefore, studies of changes in the energy
spectrum of charge carriers in semiconductors exposed
to an effective perturbing effect of uniform pressure
(especially for the well studied model of Ge and Si
monatomic semiconductors with multiply charged cen-
ters) are very topical.

However, baric dependences of the energy spectrum
even in Ge and Si with deep-level centers have, never-
1063-7826/01/3501- $21.00 © 20059
theless, been studied inadequately. Thus, for example,
studies of Ge:Au [5] and Si:Au [6] were restricted to
mere measurements of resistivity for pressures of up to
0.7 and 3 GPa, respectively. The values of the baric

coefficients d(  – EV)/dP = 29 meV/GPa and

d(  – EV)/dP = 21 meV/GPa for Ge:Au [5] and

d(  – EV)/dP = 23 meV/GPa and d(  – EV)/dP =
19 meV/GPa for Ge:Cu [7] are seemingly indicative of
the reduction of coupling to the valence band and, cor-
respondingly, of an increase in the effect of the conduc-
tion band as the level approaches the conduction-band

bottom ( , , , , and  are the energy
levels corresponding to singly, doubly, and triply
charged Au impurity ions, and to doubly and triply
charged Cu impurity ions; and EV is the energy corre-
sponding to the valence-band top). However, this infer-
ence (see, e.g., [7]) contradicts the data on the stabiliza-
tion of the energy position for the deep-level acceptor
with reference to the valence-band top in Si:Au1– [6],
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InSb:Cr [8], p-InAs [9], InAs:Cr [10], CdSnAs2:Cu
[11–14], although, in the above-listed semiconductors
(except for Si), the energies of the deep-level acceptor
at atmospheric pressure are located in the vicinity of the
conduction-band bottom. Studies of radiation defects
which, as a rule, give rise to deep-level centers with
small radius have shown that, under hydrostatic com-
pression, the levels of these defects “respond” to
valence bands in GaAS, InP, GaSb, CdSnP2, and
ZnGeP2 [15].

It has been pointed out previously [13, 14] that it is
important to study electron transport and the energy
spectrum of charge carriers in Ge:(Au, Sb) subjected to
a high pressure. It has been suggested [13, 14] that the
influence of a large-scale fluctuation potential on the
kinetic properties of Ge:(Au, Sb) at low temperatures
under the conditions of hydrostatic compression is pro-
found.

In this paper, we report the results of experimental
studies of resistivity ρ(P) and the Hall coefficient R(P)
measured at 295 K in Ge:(Au, Sb) crystals with the
relation between the impurity concentrations N(Au) <
N(Sb) < 2N(Au) in the range of uniform pressures of up
to P = 7 GPa (Figs. 1–3).

2. SAMPLES AND METHODS

The single-crystal Ge:(Au, Sb) ingot was grown by
the Czochralski method and was doped simultaneously
with two impurities of different types. There were two
stages. In the first stage, the initial material was synthe-
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P, GPa

1

2

3

4
ln(R/R0)

1
2
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P1 P2P5

P4 P6

P3

Fig. 1. The pressure dependence of the Hall coefficient (nor-
malized to atmospheric pressure) at 295 K for samples 1–3.

The significance of the pressures P1 = Lβ*–1, P2 = L ,

P3 = L , P4(nmin), P5(∆ = 0), and P6(c = b) is clarified

in Section 4.

βLi
* 1–

β∆i
* 1–
sized by fusing the weighed samples of dopants with
germanium in the operating chamber of the Czochral-
ski grower under excess argon pressure. In the second
stage, the Ge:(Au, Sb) was grown in vacuum with a rate
of 5 mm/h using a single-crystal seed oriented in the
〈111〉  direction.

Studies of electrical and optical properties under
atmospheric pressure (see Fig. 4 and table) showed that
we obtained an ingot with n-type conduction and that
the relation between the impurity concentrations was
N(Au) < N(Sb) < 2N(Au); i.e., for this ingot, the Au
level is partially occupied in the vicinity of 0 K and is

located at a distance of  = 0.20 ± 0.01 eV from the
bottom of the L1 subband in the Ge conduction band.

The obtained value of  is consistent with published
data [5].

In order to produce pressure, we used a high-pres-
sure setup comprising a flat anvil with a hole and toroi-
dal support. The method for producing and varying the
uniform pressure has been described previously [16].
A Teflon cell that contained the sample was filled with
liquid and was then inserted into the opening of a cat-
linite gasket and was pressed with two hard-alloy
plunger dies. As the pressure-transferring medium, we
used the known 4 : 1 methanol–ethanol mixture [17]
that was satisfactorily hydrostatic up to P = 10 GPa
(see, e.g., [16]). However, in a recently published
review devoted to experiments involving high pressure
[18], it is pointed out that, at room temperature and
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Fig. 2. The pressure dependence of resistivity (normalized
to atmospheric pressure) at 295 K for samples 1–3. The sig-
nificance of pressures P3 and Pm(ρ) is clarified in Section 4.
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pressures above 3 GPa, the commonly used organic liq-
uids solidify.

In order to check the uniformity of the pressure, we
measured ρ(P) for pressures as high as 9 GPa for two
identical single-crystal n-Ge samples with ρ =
1.75 Ω cm at 300 K; the samples were positioned in a
mutually perpendicular configuration in the measure-
ment cell. Coincidence of the measured values of resis-
tivity for a fixed pressure in both samples when the
pressure was increased and decreased was indicative of
the absence of uniaxial stresses observed previously in
the range of 4–5 GPa when n-pentanisoamyl alcohol
was used as the pressure-transferring medium [19]. In
addition, the obtained data on the dependence R(P) in

Ge:Au with level  confirm the conclusion that the
degree of uniformity of the pressure is satisfactory (see
Section 4).

The high-pressure setup was installed inside a mul-
tiple-turn solenoid that generated magnetic fields as
high as 5 kOe. In view of the fact that the solenoid was
outside the high-pressure zone, the volume of 60 mm3

of the measurement cell made it possible to use samples
of optimal geometrical dimensions and employ the
conventional methods for measuring R and ρ. The sam-
ples were treated by the known methods before mea-
surements [5].

For studies under high pressures, we selected sam-
ples uniform in their electrical properties. The quanti-
ties R and ρ were measured using two pairs of probes
(a pair for each quantity); the samples were in the shape
of a rectangular parallelepiped with the ratio between
the edge sizes being 1 : 2 : 5. The limiting relative errors
in the measurements of electrical conductivity, the Hall
coefficient, and the Hall mobility were 4, 2, and 5%,
respectively. A maximum possible relative error in the
measurements of resistivity and of the Hall coefficient
at uniform pressure was no larger than 5%. The accu-
racy of measuring the relative variations in the kinetic
coefficients with pressure was higher by more than an
order of magnitude.

It is worth noting that the pressure coefficients βLi,
β∆i, md∆, and other parameters were calculated from rel-
ative variations in kinetic coefficients in relation to
pressure, which, obviously, significantly enhances the
reliability of the estimates for these coefficients.

3. RESULTS

The results of measuring the uniform-pressure
dependences of resistivity and the Hall coefficient in
Ge:(Au2–, Sb) are shown in Figs. 1 and 2. The following
characteristic features are observed. First, the depen-
dences R(P) and ρ(P) are exponential on both sides of the
intervalley transition for PL < 1.5 GPa and P∆ > 4.5 GPa;
it is notable that ∆ln((ρ/ρ0)/∆P) ≈ ∆ln((R/R0)/∆P). Sec-
ond, the maximum value of ρm/ρ0 ≈ 25 far exceeds the
value Rm/R0 ≈ 8.5 at the extremum. Third, the pressure

EAu
2–
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for which the maximum resistivity is observed Pm(ρ)
exceeds the value Pm(R) for the Hall coefficient.

The shapes of curves ρ(P) and R(P) are similar to
those in n-Ge [19, 20]; for the pressures PL < 1.5 GPa
and P∆ > 4.5 GPa, the relative variations in ρ and R
coincide. However, the extreme values of R and ρ are
appreciably smaller for n-Ge: Rm/R0 = 1.5 ± 0.1 for
Pm(R) = (3 ± 0.1) GPa and ρm/ρ0 = 5.3 ± 0.1 for
Pm(ρ) = (3.4 ± 0.1) GPa in n-Ge with ρ0 = 1.5–12 Ω cm
and electron concentration n = 1014–1015 cm–3 at room
temperature and under normal pressure.

Relative variations in the Hall mobility µH(P)/µH0 in
n-Ge [20] and in Ge:Au2– (Fig. 3) coincide. In the pres-
sure range of 0–4 GPa, µH/µH0 decreases by a factor of
5; the rate of decrease is 4% per gigapascal for P ≤
1 GPa and is 50% per gigapascal for P = 2–3 GPa. For
P > 4 GPa, µH/µH0 increases with P only slightly; the
rate is 0.6% per gigapascal.

4. DISCUSSION OF THE EXPERIMENTAL DATA

Obviously, the aforementioned special features of
the baric dependences of kinetic coefficients are
induced, on the one hand, by the intervalley transition
at P5 = 2.8 GPa (see below) and, on the other hand, by
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Fig. 3. The pressure dependences of the Hall mobility (nor-
malized to atmospheric pressure) at 295 K for samples 1–3.
The calculated mobility ratio b = µL/µ∆ as a function of
pressure with (the solid line) and without consideration for
interband scattering is shown in the inset. The dashed line is
plotted for the case where the interband scattering is disre-
garded. The symbols ∗ (4) correspond to the results of cal-
culations based on the theory [25] that accounts for the
interband scattering.
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the presence of the  Au energy level that is partially
occupied at 0 K. In view of the latter fact and in contrast
with n-Ge, the total concentration of electrons in the
conduction band is not constant; rather, it first
decreases with pressure up to P4 = 2.7 GPa and then
increases (Fig. 5). In addition, the interband scattering
significantly affects the dependences ρ(P) and µH(P) in
the vicinity of the intervalley transition (Fig. 3).

In order to determine the main parameters of charge
carriers in terms of a two-band model, we calculated
the baric dependences of kinetic coefficients using the
following known formulas written as

(1)

(2)

(3)

where b = µL/µ∆, c = nL/n∆ (nL and n∆ are the electron
concentrations in the valleys L1 and ∆1, and µL and µ∆
are the corresponding mobilities), Rn = [(nL + n∆)e]–1,
and e is the elementary charge. The subscript “0” indi-
cates that a parameter is measured at atmospheric pres-
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Fig. 4. Spectral distribution of photosensitivity at 90 K and
the temperature dependence of the dark current (normalized
to room temperature) at the atmospheric pressure for
sample 3.
sure. It was assumed that the ratio of Hall factors
r/r0 = 1.

We use the Gibbs distribution as applied to Ge:Au2−.
We have

(4)

Here,  = βLi/kBT = ∂(ECL – )/∂P and  =

β∆i/kBT = |∂(EC∆ – )|/∂P are the reduced baric coef-
ficients for the edges of L1 and ∆1 bands with respect to

the level , kB is the Boltzmann constant, T is the
absolute temperature, and n = nL + n∆.

It was found (Figs. 1, 2) that, for pressures of PL <
1.5 GPa and P∆ > 4 GPa, electrical conductivity is con-
trolled by electrons from the L1 and ∆1 bands, respec-
tively. Therefore, for RL = R∆, it follows from (1) and (4)
that

(5)

Here, L =  = ln(NC∆/NCL), where ∆0 is the intervalley
energy gap, and NC∆ and NCL are the effective density of
states in the corresponding valleys. It follows from (5)
and experimental data (Fig. 1) that P1 = L/β* = 2.4 GPa

(β* =  +  = ∂(∆0/kBT)/∂P), P2 = L/  =

3.55 GPa, and P3 = L/  = 7.45 GPa. We now use the
known values ∆0 = 0.18 eV and β = 65 meV/GPa
[3, 19]. As a result, we obtain βLi = 44 meV/GPa, β∆i =
21 meV/GPa, c = exp[β*(P – L/β*)] = exp[2.55(P –
2.4)] (at T = 295 K and for P expressed in gigapascals),
and NC∆/NCL = 2.65. Using the known density-of-state

effective mass of electrons in the L1 band  =

42/3(m|| )1/3 = 0.55m0 [22] and the obtained value of
the ratio NC∆/NCL, we determine the density-of-state

effective mass in the ∆1 band as md∆ = 62/3(m|| )1/3 =
1.05m0. The value of md∆ obtained for the first time
experimentally is consistent with the value calculated
by Cardona and Pollak [23] and with the density-of-
state effective mass of electrons in Si [24].

nL nL0 βLi* P–( ) k
k0
----,exp=

n∆ n∆0 β∆i* P( ) k
k0
----,exp=

k
N Sb( ) N Au( ) n––

2N Au( ) N Sb( ) n+–
---------------------------------------------------

NAu
2–

NAu
1–

---------.= =

βLi* EAu
2– β∆i*

EAu
2–

EAu
2–

P∆ L/β∆i* βLi/β∆i( )PL– 7.45 2.1PL.–= =

∆0*

βLi* β∆i* βLi*

β∆i*

mdL*

m⊥
2

m⊥
2
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In order to estimate N(Au) and N(Sb), we used the
linearizing transformation

(6)

in combination with the method of least squares. In this

manner, we determined the parameters  and

[2N(Au) – N(Sb)/ . For the samples studied, we
obtained N(Sb) = (8 ± 0.5) × 1015 cm–3, N(Au) = (4.2 ±
0.4) × 1015 cm–3, and the occupancy of the  level
[N(Sb) – N(Au)]/N(Au) ≅  0.9 at T  0.

Figures 3 and 5 show the result of estimations of
b(P), n(P), and k(P).

In addition to P1, P2, and P3 (Fig. 1), critical points
also include the pressure P4 = 2.7 GPa where n is at a
minimum and, correspondingly, k is maximal (Fig. 5);
the pressure corresponding to the intervalley transition
P5 = ∆0/β = 2.8 GPa, which coincides with Pm(R); the
pressure P6 ≅  3 GPa where c = b and R/Rn is at the extre-
mum; and, finally, the pressure Pm(ρ) = 3.3–3.4 GPa
where the resistivity attains a maximum (Fig. 2). The
pressure P4 was determined from the value of the ratio
between concentrations n∆/nL = βL/β∆ = 2.1 (5), where
∂n/∂P = ∂k/∂P = 0.

It is known [25] that in Ge, under the conditions of
energetic proximity of the (111) and (100) minimums,
the interband mechanism of electron scattering related
to the exchange of charge carriers between nonequiva-
lent minimums is important. Following Nathan et al.
[25], we obtain the following expression for the pres-
sure that corresponds to the intervalley transition:

(7)

(8)

The parameters S and S ' define the relative intensity
of intervalley scattering compared to the intraband scat-
tering for the bands L1 and ∆1, respectively. The quan-
tities /  and /  define the contribution of
mechanisms that are unrelated to interband scattering
to the pressure dependences of µL/µL0 and µ∆/µ∆0.
According to [25], /  = 1–4 × 10–2 P (in GPa). In
accordance with obtained data (Fig. 3) and with the

k/k0( ) n/n0( ) 1–
k/k0( ) 1–

---------------------------------------

=  
1
k0
----

1 n/n0( )–
k/k0( ) 1–

------------------------ 2N Au( ) N Sb( )–
n0

------------------------------------------–

k0
1–

n0
1–

EAu
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1 S+
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--------------------=

=  
µL*/µL0*( ) ρ/ρ0( )
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--------------------,
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pressure dependence of µ∆/µ∆0 in n-Si as reported pre-
viously [26], we have /  = 1 + 3 × 10–2 P (in
GPa). It was mentioned above that the baric depen-
dences of normalized Hall mobility are the same in
n-Ge [20] and Ge:Au2–.

The value of c(P) is known; thus, we used (7) and
(8) and the above reasoning to determine the parame-
ters b at the point of intervalley transition, b0, S, and S '.
Almost the same value of the mobility ratio b was
obtained at the extreme point of the dependence R(P) in
n-Ge [18]. The data on b(P) are shown in Fig. 3. For the
parameters S and S ', we have S = 0.53 and S ' = 0.26,
which corresponds to a decrease in µL by a factor of
1.53 and in µ∆ by a factor of 1.26 due to interband scat-
tering in the energetic vicinity of the minimums (111)
and (100).

The dependence ρ(P) in n-Ge has been used previ-
ously [19] to obtain S = 3.8 and S ' = 0.24, which implies
a decrease in µL by about a factor of 5 as the pressure
varies from atmospheric pressure to that corresponding
to the intervalley-transition point. In this case, accord-
ing to (7), the ratio of mobilities is b ≅  1. This result is
inconsistent with profound dependence R(P) in n-Ge.
As mentioned above, an extremum is observed in n-Ge
[20] in the vicinity of 3 GPa, so that Rm = R0 ≅  1.5,
rather than Rm = R0 ≅  1 (for b ≅  1). The fallacy of the
results of the qualitative analysis [19] was caused by
the fact that the pressure corresponding to the extre-

µ∆* µ∆0*

0 1 2 3 4 5 6 7 8
P, GPa

0

1

2

3

4
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6
k/k0
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1.0

1.2
n/n0

Fig. 5. The calculated pressure dependences of the parame-

ters n = nL + n∆ and k = /  (normalized to the atmo-

spheric pressure) for sample 3 at 295 K.

NAu
2–

NAu
1–

Parameters of the studied Ge:(Au, Sb) samples with Au2– at
T = 295 K and atmospheric pressure

Sample no. –R, cm3/C ρ, Ω cm |R|/ρ, cm2/(V s)

1 4198 4.94 850

2 4009 4.40 912

3 3800 3.90 974
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mum Pm(ρ) in the dependence ρ/ρ0(P) was identified
with that corresponding to the intervalley transition;
i.e., an increase in the factor (1 + c)/(b + c) with increas-
ing pressure in (2) and the transfer of electrons from the
L1 to ∆1 minimums were ignored. Thus, the role of
interband scattering of the L1 band electrons was over-
estimated. Cardona and Pollak [25] quantitatively ana-
lyzed the dependence ρ(P, T) in n-Ge and concluded
that the parameter S in n-Ge decreases with decreasing
temperature, and agreement between theory and exper-
iment was observed for S < 1 at 295 K.

In conclusion, we discuss a basic problem concern-
ing the mechanism of the effect of uniform pressure on

the level . The obtained values of baric coefficients
βLi = 44 meV/GPa and β∆i = 21 meV/GPa almost coin-
cide with the corresponding values of baric coefficients
for the band gap both in Ge [21] and in Si [26]; it is
worth noting that the coefficient β∆i for Ge:Au2– is
determined in this study for the first time.

However, the published data on baric coefficients βLi

for the energy levels of multiple-charged centers of
gold [5] and copper [7] in Ge:Au2– (Fig. 6) seem to
indicate that these coefficients decrease as the level
moves away from the valence-band top; i.e., this indi-
cates that coupling to the valence band weakens.

There are two factors leading to an underestimation
of the value of the above coefficients determined from
the baric dependence of the charge-carrier concentra-
tion. First of all, this is related to the necessity of using
the Gibbs statistics. In the expression for the charge-
carrier concentration, there appears a multiplier (k in
(4) for the doubly charged Au level in Ge) dependent on
the level occupancy. The value of this multiplier
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Fig. 6. A schematic representation of the density of states
g(E) in heavily doped compensated germanium [27] and the
baric coefficient for Au levels according to (1) [5] and
(3) the results of this study and (2) for Cu levels according
to [7].
increases with increasing P for fixed temperature and
pressure lower than that corresponding to the interval-
ley transition P5 ≅  2.8 GPa, whereas the electron con-
centration decreases (Fig. 5). Typically, it is assumed
[7] that, if, in the approximation n ~ exp(–Ei/kT), the
value of Ei obtained from the slope of the dependence
lnn(103/T) is approximately equal to the activation
energy for the impurity center, the parameter k may be
considered constant. However, we also have nL ~ T 3/2,
so that an increase in temperature is compensated by a
decrease in k(T). For a fixed temperature, an increase in
k with pressure weakens appreciably the dependence
nL(P). Quantitative analysis of the obtained experimen-
tal data (Figs. 1, 4) and the data reported elsewhere [7]
showed that the error arising in this case (the underes-
timation of the baric coefficient) is comparable to the
corresponding value.

The above reasoning was taken into account in [5],
and the baric measurements were carried out at low
temperatures in order to obtain reliable results for
Ge:Au. However, in doped and compensated germa-
nium, the low-solubility impurities (such as Au, Hg,
and Cu) form clusters with a high degree of probability.
The same effect is observed if n-Ge is compensated as
a result of irradiation with fast neutrons [27]. As a result
of compensation, a large-scale potential relief is formed
at low temperatures for low concentrations of charge
carriers. Precisely this reasoning was used to interpret
the observed anomalies in the temperature depen-
dences R(T) and ρ(T) in n-Ge:Au with a triple-charged
Au level at low temperatures [28] and in µL(T) in
n-Ge:Cu with a triple-charged Cu level at T ≤ 290 K [7].
For a fixed low temperature, as the pressure increases,
the charge-carrier concentration decreases, the effect of
screening the random potential by free charge carriers
becomes less profound, and, correspondingly,
increases the amplitude of the random potential. As a
result, a pronounced fluctuational bending of the bands
appears, which increases with pressure, for the limiting
density of states illustrated in Fig. 6. If there is a deep
level of impurity center in the band gap, a transition to
the state of heavily doped and completely compensated
semiconductor [11–14] would be observed, in which
case the random variations in potential energy attain
values comparable to the activation energy of charge
carriers at the impurity centers. This inevitably leads to
an underestimation of the baric coefficients for energy
gaps determined from the baric dependences of elec-
tron concentration as in [5]. In this study, due to the
attainment of sufficiently high pressures that made it
possible to measure the kinetic coefficients on both
sides of the intervalley transition and to a high fixed
temperature (295 K), we managed to avoid the errors
caused by the effects of the occupancy of the deep level
and the random potential.
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5. CONCLUSION

(i) According to the aforementioned results and the
published data [6–11, 15, 21, 29–32] related to the val-
ues of baric coefficients for energy gaps between the
deep levels of acceptor and donor impurity centers and
the band edges in semiconductors, the absolute values
of energies of these states with respect to the vacuum
depend only slightly on pressure. These energies are
fixed relative to the edges of the bands whose position
under the effect of pressure also varies only slightly
with respect to a vacuum. This is due to the fact that the
effect of hydrostatic compression on the energy of
deep-level impurity states depends on the pressure-
induced shift of the entire structure of the energy spec-
trum, rather than of a small portion of it. Therefore, it is
necessary to take into account the contribution of not
only the nearest bands to the formation of the wave
function of a deep-level impurity center but also the
effect of remote energy bands.

(ii) The Ge:Au2– crystals can be used to check the
degree of uniformity of the pressure up to 10 GPa. Lin-
ear extrapolations of lnR(P) from the regions of low
and high pressures on both sides of the intervalley tran-
sition L1  ∆1 for satisfactory degree of the pressure
uniformity should intersect at the pressure of P1 =
L/β* = 2.3 GPa defined by the known values of
NC∆/NCL, ∆0, and β*. Thus, the study of germanium, a
model material in semiconductor physics, shows that
the current level of the high-pressure methods makes it
possible to perform precise measurements of kinetic
characteristics of semiconductor crystals in relation to
uniform pressure as high as 10 GPa in a magnetic field
and use the obtained data for not only qualitative infer-
ences but also for estimations of characteristic and
energy-band parameters.

Some of the results of this study were presented at
conferences [33, 34].
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Abstract—Band-gap narrowing due to photogeneration of dense hot electron–hole plasma in GaAs was stud-
ied. Plasma was generated by picosecond light pulses, and picosecond superluminescence was observed. In this
case, the total concentration of photogenerated electron–hole pairs was experimentally proved to be the sole
parameter controlling the electron distribution between Γ6 and L6 valleys and the corresponding band-gap nar-
rowing. This was explained by the fact that the carrier temperature and concentration are correlated in the pres-
ence of superluminescence. © 2001 MAIK “Nauka/Interperiodica”.
This study is dedicated to band-gap Eg variation
with the concentration (>1018 cm–3) and temperature
(≥300 K) of electron–hole plasma (EHP). The EHP was
produced by interband absorption of a high-power
14-ps pulse of excitation light in a thin GaAs layer. This
investigation continues the study [1, 2] of integral (over
time) spectra of picosecond superluminescence. By this
is meant enhanced spontaneous emission in an active
GaAs medium without a resonator, with this emission
arising during dense EHP generation and quenching
with a characteristic time of about 10 ps as the exciting
pulse decays.

The dependence of Eg on carrier concentration
appeared too weak at high concentrations. We relate
this to the EHP temperature growth with concentration
under the superluminescence condition. An increasing
fraction of electrons appears in the L6 valley, whereas
band-gap narrowing is controlled mainly by electrons
of the Γ6 valley. Comparison of experimental and cal-
culated data confirms this assumption.

Another consequence of the electron redistribution
between valleys is related to features in the dependence
of the superluminescence integral energy on the excit-
ing photon energy (see [3]). These special features
were  interpreted as recombination-superluminescence
enhancement due to stimulated Raman scattering of the
exciting light by coupled plasmon–phonon oscillations.
Emission of a quantum of these oscillations enhances
the probability of electron transition from a state before
excitation to a state corresponding to superlumines-
cence. The energy of a plasmon–phonon oscillation
quantum determined on this assumption conforms to
electron redistribution between valleys during superlu-
minescence.

Variations in the GaAs band gap Eg were reported in
many publications (see, for example [4–10]), where the
carrier temperature did not exceed 300 K, and conduc-
1063-7826/01/3501- $21.00 © 20067
tion-band electrons were considered as concentrated in
the Γ6 valley. To our knowledge, the problem has not
been studied previously.

In this study, experiments were carried out at room
temperature. The sample was an Al0.22Ga0.78As–GaAs–
Al0.4Ga0.6As heterostructure with layer thicknesses
1.3–1.5–1.2 µm, respectively, grown by the molecular-
beam epitaxy on a (100) GaAs substrate. The back-
ground impurity concentration in the heterostructure
was lower than 1015 cm–3. The substrate was etched off
at an area of 4 × 4 mm2. The AlxGa1 – xAs layers
intended to stabilize surface recombination and
mechanical strength did not absorb light with "ω <
1.7 eV, which was used in the experiment. A two-layer
SiO2/Si3N4 antireflective coating was applied to the
sample, due to which reflection of light incident nor-
mally to the surfaces did not exceed 2% under the
experimental conditions. The sample was irradiated
with high-power exciting pulses 14 ps long, incident at
an angle of 10° to the normal. The light intensity distri-
bution over the exciting beam cross section was
approximately Gaussian. Interband absorption of excit-
ing light and corresponding EHP generation proceeded
only in the GaAs layer. Superluminescence spectra
(integrated over time) of emission radiating inside a
solid angle of about 4° were measured according to the
technique described in [11]. The angle axis coincided
with the normal to epitaxial layers, drawn from the
excited region. Such a technique allows measurement
of a superluminescence-emission fraction outgoing
from the sample due to imperfection in its waveguide
properties [1, 2].

The GaAs emission spectra were measured at excit-
ing pulse parameters varied in the following ranges: the
photon energy "ωex = 1.423–1.528 eV; the beam diam-
eter (at half-maximum) F = 0.2–0.7 mm; and the den-
sity of pulse integral energy, averaged over the irradi-
001 MAIK “Nauka/Interperiodica”
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ated GaAs layer area, Dex = 1–25 rel. units. Variation in
excition-pulse parameters was obviously accompanied
by variations in the EHP concentration and tempera-
ture. According to the estimates [12], the superlumines-
cence intensity can be as high as ~108 W/cm2, while lat-
tice heating can be neglected at the experimental condi-
tions used.

The typical time-integrated spectra Ws = f("ωs) of
GaAs emission are shown in Fig. 1 on the semilogarith-
mic scale, where Ws is the time-integrated energy of
light with photon energy "ωs. It is evident that the spec-
trum long-wavelength falloff and peak are shifted to the
longer wavelength as the area under the curve
increases, i.e., as the integral (over the spectrum)
energy grows. This was also observed previously [1, 2].

This shift reflects the band gap Eg narrowing. The
long-wavelength spectrum slope and its edge position
can be approximated by an exponential and by the pho-

ton energy , respectively. For this photon energy,
the exponential crosses a fixed energy level somewhat
exceeding zero (by 0.05 arb. units in Fig. 1). This level
in various spectra was chosen so that it corresponded to
the same emission-energy density averaged over a
GaAs layer area irradiated with exciting light. Below
this level, as the emission energy approached zero, the
long-wavelength slope deviation from the exponential
increased, which is conventionally explained by the
impact of impurities. An analogous method for deter-

mining the spectrum edge  was employed in [6, 9].

It was found that, as excitation-pulse parameters
(see table in Fig. 2) were varied, the photon energy

 varied approximately as a unified function of the

"ωs
e

"ωs
e

"ωs
e

0.4

0.1

0.05
1.37 1.39 1.41 1.43

\ωs, eV\ωs
e

1

2

3

Ws, arb. units

Fig. 1. GaAs emission spectra for the excitation-beam diam-
eter F = 0.35 mm and the pulse energy density (averaged
over the beam cross section) Dex = 2.5, 2.5, and 7.4 arb.
units and "ωex = 1.455, 1.485, and 1.455 eV (1–3, respec-
tively). Arrows indicate the long-wavelength edge position

."ωs
e

energy density Ds integrated over the emission spec-
trum and averaged over the irradiated GaAs layer area
(see Fig. 2). To explain the observed dependence

(Ds), we reasonably assume the emission density
Ds to be approximately proportional to the concentra-
tion of photogenerated electron–hole pairs,

(1)

where p is the total concentration of heavy and light
holes; n, nΓ, and nL are the total electron concentration
and the concentration in valleys Γ6 and L6, respectively.

Then the dependence (Ds) can be assumed to
reflect the long-wavelength edge shift caused by the
band gap Eg narrowing as the EHP concentration
grows.

Usually, electrons can be heated to various temper-
atures at a fixed total concentration n. The EHP temper-
ature and the carrier concentration are related in the
presence of superluminescence. In this case, the carrier
energy distribution is close to the threshold one
[13, 14], at which the distance between the electron and
hole quasi-Fermi levels µe and µh is equal to the band
gap:

(2)

In this approximation, the electroneutrality condition
nΓ + nL = p and the temperature dependence of the elec-
tron distribution between the Γ6 and L6 valleys [15]
allow the electron concentrations n and nΓ to be deter-
mined in relation to the EHP temperature (Fig. 3).

The band-gap narrowing ∆Eg proceeds due to the
Coulomb interaction between carriers [9, 16]. Estima-
tions by formulas [17] showed the contribution of the
correlation energy to the band-gap narrowing to be
small in the range shown in Fig. 2. Then, taking into
account only the exchange energy,

(3)

where  and  are the electron (e) and hole (h)
exchange energies, we obtain

(4)

Here, e is the elementary charge, ε = 12.85 is the static
dielectric constant, and η = 0.73 is the coefficient account-
ing for “attachment” of light and heavy holes [18].

The dependence Eg = Eg0 + ∆Eg(n) calculated by for-
mulas (3) and (4) and relied on an insignificant contri-
bution of the correlation energy approximately coin-

cided with the dependence (Ds) (see Fig. 2), thus
confirming the above interpretation of the latter. To fit
the calculated dependence to the experimental one, it
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was assumed that Eg =  = 1.382 eV for n ≈ 1.32 ×
1018 cm–3. Then Eg = 1.407 eV, which conforms to the
photon energy of the long-wavelength edge of the emis-
sion spectrum for “unexcited” GaAs [15, 19]. The
agreement between calculation and experiment was
achieved without considering the exchange energy
variation with temperature, as in [4, 9]. This seemingly
does not introduce substantial errors under the given
conditions when electrons are degenerate and the hole
state is intermediate between the degenerate state and
that defined by the Boltzmann statistics.

Figure 2 demonstrates the applicability of the EHP
threshold-state approximation to the case of superlumi-
nescence, at which the concentration, temperature, and
electron distribution over valleys become unambigu-
ously interrelated. However, after increasing the excit-
ing spot diameter to F > 0.5 mm, the experimental
curve systematically deviated from the calculated
dependence Eg(n). This disagreement calls for addi-
tional study.

Applicability of the EHP “threshold”-state approxi-
mation to superluminescence was also confirmed in
this study in another way. As was indicated in the Intro-
duction, we previously detected special features in the
dependence of the superluminescence energy on the
pumping photon energy [3]. These features were inter-
preted as a consequence of superluminescence
enhancement by plasmon-assisted stimulated Raman

scattering of exciting light. From the condition  ≈
Eg(n), we determined the concentration n at the excita-
tion-photon energy at which these features arose. The
optical plasmon energies "ωop experimentally deter-
mined in [3] for the found values of n are consistent
with the calculated dependences "ωop(n).

The Raman scattering was represented in [3] as a
direct electron transition from the valence-band top
to a virtual state of the conduction band on pump-pho-
ton absorption, transition of this electron to the conduc-
tion band bottom with a plasmon emission, and elec-
tron transition into the valence band with a photon
emission. The first transition into just the virtual state is
explained by the need to satisfy the wave-vector con-
servation law. Figure 4 (taken from [3]) shows the

energy  at the superluminescence spectrum peak
versus the photon energy "ωex in an exciting pulse of
length 14 ps. The data of [3] (also shown in Fig. 2) were
obtained at the beam diameter F = 0.35 mm and various
(constant for each curve) energy densities Dex of an

exciting pulse. Local convexities in curves ("ωex)
(correspondingly, in curves Ds("ωex)) reflect additional
superluminescence enhancement when Raman scatter-
ing of exciting light is initiated. The peaks of
this amplification (indicated by arrows in Fig. 4)
were determined by positions of local curvature maxi-

"ωs
e

"ωs
e

Ws
M

Ws
M
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mums in curves ("ωex) using the dependence

d2 /d("ωex)2 = f("ωex).

Figure 5 displays the difference "ωex –  versus

the concentration n, where  is the photon energy
corresponding to the superluminescence spectrum

Ws
M

Ws
M

"ωex
m

"ωs
m

1.384

1.376

1.368

1 2 3
Ds/Ds

0

hω
se

, E
g,

 e
V

n, Òm–3

4 × 1018 8 × 1018 12 × 1018

0.2
0.2
0.35
0.35
0.35
0.7

F, mm Dex, 

1–5.6 1.485
5.5 1.424–1.502
2.5 1.449–1.516
7.4 1.434–1.516
25 1.423–1.528

1–4.5 1.485

arb.units hωex, eV

–

–

Fig. 2. Dependence of the photon energy  on the emis-

sion energy density Ds. The normalized energy density 

is equal to the energy Ds measured at "ωex = 1.475 eV, F =
0.35 mm, and Dex = 7.4 arb. units. The inset lists the excita-
tion-pulse parameters: beam diameter F, energy density Dex
averaged over the beam section, and the photon energy
"ωex. The solid line is the calculated dependence of the
band gap Eg on the total concentration n of electron–hole
pairs.
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Fig. 3. Temperature dependences of the total electron con-
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peak, while the concentration n was determined from

the condition  = Eg(n) in Fig. 2. The experimental
points where the superluminescence amplification
caused by Raman scattering was at a maximum are
indicated by open circles (corresponding points in
Fig. 4 are indicated by arrows). Figure 5 also shows the
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Fig. 4. Dependence of the energy  at the emission spec-

trum peak on the excitation-pulse photon energy "ωex at the
excition-beam diameter F = 0.35 mm and the total pulse
energy density Dex = (1) 2.5, (2) 7.4, and (3) 25 arb. units.
Arrows indicate peaks of superluminescence amplification
due to Raman scattering of exciting light.
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M

Fig. 5. Dependence of the difference "ωex –  on the

total concentration of electron–hole pairs at the diameter
F = 0.35 mm and the excition-pulse energy density Dex =

(1) 2.5, (2) 7.4, and (3) 25 arb. units. Here,  is the pho-

ton energy corresponding to the superluminescence spec-
trum peak. Open circles indicate points with maximum
superluminescence amplification caused by Raman scatter-
ing of exciting light (corresponding points in Fig. 4 are indi-
cated by arrows). The solid line corresponds to the calcu-
lated dependence of a quantum with energy "ωop of coupled
oscillations of an optical plasmon and an LO-phonon on
concentration n.

"ωs
m

"ωs
m

m

dependence of the optical plasmon energy "ωop on con-
centration n, calculated by formula (5). Deviation of the
indicated experimental points from this calculated
dependence is insignificant, which also justifies the
above-described determination of the concentration n
and, hence, applicability of the threshold-state approx-
imation to a multicomponent EHP at superlumines-
cence.

To calculate the frequency ωop of coupled oscilla-
tions of the optical plasmon and LO-phonon (these
oscillations were referred to above as simply the optical
plasmon), we used the following expressions (see, for
example, [20])

(5)

(where ,  = 0.4m0, mhh = 0.62m0, and mlh =
0.075m0 are, respectively, effective masses of electrons
in the Γ6 (see below) and L6 valleys, heavy, and light
holes; m0 is the electron rest mass; and ωL = 292 cm–1

and ωT = 269 cm–1 are frequencies of optical longitudi-
nal and transverse phonons, respectively). The change of

mass  = 0.074–0.088m0 as n and T vary was taken
into account by formula (74) from [21]. The given
effective masses of electrons and holes are realistic;
however, their accurate determination is complicated
due to disagreement of various experimental data
(caused by mass anisotropy, especially in the subband
of heavy holes and in the L6 valley), nonparabolicity
and corrugation of energy bands, and the “apparent”
change of mass due to the exchange interaction
[15, 22–24]. The mass anisotropy should be taken into
account according to the anisotropic wave vector of
plasmons emitted during Raman scattering. This wave
vector is equal to the difference between the exciting
photon wave vector approximately orthogonal to the
GaAs layer (i.e., to the (100) plane) and the superlumi-
nescence photon wave vector predominantly parallel to
the GaAs layer surface (i.e., lying in the (100) plane).

The value of  for the L6 valley was chosen with
approximate consideration for the above anisotropy.
We proceeded from the Ge cyclotron mass data [25],
since ellipsoidal isoenergetic surfaces in L valleys are
similar in GaAs and Ge.

Thus, our studies of integral spectra of picosecond
superluminescence, including analyzing them under
plasmon-assisted Raman scattering, experimentally
substantiate the following. The approximation of the
threshold state of multicomponent EHP can be applied
to the case of picosecond superluminescence in GaAs.
The total concentration of electron–hole pairs, carrier
temperature, and the distribution of electrons over val-
leys in this approximation become unambiguously
interrelated. Correspondingly, the band-gap narrowing
due to the Coulomb interaction of carriers is uniquely
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2 ωp
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controlled by the total concentration of electron–hole
pairs.
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Abstract—A photomechanical effect was studied in single-crystal Si by a unified method. The dependences of
the photomechanical effect on the spectrum and intensity of light, the residual photomechanical effect (the per-
sistence of crystal softening for some time after the termination of indention), the effect of illumination on
microhardness anisotropy, and the temperature dependence of the photomechanical effect were studied. Based
on the experimental results and on the analysis of relevant published data, the correlation between the photo-
mechanical effect and the corresponding density of photogenerated nonequilibrium carriers (so-called anti-
bonding quasiparticles) is determined. This correlation suggests a mechanism according to which, in covalent
crystals, microhardness decreases mostly owing to chemical bond weakening and isotropization caused by the
photogenerated antibonding quasiparticles. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The photomechanical effect (PME) [1], which is
actually a photoinduced change in material microhard-
ness (MH), has been studied previously [1–8]. How-
ever, no explanation of the physical nature of this effect
has been offered. This is probably due to a discrepancy
in the experimental data obtained by different tech-
niques under different conditions. In this paper, we
report the results of studying the PME in Si by a single
method, which gives an insight into the physical nature
of the effect of illumination on microhardness.

The MH measurement is known to involve material
damage leading to a displacement of a certain amount
of the studied material under the indentor pressure. By
producing a decrease in MH, light facilitates the mate-
rial displacement, which means an increase in the
mobility of atoms relative to each other, i.e., a change
in atomic interaction. The origin of the photoinduced
increase in the atomic mobility is clarified by a new
concept of atom displacement in solids proposed in [9,
10]. The main idea of this concept is outlined below.

The method of linear combination of atomic orbitals
(LCAO) applied to electronic states in semiconductors
in a tight binding approximation yields two energy val-
ues [11]: the lower energy corresponds to bonding
states and the higher, to antibonding states. The top of
the valence band, which consists of bonding orbitals,
corresponds to electronic P states, while the conduction
band bottom, to electronic S states (Fig. 1). Conse-
quently, each electron transition from the valence to the
conduction band, i.e., a transition from a bonding to an
antibonding state, involves a corresponding change in
the electron quantum state. In other words, the binding
energy decreases, and the distribution of negative
charge changes around the atoms adjacent to a free
electron or to a hole involved in thermal motion. Since
1063-7826/01/3501- $21.00 © 0072
the S orbital exhibits spherical symmetry and the
P orbital has an oriented dumb-bell-like electron cloud,
an electron transition from the P state increases the spe-
cific weight of the S state in the vicinity of an atom
(Fig. 1). Therefore, the more conduction electrons and
holes are induced in crystal, the larger is the decrease in
the binding energy and in the fraction of the fixed-ori-
entation P bonds. Consequently, the atoms acquire an
additional degree of freedom, and their mobility rela-
tive to each other becomes higher [10]. It is worth not-
ing that the local energy levels introduced by defects
within the band gap are actually bonding and antibond-
ing orbitals for acceptor and donor levels, respectively.
Hence, the electrons in the conduction band, at donor
levels and holes in the valence band, and at acceptor
levels appear to be antibonding quasiparticles. The
experimental data presented below illustrate the crucial
role of antibonding quasiparticles in PME.

2. EXPERIMENTAL

We used dislocation-free single-crystal n-Si sam-
ples, with resistivity ρ = 200 Ω cm, Sb-doped to a con-
centration of Nd = 2.3 × 1013 cm–3. The samples were
cut in the (100) surface plane with a disorientation no
larger than 0.3°. The microhardness was measured
using a Durimet indenter equipped with a standard tet-
rahedral Knoop pyramid. Before indentation, the sam-
ple surfaces were chemically and mechanically treated
with subsequent vacuum annealing. The sample was
unloaded some time after the light has been switched
off. In all the experiments, the large diagonal of the
Knoop pyramid coincided with the 〈100〉  direction of
the studied (100) plane. The necessity of the last two
conditions will be clarified in Sections 4 and 5. The
thickness of SiO2 film on the studied Si surface was
2001 MAIK “Nauka/Interperiodica”
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measured by an ellipsometer to be about 30 Å. In pre-
liminary testing, the SiO2 layers less than 60 Å thick
were shown to produce no effect on the MH load curve.
Nonmonochromatic light was produced by tungsten-
filament lamps of type K21-150. The lamps were regu-
larly arranged, at an 8-cm distance from the studied
sample. The luminous flux made an angle of 60° with
the normal to the sample surface. To obtain light with
photon energy hν < ∆Eg if required, where ∆Eg is the
band gap in Si, 300-µm-thick silicon wafers (ρ .
150 Ω cm) were placed in front of the lamps at a 2-cm
distance in a normal-incidence position. To produce
light with photon energy hν > ∆Eg, we employed a
monochromatic light source, an LGN-404V He–Ne
laser operating at a ~0.64 µm wavelength. To vary the
intensity of light, we used neutral filters and varied the
number of lamps. To eliminate thermal effects, the
lamps, filters, and the studied sample were cooled with
blowing air. The temperatures of the illuminated sur-
face were measured, and the testing of samples in the
dark at the same temperatures demonstrated that the
additional heating does not effect MH, thus indicating
a nonthermal origin of the observed PME.

3. DEPENDENCE OF PME ON THE SPECTRUM 
AND INTENSITY OF LIGHT

Figure 2 shows the results of measuring PME as a
function of light spectrum. Curve 2 in Fig. 2 corre-
sponds to the action the of laser irradiation on the stud-
ied crystal. It is obvious from the plot that PME exists
in a certain region of the load (P < 100 g), while, as the
load increases, the curves obtained during irradiation
and in the dark merge together. The photoinduced
decrease in MH is noticeable if the indentor penetrates
into the surface layer to a depth comparable with
inverse absorption coefficient 1/α, since most of the
antibonding quasiparticles are produced within this
layer (farther on, their concentration drops exponen-
tially with the depth). The dependence of silicon MH
on the radiation intensity for hν > Eg is plotted at the
inset in Fig. 2 (curve 2). Here, the linear drop gives way
to saturation. This behavior can be explained by the fol-
lowing considerations. After a certain intensity of light
is exceeded, the photogenerated quasiparticles soften
the thin surface layer to the extent that it does not con-
tribute to the material MH that, in this case, is defined
by the deeper layers where quasiparticles are practi-
cally absent. We have also observed PME in the crys-
tals irradiated with light with photon energy hν < ∆Eg

(Fig. 2, curve 3). In this case, the irradiation of Si
results in a decrease in MH within the entire range of
the loads used in the experiment. Indeed, the decrease
in MH with increasing intensity of light with photon
energy hν < ∆Eg is nearly linear (inset in Fig. 2,
curve 1). Therefore, in this case, PME is independent of
the indentor penetration depth. This fact can be attrib-
uted to the following. Since the studied crystal is trans-
SEMICONDUCTORS      Vol. 35      No. 1      2001
parent to radiation with hν < ∆Eg, the observed PME is
due to the absorption of light by defects produced by
the indentor. Because of a low absorption, the radiation
penetrates into the entire damaged region, no matter
how deep the indentor may penetrate during the exper-
iment. As a result of indentation, a considerable crystal
disordering occurs: a defect layer forms around the
indentor and extends deep into the crystal. As is known
[12], the band gap of a highly disordered semiconduc-
tor contains the tails of the density of states, which in
their turn lead to a change in the optical absorption of
the damaged region compared to an undamaged crystal.
The tails of the valence and conduction bands consist of

S–

Antibonding states
(conduction band)

Bonding states
(valence band)SP2S–

S+

E

εP

εS

l /r

100 200

1200

1800

1600

1400

1000

800

5025 30015

1
2
3

HK, kg/mm2

P, g

0 1

1.4
1.6

1.2
1.0
0.8
0.6

2 3 4

1

2

3

HK,103 kg/mm2

I, arb. units

P+

P–

Fig. 1. Energy bands of approaching atoms (r is the internu-
clear separation) and the change in the energy and electron
density distribution of a chemical bond as a result of elec-
tron transition from a bonding to an antibonding state.

Fig. 2. Microhardness vs. load curve in Si (P is the indenter
pressure) (1) in the dark, under irradiation with photons (2)
with hν > ∆Eg and (3) with hν < ∆Eg. The accuracy is the
same for all the curves. Inset: microhardness HK versus
intensity of light in the case of irradiation with (1) photons
with hν < ∆Eg, (2) photons with hν > ∆Eg, and (3) white
light. I is intensity in arbitrary units corresponding to the
number of light sources, I = 0 corresponds to darkness.
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bonding and antibonding orbitals, respectively. The
radiation with photon energy hν < ∆Eg induces a redis-
tribution of electrons over the tails and increases the
density of antibonding quasiparticles in the damaged
region thus promoting its softening.

4. RESIDUAL PME AS A RESIDUAL SOFTENING 
OF THE SURFACE LAYER AFTER EXPOSURE 

TO LIGHT

After the light has been switched off, the MH of a
sample starts to increase and with time reaches the
value that it had before irradiation [13]. We studied the
time and the temperature dependences of MH and pro-
pose a mechanism of this relaxation1 [14, 15]. In accor-

1 We note that similar results were obtained in [6] for GaAs and
GaP, but were not interpreted.
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Fig. 4. Arrangement of atoms and chemical bonds in the
(100) plane of a Si single crystal and the indenter orienta-
tions corresponding to (a) minimum and (b) maximum
microhardness.
dance with this mechanism, the residual softening of
the material is a result of electron and hole capture into
the minimums of the distorted energy band in the dam-
aged surface region [16]. The increase in temperature
facilitates the surmounting of the barrier and, conse-
quently, enhances recombination, which reduces the
lifetime of the residual PME.

The extent of the near-surface energy-band bending
to the crystal depth is governed by surface-treatment
technology and the impurity concentration [16]. These
factors influence the load curve of the residual PME
(i.e., the dependence of the PME on the indentation
depth).

5. PME ANISOTROPY

The MH value is defined by both the crystallo-
graphic orientation of the studied surface (type I anisot-
ropy) and the indentor orientation relative to the crys-
tallographic directions of the studied surface (type II
anisotropy). When the large diagonal of the Knoop pyr-
amid is perpendicular to direction 〈100〉  (the “hard”
direction) in the (100) plane of a Si single crystal, MH
is larger than when the large diagonal of the Knoop pyr-
amid is perpendicular to direction 〈110〉  (the “soft”
direction). The anisotropy of MH on a crystal face is
defined as the difference between its maximum and
minimum values [17]. When the crystal position is
changed relative to a fixed indentor, MH varies period-
ically from its minimum to maximum values (Fig. 3,
curve 1). This behavior can be explained by the follow-
ing considerations: during microhardness indentation
in a covalent crystal, the indentor can produce bond
breakage, contraction, stretching, and rotation. A two-
dimensional schematic representation of atom and
chemical-bond arrangements in the studied (100) plane
of a Si single crystal is shown in Fig. 4. As can be seen,
an indentation with the large diagonal of Knoop pyra-
mid being parallel to the bond projection on the (100)
plane (a position in Fig. 4), mainly causes a stretching
and rotation of bonds, thus promoting their breakage
and minimizing the MH value. In contrast, when the
large diagonal forms an angle of 45° with the bond pro-
jection on the (100) plane (b position in Fig. 4), a con-
traction of bonds prevails, and MH is at a maximum.
The study of MH anisotropy as a function of spectral
features of light irradiating the (100) plane of a Si sin-
gle crystal shows the following. First, the radiation with
photon energy hν < ∆Eg is mainly absorbed in the dam-
aged region that is isotropic and induces an identical
decrease in MH in all directions; thus, the initial anisot-
ropy is preserved (Fig. 3, curve 2). In contrast, radiation
with the photon energy hν > ∆Eg is absorbed in an
undamaged region of the crystal, and the MH decrease
in the “hard” direction is more pronounced than in the
“soft” one (Fig. 3, curve 3). The above data suggest that
the light with hν > ∆Eg reduces the MH anisotropy,
because it is the undamaged region that governs anisot-
ropy, and, since bond compression prevails at the MH
SEMICONDUCTORS      Vol. 35      No. 1      2001
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maximum over the given face, the photoinduced elec-
tron excitations cause the isotropization of highly
directional bonds (Fig. 1). Therefore, the MH load
curve measured during irradiation is smoother than that
measured in the dark.

6. TEMPERATURE DEPENDENCE
OF THE PME

From the above experimental data one can infer that,
during heating, a decrease in MH should be mainly
attributed to the thermal generation of antibonding par-
ticles. In order to verify this conjecture, we studied
experimentally the temperature dependence of MH in a
Si single crystal both in the dark and using white light
of various intensities. The MH-temperature curve
appears to depend on the conditions under which the
indenter is lifted and the indentation measured. For
example, cooling a sample to 50°C after indentation
without lifting the indenter and the subsequent mea-
surement of MH after lifting the indenter yields the data
shown in Fig. 5 (curve 1). If the indenter has been
removed before cooling, the indentation is smaller than
in the previous case, which indicates the elastic recov-
ery of a sample. Consequently, in this case MH is over-
estimated, and the leveling off of the MH temperature
dependence is only apparent (Fig. 5, curve 2). The plot
(Fig. 5, curves 1, 2) indicates that, as for illumination,
the thermally induced increase in the antibonding qua-
siparticle density leads to a decrease in MH with tem-
perature and to the mechanical destabilization of the
indentation contour, which manifests itself in an
enhanced elastic recovery of the indentation size. To
obtain the temperature dependence of the PME, we first
measured the temperature of the irradiated sample, and
then the indentation was measured after the sample was
cooled without lifting the indenter. It can be seen from
Fig. 5 (curves 3, 4) that, at low temperatures, MH is
nearly constant. When the temperature increases and
attains a value specific for every intensity of light, the
MH of the irradiated sample becomes temperature-
dependent. The further temperature growth leads to the
disappearance of the PME. We note that, with an
increase in the intensity of light, the point of merging
for the MH-temperature curves obtained in the dark and
under illumination shifts towards higher temperatures.

Comparing the densities of thermally induced and
photogenerated antibonding quasiparticles, nd and nill,
respectively, one may conclude that, in the temperature
region where the photoinduced density exceeds the
thermally induced one, i.e., nill > nd, the decrease in MH
is governed by illumination and is nearly constant. With
a further increase in temperature, when nd becomes
comparable with nill, the MH measured under illumina-
tion becomes temperature-dependent. Finally, when
nill < nd, the PME vanishes, and MH depends on tem-
perature only.
SEMICONDUCTORS      Vol. 35      No. 1      2001
7. PME IN Ge AND SiC CRYSTALS

We should note that, using the above described tech-
nique, qualitatively the same results were obtained with
Ge (n-Ge:Sb, ρ . 40 Ω cm) [18] and hexagonal 6H-SiC
with surface orientation (0001) doped with nitrogen to
the concentration of ND – NA = 3 × 1018 cm–3 [19].

8. CONCLUSION

The distinct correlation between a decrease in MH
and an increase in antibonding quasiparticle density
clearly indicates that, in crystals with mostly covalent
bonds, the main reason for photoinduced MH change is
the chemical bond weakening and isotropization due to
antibonding quasiparticles, which are excited electrons
and holes.
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Abstract—An attempt is made to interpret the current–voltage characteristic of a p-Si–n-3C-SiC heterostruc-
ture in terms of the excess-tunneling mechanism. The space charge region width W and tunneling length λ are
estimated. It is shown that W @ λ and, despite this, that the current transport through the heterostructure obeys
the tunneling mechanism. The characteristic tunneling energy ε = 57 meV, temperature coefficient of the satu-
ration current, and the barrier thinness factor are found. © 2001 MAIK “Nauka/Interperiodica”.
Silicon carbide is a material possessing an
extremely broad set of useful properties: electrotechni-
cal, anticorrosive, strength-related, etc. Recently, inter-
est in this material and structures based on it has been
aroused owing to its capacity to emit in the excitonic
spectral range [1–3] under illumination or during the
passage of current.

This study is concerned with the mechanism of cur-
rent transport through p-Si–n-3C-SiC heterostructures.
3C-SiC films were grown using CVD epitaxy by the
thermal decomposition of trimethylchlorosilane. Het-
erostructures grown by this method are known to have
abrupt boundaries [4].

To study the current–voltage (I−V) characteristics of
p-Si–n-3C-SiC heterojunctions, KDB-20 (p-Si, ρ =
20 Ω cm) (111) silicon wafers were taken as substrates,
and SiC layers 5–15 µm thick were deposited. The
capacitance–voltage characteristic of such a structure,
measured at 10 kHz under reverse biases of up to 1.5 V,
is linear in the coordinates C–2 = f(V), with the slope of
this straight line corresponding to the uncompensated
impurity concentration N = 1015 cm–3. This is in agree-
ment with the nominal acceptor concentrations in the
silicon substrate N = 7 × 1014 cm–3.

I−V characteristics of p-Si–n-3C-SiC heterostruc-
tures were measured under forward and reverse biases
(see figure). Analysis of the figure readily shows that
the forward I−V characteristics are linear in a wide
range of currents, voltages, and temperatures, which
points to the tunneling nature of the charge transport.
Previously, we related the tunneling nature of the
charge transport to the presence of a thin silicon oxide
layer at the heteroboundary, whose traces were
detected by secondary-ion mass spectrometry (SIMS)
[5]. However, the presence of a very thin continuous
layer of silicon oxide is required, which is highly
improbable in the case of growth in a chlorine-contain-
ing gas medium. It should be recalled that the films
were grown by the thermal decomposition of trimethyl-
chlorosilane.
1063-7826/01/3501- $21.00 © 20077
The mechanism of charge transport in Si–3C–SiC
structures similar to those used in this study was stud-
ied in detail previously [6]. It was assumed that the
most probable nature of the forward currents is the car-
rier recombination in the space charge region (SCR) via
trap levels shifted by more than 10kT away from the
midgap, in accordance with the model proposed by
Dolega [7]. Also, we estimated the surface density of
these traps at Nt = 1011–1012 cm–2 (Nt = 1016–1018 cm–3

in terms of the “bulk” concentration). At the same time,
it was mentioned [7] that an attempt to detect deep lev-
els in the SCR of heterostructures by DLTS failed.
Thus, the conclusion about the recombination nature of
forward currents seems to be not quite convincing.

To study a similar I−V characteristic, an excess tun-
neling-current mechanism has been proposed [8–14]
and validated for a great number of homostructures,
heterostructures, and metal–semiconductor structures
(for more detail, see [8]). According to this mechanism,
a broad spectrum of energy levels enabling multistep
tunneling is present in the energy gap at the interface.

We have shown previously [4] that SiC films grown
on Si substrates include a transition SiC region with a
high concentration of structural defects appearing as a
result of a large lattice mismatch between Si and SiC. It
is in view of the aforesaid that an attempt is made here
to interpret the I−V characteristics of p-Si–n-3C-SiC in
terms of the excess tunneling-current mechanism
[8−14] according to which the dependence of the cur-
rent (I) on voltage (V) can be described by

(1)

where the pre-exponential factor I0 changes with tem-
perature following the law

(2)

Here q is the elementary charge, and a is a proportion-
ality factor of dimension [K–1]. The characteristic tun-
neling energy ε, found from the figure using formula

I I0 qV /ε( ),exp=

I0 I00 aT( ).exp=
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(1), is 57 meV. We note that the value ε lies within the
limits indicated in [8].

Also, the temperature coefficient a of the saturation
current I0 and the pre-exponential factor I00 are found
from the I−V characteristics to be a = 0.05 K–1 and I00 =
2 × 10–9 A, respectively. Further, we estimated the SCR
width W as

(3)

according to which W = 1.05 µm, in good agreement
with the data of [8]. Here, κ is the dielectric constant:
κp = 11.2 for silicon and κn = 10.2 [15] for SiC. The
ratio (κ/N)eff is evaluated by the formula [8]

(4)

where nn and pp are the majority carrier concentrations
in n-SiC and p-Si and are equal to 1017 and 7 × 1014 cm–3,
respectively. The quantity qUs is evaluated by the for-
mula

(5)

where  is the band gap of silicon;  = kTln(Nc/pp)

and  = kTln(Nv/nn) are the chemical potentials in
silicon and silicon carbide, respectively; Nc = 2 ×
1019(T/300)3/2 is the density of quantum states in the

W
2κ0 κ /N( )eff Us U–( )

q
--------------------------------------------------

1/2

,=

κ /N( )eff

κnκ p nn pp+( )2

nn pp nnκn ppκ p+( )
---------------------------------------------,=

qUs Eg
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Forward (1, 2, and 3) and reverse (1', 2', and 3') I−V charac-
teristics of p-Si–n-3C-SiC structures at T = (1, 1') 15,
(2, 2') 130, and (3, 3') 196°C.
conduction band of silicon carbide; and Nv = 3.4 ×
1019(T/300)3/2 is the density of hole states in the valence
band. The expression for N0 was obtained with the

effective masses of electrons, , and holes, ,
taken to be 0.6m0 and 1.2m0 [15], respectively, where
m0 is the electron mass at rest. Further, we evaluate the
tunneling distance λ [8]

(6)

which yields λ = 2.6 nm. Comparison of the W and λ
values shows that W @ λ. This means that the assumed
tunneling through the heterojunction has an enhanced
probability. In the band gap, there is a broad spectrum
of energy levels,

ensuring multistep tunneling. According to [8], such a
tunneling process can be described using a scaling thin-
ness factor r for the barrier, making the tunneling dis-
tance λ longer and the characteristic tunneling energy ε
higher compared with the theoretical value εt .

The εt value is estimated at 1.16 meV, which is
49−50 times smaller than ε. Thus, the phenomenologi-
cal thinness factor of the barrier r = ε/εi = 49–50, and
the probability of tunneling becomes higher by the
same factor.

CONCLUSION

The I−V characteristic of a p-Si–n-3C-SiC hetero-
structure was studied. The SCR width W and the tun-
neling distance were evaluated. It is shown that W @ λ
and, despite this fact, the charge transport through the
heterostructure under study obeys the tunneling mech-
anism modified in [8]. The characteristic tunneling
energy ε = 57 meV, temperature coefficient of satura-
tion current, and barrier thinness factor were found.

REFERENCES

1. M. A. Kadyrov, N. V. Kunina, Kh. A. Shamuratov, et al.,
Fiz. Tekh. Poluprovodn. (Leningrad) 14 (8), 1591 (1980)
[Sov. Phys. Semicond. 14, 942 (1980)].

2. L. I. Berezhinskiœ, S. I. Vlaskina, Yu. V. Kalinichenko,
et al., Ukr. Fiz. Zh. 30, 513 (1991).

3. L. I. Berezhinskiœ, S. I. Vlaskina, F. K. Dzhaparova,
et al., Ukr. Fiz. Zh. 37, 565 (1992).

4. Kh. A. Shamuratov and T. M. Saliev, Ukr. Fiz. Zh. 36 (3),
92 (1991).

5. T. M. Saliev, Author’s Abstract of Candidate’s Disserta-
tion (Tashkent, 1994).

6. A. S. Zubrilov, Fiz. Tekh. Poluprovodn. (St. Petersburg)
28 (10), 1742 (1994) [Semiconductors 28, 967 (1994)].

7. U. Dolega, Z. Naturforsch. A 18, 653 (1963).

mn* mp*

λ h 2mn*q Us U–( )( )1/2,=

εt
hq
2

------
κ /N( )eff

κ0mn*
-------------------

1/2

,=
SEMICONDUCTORS      Vol. 35      No. 1      2001



EXCESS TUNNELING CURRENTS 79
8. V. V. Evstropov, Yu. V. Zhilyaev, M. Dzhumaev, and
N. Nazarov, Fiz. Tekh. Poluprovodn. (St. Petersburg) 31
(2), 115 (1997) [Semiconductors 31, 115 (1997)].

9. V. V. Evstropov, Yu. V. Zhilyaev, N. Nazarov, et al.,
Pis’ma Zh. Tekh. Fiz. 19 (15), 61 (1993) [Tech. Phys.
Lett. 19, 496 (1993)].

10. V. V. Evstropov, Yu. V. Zhilyaev, N. Nazarov, et al., Zh.
Tekh. Fiz. 63 (12), 41 (1993) [Tech. Phys. 38, 1057
(1993)].

11. V. V. Evstropov, Yu. V. Zhilyaev, N. Nazarov, et al., Fiz.
Tekh. Poluprovodn. (St. Petersburg) 27, 1319 (1993)
[Semiconductors 27, 729 (1993)].

12. V. V. Evstropov, Yu. V. Zhilyaev, N. Nazarov, et al., Fiz.
Tekh. Poluprovodn. (St. Petersburg) 27, 688 (1993)
[Semiconductors 27, 369 (1993)].
SEMICONDUCTORS      Vol. 35      No. 1      2001
13. V. V. Evstropov, Yu. V. Zhilyaev, N. Nazarov, et al., Fiz.
Tekh. Poluprovodn. (St. Petersburg) 29, 385 (1995)
[Semiconductors 29, 195 (1995)].

14. A. V. Bobrov, V. V. Evstropov, Yu. V. Zhilyaev, et al.,
Pis’ma Zh. Tekh. Fiz. 19, 30 (1993) [Tech. Phys. Lett.
19, 378 (1993)].

15. S. A. Dobrolezh, S. M. Zubkova, V. A. Kravets,
V. Z. Smushkevich, K. B. Tolpygo, and I. N. Frant-
sevich, Silicon Carbide (Gos. Izd. Tekh. Lit. USSR,
Kiev, 1963), p. 316.

Translated by M. Tagirdzhanov



  

Semiconductors, Vol. 35, No. 1, 2001, pp. 80–85. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 35, No. 1, 2001, pp. 78–83.
Original Russian Text Copyright © 2001 by Panin, Shugurov, Kalygina.

                                            

SEMICONDUCTOR STRUCTURES, INTERFACES,
AND SURFACES

             
Effect of Sulfur and Selenium on the Surface Relief
of Insulating Films and Electrical Characteristics

of Metal–Insulator–p-GaAs Structures
A. V. Panin*, A. R. Shugurov*, and V. M. Kalygina**

* Institute of Strength Physics and Materials Science, Siberian Division, Russian Academy of Sciences,
Akademicheskiœ pr. 2/1, Tomsk, 634055 Russia

e-mail: pav@ispms.tsc.ru

** Kuznetsov Physicotechnical Institute, pl. Revolyutsii 1, Tomsk, 634050 Russia

Submitted June 13, 2000; accepted for publication June 16, 2000

Abstract—The effect of S and Se atoms on the surface relief of insulating layers deposited on the GaAs sub-
strate was investigated. It was demonstrated that the incorporation of chalcogens in the surface region of a semi-
conductor leads to smoothing of the surface relief of insulating films. Simultaneous decrease in the density of
surface states at the insulator–p-GaAs interface was observed. The resulting effect of the S and Se atoms
depends on the insulating material. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known that passivation of the GaAs surface by
chalcogens leads to an increase in the photolumines-
cence (PL) intensity [1], a stronger dependence of the
metal–GaAs potential barrier on the electron work
function of the metal [2], a weakening of the frequency
dependence of electrical characteristics [3], etc. The
effects mentioned are caused by a decrease in the den-
sity of surface states and depinning of the Fermi level
on the GaAs surface.

However, if the insulating layer is deposited on the
GaAs passivated surface, the density of surface states
(Nts) at the insulator–GaAs interface increases again.
The resulting Nts value depends on the insulator mate-
rial, its thickness, and the deposition temperature of the
insulating coating [3]. An increase in the density of sur-
face states can be related to stresses at the GaAs–insu-
lator interface, which determine the surface relief of
insulating films.

In this study, we attempted to establish a link
between the insulating material, the relief of insulating
coatings, and electrical characteristics of the metal–
insulator–GaAs structures.

2. EXPERIMENTAL

The studied samples were formed on the p-GaAs(100)
epitaxial layers with Na = 1015–1016 cm–3, which were
grown on the p+-type substrates by a gaseous-phase
epitaxy. Prior to the deposition of insulating layers, the
GaAs substrates were treated according to conventional
1063-7826/01/3501- $21.00 © 20080
procedure, which involved degreasing and subsequent
etching in a C2H5OH : H2SO4 = 10 : 1 solution in order
to remove the native oxide film.

Chalcogen (S and Se) atoms were incorporated into
the GaAs near-surface region by the growth of an
anodic oxide film with an addition of the chalcogen salt
to the electrolyte. Anodic oxidation was carried out
using an electrolyte composed of an aqueous solution
of ammonium citrate (2.5 g/l) and ethylene glycol in a
ratio of 1 : 1 [4]. The anodic oxide thickness for all sam-
ples was identical (100 nm). It was assumed that the S
and Se atoms diffuse from the anodic oxide into the
near-surface semiconductor region. Subsequent to
anodization, the oxide was removed by etching. The
etchant composition and etching conditions were iden-
tical to those used for native oxide removal. The pres-
ence of chalcogens in GaAs was verified using Auger
spectroscopy.

The surface of S(Se)-doped GaAs was covered with
the working insulator, namely SiO2, BN, SixNyOz, or
their binary compounds. The films were deposited by a
plasma-enhanced chemical deposition [5] at T = 500°C.
The data on insulating film thickness (d) are given in
the table.

The surface relief of GaAs and the insulating films
was investigated using an SMM-2000TA scanning
multimicroscope (ZAO “KPD,” Moscow Institute of
Electronic Engineering, Moscow, Russia). Surface
images for the semiconductor and insulating films were
obtained in an atomic force microscope (AFM) mode at
room temperature in air. The cantilever was scanned
001 MAIK “Nauka/Interperiodica”
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(a)
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Fig. 1. (a, b) AFM images of the surfaces of the initial semiconductor substrate and SiO2 layers (c, d) 10 nm or (e, f) 170 nm thick.
Image size along the x and y axes is (a, c, e) 4.0 × 4.0 µm and (b, d, f) 1.0 × 1.0 µm.
over the surface with the photodiode current main-
tained constant using a feedback. This corresponds to
scanning in a mode with a constant probe–substrate
interaction force.

Investigations of the elemental composition of insu-
lating layers that revealed the S and Se atoms in the lay-
ers were carried out using secondary-ion mass spec-
trometry on an MS-7021M device with a layer-by-layer
resolution of 3–5 nm and sensitivity of 10–3–10–4 at. %.

Metal electrodes for measurements of electrical
characteristics were fabricated by vacuum deposition
on both the insulator and p+-GaAs sides. The control
electrode of a fixed area S = (1.6–2.3) × 10–3 cm–2 was
fabricated by vacuum evaporation of the Ni–Cr alloy
through corresponding masks at a residual pressure of
6.6 × 10–3 Pa.
SEMICONDUCTORS      Vol. 35      No. 1      2001
The capacitance–voltage (C–V) and conductance–
voltage (G–V) characteristics for metal–insulator–
semiconductor (MIS) structures were measured in the
frequency range of f = 103–106 Hz at room temperature.

3. DATA

3.1. Results of AFM Investigations

Figure 1 demonstrates the surface images of the
GaAs substrate without the insulating film (Figs. 1a,
1b) after deposition of the 10 and 170 nm thick SiO2
layers (Figs. 1c, 1d and Figs. 1e, 1f, respectively). As
can be seen from Figs. 1a and 1b, the surface of the
GaAs substrate is the least developed and no clearly
distinguishable relief is observed on it. However, island
mesas appear on the surface of the insulating layer dur-
ing its deposition. The analysis of the surface images
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for SiO2 films 10–250 nm thick demonstrated that they
have a quasi-periodic undulating relief with a period of
200–300 nm and a height of 4–8 nm regardless of the
thickness of the layer deposited [6]. In some cases,
more developed separate features 200–500 nm in diam-
eter and 10–30 nm in height were observed on the sur-
face. The lateral (L) and vertical (h) oscillations for
insulating layers investigated are given in the table. The
period and height of the oscillations observed are deter-
mined by L and h, respectively.

Similar defect mesas were also formed on the sur-
face of the BN and SixNyOz films, as well as on the sur-
face of their multilayer compositions. The AFM surface
image for the SixNyOz bilayer film deposited on the
GaAs substrate is shown in Fig. 2. It is seen from Fig. 2
that the quasi-periodic oscillations are also present on
the surface of the SixNyOz bilayer insulator. Their
period and height are similar to those for SiO2 films
(see table).

Fig. 2. AFM image of the surface of the SixNyOz–BN film.

Layer thicknesses are  = 68 nm and  = 128 nm.

Image size is 4.0 × 4.0 µm.

dSixNyOz
dBN
Incorporation of the S and Se atoms into the surface
region of the semiconductor causes the complete disap-
pearance of quasi-periodic oscillations. The SiO2 and
SixNyOz–SiO2 films become smooth, and individual
hillocks remain on their surface (Fig. 3).

The effect of the S and Se atoms on the surface relief
of the insulating layer is identical, but, depends on the
type of insulating material. Thus, in the case of BN, the
incorporation of chalcogens in the GaAs surface region
does not cause any smoothing of the insulator film
(Fig. 4). The surface relief of the SixNyOz–BN insulator,
which is deposited on the Se-doped GaAs substrate, is
similar to that in the image shown in Fig. 2.

3.2. Capacitance–Voltage and Conductance–Voltage 
Characteristics for the Metal–Insulator–p-GaAs 

Structures

The C−V and G−V characteristics for the
NiCr−SixNyOz–p-GaAs structure are characterized by

Fig. 3. AFM image of the surface of the SixNyOz–SiO2(Se)

film. Layer thicknesses are  = 45 nm and  =

105.5 nm. Image size is 4.0 × 4.0 µm.

dSixNyOz
dSiO2
Insulator thickness, surface relief of insulating films deposited on the GaAs substrate, and density of surface states at the insu-
lator–GaAs interface

Sample no. Insulator d, nm Relief L, nm h, nm Nts, eV–1 cm–2

1 BN 140 Oscillatory 200–300 3–8 –

2 SixNyOz 120 Oscillatory – – 3.0 × 1013

3 SixNyOz–BN 196 Oscillatory 150–250 4–8 –

4 SixNyOz–BN–Se 180 Oscillatory 100–200 5–9 2.1 × 1013

5 SiO2–Se 185 Smooth 2.3 × 1012

6 SixNyOz–SiO2–Se 150 Smooth –

7 SixNyOz–BN–S 190 Oscillatory 80–130 4–14 9.9 × 1012

8 SiO2–S 170 Smooth 2.5 × 1012
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the shift to higher negative voltages and strong fre-
quency dispersion (Fig. 5). The capacitance modulation
portion in the C−V characteristic is observed in the volt-
age regions of |U| ≥ 11 and 20 V at frequencies of f =
103 Hz and 106 Hz, respectively (Fig. 5, curves 1 and
2). The largest conductance in the G−V curves was
attained for Umax = –16 V (f = 103 Hz) and –32 V (f =
106 Hz) (Fig. 5, curves 1' and 2').

The use of the BN, SiO2–BN, and SixNyOz–BN films
as the insulating material causes a slight shift of the
C−V and G−V curves to lower negative voltages. An
appreciable shift of the C−V and G−V curves to low
negative voltages was only observed for the GaAs-
based MIS structures with S and Se atoms contained in
the surface region of the semiconductor (Fig. 5, curves
3–5 and 3'–5'). The largest shift of the C−V and G−V
curves to U = 0, as well as the lowest frequency disper-
sion of these curves, were observed for the samples in
which the insulator did not contain BN layers (Fig. 6).
The largest conductance was independent of the test
signal frequency for Umax = 0 V (Fig. 6, curves 1'–3').

The density of surface states at the insulator–
p-GaAs interface was calculated according to [7]. The
computed Nts values are given in the table. The lowest den-
sity of the surface states (Nts = (2.3–2.5) × 1012 eV–1 cm–2)
was observed for the structure with the S or Se sublay-
ers and insulating films containing no BN (samples 5
and 8). Periodic oscillations were absent on the insula-
tor layer surface in these structures and the surface
relief was less pronounced (Fig. 3). If BN was involved
in the insulating composition, the incorporation of S or
Se in the GaAs surface region did not cause a decrease
in the density of surface states. The fragmentary corru-
gated mesa were formed on the exterior insulator sur-
face (Fig. 4) and the density of surface states increased
to 9.9 × 1012–2.1 × 1013 eV–1 cm–2 (see table, samples 4
and 7).

Thus, the results of passivating the GaAs surface
with S and Se atoms are largely governed by the mate-
rial of insulating layers deposited on the semiconductor
surface.

3.3. Investigations of the Elemental Composition
of Insulating Films

The time dependences of intensity of the secondary-
ion current for samples 3, 5, and 8 are shown in Fig. 7.
The special feature of the secondary-ion emission spec-
tra for the SiO2–S(Se)–p-GaAs structures is the pres-
ence of S+ (Se+) ions not only at the insulator–GaAs
interface, but also in the SiO2 film (Figs. 7a, 7b). The S+

ions were observed in the spectra of the SixNyOz–BN–
S–p-GaAs structures at the BN–GaAs interface only,
and were absent in the SixNyOz film (Fig. 7c).
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4. DISCUSSION

The presence of the fragmented mesas on the sur-
face of insulating films is caused by strong stresses that
appear in the local flexure regions of the crystal lattice.
Thus, the deposition and subsequent etching of the
Si3N4 film on the surface of the SiO2–Si structure
caused a reversible variation in the density of surface
states at the insulator–Si interface [8].

Fig. 4. AFM image of the surface of the SixNyOz–BN(Se)

film. Layer thicknesses are  = 68 nm and  =

128 nm. Image size is 4.0 × 4.0 µm.
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NiCr–SixNyOz–BN–Se–p-GaAs structures at the frequencies
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The dependence of the density of surface states on
the stresses was observed when the control-electrode
thickness in Si-based MIS structures was varied [9].

A similar effect of stresses on the density of surface
states was observed for the insulator–GaAs interface.
As follows from the data listed in the table, a high den-
sity of surface states was obtained for the structures
with a quasi-periodic surface relief.

Smoothing of the surface relief for the S- and Se-
doped samples (samples 5, 6, and 8) can be explained
if we assume that the chalcogen atoms play the role of
surfactants. During growth of the SiO2 or SixNyOz films,
the S(Se) atoms emerge above the surface of the grow-
ing film due to the vertical exchange, while the atoms
of the substance deposited immediately sink below the
surfactant layer. As a result, the lateral diffusion length
for insulator atoms is decreased and the growth of
three-dimensional islands is suppressed. The presence
of chalcogens in the insulating films is confirmed by the
secondary-ion mass spectroscopy data (Figs. 7a, 7b).

The BN layer apparently constitutes the barrier for
diffusion of chalcogen atoms, and S and Se atoms do
not penetrate into the insulating coating film (Fig. 7c).
In this case, the insulating layer is strained, which man-
ifests itself in periodic oscillations on the layer surface
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Fig. 6. Capacitance–voltage and conductance–voltage char-
acteristics of the NiCr–SiO2–Se–p-GaAs structures at fre-

quencies f = (1, 1') 103, (2, 2') 2 × 104, and (3, 3') 106 Hz.
and high density of surface states on the insulator–
GaAs interface.

5. CONCLUSION

These investigations demonstrate that the periodic
island mesas appear as corrugations on the surface of
the thin insulating films deposited on the GaAs sub-
strate. The existence of local flexure zones in the crystal
lattice of the insulator induces strong stresses that give
rise to a high density of surface states in the band gap
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of the semiconductor. Incorporation of S and Se atoms
in the GaAs surface region smooths the surface relief of
the SiO2 and SixNyOz–SiO2 films and lowers the density
of surface states at the semiconductor–insulator inter-
face.
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Abstract—The pseudopotential method and supercell (8 × 8 × 8) approach were used to study localized elec-
tron states introduced by tetrahedral clusters of gallium atoms into the band gap of GaAs. With increasing clus-
ter size, the Fermi energy (EF) rapidly reaches its limiting value close to the Schottky barrier height at the planar
metal–semiconductor interface. The gap between the completely filled and empty size-quantization levels is
0.06 eV for the largest cluster of 159 gallium atoms. The energy position and “tails” of metal-induced gap states
in the vicinity of EF are governed by the outermost layers of GaAs antisite defects. © 2001 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

Clusters of various defects modify the properties of
semiconducting materials, frequently opening up new
possibilities of their use in electronics. In recent years,
the development of technologies allowing control over
cluster growth has stimulated an upsurge of interest in
materials of this kind. A prominent example is gallium
arsenide with clusters of intrinsic defects, giving rise to
a number of unique properties [1]. The properties of an
imperfect crystal are largely determined by specific
features of its electronic spectrum and the nature of
interfacial states at the cluster–matrix heteroboundary.
Actual materials contain various polyatomic clusters
with symmetry depending on their size and growth con-
ditions. A logical description of the electronic states in
such crystals in terms of self-consistent methods taking
into account the relaxation of the atomic structure, as it
has been done for small clusters [2], seems to be impos-
sible for the time being. At the same time, simple mod-
els of the jellium type [3] and the effective mass method
[4] have limited applicability to semiconducting mate-
rials, being only valid at sufficiently homogeneous
electron density and large clusters, when bulk band
structure states are already formed. Therefore, semiem-
pirical approaches remain the most efficient for
describing spectra of complex semiconductor nano-
structures. Consideration of the microscopic potential
in terms of the tight binding [5], molecular orbital [6],
empirical pseudopotential [7], and k–p [8] methods
allows rather successful interpretation of size-quantiza-
tion effects in spectra of free semiconducting clusters
and quantum dots. We previously used an approach
based on the supercell and model pseudopotential
methods [9]. Taking explicit account of the point sym-
metry of an imperfect material, we managed to con-
sider clusters containing hundreds of atoms. This
method was applied to study localized states related to
small tetrahedral clusters of arsenic in GaAs; the cubic
1063-7826/01/3501- $21.00 © 20086
symmetry of these clusters has been confirmed by
structural studies of GaAs epitaxial films grown at low
temperature.

This study is concerned with deep levels related to
gallium clusters formed via substitution of arsenic
atoms by those of gallium in the nearest coordination
shells of GaAs. Of particular interest was to clarify the
nature of states responsible for the Schottky barrier at
the cluster–semiconductor heteroboundary. In contrast
to [9], a much larger supercell (8 × 8 × 8) was used in
this study, which furnished an opportunity to determine
the limiting characteristics of the electronic spectrum in
relation to the cluster size. To reveal the effect exerted
by the shape of the heteroboundary between a metal
inclusion and the surrounding matrix, electron states of
(GaAs)n(Ga)n superlattices modeling the planar metal–
semiconductor interface were also considered.

2. CALCULATION PROCEDURE

The electronic energy spectrum of gallium arsenide
with cluster defects was calculated by the local model
pseudopotential method [9]. The (8 × 8 × 8) supercell
contains 1024 atoms of which only a minor part
(~10%) were replaced by atoms belonging to the clus-
ter. This made it possible to neglect the overlapping of
wave functions from neighboring cells and to obtain a
band of deep levels with relatively small variance. In
calculating the spectrum, 15 lower bands of the ideal
GaAs were taken into account in the expansion of the
wave function; the potentials of gallium atoms in inner
layers were shielded by the electron density of the
metal; other details of the method were described else-
where [9]. The deep levels related to the cluster were
identified with the states of a superlattice composed of
periodically arranged clusters at the zero wave vector of
the superlattice. Clusters were considered including up
to 11 coordination shells and centered at the anion site
001 MAIK “Nauka/Interperiodica”
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of the GaAs lattice. Correspondingly, 5, 29, 47, 87, 123,
and 159 atoms are contained in such clusters if all inner
As atoms are replaced, and the boundary layer of Ga
atoms in the embedding GaAs matrix is included into
the cluster. The diameter of the largest cluster is ~17 Å.
Defect-induced relaxation and distortion of the lattice
were not taken into account. The rearrangement of the
atomic structure changes positions of separate levels
and, to a lesser extent, affects such integrated character-
istics of the spectrum as the density of states and Schot-
tky barrier height [10]. A calculated energy spectrum of
GaAs with a single GaAs antisite defect contains one
level t2 in the energy gap (this level is located at 0.28 eV
above the top of the valence band), which, corrected for
the spin–orbit splitting, is in agreement with experiment
[11] and our previous calculation [12] for a (4 × 4 × 4)
supercell. The charge density of states for this level is
less localized compared with the density of the deeper
state A1 related to a single AsGa defect [9], which leads
to a more pronounced hybridization of the wave func-
tions of neighboring GaAs defects in the clusters.

3. RESULTS OF CALCULATION
AND DISCUSSION

Deep levels in GaAs with gallium clusters are
formed from the localized states t2 and resonance states
of single GaAs antisite defects. It follows from an
expansion of a degenerate state of noninteracting
defects in irreducible representations of the point sym-
metry group Td of the cluster that most of cluster-
related levels have symmetries Γ15 and Γ25. Figure 1
presents an energy diagram of deep levels in GaAs with
the largest cluster formed of 159 atoms, with the ener-
gies reckoned from the top of the valence band of the
ideal crystal. The gap between the lowest unoccupied
(Γ25) and highest occupied (Γ15) states is 0.06 eV. Anal-
ysis of the wave functions of the deep levels shows that
they mainly originate from valence band states, with
the contribution from conduction band states increas-
ing to only ~10% for levels lying close to the conduc-
tion band bottom. The energy, symmetry, and occu-
pancy of the highest occupied state depend on the clus-
ter size. In clusters composed of 87 and 123 atoms, this
state has the Γ25 symmetry and is completely filled. Fig-
ure 2 illustrates the variation in the Fermi level (EF)
with the number N of coordination shells containing
defects in a cluster. Its position is defined as the midgap
between the highest occupied and lowest unoccupied
states. For small clusters (N = 1, 2, 3), the energy EF

varies nonmonotonically; with N growing further, it
rapidly approaches the limiting value of ~0.55 eV.

To analyze the nature of deep levels, the charge den-
sity distribution was calculated for different states. Fig-
ure 3 presents a charge density map in the (111) plane
within the periodicity unit of the supercell for one of the
states of the degenerate Γ15 level associated with a clus-
ter of 159 atoms. The density maps for other states of
SEMICONDUCTORS      Vol. 35      No. 1      2001
this level are obtained by rotation through 120° and
240°. The peaks of total density are mainly localized
near the heteroboundary. Figure 4 shows the charge
∂Z(r)/∂r inside the sphere versus its radius r for the
highest occupied states of different symmetries, related
to the same cluster. States with the symmetry Γ1 are
inside the cluster with the highest probability, and those
characterized by the symmetry Γ2, with the lowest. For
degenerate states (Γ12, Γ15, Γ25), the derivative ∂Z(r)/∂r,
describing the radial density distribution, is the largest
at the heteroboundary. Figure 5 shows the radial den-
sity per unit sphere surface area Sr for the states with
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Fig. 1. Levels in GaAs with clusters composed of 159 gal-
lium atoms. The positions of the t2 level related to a single
GaAs antisite defect, Fermi level and conduction and
valence band edges of the ideal GaAs crystal, Ec and Ev , are
shown. The highest occupied level is circled.

Fig. 2. Position of the Fermi level EF vs. the number N of
antisite defect layers in tetrahedral clusters of gallium atoms
(solid line) and in (GaAs)n(Ga)n superlattice (dashed line).
Clusters composed of 5, 29, 47, 87, 123, and 159 atoms and
superlattices with n = N monolayers correspond to N =
1, …, 6. The symmetry of the highest occupied state and its
occupancy (in parentheses) are given for the cluster mate-
rial.
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symmetry Γ12 and Γ15, which characterizes the average
density per unit volume at a distance r from the cluster
center. Inside the cluster, this density oscillates, with its
peaks somewhat shifted away from the coordination
shells, owing to the overlapping of defect potential
tails. The decrement of density into the GaAs region
(~3.5 Å) is determined by the mean imaginary compo-
nent of the wave vector of the smallest loop in the com-
plex band structure of GaAs at an energy equal to that
of the deep level.

To clarify the origin of localized states lying near
the Fermi level, deep levels were calculated for a clus-
ter in which Ga atoms were replaced by As only in the
10th coordination shell (24 defects). The highest occu-
pied state of this cluster is transformed with respect to
representation Γ12 and has an energy nearly coinciding
with the energy of the Γ15 state for a cluster of
159 atoms. The Fermi levels of these two clusters are
also close, and the averaged charge densities for the
states of the same symmetry are similar in the vicinity
of the heteroboundary (Fig. 5). Some discrepancies
between the energies of the corresponding cluster-
related levels lead to correlated shifts of their charge
densities. For the states with the Γ12 symmetry, the
main charge resides near the metal–semiconductor
interface. Thus, deep levels forming the Schottky bar-
rier are related to states originating from the outer layer
of GaAs antisite defects. The Fermi level pinning by
ultrathin planar metal layers (about one monolayer

Fig. 3. Charge density of a state of the highest occupied
level with Γ15 symmetry in GaAs with clusters composed of
159 gallium atoms in the (111) plane within the cross-sec-
tion of a supercell. Density contours with the same charge
are given in e/Ω units (Ω is the supercell volume), the min-
imum contour and the step between the contours is 4. The
circle radius corresponds to the position of defects in the
10th coordination shell. Triangles show positions of atoms,
with Ga atoms inside, and As atoms outside the sphere (in
the given section).
thick) has been established previously [13]. Owing to
the interaction of states related to the 10th coordination
shell with the states associated with the cluster of
123 atoms, the levels are shifted, and the symmetry of
the highest occupied state changes. However, the dif-
ference between the numbers of states pushed above,
and sinking below, the EF level coincides with the defi-
cit of valence electrons in the last imperfect layer, and,
therefore, the position of the Fermi level remains
unchanged. We note that the charge densities of cluster
states related to the outer imperfect layer have the high-
est symmetry with respect to the heteroboundary and
the smallest dipole moment, which was reflected (albeit
in a somewhat different interpretation) in Tersoff’s
zero-dipole model [14] used to determine the Schottky
barrier height.

Obviously, with growing cluster size and for a suffi-
ciently large supercell, the Fermi level must tend to a
certain limiting value corresponding to a metal–semi-
conductor contact with the planar interface. A surface
with infinite Miller indices corresponds to this limit for
tetrahedral clusters. For the well-understood (001) and
(110) interfaces, the Schottky barrier heights for GaAs
are almost identical [15, 16], which also would be
expected for interfaces with other orientations. The
dependence of the energy EF on the metal layer thick-
ness was studied in (GaAs)n(Ga)n (001) superlattices,
where n is the number of monolayers (n = 1,…, 6).
Metal layers were considered as having a zinc-blende
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Fig. 4. Charge Z (in e · m units, where m is the degeneracy
multiplicity for the level) inside the sphere vs. its radius r for
upper occupied states with different symmetries related to a
cluster composed of 159 gallium atoms: (a) Γ1, (b) Γ2,
(c) Γ12, (d) Γ15, and (e) Γ25. The vertical dashed line corre-
sponds to the outer radius of the 10th coordination shell.
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structure and were obtained by adding the planes of
GaAs antisite defects to GaAs. A calculated dependence
of the energy of the highest occupied state on the super-
lattice layer thickness is shown in Fig. 1. EF mainly
changes over the first 2–3 monolayers, when the inter-
action between states related to defects at opposite
boundaries is still significant. For n = 6, the Fermi
energy is 0.64 eV, which, with correction made for the
spin–orbit splitting of the valence band of GaAs, is in
good agreement with the experimental Schottky barrier
heights for the planar GaAs–Ga(110) interface, which
are 0.56(0.59) eV for p(n)-type GaAs [16]. We note that
the pinning of the Fermi level in GaAs with tetrahedral
clusters and metal layers is achieved at approximately
the same number of GaAs antisite-defect layers (planar
or spherical), when the interaction of states related to
outer layers becomes negligible. The fact that the val-
ues of EF are somewhat different for these two cases
can be attributed to the effect of surface deformation
and to the increasing role of hybridization of states
related to large clusters from neighboring cells. Figure 6
presents density-of-state histograms for a cluster com-
posed of 159 atoms and a superlattice with an n = 6,
plotted with an energy step of 0.15 eV. It can be seen
that, despite the different shapes of metal inclusions,
their densities of states are in many respects similar,
with the difference mainly accounted for by a multi-
plier proportional to the ratio of defect densities in the
two materials.

Thus, gallium arsenide with small clusters contain-
ing gallium atoms is a narrow-gap semiconductor with
an effective band gap < 0.1 eV, which allows the use of
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cluster containing 159 gallium atoms (solid line) and 24
antisite GaAs defects within the 10th coordination shell
(dashed line). The vertical dashed lines correspond to the
outer radii of the coordination spheres (2, 4, 6, 8, 10) with
defects.
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this material in IR devices if the density of such clusters
is sufficiently high. Gallium clusters act as quantum
wells for electrons and holes. Similar results would also
be expected for other microscopic metal inclusions
(e.g., Al or In) whose atomic potentials and Schottky
barrier heights are close.

It is demonstrated that pinning of the Fermi level
and formation of the Schottky barrier at the planar
metal–semiconductor and metallic cluster–semicon-
ductor interfaces is due to states originating from GaAs
antisite defects in the interfacial layers. These states act
simultaneously as metal-induced gap states and deep
levels related to single GaAs defects, “renormalized”
due to interaction. From this standpoint, the Heine [17]
and Spicer et al. [18] models are not alternatives, as is
commonly believed [14–16, 19], but closely related and
complementary.
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Abstract—The dynamics of strained (001) ZnSe/ZnS, ZnSe/ZnTe, and ZnS/ZnTe superlattices is calculated in
terms of the Keating model, taking into account the long-range Coulomb force. The effect of a plane deforma-
tion on the phonon spectra of bulk materials and superlattices is studied. The dependence of a strain-induced
shift of the studied modes on the number of monolayers and relative thickness of constituents is analyzed.
© 2001 MAIK “Nauka/Interperiodica”.
We studied the semiconductor isocation strained
superlattices (SL), ZnS/ZnSe (lattice constant mis-
match is ~4.5%), ZnSe/ZnTe (~7.7%), and ZnS/ZnTe
(~12.7%), formed by sphalerite-structure crystals.
Along with the size effects, strain also considerably
affects the properties of these superlattices. For exam-
ple, the strain produced as a result of accommodation of
different layers leads to a considerable change in the
energy band structure (splitting in the Brillouin zone,
shift of energy band edges), the optical phonon shift
relative to the modes of the bulk materials. We also
studied the effect of biaxial deformation (which is a
result of accommodation of composite layers to each
other and to the substrate) on the phonon spectra of
ZnSe/ZnS, ZnSe/ZnTe, and ZnS/ZnTe superlattices.
Both short-period SLs and those with a period compa-
rable to or exceeding the critical value of layer thick-
ness [1, 2] were considered.

We calculated the phonon spectra in ZnS/ZnSe,
ZnSe/ZnTe, and ZnS/ZnTe superlattices using the
Keating model [3] that provides a qualitative explana-
tion for the main features of phonon spectra in ionic–
covalent crystals. The model also facilitates an interpre-
tation of the results from the chemical-bond theoretical
standpoint (in terms of effective charge, force constant,
and contribution of covalent and ionic bondings). We
have already successfully used the Keating model to
study the vibrational properties of matched SLs [4] and
low-strained SLs with low ionicity [5]. In the optical
range, the Keating model yields a quantitative agree-
ment with experimental data within 10% [3–5],
whereas, in the low-frequency region, the discrepancy
between the experiment and theoretical calculations is
noticeably larger. For example, the discrepancy
between the predicted and experimental transverse
acoustic modes of bulk compounds is about 40% at
point X, which is typical of the Keating model applied
to III–V compounds [4, 5]. For II–VI compounds, with
1063-7826/01/3501- $21.00 © 20091
ionicity higher than that in III–V compounds, the Keat-
ing model yields a result that deviates still more from
the experiment [3]. It should be mentioned however
that the qualitative description of phonon spectrum was
in line with predictions of the more elaborate theoreti-
cal models [6].

The short-range interaction taken into account by
the Keating model up to the second coordination shell
can be described by force constants of two types: α
(central interaction) and β (noncentral interaction). The
Coulomb part of the dynamic matrix was constructed in
the rigid point-ion approximation. The parameters of
the model (see table) were determined by fitting the
long-wavelength longitudinal ωLO and transverse ωTO
optical frequencies and elastic constants C11 and C12 of
bulk crystals to experimental values. We took β at the
interface as an average of the corresponding parameters
of bulk compounds. As can be seen from the table, the
chemical bond ionicity (effective charge Z) increases in
the direction from sulfide to telluride. The strain effect
on SL dynamics was taken into account geometrically,
in terms of Poisson displacement of atom in the direc-
tion of growth. We consider the two cases: first, when
the lattice constant parallel to the interface is equal to
the lattice constant of a substrate and, second, the “free
position” of SL, when the mismatch of lattice constants
is accommodated by extension and contraction of the
layers close to the interphase, thus providing for an
equillibrium a|| [7].

Force constants in II–VI compounds (α and β are given in
103 dyne/cm, Z is given in units of electron charge)

Compound α β Z

ZnS 41.38 4.83 0.902

ZnSe 32.50 4.23 0.837

ZnTe 28.50 4.43 0.745
001 MAIK “Nauka/Interperiodica”
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We have calculated the frequency shifts ∆ω =
ω(CP) – ω(ZnS(Se)) of ZnS-like LO-phonons in
(ZnS)n(ZnSe)n and (ZnS)n(ZnTe)n SLs relative to
LO-mode of bulk ZnS and ZnSe-like LO-phonons in
(ZnSe)n(ZnTe)n SL relative to LO-mode of bulk ZnSe.
In ZnS/ZnSe SL, for both the ZnSe substrate and the
free position of SL, the frequency of ZnS-like
LO-modes decreases compared to the LO-mode in the
bulk ZnS (Fig. 1). When a ZnSe substrate is used, the
frequency shift obtained for n = 1 is ∆ω = 41 cm–1

(which amounts to 10% of the calculated frequency in
the bulk ZnS); for n = 20, we have ∆ω ≈ 24 cm–1 (6%).
When SL is in the free position, ∆ω ≈ 28 cm–1 (7%) for
n = 1, and ∆ω ≈ 11 cm–1 (2%) for n = 20. As evident
from Fig. 1, the maximum shift of ZnS-like LO-modes
in (ZnS)n(ZnSe)n SL occurs in monolayer SLs. Similar
trends are observed for the frequency shift of ZnS- and
ZnSe-like modes in ZnS/ZnTe and ZnSe/ZnTe SLs.

We used the technique described elsewhere [4] to
evaluate the percent contribution of the bulk modes into
the vibrational states of the studied SLs. Thus, the main
contribution to the upper ZnS-like LO-mode is made by
the center of the Brillouin zone of sphalerite. In
ZnS/ZnSe SL (free position of SL), for n = 1 and n = 5,
the contribution of phonon states of the bulk zinc sul-
fide to the vibrational state of the studied mode is 75%
and 50%, respectively. Hence, an increase in the num-
ber of monolayers enhances the contribution of the
peripheral parts of the sphalerite Brillouin zone.

We also calculated the frequencies of ZnS-like
modes in (ZnS)n(ZnSe)m, (ZnS)n(ZnTe)m SL and ZnSe-
like modes in (ZnS)n(ZnTe)m SL in relation to the thick-
ness ratio n/(n + m). The corresponding curves for
ZnSe/ZnTe SL are shown in Fig. 2. Here, geometrical
symbols stand for the experimental results [8], and the
solid curve is derived in the Keating approximation. It
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–35
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Fig. 1. Frequency shift of ZnS-like LO-modes in
(ZnS)n(ZnSe)n ∆ω = ω(CP) – ω(ZnS) versus the number of
monolayers n for (1) ZnS substrate, (2) free position of SL,
and (3) ZnSe substrate.
is evident from Fig. 2 that the calculation of LO- and
TO-phonons is in qualitative agreement with the exper-
iment. Thus, with an increase in n/(n + m) (n and m
denote the number of monolayers in the compounds),
the frequencies of the studied modes become lower. It
should be noted that, for constant n /(n + m) and
unequal n and m, the frequencies of the studied modes
are different due to an increase in the ZnTe fraction in
ZnSe/ZnTe, ZnS/ZnTe SL as well as the ZnSe fraction
in ZnS/ZnSe. For example, in a ZnSe/ZnTe SL with n =
m = 2, the frequency of ZnSe-like LO-mode amounts to
ω ≈ 275 cm–1, while, for n = m = 16, we have ω ≈
279 cm–1 (in both cases, n/(n + m) = 0.5).

REFERENCES

1. L. H. Shon, K. Inoe, O. Matsuda, and K. Murase, Solid
State Commun. 67, 779 (1988).

2. L. H. Shon, K. Inoe, and K. Murase, Solid State Com-
mun. 62, 621 (1987).

3. R. Martin, Phys. Rev. B 1, 4005 (1970).
4. E. N. Prykina, Yu. I. Polygalov, and A. V. Kopytov, Avail-

able from VINITI, No. 3643-V98 (1998).
5. E. N. Prykina, Yu. I. Polygalov, and A. V. Kopytov, Avail-

able from VINITI, No. 3961-V98 (1998).
6. K. Kunc, M. Balkanski, and M. Nusimovici, Phys. Status

Solidi B 72, 229 (1975).
7. M. Herman, Semiconductor Superlattices (Akademie-

Verlag, Berlin, 1986; Mir, Moscow, 1989).
8. S. Nakashima, Y. Nakakura, H. Fujiyasu, and K. Mochi-

zuki, Appl. Phys. Lett. 48, 236 (1986).

Translated by A. Sidorova-Biryukova

220

0 0.5 0.9
n/(n + m)

260

300

180

ω, cm–1

1
2
3
4

a
b
c
d

LO(ZnSe)

TO(ZnSe)
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and (d) n = 16.
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Abstract—GaAs/InAs quantum dot (QD) heterostructures prepared by metalloorganic chemical vapor deposi-
tion (MOCVD) are investigated. It is established that the introduction of isovalent bismuth doping during the
growth of InAs QD layer results in the suppression of the nanocluster coalescence and favors the formation of
more uniform QDs. Bismuth itself is virtually not incorporated into the dots, its role being mainly in limiting
the migration mobility of atoms at the surface of the growing layer. A method for investigating the morphology
of buried layers of InAs QDs in GaAs matrix by atomic-force microscopy is developed; it relies on the removal
of the cap layer by selective chemical etching. The photoluminescence (PL) and photoelectric sensitivity spec-
tra of the fabricated heterostructures and their relation to the morphology of the QD layer are studied. In doped
structures, PL and selective photosensitivity owing to the QDs are observed at a wavelength of 1.41 µm with
the linewidth of 43 meV at room temperature. Some of the morphological features and photoelectronic proper-
ties of the MOCVD-grown heterostructures are related to the formation of a transitional layer at the GaAs/InAs
QD interface due to the diffusion-induced mixing of the components. © 2001 MAIK “Nauka/Interperiodica”.
Investigations of heterostructures with self-orga-
nized GaAs/InAs quantum dots (QDs) attract much
attention due to the broad prospects for their use in
optoelectronics, in particular for the development of
high-efficiency injection lasers [1]. QD heterostruc-
tures are mainly fabricated by molecular-beam epitaxy
(MBE) technique. The technique of chemical-vapor dep-
osition from metalloorganic compounds (MOCVD),
which is employed successfully to produce heterostruc-
tures with quantum wells (QWs), is much less com-
monly used, because of the difficulties in controlling
the growth and self-assembly of the QDs, as well as
some other drawbacks of this method. However, the rel-
ative simplicity and commercial advantages of the
MOCVD technique motivate the efforts to overcome its
drawbacks.

The morphology and photoelectronic properties of
InAs QD layers grown by MBE and MOCVD can dif-
fer significantly due to the influence of a chemically
active atmosphere and, usually, higher QD-heterostruc-
ture growth temperatures typical of the latter technique
on the QD layer self-organization processes. One of the
serious problems related to the growth of QDs by
MOCVD is ensuring the suppression of the nanocluster
coalescence at the growth temperatures optimal for the
optical properties of the fabricated QD heterostruc-
tures. Coalescence results in enhanced variation in the
QD sizes, reduced surface density of the QDs, as well
1063-7826/01/3501- $21.00 © 20093
as in the formation of a significant number of relatively
large relaxed clusters in the QD layer, which adversely
affect its morphology and photoelectronic characteris-
tics [2]. In this study, we examine the possibility of coa-
lescence suppression by doping the growing InAs QD
layer with isovalent Bi impurity. It was assumed (and
confirmed experimentally) that the emergence of
heavier and larger Bi atoms at the growth surface
should limit the migration mobility of In and As atoms
and prevent their coalescence.

1. EXPERIMENTAL

GaAs/InAs QD heterostructures were grown by
atmospheric pressure MOCVD on the surface of semi-
insulating GaAs substrates disoriented from the (100)
plane by 3° in the [110] direction. A n-GaAs 0.8-µm-
thick buffer layer was grown at 600°C; the temperature
was then reduced to 530–510°C and the InAs QD layer
was deposited. Trimethylindium and arsine were alter-
nately fed to the reactor during intervals of six and two
seconds, respectively, separated by a 4-s interval, and
the number of cycles was up to 10. The estimated nom-
inal thickness of the InAs layer is ~1.5 nm (about
5 monolayers). Doping with bismuth in the course of
the QD layer deposition was performed by sputtering a
target, installed at 12 cm from the substrate in the cold
reactor zone, with the beam of a Q-switched YAG:Nd
001 MAIK “Nauka/Interperiodica”
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laser. The density of the deposited Bi atoms was esti-
mated at ~1014 cm–2.

The structures without a capping layer and with a
~15-nm-thick GaAs capping layer were grown. Mor-
phology of the QD layer was studied by atomic-force
microscopy (AFM) using an Accures TMX-2100
microscope in the contact mode. The spectra of the
QD-heterostructure photoluminescence (PL) at 77 and
300 K and of capacitor photovoltage (CPV) at 300 K
were investigated as well. The techniques used in opti-

(a)

(b)

Fig. 1. AFM images of (a) undoped and (b) Bi-doped
uncapped QD layers; area scanned is 1 × 1 µm2.
cal and photoelectric measurements are described else-
where [3].

2. DISCUSSION

2.1. Morphology of the QD Layer

AFM studies demonstrated that doping with bis-
muth during the growth and self-organization of the
InAs QD layer suppresses coalescence and favors the
formation of clusters (QDs) with a more uniform size
distribution. This is especially evident when the indium
concentration is moderate. Figure 1 shows AFM
images of uncapped QD layers grown at 530°C without
doping (a) and with bismuth doping (b). In the first
case, a significant spread in the cluster lateral sizes and
heights is observed, and a considerable number of
large, obviously relaxed clusters, whose lateral dimen-
sions and heights are as large as 200 and 50 nm, respec-
tively, are present. In the second case, large clusters are
virtually absent, and pseudomorphous clusters are
highly uniform both in lateral size (~40 nm) and height
(~6 nm). However, surface density of the dots is not

high (  ≈ 4 × 109 cm–2).

It has been previously established [2] that deposi-
tion of a thin (~15 nm) cap layer immediately after
growing the QD layer also leads to the suppression of
coalescence and to the dissolution of the relaxed clus-
ters that are not very large, with the formation of craters
in place of them; the pseudomorphous clusters, how-
ever, are not dissolved. Total suppression of the forma-
tion of large clusters during the growth of a QD layer
by conventional MOCVD technique is not achieved.
Large clusters extend beyond the thin cap layer, which
impairs its morphology and particularly hinders the for-
mation of high-quality multilayer QD arrays.

When a Bi-doped QD layer is capped in a similar
way, the AFM image of the structure surface usually
has the same appearance as the image obtained without
the QD layer: only terraces with a step height of about
2 nm can be seen. Using a slow selective etchant that is
characterized by low InAs etch rate on this surface
reveals the buried QD layer and its morphology. We
note that this is especially important for MOCVD-
grown QD heterostructures, since the morphology of
buried QD layers may differ significantly from the mor-
phology of the surface ones, which are commonly the
subject of the AFM studies [2].

In Fig. 2, we show an AFM image of a doped QD
layer taken after etching off the 15-nm-thick cap layer.
Although partial etching of the clusters is possible,
such an image gives an idea of the size and surface den-
sity of the QDs. One can see that two cluster types exist.
The lateral size and height of larger clusters are close to
those characteristic of the uncapped QD layers; the
density of this type of QDs in the sample under study

equals  ≈ 1.6 × 1010 cm–2. Smaller clusters, whose
density is of the same order of magnitude, are less uni-

Ns
QD
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QD
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Fig. 2. AFM image of a QD layer opened by etching off of a 15-nm-thick cap layer; area scanned is 0.75 × 0.75 µm2.
form in their size, probably due to the stronger etching
effect. Their average lateral size and height equal
~30 nm and ~1.6 nm, respectively. It should be noted
that such clusters are not observed in the uncapped QD
layers. Thus, we may assume that they either disappear
at a free surface due to coalescence or are formed only
after the deposition of the cap layer as a result of wet-
ting layer reconstruction. Reconstruction may be
caused by an increase in the elastic strain in a relatively
thick wetting layer that originally formed at the free
surface. A simple calculation indicates that changing
the wetting layer thickness by one monolayer is suffi-
cient for the formation of clusters with the sizes and
density given above. Since other explanations of the
origin of these nanorelief features observed at the
etched surface also exist (remnants of the etched-off
large clusters, nonuniform etching, etc.), additional
arguments corroborating the real existence of the small
clusters (QDs) will be presented below.

Increasing In content in the QD layer results in an
increased surface density of the QDs, but, with an
unchanged supply of Bi, the effectiveness of coales-
cence suppression is reduced, and large clusters appear.
However, the uniformity of pseudomorphous clusters
(QDs) remains significantly higher than that in the
undoped QD layers, which is evidenced by the PL and
CPV spectra (see below). It is possible that after the
corresponding optimization of In and Bi fluxes, one can
achieve an increase in the QD density, avoiding at the
same time the large cluster formation, which impairs
the layer morphology.

2.2. Photoluminescence of Quantum-Dot 
Heterostructures

Figure 3 illustrates the effect of the Bi-doped QD
layer deposition temperature Td on the QD-heterostruc-
ture PL spectra recorded at 77 K. For Td = 550°C, the
QD emission band is broadened considerably and
ICONDUCTORS      Vol. 35      No. 1      2001
shifted to higher energies, its peak being at hνm =
1.185 eV. For lower deposition temperatures, narrower
PL peaks, which shift to lower energies with decreasing
Td, are observed; however, the PL intensity is reduced.
Optimal temperatures, corresponding to the smallest
PL-band width at half-maximum ΓQD (equal to
35−40 meV) and sufficiently high PL intensity, range
from 510 to 530°C. In addition to the ground-state opti-
cal transition, transition to the first excited state of the
QD becomes clearly resolved as well in the structures
grown at these temperatures (curve 3). It is separated by
~85 meV from the ground-state transition, which pro-
vides for good QD properties at room temperature. In
undoped QD heterostructures, the smallest ΓQD value is
about 55 meV. It should be mentioned that, in some of
the doped QD heterostructures, anomalously broad PL
bands (ΓQD up to 200 or even 300 meV) were observed.
Their structure indicates that QDs of several character-
istic sizes are formed. Nonuniformities of this kind are
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Fig. 3. PL spectra (recorded at 77 K) for QD layer deposi-
tion temperature Td equal to (1) 550, (2) 530, (3) 510,
(4) 490, (5) 490 (the spectrum taken at room temperature),
and (6) 470°C.



 

96

        

ZVONKOV 

 

et al

 

.

                                                    
probably related to some particular uncontrolled prop-
erties of the substrates, but the immediate cause of
appearance of these anomalously broad PL bands is not
yet established.

As Fig. 3 demonstrates, QD heterostructures with a
PL peak energy hνm as low as 0.93 eV at 77 K
(curves 4, 6) can be obtained by the MOCVD tech-
nique. This energy falls in the wavelength region
around 1.3 µm, important for applications in optoelec-
tronics; in MBE-grown QD heterostructures, such low
values of hνm are usually obtained only at 300 K in the
samples where QDs are covered by an external QW [4, 5]
layer. In doped QD heterostructures, the PL intensity at
room temperature was only 2–3 times lower than that at
77 K. The lowest hνm obtained equals 0.87 eV
(1.41 µm), and the band width was 43 meV (curve 5).

Some of the specific morphological and photoelec-
tronic properties of the QD heterostructures under
study, such as low ground-state transition energies,
fairly high structural quality, and manifestation of
quantum properties at 300 K for nanoclusters of suffi-
ciently large size (as evidenced by AFM), which con-
tradicts some estimates [1], can be explained assuming
that, due to the diffusion-induced mixing at the
GaAs/InAs QD interface during the MOCVD process,
a transitional solid-solution layer is formed, which acts
as a covering QW. Its presence leads to the redistribu-
tion and partial relaxation of the elastic stresses and to
a change in the shape of the QD potential, which results
in a corresponding change in the QD energy spectrum.
We note that low PL peak energies cannot be attributed
to incorporation of Bi in the QDs themselves, since
similar values of hνm were obtained for undoped QD
heterostructures [6]. Owing to the large size of the Bi
atoms, they are most likely driven away to the QD-het-
erostructure surface rather than being incorporated into
the QDs in noticeable amounts. This is evidenced by
the formation of a thin layer, which diffusely reflects
the light (and is, apparently, composed of bismuth or its
alloy), at the surface of multilayer doped QD hetero-
structures. Possibly, Bi is also partially adsorbed at the
boundaries of the growing clusters (QDs), which can
affect the surface elastic energy of a cluster array.
Under certain conditions, this can favor the formation
of more uniform clusters [7].

Along with the main PL band related to the QDs, a
short-wavelength band with lower intensity was
observed in the spectra of almost all of the structures. It
appears in the region 1.35–1.28 eV at 77 K (see Fig. 3).
With decreasing Td, it shifts to lower energies, like the
main peak, and its intensity decreases. Apparently, this
emission originates from the array of small clusters
(QDs) discussed above, rather than from the wetting
layer (as one might expect). The band has a spectral
width typical of the QD emission, ~60 meV, and its
energy is lower than the energy of a common wetting-
layer PL peak (hνm > 1.4 eV). To emit in the spectral
region around 1.28 eV, the wetting layer must be 2.5- to
3-monolayer-thick. It may grow to this thickness at the
free surface prior to its assumed reconstruction after the
capping layer deposition. We note that, in the spectra of
certain samples, two separate PL peaks are observed at
~1.3 and 1.4–1.45 eV. On increasing the deposition
temperature to higher than 600°C and decreasing the
nominal width of the InAs layer to ~2 monolayers, only
small clusters (QDs) of this type are formed. Photoelec-
tronic spectra of such QD heterostructures were previ-
ously investigated [3].

2.3. Photoelectric Spectroscopy
of QD Heterostructures

Photoelectric spectroscopy techniques proved to be
effective in the studies of the QW heterostructures (see,
e.g., [8]). However, their application to the QD-hetero-
structure studies is relatively uncommon, which is
probably related to some difficulties encountered in this
case. Photoelectric sensitivity of a QD layer is usually
much lower than that of a QW: in the former case the
absorption coefficient (proportional to the QD surface
density) is lower, and the barrier that photogenerated
charge carriers have to overcome to be emitted from a
QD into the matrix is higher. For this reason, it is com-
mon that, in the QD-heterostructure photoelectric spec-
tra (unlike the PL spectra), the band related to the wet-
ting layer QW is readily observed, while the photosen-
sitivity band of the QDs themselves is difficult to
observe against the background of the impurity photo-
response that originates from deep-level states in the
substrate. Photosensitivity related to the QDs is usually
observed only in the QD heterostructures with a fairly
thin cap layer (~15 nm) and thick buffer layer
(~0.5 µm), in which case the QD layer is located within
the high-field region near the surface barrier; in addi-
tion, the QD density needs to be on the order of
1010 cm–2. However, if the QD layer is located immedi-
ately at the surface, its photosensitivity (and the PL) is
often also undetectable owing to the high surface
recombination rate.

Figure 4 shows the CPV spectra of a number of QD
heterostructures at 300 K. For some of them, the PL
spectra are shown in Fig. 3. The photoelectric spectra of
undoped QD heterostructures (see curve 1) usually fea-
ture only the QD photosensitivity threshold related to
the ground-state transition (at ~1 eV for this sample),
while the spectral features related to the excited states
are poorly resolved or unresolved. In Bi-doped QD het-
erostructures, owing to higher QD uniformity, both
ground- and excited-state optical transitions are
resolved in the CPV spectra, as in the PL spectra, and
even transitions to the second excited state are distin-
guishable (curves 2–4). The structure of the photoelec-
tric spectra and energy positions of the peaks agree well
with the PL spectra recorded at 77 K, with allowance
made for an ~80-meV temperature shift. In some of the
doped structures, even photosensitivity related to the
uncapped QDs was observed (curve 5).
SEMICONDUCTORS      Vol. 35      No. 1      2001
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It is typical of the structures with the cap layer that
the photosensitivity band originating from the wetting
layer is clearly observed (a step at hν ≈ 1.33 eV), and
the band with the threshold at 1.2–1.27 eV, correspond-
ing to the PL peak in the region ~1.3 eV, is weakly pro-
nounced (as a rise of the curves at hν * 1.2 eV) or is
not present at all. This agrees with the assignment of
this peak to small QDs. In the spectrum of the structure
with an uncapped QD layer (curve 5), the wetting layer
does not manifest itself due to its oxidation.

The CPV spectra of two QD heterostructures grown
under the same conditions and containing either one or
three QD layers are shown in Fig. 5 (curves 3 and 4,
respectively). Spacers in the three-layer structure, as
well as cap layers in both structures, have a thickness of
15 nm. The curves are normalized to unity in the region
of intrinsic absorption. If the QD density and photo-
electric quantum yield are equal in all layers, it should
be expected that the normalized photosensitivity of the
two structures in the region corresponding to the QD
and wetting layer absorption differ by a factor of three.
The actual ratio is nearly 2.5, which is indicative of the
reproducibility of the QD layer parameters. PL spectra
of the multilayer structure recorded at 300 and 77 K are
also shown in Fig. 5 (curves 1 and 2, respectively).
Energy positions of the corresponding peaks in the PL
and CPV spectra virtually coincide, and the main peaks
in both have nearly the same width, equal to 33 meV.

The coexistence of QDs and a wetting-layer QW
(which clearly manifests itself in the CPV spectra with
a threshold at ~1.33 eV) in the same structure, makes it
possible to estimate the surface QD density from pho-
toelectric spectra using the QW as an optical absorption

0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5
hν, eV

10–5

10–4

10–3

10–2

10–1

100

101

Vph, arb. units
1

2
3
4
5

Fig. 4. CPV spectra of QD heterostructures for different
conditions of the QD layer deposition: (1) undoped QD
layer, Td = 530°C; (2) doped QD layer, Td = 530°C; (3) the
same, Td = 510°C; (4) the same, Td = 490°C; (5) the same,
Td = 530°C, no capping layer (all other structures have a
15-nm-thick capping layer). For the samples represented by
curves 2–4, the PL spectra are given in Fig. 3 under the same
numbers.
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reference [3]. Since the photosensitivity of the QD
layer is nearly 15 times lower than that of the QW, the
same ratio should also hold for the corresponding opti-
cal absorption coefficients βQD and βQW, provided the
quantum yield for the absorbed radiation in both cases
is close to unity. The latter assumption is reasonable,
because both quantum systems are located in the region
of a strong surface-barrier field (~104 V/cm). The
absorption coefficient of an InxGa1 – xAs QW depends
weakly on the In content and the well width and
amounts to ≈7 × 10–3 [3]. Consequently, at the maxi-

mum of photosensitivity,  ~ 5 × 10–4 for a single

QD layer. Taking into account the values of  and

the photoresponse peak width ΓQD ~ 0.033 eV obtained
from the photoelectric spectrum, we can estimate the
QD surface density by the following formula [3]:

Here, c is the speed of light, me is the electron effective
mass in GaAs, ε is the GaAs permittivity, h is the Plank
constant, e is the elementary charge, and |X|2 is the
overlap integral of the electron and hole wave-function

envelopes. For me = 0.07m0 and |X|2 ~ 1  ≈ 2 ×

1015 ΓQD [cm–2 eV–1], and the above estimation, the

yields are  ≈ 3 × 1010 cm–2. This satisfactorily

agrees with the value of 1.6 × 1010 cm–2 obtained for
this sample from the AFM image taken over an etch-
opened QD layer (Fig. 2).
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Fig. 5. Spectra of a structure with three QD layers: PL
recorded at (1) 300 and (2) 77 K and (3) CPV measured at
300 K. Curve 4 represents the CPV spectrum of a structure
with a single QD layer.
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CONCLUSION

The results reported in this paper demonstrate that
isovalent Bi doping of an InAs layer during its growth
provides an effective means for the improvement of
morphological and photoelectronic properties of het-
erostructures with GaAs/InAs quantum dots obtained
by gaseous-phase epitaxy. Heterostructures whose
emission and photosensitivity spectra extend to
1.41 µm at room temperature were obtained by this
technique.
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Abstract—Abrupt changes in the capacitance between the p and n regions were observed in a planar p–i–n
GaAs/AlGaAs heterostructure with two tunneling-coupled quantum wells exposed to laser irradiation (λ =
633 nm). These changes can be caused by variations in both temperature (in the vicinity of T ~ 2 K) and the dc
voltage applied to the structure. A memory effect was detected; this effect manifested itself in the long lifetime
of anomalies observed after the illumination had been turned off. Self-consistent calculations of distributions
of charge and electric field were performed for the structures that contained a donor impurity in AlGaAs layers;
this impurity is responsible for origination of DX centers that give rise to persistent photoconductivity. It is dem-
onstrated that abrupt changes in capacitance can occur in such a structure, and the values of the parameters
required for origination of these jumps are determined. © 2001 MAIK “Nauka/Interperiodica”.
Considerable interest in optical properties of semi-
conductor heterostructures with double quantum wells
(QWs) [1–7] is caused by the hope that, in such struc-
tures, the collective effects in a system of spatially indi-
rect excitons can be observed; first of all, these effects
include the theoretically predicted [8] phenomenon of
condensation of these excitons when critical conditions
are attained (see also [9–13]). This hope is based on the
long lifetime of indirect excitons formed by a hole and
electron in spatially separated QWs and on the related
possibility of obtaining a high-density system of exci-
tons at fairly low temperatures. For attainable densities
of excitons, their condensation is expected to occur at
liquid-helium temperatures and should show evidence
of a phase transition. Experimentally, large changes in
optical spectra of a number of semiconductor hetero-
structures with double QWs have indeed been observed
[5–7]; these changes occurred within narrow tempera-
ture ranges. In this paper, we report the results of
observing abrupt changes in the dependences of low-
frequency impedance of previously used samples [6, 7]
on temperature and electric field applied along the
growth direction of the structures. These abrupt
changes occur reversibly under conditions of continu-
ous illumination and can also be observed in the previ-
ously illuminated samples after illumination has been
turned off. Thus, changes in the sample caused by illu-
mination at liquid-helium temperature are persistent.
We analyze plausible interpretations of the observed
special features of the low-frequency impedance as evi-
denced by the existence of persistent photoeffects.

The cross section of the heterostructure obtained by
the molecular-beam epitaxy is schematically illustrated
in the inset in Fig. 1. The structure includes two GaAs
1063-7826/01/3501- $21.00 © 20099
QWs (the layers 3 and 5) 8 nm wide each separated by
an AlGaAs barrier (layer 4) 5 nm wide. The QWs are
located within a p–n junction formed by the layers of
n-GaAs (layer 1) and p-GaAs (layer 7), which ensures
the presence of appreciable internal electric field per-
pendicular to the layers, even in the absence of external
voltage applied to the structure. The n- and p-GaAs lay-
ers are doped with Si and Be, respectively, with concen-
trations of 2 × 1018 and 1 × 1018 cm–3. When preparing
the samples, layers 1–7 (and, partially, the substrate 0)
were etched off from most of the area of the wafer; a
pedestal (mesa) 1.6 × 1.7 mm2 in area was preserved
from epitaxially grown layers. Contacts to the substrate
and p-GaAs layer were formed using a Ge–Ni–Au
alloy. The metal contact pad to p-GaAs layer 7 had the
form of a frame with an area of 0.96 mm2 and covered
only a fraction of the mesa area. In order to measure the
low-frequency impedance of the sample, we applied
alternating voltage (from a audio-frequency oscillator)
to the junction of the substrate and the frame; two com-
ponents of the current flowing through the structure
[the active component (in-phase with the applied volt-
age) and reactive component (shifted in phase with
respect to applied voltage by 90°)] were measured
using an ac phase-sensitive amplifier. In this paper, we
report the results obtained only at low frequencies
(about 10 Hz) and under conditions where the capaci-
tive component far exceeds the active component. In
order to vary the electric field in the sample, we can
apply additional dc voltage of both polarities between
the substrate and the frame. The samples exhibit the
following specific features: (i) In the absence of illumi-
nation and in the region of temperatures below 10 K,
the freezing-out of conduction over the p-GaAs layer
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Temperature dependences of the capacitance C measured between the substrate and metal frame for two values of relative
illumination intensities Pl/P0 indicated at the curves. The solid (dashed) lines were measured under conditions of decreasing
(increasing) temperature. The inset shows the sequence and width of the studied-heterostructure layers.
(layer 7) occurs [14]; i.e., the conductivity of this layer
decreases exponentially as the temperature is lowered.
Thus, under the conditions where most of the measure-
ments were performed (T ≈ 2 K), the effective area of
plates of the studied plane capacitor is close to the
metal-frame area. (ii) The metal frame virtually does
not transmit the light of the visible region of the spec-
trum; therefore, photogenerated charge carriers can
appear beneath the frame, either owing to scattered
light incident obliquely on the heterostructure plane or
owing to diffusion of charge carriers from other regions
of the sample. The sample was illuminated using a light
waveguide connected to a He–Ne laser with a photon
energy of 1.95 eV, which exceeds the band gap of all
semiconductor materials used in the studied hetero-
structure. The relative value of intensity of the optical
beam Pl/P0 incident on the mesa was checked using
direct measurements performed outside the cryostat.
Here, P0 is the largest absolute value of intensity used,
which according to estimations, amounted to 100 µW.
A typical temperature dependence of capacitance
between the metal frame and the conducting substrate
under the conditions of continuous illumination is
shown in Fig. 1; an abrupt change in capacitance occur-
ring in a narrow temperature range of several hun-
dredths of kelvin is observed. For this abrupt change in
capacitance, the presence of slight hysteresis is typical
on cooling and heating the sample; also, there are insta-
bilities manifesting themselves in the high noise level
(these instabilities can be clearly perceived from the
shape of the curves measured for Pl/P0 = 1). The tem-
perature at which the drastic change in capacitance is
observed increases as the illumination power increases.
This fact is directly indicative of the secondary role of
thermal effects related to illumination of the sample, if
these effects are important at all. The magnitude of the
abrupt change in capacitance depends on the dc voltage
between the substrate and the frame, as it is demon-
strated in Fig. 2. The corresponding dependence of the
abrupt-change magnitude on the voltage also features a
distinct discontinuity as demonstrated in Fig. 3. It fol-
lows from Fig. 3 that there are evidently two different
magnitudes of abrupt changes in the temperature
dependence of capacitance: ∆C ≈ 20 pF for V < 0.1 V
and ∆C ≈ 70 pF for 0.15 V < V ≤ 0.4 V. It is noteworthy
that we will not discuss the effects occurring for larger
values of forward voltage V > 0.5 V, in which case the
dissipative current increases rapidly and ultimately
exceeds the capacitive current. In addition, it was ascer-
tained in experiments performed under constant illumi-
nation that an abrupt change in capacitance occurs
SEMICONDUCTORS      Vol. 35      No. 1      2001
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Fig. 2. Temperature dependences of capacitance measured for Pl/P0 = 0.43 and two values of voltages applied to the structure and
indicated at the curves. The dependences measured (1) under continuous illumination and (2, 3) also after switching off the illumi-
nation at the lowest temperature point are shown in the inset; the arrows at the curves indicate the direction of variations in the tem-
perature (V = 0.4 V).
simultaneously with modifying the luminescence spec-
trum of the sample.

The above results were obtained under conditions of
continuous illumination. We now dwell on the results
obtained without illumination, in which case the use of
capacitance measurements made it possible to detect
the memory effects in the phenomenon under study;
these effects were observed after a one-time illumina-
tion of the sample at liquid-helium temperature (the
corresponding data are shown in the insets in Figs. 2
and 3). First of all, we note that, without even a one-
time illumination of the sample after it has been cooled
from room temperature to liquid-helium temperature,
we fail to observe any abrupt changes in capacitance.
An example of the memory effect is demonstrated by
the data shown in the inset in Fig. 2 (curve 2). It can be
seen that an abrupt change in capacitance when temper-
ature is raised can also be observed in the dark, if the
sample has been preliminarily cooled (under conditions
of continuous illumination) to a temperature lower than
that corresponding to an abrupt change in capacitance
(curve 1) and if the illumination has been switched off
in this low-temperature state. However, under such
conditions of the absence of illumination, the tempera-
ture width of the abrupt change in capacitance was
SEMICONDUCTORS      Vol. 35      No. 1      2001
smaller than that under continuous illumination. In
addition, without illumination, this abrupt change is
irreversible, because the abrupt changes in the temper-
ature dependences of the illuminated-sample capaci-
tance measured in the dark at the temperatures from 4.2
to 1.4 K are not observed (curve 3). The second type of
the memory effects consists in the emergence of abrupt
low-temperature changes in capacitance after the sam-
ple has been illuminated; these changes occur revers-
ibly when the voltage at the structure is varied (see the
inset in Fig. 3). The lifetime of the latter effect amounts,
at least, to hours.

Before proceeding to discussion of possible origins
of the observed effects, we would like to note that,
under the experimental conditions used, the measured
value of capacitance is directly proportional to the area
of the upper conducting plate of the capacitor and is
inversely proportional to the thickness of the insulating
region between the substrate and the frame; it is in this
region that the drop of electrochemical potential
occurs. Taking into account the aforementioned effect
of freezing-out of conduction in the p-GaAs layer, we
cannot at present unambiguously posit whether the
observed abrupt changes in capacitance are related to
variation in the effective area of the capacitor plates or
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two different temperatures: T = 1.4 and 2.2 K. The solid (dashed) lines correspond to the scan of V in the positive (negative) direc-
tions. The inset shows the dependences C(V) measured in the dark before the first illumination (solid line 1) and after the illumination
was turned off (the dashed and dotted lines 2 and 3). T = 1.4 K.
in the insulator-layer thickness. However, it is obvious
that, in any case, these abrupt changes are related to
variations in the electric field (perpendicular to the
structure layers) in a large fraction of volume of the
sample.

We begin the discussion of the experimental results
with the issue concerning the mechanism of persistent
photoeffect in the sample capacitance; we will try to
analyze the possibilities that arise for abrupt changes in
capacitance in connection with this effect in the sam-
ples we studied. The existence of this effect can be most
reasonably related to the well-known effect of optical
excitation of persistent photoconductivity in AlGaAs
doped with a donor impurity that gives rise to the so-
called DX centers. The latter effect consists in excita-
tion of the electron to the conduction band and in trans-
formation of the DX center into a state such that the
return of the electron to the center requires penetration
of a fairly high potential barrier. In the presence of elec-
tric fields in the structure, the photoexcited electrons
move under the effect of these fields and arrive at
potential wells if the latter are available [15]. In order
to calculate the distribution of such electrons in inho-
mogeneous semiconductors to the first approximation,
we may consider the illuminated AlGaAs layers as lay-
ers containing a donor impurity with a very shallow
level. Under this assumption, we self-consistently cal-
culated the electron distribution and electric field for
GaAs/AlGaAs structures with the layer sequence cor-
responding to the samples under investigation. The cal-
culation is aimed at determining the distributions of
charge and potential, taking into account the variation in
the position of the conduction-band bottom in the elec-
tric field and the occupancy of all electron states below
the electrochemical-potential level ξ in the sample. In
the calculation, we took into account the size-quantiza-
tion effects in the motion of electrons in QWs and also
the finite value of the density of states in each of the
subbands in the QWs; this density of states is equal to
m*/π"2, where m* ≈ 0.17me is the effective electron
mass in GaAs. We assumed that the distance between
the QW bottom and the bottom of the lowest subband
was 34 meV, which corresponded to a QW with the
width of 8 nm and the height of the walls of 0.3 eV; tun-
neling coupling between the QWs was disregarded.
The calculation presents no problems for the equilib-
rium state, in which case there is no voltage applied
between the n-GaAs and p-GaAs layers, while the elec-
SEMICONDUCTORS      Vol. 35      No. 1      2001
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trochemical potential is constant over the entire sample
and coincides with the conduction-band bottom in the
n-GaAs layer and the valence-band top in the p-GaAs
layer (i.e., it is assumed that the density of electron
states is high in these layers). The result of such a cal-
culation is shown in Fig. 4 by solid line for the case
where the concentration of DX centers in AlGaAs is
equal to Nd = 1.6 × 1016 cm–3. This result demonstrates
that three effects can exist in the structures of this type:
occupation of one or both GaAs QWs by long-lifetime
photoexcited electrons and also the origination of the
region where the conduction band of AlGaAs is filled
with electrons. For the chosen values of parameters and
V = 0, the left-hand QW is found to be filled to the surface
electron density equal to ns1(V = 0 V) = 18.9 × 1010 cm–2,
whereas the right-hand QW is empty, and the AlGaAs
conduction band is filled with electrons for 150 nm <
z < 165 nm. It is easy to calculate the values of the
DX-center concentration for which the occupation of
the corresponding regions sets in. The results of calcu-
lations are listed in the table for V = 0 and several values
of the AlGaAs-layer thickness.
SEMICONDUCTORS      Vol. 35      No. 1      2001
In the nonequilibrium situation that arises when
there is a voltage applied between the n- and p-GaAs
layers, additional information is required about con-
ductivity occurring in the samples and defining the
electrochemical-potential distribution across the layers.
In order to semiqualitatively demonstrate the phenom-
ena occurring in this situation, we assumed that elec-
trons filling the QWs and conduction band in AlGaAs
are always in equilibrium with electrons in the n-GaAs
layer. The changes occurring in this case in the struc-
ture subjected to a voltage of V = 0.4 V are demon-
strated by the dashed line in Fig. 4. The electron densi-
ties corresponding to this dependence in the left- and
right-hand QWs are ns1(V = 0.4 V) = 21.2 × 1010 cm–2

and ns2(V = 0.4 V) = 5.4 × 1010 cm–2, respectively. For
Nd = 1.6 × 1016 cm–3, Fig. 5a shows the voltage (V)
dependences of the surface electron density in both
QWs and the width of the region where occupation of
the AlGaAs conduction band occurs. Vanishing of any
of the above quantities induces changes in the effective
thickness of insulating layer in the structure and ini-
tiates a corresponding abrupt change (see Fig. 5b) in the
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capacitance C ≡ dQ/dV (Q is the charge of the p-GaAs
layer) measured between the n- and p-GaAs layers.
Variation in the potential difference between the QWs
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The DX-center concentrations for which (for V = 0) the left-
hand well (Nd1), right-hand well (Nd2), and the conduction
band (Nd3) of ALGaAs sets in for various values of thickness
d of AlGaAs layers, which were assumed equal to the left and
right of the wells
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∆φ is also shown in Fig. 5. This dependence demon-
strates that an electric field between the QWs is low if
both QWs are filled with electrons. This physically evi-
dent result is a consequence of a fairly high density of
states in QWs and is independent of a specific model as
long as the permeability of the barrier layer (separating
the QWs) for electrons is much larger than the perme-
ability of at least one of two lateral AlGaAs layers (lay-
ers 2 and 6 in Fig. 1). Thus, the considered model dem-
onstrates that abrupt capacitance changes can occur
when voltage applied to the structure varies; these
changes may have various magnitudes. Obviously, the
distribution of the abrupt electrochemical-potential
change different from what is expected will change
only the magnitude and position of changes in capaci-
tance, without affecting the qualitative result. The pres-
ence of continuous low-intensity illumination could
also hardly affect the considered pattern. It is very
likely that the presence of nonequilibrium charge carri-
ers under continuous illumination is conducive to the
establishment of quasi-equilibrium between various
reservoirs with charge.

It should be mentioned that it is very difficult to
explain the abrupt changes in capacitance in terms of
the model under consideration, because, in this model,
there are no characteristic energies that are related to
the temperatures at which these abrupt changes are
observed. Nevertheless, we can explain these phenom-
ena if we consider the following additional effect: As is
evident from the data listed in the table, a variation in
the insulator-layer thickness should result in depopula-
tion (population) of the wells and the conduction band
in AlGaAs; this is accompanied by abrupt changes in
capacitance, which was demonstrated above. If we now
take into account the effect that exists in the samples
studied and consists in the freezing-out of electrical
conductivity in a p-GaAs layer, we may assume that the
abrupt change in capacitance observed on varying the
temperature occurs as a result of temperature-induced
variation in the effective thickness of an insulator layer
above the QWs. The estimates we made assuming that
electric field penetrated into the p-GaAs layer in the
case of its dielectrization showed that, for Nd ~ 1 ×
1016 cm–3, dielectrization of the p-GaAs layer may well
result in an onset of occupation of the right-hand GaAs
QW (layer 5), which was previously unoccupied for
V = 0.

In conclusion, we should mention another effect that
requires additional assumptions to be made in order to
be explained in terms of the model under consideration.
These assumptions include the irreversibility of the
abrupt capacitance change observed when temperature
is varied, with continuous illumination being absent
(see the inset in Fig. 2). It might be expected that the
model based on consideration of only the stationary
states and used by us cannot explain this effect.

In order to decide whether the above-considered
model can at least qualitatively explain the observed
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abrupt changes in capacitance, we consider the most
critical issue of whether there is a donor impurity in an
amount sufficient for occupation of QWs with electrons
in nominally undoped AlGaAs layers (i.e., Nd > 1 ×
1016 cm–3). At present, we cannot settle this question,
although, in our opinion, the persistent photoeffects
observed in the measured capacitance are conclusively
indicative of the presence of donor impurity in AlGaAs
layers. The origin of hystereses observed in the absence
of continuous illumination may present another object
of investigation.
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