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Magnetic relaxation processes in superconducting fulleriglegiare investigated on

monocrystalline samples in a wide range of temperatures and magnetic fields. A logarithmic time
dependencé (t) of magnetization is observed in samples with 100% of superconducting

phase. The normalized relaxation rate increases with temperature in the entire range of magnetic
fields. The flux creep activation energy ranges from 10 to 80 meV, and its temperature
dependence has a peak. It has been concluded from the results of measurements on samples with
nonideal stoichiometry that inhomogeneities strongly affect the relaxation processes and can

mask the logarithmic dependendé(t) completely. ©1997 American Institute of Physics.
[S1063-777X97)00104-7

1. INTRODUCTION also observed in fullerides. However, these two types of su-

perconductors exhibit considerable differences. Supercon-

The measurements of relaxation magnetization serve a(ijctivity in HTS compounds is two-dimensional and
a universal method for studying irreversible properties of,

o i -~ “'strongly anisotropic, while FS are three-dimensional super-
type Il superconductors and provide information on pINNING .0 ductors with a cubic lattice.

of Abrikosov vortices, their dynamic properties, the nature of
kinetic state, and so on. Relaxation is usually described Wiﬂ'l:s
the help of the flux creep activation ener@dCAE) U,. The
Anderson—Kim modélpresumes, for example, the existence
of a homogeneous barrier for magnetic vortex depinning an

leads to a logarithmic time dependence of the form

Thus, an analysis of time relaxation of magnetization in
and a comparison of the obtained data with the results for
HTS materials are of considerable interest. In spite of the
fact that superconductivity in metal-doped fullerides has
%aeen discovered several years ajonly a few experimental
results on vortex pinnirfg?? and magnetic relaxatiéf 2°
M(t)=M[1— (KT/U)In(t/ty)], (1 Wwere reported. The estimates obtained in Ref. 23 give the
values of activation energy in FS of the order of #GV. It
whereM, is the value of magnetization at the initial instant should be noted, however, that all the previous measure-
of time, andt, the time constant. ments were made in powders, and magnetization relaxation
The experimental investigations of magnetization relax-usually was not logarithmi¢! Some measurementéon
ation in HTS materials prove that the logarithmic depen-RbCsCqo) even revealed peaks on tié(t) dependence.
dence is observed in most cage$and the activation energy Such a behavior can be associated with the interaction be-
U, obtained from these measurements increases witbween grains in powder samples and with weak intergranular
temperaturé:*6-81%Several theoretical models, including a bonds that can exist in low-quality samples. These factors
transition to the vortex glass stdfeyiolation of intergranu-  can stronly affect the magnetization relaxation.
lar bonds® percolation of vortices in a random pinning po- In this communication, we report on the results of inves-
tential distributior? a nonlinear dependendd(j) of the tigation of magnetic relaxation, obtained on FS crystals.
pinning potential, wherg is the current density*?and col- These measurements were made on samples of different
lective pinning'® were proposed for explaining this phenom- quality. Our experiments showed that vortex system insta-
enon. bilities emerging due to the presence of weak bonds in a
Many properties of fullerene-based superconductorsample mask the logarithmic process completely. Magnetic
(FS), such as a relatively high transition temperature and aelaxation in high-quality samples has a clearly manifested
very high value of the Ginzburg—Landau parameter, ardogarithmic form, which makes it possible to calculate the
similar to the properties of HTS compouns®In addition ~ normalized relaxation rat& and the flux creep activation
to the abovementioned properties, magnetization relaxatioanergyU, in a wide range of temperatures and magnetic
in a mixed state, which is as strong as in HTS materials, isields. We found that the temperature dependendd phas
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FIG. 1. Time dependence of magnetic moment in sample I3=& K in different magnetic fields.

a gently sloping peak, and the value of activation energy liex-ray diffraction analysis indicated the presence of a mosaic
in the interval from 10 to 80 meV in the temperature rangestructure in a sample with a 3° disorientation between
from5KtoT,. blocks.

The dc SQUID measurements on the sec(®@) crystal
revealed 100% screening and 10% Meissner effect. The su-
perconducting transition temperatufe of this sample was

This research mainly aims at experimental study of mag19.2 K. The ac magnetic measurements on this made sample
netization relaxation in high-quality samples, which makes itdid not reveal any features of granular structure for super-
possible to avoid the effect of intergranular currents. For thigonducting current§
purpose, measurements were made on crystallig€sK Sample S3
samples with 100% of superconducting phase. In addition, ~The dc SQUID measurements on this sample proved that
we also made measurements on crystalline samples with had 25% screening. Neutron diffraction experiments re-
various volumes of superconducting phageem 25% to Vvealed the presence of a mosaic structure in the sample with
100%) in order to study the effect of nonsuperconducting@ 5°-disorientation between blocks. Also, the intensity ratio
inhomogeneities on the relaxation process. I 200/1311 Was 1.3, which lies between the expected values 1.8

We used KN as a source of potassium which can beand 0.64 for pure g and KsCg, respectively. Thus, this
weighed in small amounts in air. crystal is undoubtedly a mixture of the;&s, phase and a

Samples S1 and S2 phase containing a smaller amount of potassium.

The S1 sample was a set of foug®, crystals soldered Sample S4
in a quartz capsule. The total mass of these crystals was This crystal had a mass of 4 mg. The x-ray diffraction
13.2 mg. Preliminary dc magnetic measurements revealepattern displayed highintensity lines belonging ig &s well
100% of magnetic field screening and 9% of the Meissneas lower peaks corresponding to the compoun@ds. This
effect. sample was also characterized by a 5°-disorientation of

Subsequently, these two crystals were soldered in sep#locks. The dc SQUID measurements revealed that
rate quartz capsules. One of th€B2 samplgwas used for T.=19.5K, the magnetic field screening was 65%, and the
magnetic measurements. X-ray studies on the other crystdeissner effect amounted to 7%.
showed the presence of clearly distinguishdil&l], [222], The dc magnetic measurements were carried out on a
and [333] reflexes corresponding to the compositioncommercial SQUID magnetometer “Quantum Design” in
K3Cso- No traces of pure £ were detected. In addition, the temperature range from 5K M.~ 19 K. The external

2. EXPERIMENT
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FIG. 2. Time dependence of magnetic moment in sample S3 in a magnetig.fjidlig=0.5 T at different temperatures.

magnetic  field was  varied in  the limits
poHe <01 T<s uoH<1T<poHjy, i.e., the measurements NE T=5K aut
were made under the conditions when the field penetrated the & =31 HH=01T

sample. In all the cases, the rate of increase in the magnetic . al

field to a certain value was 28 mT/s. The sensitivity of our © a
magnetometer was not worse than $0\-m?. Magnetic re- v -3,2
laxation was measured during B0* s. The measurements E

were made as follows. The sample was cooled from 1 1 1 | 1
T=30 K>T, to a preset temperatufie< T in zero magnetic 74 76 int
field. After temperature stabilization, the external magnetic NE ~0,48[
field Hy, was created, and the magnetic momembf the o | T=7K sunntuEneg,
sample was measured for fixed valuesTofand H,,. The —0.52]- .
first measurement of the magnetic field was completed aftereg™ ™ b
to=80s after the field stabilization. Subsequent measure- v [~
ments were made after each 60—63 s. The data obtained on g -0,56
samples S1 and S2 were virtually identical, and hence we LI LALL

mainly present here the results obtained for S1 as well as S3 -
and S4. 8x4 815 Int 8,6 8,7

o
E-024 T=
. H =

3. DISCUSSION OF RESULTS < )

The results of magnetic relaxation measurements ob- ¢ = s
tained for samples S3 and S4 with incomplete field screening & ~0,28
(nonideal stoichiometpyare shown in Figs. 1 and 2 for dif-
ferent temperatures and magnetic fields. It can be seen that Caun®"
relaxation is clearly nonlogarithmic; the more so, thét) L 1 1 L 8'0 . 82
curves exhibit magnetization jumps. In order to verify pos- ! ’
sible instabilities of our experimental measuring system, the
same measurements were made on another, noncommer%. 3. Time dependence of magnetic moment in sample S3 at the instants
SQUID magnetometer. Although most of small jumps on thecorresponding to jumps shown by arrows in Figs. 1 and 2.

T
|
a
|}
|
]
[
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The amplitude of the magnetization jumps observed by

—ol 3m /15 K us increases with the magnetic fi¢kke Fig. 1 At the same
vewv time, them(t) curves become smoother with increasing tem-

perature(see Fig. 2 These facts indicate that thermal fluc-

‘e-10r 15m /10 tuations, as well as the force of repulsion between vortices,
: 1, .ad

< . 4 play an important role in the relaxation process. As a result
el of jumps, the value of magnetic moment can decrease by
° L 7 15—-20%. This process can take very short or quite long time

- 42k 1,1.m .® ...___—/ intervals(see Fig. 3if we take into account the fact that the
S | interval between two experimental points is approximately
43+ m — 5 equal to one minute. Our experiments proved that the follow-
L e @ © 000 . ) . . ing three main types of magnetic moment jumps are pos-

4 5 6 7 8 g 10 sible: a sequence of small jumg@Big. 39, a single large

Int jump completed after a few minutes with a more rapid relax-

ation (Fig. 3b), or alternating processes of fast and slow re-
FIG. 4. Time dependence of magnetic moment in sample S1 in a magnetigxation (Fig. 30).
field uoHex=0.1T. The experimental values ofat 5, 7, 10, and 15 K have The jumps can be explained by taking into account the
been multiplied by 1.1, 1.5 and 3 respectively for clarity of representation. . L

fact that the samples have nonideal stoichiometry, and hence

superconducting regions are surrounded or separated by non-
m(t) curves were indistinguishable in view of lower sensi- superconducting regions. In this case, diffusion of magnetic
tivity of this instrument, large jumps can be seen clearly.vortices can be hampered by sample inhomogeneities asso-
Moreover, the results of measurements of relaxation on &iated with the mosaic structure, the presence of two and
Bi-1212 single crystals on the commercial magnetometemore phases in the sample, grain boundaries, etc. All these
demonstrated an ideal smooth logarithmic dependence. Thukgctors can affect the relaxation process significantly, and
we can conclude from what has been said above that a nohence the expected logarithmic time dependence can be
logarithmic magnetization relaxation in an intrinsic featuremasked partially or completely.
of samples with a nonideal stoichiometry. In this connection, The relaxation observed in S1 and S2 samples with
we can assume that the presence of similar inhomogeneitid$0% field screening is of a completely different origin.
in powder samples led to the nonlogarithmic relaxation ob-Time dependences of magnetic moment for S1 sample in the

served in Refs. 24-26. external fieldugHe=0.1 T and at a temperature from 5 to
S
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FIG. 5. Temperature dependences of normalized relaxation(@asnd flux creep activation enerdig) calculated with the help of Ed2).
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sample are virtually identical to those for S1 sample and aré&onds zur Faderung der Wissenschaftlichen Forschung, Vi-
in good agreement with the logarithmic dependence which ig€nna, Austria, contract No. P11177-PHY, and the Federal
described by Eq(1). The relaxation rateSm(t)/ 8 In(t) de-  Ministry of Science, Research, and Cultu®©steuro-
crease linearly with increasing temperature and tends to zefgafarderung, Vienna, Contract No. 45.338-1.
at a certain temperatufig,~18.1 K< T, which is the same
for all the external fields used in our experiments. A similar
dependence was observed in Ref. 2 on face-oriented
YBa,Cu;O; samples.
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The peculiarities of electrodynamics of layered HTS materials in a longitudinal magnetic field,
which are associated with fluctuations of the shape of an Abrikosov vortex formed by a

set of weakly coupled @-vortices centered in equilibrium in superconducting planes, are studied.
The value of the longitudinal critical current of the layered media is estimated, and its
temperature dependence is determined. 1997 American Institute of Physics.
[S1063-777X97)00204-]

A magnetic vortex of an external field oriented along theof short-wave fluctuations of the vortex structure, and its
c-axis in layered superconductaoithe fieldH>H_,, where temperature dependence is determined.
H., is the lower critical fieldl is a set of weakly interacting The bending of magnetic field lines of a vortex caused
planar (21) vortices centered in equilibrium in the supercon- by a displacement of ad2vortex from the Abrikosov vortex
ducting layers. Such a solitary pile of two-dimensional vor-axis leads to the emergence of a coordinate dependence of
tices can be destroyed by thermal fluctuations. It is mosthe phasesp(r) of the order parameter for electrodes. For
probable that the initial stage of this process is associatethis reason, the critical current of the transitiGand hence
with a deviation of an individual @vortex in the Cu@ the energyE;=j./2e of the Josephson interactida is the
plane by a distancR from the vortex axis.In the new class electron chargeshould be defined as the maximum value of
of c-oriented multilayers based on high-superconducting the supercurrent from the relatign=max{jJ¢(r)]}. The
films, this process can involve a plane vortex localized in amumerical calculations made in Ref. 8 f8INSsandwiches
individual film. Such fluctuations can be called short-waveindicate the importance of taking this circumstance into ac-
fluctuations in contrast to long-wave ones in which the bendeount.
ing of the Abrikosov vortex axis damages many layers. The In the London approximation foR<S (S is the transi-
contribution of long-wave fluctuations is significant in an tion area and for weak fieldqH<H_,, whereH., is the
analysis of the melting of the lattice of Abrikosov vortices. upper critical field, we have, according to Ref. 7,
Thermal fluctuations of the positions of vortex lines can re-
duce the critical pinning current density to a considerable  jc=]col 1—N(R®IN(S/m(R?))]. Q)
extent®~>

Miller etal® developed the concepts on dissipation Here j o is the critical current of an unperturbed junction,
whose origin is not associated with the Lorentz force in ordef? the density of the vortex lattice, and the angle brackets
to explain the results of experiments of longitudinal resistiv-dénote thermodynamic = averaging with the probability
ity (along thec-axis) of HTS single crystals. These concepts W~ exp(—F(R)/KT), where 6F(R) is the elastic energy of
are based on taking into account of configurational fluctuathe vortex. _ . .
tions of weakly coupled @-vortices, whose effect can be  The value of the energyF (R) is determined directly by
described phenomenologically with the help of the effectiveth® relation between thellzvalue Bfand a certain character-
Josephson biding enerdy; between the planes, which de- IStCSizeR =R = (J/E;)™(J = ®ods/7(4mh5p) is the “ri-

pends on the fieldd and additionally, i.e., in the form gidity” characterizing the fluctuation of the order parameter,
d, the thickness of a superconducting layer, dngthe mag-
E;=E; a(H)(AT/To)?, netic flux quantum (see, for example Ref.)9For R<R,,
0 the energy
onAT=T-T, [T;, is the irreversibility temperaturd, the SF(R)=27E;R? IN(R¢/R) @)

superconducting transition temperature, and parameter

(a>0)]. However,E;=0 in such a description under equi- depends quadratically on the displacemBntFor R>R;,

librium conditions. the formed region of nonuniform distribution of the order
In this communication, we calculate the effective Jo-parameter phase difference between two nearest planes is

sephson binding enerdy; on the basis of a simple physical equivalent to a linear defect with tension proportional to

model of the electrodynamic mechanism of suppression ofJE;)*2 and hence

interaction between layefsThe magnitude of the longitudi-

nal critical current of layered media is estimated in the limit O6F(R)=27E;R:R. 3)
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The elastic energy of a pile of vortic€®), (3) is higher According to Ambegaokar and Halpeli(see also Ref.
than the magnetic energy of interaction between two neare$)), the resistivity of a transition with an unstable phase co-
elements of an Abrikosov vortex by a factordfi,, (d is  herence can be written in the form
the separation between the superconducting planes\gnd (T
the penetration depth in theb-plane and lower by the same P
factor than the energy required for a displacement of an el- Pn
ement of a vortex line in homogeneous superconductors. where p, is the resistivity of the transition in the normal

Using relationg2) and(3) in the thermodynamic theory state,|o(x) a modified Bessel’s function, and the Josephson

={10[E;SI2KT]} 2, Y

of fluctuations, we obtain energy is defined according to relatio@@ and (5).
KT Long-wave oscillations of the vortex structure in layered
<R2>:aR§ N a=3(4mIny) !, R<R., (4) media are essentially a superposition of steps formed by el-

ements of Josephson vortices whose length is determined by

kT)\?2 the radius of curvature of the Abrikosov vortex. For this
(R?)=2R? T) » R>Rc. (5 reason, the role of such deviations can be effectively reduced
to short-wave fluctuations.
Here vy is the anisotropy parameter of the system. The role of weak links in a pile of plane vortices is
~Substituting the valuegt) and (5) into the definition(1)  manifested very clearly in the resistive properties of multi-
of j., we obtain layered films with pinning and a current in the layers. The
Aje=]co—] situation when the external current does a work by displacing

a link of a long vortex from the equilibrium state was inves-

KT (J S . tigated in Ref. 11 on the basis of Bean’s model. It was found
a—Inl —= , T<T*, Iy L . )
_ J kT waRg that the critical currenf in the layers is proportional to
=JconRe kT) 2 J\2 s (1-T/T.)? and depends exponentially on the thickness of
2( 3 ) In (kT) —277Rﬁ ,  T>T7, the isolating interlayer, which is confirmed by experimental
data.
(6)

) , This research was supported by the Royal Academy of
where T* =T (1—-T./Jy) is the temperature at which the Sciences. Sweden.

mean square diameter of a fluctuation of the vortex position
coincides with the characteristic value Rf (J. is the value
of “rigidity” of the wave function of superconducting elec-
trons at absolute zero temperafure

In the vicinity of the mean-field superconducting transi-
tion temperaturd ., the following relations are valid:

*E-mail: grishin@gam.dipt.donetsk.ua
medvedev@host.dipt.donetsk.ua
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splits into individual kinks2d-vorticeg at T=T,y<T,. For 2.31.26232?1%5 - Biagi, J. R. Clem, and D. K. Finnemore, Phys. Rev.
these vortices(R*)— o asT—T,q (T,q is the Berezinskii- 9 A" Glazman and A. E. Koshelev, Zhkep. Teor. Fiz97, 1371(1987)
Kosterlitz—Thouless transition temperat)ﬂ'e [Sov. Phys. JETRO, 774 (1990)].

TheAj(7) dependence near the temperattfeexperi- ii}]/ Ag‘be%f“’k:’ &”dGE' r':a'perZ"KPr\‘/y; Re‘l’:;hLeﬁ'Rl%“L(é;GQ' 3
ences a temperature crossover from a linear behavior for~"" 2 At A- M- STIShin, and . W Ra0, Fhys. Rev. LEl press.

> 7* to a weak logarithmic behavior for<7*. Translated by R. S. Wadhwa
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Superconductivity effects in hopping conductivity of La ,CuQ, single crystal
with excess oxygen
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The hopping conductivity of L&£LuQ,, 5 single crystal with excess oxygen has been studied. It is
found that the transition from variable-range hoppingth the temperature dependence of
resistanc® = exp(T,/T)**) to simple activation conductivityR o exp(A/kT)) occurs

at a temperature lower than 20 K. This transition is accompanied with significant changes in the
behavior of magnetoresistance and current—voltage characteristics. It is shown that such a
behavior of hopping conductivity below 20 K is due to the presence of superconducting inclusions
in insulating sample due to phase separation gfdu®,, ;. The observed peculiarities in

the conducting properties are in good agreement with the known effects of competition between
electron localization and superconductivity in homogeneous system4.999¢ American

Institute of Physicg.S1063-777X97)00304-9

INTRODUCTION (Ty=210K), the Mott law of VHL (o = exp(—To/T)*4) is
replaced by the dependence o exp(—A/T), where
In the study of superconductivity of metal-oxide com- A =24 K. In order to explain this effect, Zakharat al®
pounds, special attention is paid to electrical and magnetigroposed that the conductivity of charge carriers at low tem-
properties of pure and oxygen-doped,CaQ,.; single  peratures is activated not by phonons, but by spin waves
crystals:~* The stoichiometric compound b@&uO,(6=0) is  whose spectrum contains an energy gap corresponding to the
an antiferromagnetic insulator with the &letemperature experimental value of\. The hopping conductivity associ-
Ty~325 K.**However, slight doping with bivalent metals ated with absorption and emission of magnons ipQe is
(such as Sror the introduction of excess oxygen leads toregarded as theoretically possibfe.
violation of the long-range magnetic order and to a transition ~ Simple activation conductivity of L&uOQ,, s single
to the metallic state which becomes superconducting agrystal in the temperature range 10—50 K was also observed
T<40K. In both cases, doping leads to the emergence ah Ref. 17; at lower temperatures, the hopping conductivity
charge carriergholes in CuO, planest? When oxygen is  with a VHL was observed. The authors of Ref. 17 proposed
added, the maximum values of the superconducting transthat A is the energy difference between the peak in the im-
tion temperature T.~35-40K are attained for purity density of states and the Fermi level. Thus, it is diffi-
§=0.03-0.04%° It was found that the emergence of super-cult to judge on the reasons or the conditions for the emer-
conductivity in the compounds L&uQ,, s upon an increase gence of simple activation conductivity in J@uQ,. ; single
in the oxygen concentration is accompanied by phase separystals at low temperature§ €20 K) from the available
ration at a temperatur& ;<300 K into two phases with data.
close crystallographic structur&$®-120ne of them has a In this communication, we report on a transition from
nearly stoichiometric compositions&0), while the other VHL to simple activation conductivity detected at tempera-
phase is enriched in oxygen and is superconducting withures below=15 K in a LaCuQ, single crystal with excess
T.=40K. The oxygen concentration in this phase corre-oxygen. It follows from the obtained results that this effect
sponds tas=0.05-0.08"*?Thus, below the phaseseparation can be given an interpretation other than in Ref. 15. In order
temperaturel 5, these compounds are mixtures of the anti-to explain the obtained results, we took into account the het-
ferromagnetic and the superconducting phases. erogeneity of the single crystal structughase separation
The presence of excess oxygen affects the conductingnd the effect of superconducting inclusions associated with
properties of LaCuQy, s. Stoichiometric sampless&0) it. The explanation proposed by us corresponds to the behav-
possess a simple activation-type conductivityr ior of magnetoresistand®R) and the current—voltage char-
o exp(—eq/KT) with the activation energy,=200-700 K at acteristics(IVC) of the sample under investigation.
T>50 K and a hopping conductivity with a varying hopping

length (VHLl)/4 " 1z?t . low _ temperatures EXPERIMENTAL RESULTS
(o < exgd —(To/T)*™]).7>** An increase in the oxygen con-
centration leads to a decreasesif and is accompanied by We carried out our experiments on a,CaiO, single

the expansion of the temperature region in which a VHL iscrystal with a size approximately equal tox3x2 mm.>Y
manifested towards higher temperatures. Zakharoal!®  The temperature dependences of resist&®(d@ were mea-
found that as a result of a decrease in temperature beloaured according to the four-probe technique with direct cur-
25K in a LaCuQy, s with a higher oxygen concentration rent. Thin gold contact wires were connected to the sample
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FIG. 1. Temperature dependences of magnetic susceptilgifityy in the

magnetic fieldH =0.83 T of the LaCuOy. 5 in the initial state. The quantity FIG. 2. The dependences & (on logarithmic scaleon T~** of the
Y. corresponds to the measurements in a magnetic field parallel to the cry§ample in the initial statécurve 1) and after annealincurve 2).
tallographic axis (the unit cell corresponds to tlemabsystenf in which

a<b<c, c being the tetragonal ayisThe quantityy,, is the susceptibility

in a magnetic field parallel to Culanes. . L .
9 P uP timate the localization length, from the theoretical expres-

sionk Ty~ 16[ N(Eg)L3],2%? whereN(Eg) is the density of
) ) ) ] ] states of charge carriers at the Fermi level, which is approxi-
by a silver conducting adhesive which was dried atmately equal to 2.810°6 J1-m~3 for La,Cu0,.2% As a re-

T< 109 °C. The measuring current was parallel to the basadt we obtained..~0.94 nm, which corresponds to the ex-
plane (i.e., was directed parallel to the Cy@lanesg. The isting estimates of the value &f, in La,Cu0,.*3

values of R(T) were measured in the temperature range At T<20 K, we observed a steep@s compared to for-
5-300 K at a small current 08A, at which the nonohmic-  myla (1)) increase inR with decreasing temperature. At
ity effects were insignificant. Noticeable deviations from 115K theR(T) dependence corresponded to the expres-
Ohm’s law at low applied voltages were detected atgionR o exp(A/T), whereA ~27.6 K (curvel in Fig. 3). The

T<40 K. In this temperature range, current-voltage characCppserved effect corresponds to the results obtained in Ref.
teristics were recorded. In addition, the dependences of rerg

sistance of the magnetic field (with a magnitude up to

6 Tl) were measured in the temperature range 5—40 K. The
magnetic field was directed along the basal plane at right
angles to the measuring current.

The initial sample was characterized by théeNgeem-
peratureTy=230 K which was determined from the tem-
perature dependence of magnetic susceptibjit¥) (Fig.

1). Such a value ofTy corresponds to the value of 108
5~0.005510 This sample possessed isotropic properties in

the basal plane in view of the presence of twins; conse- ™ 104
quently, they,, curve in Fig. 1 corresponds to any direction
in this plane. In the remaining respects, the perfection of the
single crystal used by us was high since monodomainized 103
crystals from the same technological batch had a strong an-

isotropy of magnetic and elastic properties for all the three 102 . .
principal crystallographic directiort§:*° 0.08 0,10 0’}2.1 0,':-41

The resistance of the sample under investigation in the 0 0:05 0:10 0115 0',20' 0,25
temperature range 25-80 K followed the dependence T ' K1

Rocexp(To/T)V4 (1)
: : . . _ FIG. 3. The dependences & (on logarithmic scaleon T~ of the
(curvelin Fig. 2 correspondmg to VHL hopplng conduc samples in the initial stat@urvel) and after annealingcurve2). The inset

P . . ’21 .
tivity for three-dimensional sy_sterﬁg. The experimental  shows the dependences Rig=f(T~1) of the annealed sample in a magnetic
value of T, was 0.5210° K. This value can be used to es- field H=0 (A) andH=4.9 T (x).

106

o
o«
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After the measurements of its superconducting proper- 360
ties, the initial sample was annealed in air for 1 h at
=300 °C. After this, its resistance decreased by approxi-

a
mately an order of magnitude, and the dependeRce a0 !
o« exp(A/T) at T<15 K has become more pronouncéte
value of A has increased te=40 K) (curve 2 in Fig. 3. 260}
Above 20 K, VHL hopping conductivity was observed as for
the initial sample(see Fig. 2 It is well known'® that a de- ¢
crease in the resistance of the,CaQ, single crystals after 5 210 2 ‘
thermal treatment in air is due to an increase in the excess €
oxygen concentratiofthis also enhances the manifestations 160}
of superconductivity, For this reason, we can also assume 3
that the oxygen concentration in the annealed sample is
: . " 110f 4
higher than in the initial sample.

Noticeable peculiarities in the conducting properties of 5 "-—\\
the samples under investigation were manifested in the mea- 60r 4 M-\\\
sured IVC. Figure 4 shows the dependencesRobn the 87m M.\
applied voltageJ, which were obtained from IV C at differ- 1oL T it i i
ent temperatures. It can be seen that the form of these depen- 104 10% 102 107 1 10
dences changes significantly as the temperature drops below u,v

~20K. At T>20K, a monotonic(first strong and then
weak decrease iR with increasingU is observed. On the
contrary, aff<20 K, theR(U) curves are honmonotonic: as 20

the voltage increases, the resistance first increases, and then 1 b
decreases.
The samples under investigation possessed a negative 15t
MR both below and above 20 KFig. 5. At temperatures
below 20 K and magnetic fields up to 3T, the obtained 2
R(H) dependences corresponded to the expression & 3
In[a(H)/a(0)] = In[R(0)/R(H)] =« H%. At T>20 K, theR(H) - 10
dependences were rather weak and did not correspond to this ¢
expression.
5k
4

DISCUSSION

Q

e

i by

An analysis of the results shows that the observed
change in the behavior of hopping conductance of the 01(;'.'4 == 10'.3 — 10'2 107
La,CuQy single crystal whose temperature decreased below
=20 K is in good agreement with the well-known phenom- u,v
ena in insulators with superconducting inclusions or in simi-
lar structurally heterogeneous systems in the form of mixFIG. 4. The dependences Bfon U (on logarithmic scalefor an annealed
tures of the superconducting an insulating phases. Theample at different temperaturgsK: 7.24 (curve 1), 8.59 (curve 2), 8.88
presence of superconducting inclusions in the sample undéLs7, 252 Ared) 1958, 1 SBcne) 1307 anen
investigation can be associated with the well-known phaseurves) (b).
separation of LgCuQ,, s compounds into two phases with
5~0 and 6>01*%712 The phase with excess oxygen
(6>0) is superconducting. This phase can have the form of Let us consider the nature of these effects of competition
isolated inclusions in the insulating matrix. It is well known between localization and superconductivity of electrons in
that the cooling of a heterogeneous system of this kind beloweterogeneous systems in greater d&t&il>’?8>3for the
the superconducting transition temperatiigdeads to a tran- case when such a system consists of an insulating matrix
sition from VHL hopping conductivity to the dependenRe  with isolated metal inclusion@dvil). These MI become super-
o« exd A/(kT)], which is characterized by a negative MR. Ef- conducting belowT.. Charge carriers in Ml can make a
fects of this type were observed in various heterogeneousignificant(and even decisiyecontribution to the total con-
systems such as broad tunnel junctions with small supercortuctance of such a system. This contribution is due to elec-
ducting inclusiong® bulk granulated metaf, and granu- trons tunneling between MI. The tunneling can be either di-
lated and islet film$>*°These effects were also discovered rect or through intermediate localized states in the insulator.
in granulated metal-oxide superconducttr® However, we At low temperatures, these processes determine the presence
are not aware of publications in which such a behavior ofof VHL. At T<T,, the two mechanisms of activated con-
monocrystalline highF, superconductors are discussed. ductivity operate: tunneling of Cooper pairs and of one-

A b diisd A i i i
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FIG. 5. Dependences ofla(T,H)/o(T,0)] on H2 for an annealed sample at FIG. 6. Dependences ¢h[o(T, H)/a(T, 0)1}/(H?) on T~* for an annealed
different temperatures. sample.

particle excitatior?* In this case, Cooper pairing reduces the5 shows that the value of negative MR strongly depends on
number of one-particle excitations in MI, ensuring a steepetemperature. An analysis shows that this dependdgate
increase inR with decreasing temperatures than determinedixed magnetic fields corresponds to the expression
by formula(1).2° Under the conditions of suppression of Jo- In[o(H)/a(0)] = 1/T at T<20 K (Fig. 6). Thus, the LaCuQ,
sephson coupling between Nih the case of a low tunneling single crystal under investigation obey the relation
probability and a considerable mismatching between energy 2

levels in adjacent M| the very nature of hopping conduc- n o(H,T) OCH__ (3)
tivity changes significantly as a result of the emergence of o(0T) T

the superconducting gap(0) in the electron energy spec- This dependence was observed earlier for granulated

trum, which plays the role of the dielectric g&bFor this  0tals under the suppression of the Josephson coupling be-
reason, aff <T the resistance is determined by the depeny, aen granuléé?’ and can be given a natural
dence explanatior?’?83%Indeed, if expressiof2) is valid in zero
Rocexp(A(0)/KT), (20  magnetic field, forH>0 the relationR « exp@(H)/KT)
should be observed, whedg(H) is the gap in the magnetic
field. Such a behavior d® corresponds to our results accord-

whereA(0) is the gap af =0. The magnetic field suppresses

superconductivity of MI, which is the reason behind a nega-ing to which the magnetic field only decreases the activation

H 23,26,28
tive MR. energyA in the dependencR o« exp@/T) without changing

. Tlhe tr?nst|_t|on fror(;] ht(_)p_i)lng condu(;:tlwty W'th \iHL to the functional form oR(T) (see the inset to Fig.)3In other
t5|mp E. ac 'Za 'OS con dutchlw Y uptc_)n aMF\()acrea_se n ﬁtmtf?er words, the magnetic field reduces the valueA¢d) in for-
ure (Figs. 2 and 3 and the negative are in qualitative mula (2). It then follows?” that

agreement with the above pattern. Let us now give additional

arguments and facts in favor of such a conclusion. o(T,H) R(T,00 A(T,00—A(T,H)
In the framework of the adopted hypothesis, the magni- 1N o(T,0) n R(T,H) KT
tude of activation energy in the dependeftec ex{A/KT]
must correspond to the gap enery). This dependence is . To(0)=Tc(H)  6T(H) @
satisfied for the samples under investigatioff &t15 K, and T T

hence we can assume that the temperaliyref supercon- )
ducting inclusions lies in the range 15—20 K. For an an-VhereTc(H) andéT(H) are the values of; and the shift
nealed sample for which the dependeie: exgA/KT] is of T in a magnetlc field(while deriving formulla(4)_, we
manifested more clearly, the experimental value\dt ap- have taken into accom_mt the.fact that the gap \{Vlth is propor-
proximately equal to 40 K. Hence, it follows that the mag- tional toT.). The qrbltal action of the magnetic field dn
nitude of the ratio 2 (0)/kT, ranges from 4 to 5.3, which is can be presented in the foffn
in complzte arc%cgrd with the available data for high- I T.(H) (1 1 . a(H)
superconductors:. n< = >t Ikt )
Let u now consider our results on MR. For the samples o(0) mkTe(H)
under  investigation, the relation [l(H)/o(0)] where V¥ is the digamma function and(H) is the pair-
= In[R(0)/R(H)] = H?is valid atT<20 K andH<3 T. Figure  breaking energy depending on the dimensionality of the sys-

2

®)
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tem. In the case of a considerable suppression of Josephsg@ients was parallel to Culplanes, we shall take into ac-
coupling between superconducting inclusions in thecount only the AF—F transition, which is strongly extended
La,CuG,, s samples under investigation, we can assume thah magnetic field®3” and is not completed even in strong
these inclusions are zero-dimensional superconductors. Thiields H=23 T3’ It was also established that the tempera-
term is applied to small superconductors for which the conture dependence of MR is nonmonotonic both for AF—WF
dition £, (T)>d is satisfied, wherég (T)=£6.(0)e*?is  and for AF—F transitions: it contains a clearly manifested
the Ginzburg—Landau correlation lengththe diameter of peak aff=20 K.'*>%"*This is in contradiction to our results
the superconductos,= In(T./T); 5. (0) = V#D#/8KT;, and  according to which the value of MR increases continuously
D is the diffusion coefficient for electrons. The pair-breakingas the temperature decreases in the interval 5—&&K Fig.
energy for zero-dimensional superconductors is defindl ass). For this reason, we assume that the main contribution to
2 H\2 MR is due to the effect of a decreaseTip of superconduct-
a(H)= 10 ﬁD((}T) d?, (6) ing inclusions in magnetic field, although the possibility of
0 the influence of spin-reorientation effects on the MR of the
where ®,=wch/e is the magnetic flux quantum. In weak samples under investigation is not ruled out afall.
magnetic fieldd a(H)/47kT.(H)<<1], expression(5) can Thus, it follows from the above arguments that the tem-
be reduced to perature and magnetic field dependences of resistance are in
good agreement with the hypothetic two-phase state of the
Te(0) = Te(H) = 8Te(H) = (m/8) ar(H) o H?. () samples under investigatidisuperconducting inclusions in
Expressions(4) and (7) immediately lead to formulg3).  the insulating matrix The obtained dependences of resis-
Thus, the experimental dependen@® can be explained tance on the applied voltagé (see Fig. 4 are in complete
completely in the adopted hypothesis by the effect of deagreement with such an interpretation. It is well knétthat
creasingT. of superconducting inclusions in a magnetic the conductivity of insulating systems always increases with
field. the applied electric field” due to an increase in the activated
In our experiments, the magnetic field was directedelectron tunneling probability. For not very large values of
along the basal CuQplanes which, according to modern £(eZL.<kT), the effect of the field can be described by the
concepts:® are responsible for superconducting properties ofollowing expressiort?
metal-oxide superconductors. Actually, these complex ox-
ides are layered quasi-two-dimensional superconductors. . esyry
Since the exact shape and size of superconducting inclusions R(T.&)= RO(T)eXF{ T KT ) '
in the samples under investigation are unknown, we must
apparently take into account the pair-breaking mechanismyhereR(T) is the resistance for—0, r, the mean length
for a film in a parallel magnetic field also. The pair-breakingof a jump, andy a factor of the order of unity. It follows
energy in this case is defined as from formula(9) that the effect of electric field is enhanced
)2 , with increasing# and decreasing. Such a behavior is in
L<,

(©)

(8) qualitative agreement with the experimen{U) depen-

dences of the sample under investigation only Tor20 K
wherelL is the film thickness. It can be easily seen that the(see Fig. 4 At T<20K, i.e., atlower temperaturesmuch
inclusion of this pair-breaking mechanism also leads to exweaker relative changes R are observed with increasing
pression(3). This expression will also be valid when both U. Moreover, theR(U) dependences are nonmonotonic: as
pair-breaking mechanisms operate simultaneously, since ithe value ofU increases, the value & first increases and
this case their effect can be taken into account by simplehen decreases. This is in contradiction with the expected
summation of the contributions to the total pair-breaking eneffect of £ on the resistance in the hopping conductivity
ergy in formula(5). In this respect, it is immaterial which of mode and indicates a change in the natwr&ctivated con-
the effects dominates. ductance aff <20 K. However, the behavior of thB(U)

It is well known that LaCuQy, s single crystals exhibit dependences &t<20 K is in complete agreement with the
magnetic field-induced phase transitions from the antiferroeffect of superconducting inclusions whose presence can
magnetic (AF) to weakly ferromagnetidWF) state (in a  suppress th&(U) dependence. The increaseRrwith U in
magnetic field perpendicular to Cy@lanes or to the ferro-  the low-voltage region is apparently associated with the sup-
magnetic(F) state(in a magnetic field parallel to the CyO pression of a weak Josephson coupling between supercon-
planes. We denote the former as AF—WF transition and theducting inclusions upon a noticeable increase in
latter as the AF—F transitioht>**~3%In the case of such current?”?®3! Thus, the observed peculiarities in hopping
spin-reorientation transitions, the magnetic moment jump irconductance of the LEuUQ,, s sample at low temperatures
critical magnetic fields is accompanied by a conductivitycan be explained by the presence of the superconducting
jump. These transitions are often extended in magnetic fieldghase inclusions in it.
and hence can be responsible for a negative MR in Let us now consider in greater detail possible reasons
La,CuQy, s insulating samples in magnetic fields lower thanleading to the presence of superconducting inclusions in the
critical fields. Let us consider the extent to which thesesample under investigation. This is undoubtedly connected
effects can contribute to the negative MR of the samplesvith the phase separation into the antiferromagnetic phase
under investigation. Since the magnetic field in our experi-depleted with oxygen §=0) and the oxygen-enriched su-

2 H
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perconducting phase & 0),44%12 which is typical of the transition can depend on the value of the param&ter
La,CuQy, 5 single crystal$) This process can take place Let us also consider other known theoretical possibilities
even at low excess oxygen concentratiods-0.005)® The  of the emergence of superconducting inclusions in the nor-
mechanism(or mechanismsg?and concrete reasons behind mal phasé**° Bulaevski et al** predicted that the systems
phase separation in L@uQ,, s cannot be regarded as well- near the percolation threshold exhibit a sharp enhancement
established. According to Nagaéwvo types of phase sepa- of thermodynamic and statistical fluctuations of the super-
ration are possible for magnetic semiconductors: the electroponducting order parameter. In this case, superconductivity
separation which occurs with frozen impurities and which isis manifested in the form of isolated nuclsuperconducting
in thermodynamic equilibrium only relative to charge carri- dropg, and the transition itself becomes of the percolation
ers and the magnetic subsystem, and the impurity separatidyipe. This effect is not associated with the presence of im-
which is in equilibrium relative to the positions of impurity purities facilitating the emergence of superconductivity. In
atoms also. In the existing publications concerning the propRef. 45, a theory of phase separation in high-temperature
erties of LaCuQ,, s, theoretical and experimental argu- superconductors taking into account the role of the electron
ments in favor of both these mechanisms can be foundsubsystem was developed. It was shown that superconduct-
Above all, this concerns the percolation mo¢sge Refs. 4, ing drops can be formed in the insulating matrix due to at-
40 and 41 and the literature cited thepegorresponding to traction of charge carriers in view of elastic deformation of
the electron phase separation. According to this model, thicalized holes. The results obtained by us are in qualitative
charge carriergholes introduced by acceptor impurities can agreement with the basic concepts of this theory.
create in the crystal the regions of ferromagnetic phase called
. TP 4L
magnetic polarqns,.ferrons, or “spin clusteré. As theT CONCLUSION
hole concentration increases, these clusters increase in size
and start to merge. As the size of the cluster increases, they The peculiarities of hopping conductance of a
go over to the metallic state, so that the infinitely large clus{.a,CuQ,, s single crystal with excess oxygen discovered by
ter formed at the percolation threshold is superconductingus at low temperature§ & 20 K) correspond to the behavior
Theoretical estimatéSindicate that the percolation threshold of a heterogeneous system consisting of an insulator with
is attained for6=0.02. superconducting inclusions. The presence of such inclusions
Some results of investigations the JaiQ,, ;#4**?can  can be attributed with the well-known phase separation into
be interpreted in the framework of percolation model. How-the oxygen-depleted antiferromagnetic phase Q) and the
ever, no distinguishing features of this model are manifestedxygen-enriched superconducting phase>(Q), which is
in any way in the behavior of conductivity and magnetic typical of La,CuQ,, 5. This separation can be of the impurity
susceptibility of the sample under investigation. Its conducttype (spinodal decompositigror of the electron typ&.The
ing properties indicate the presence of isolated superconduabbtained dependence of conductance on temperature and
ing inclusions, i.e., the fact that the system is far from themagnetic field as well as the nonohmic behavior of the
percolation threshold. In this case, small isolated “spin clussample indicate that superconducting inclusions in it are iso-
ters” must be in the ferromagnetic, i.e., nonsuperconductingated and occupy a small fraction of the total volume. For
state*®*! Since we are not aware of the critical size of “spin this reason, it is difficult to judge to which extent the ob-
clusters” for which they become superconducting, we canserved peculiarities of structural inhomogeneity can be at-
not judge as to the applicability of the percolation model totributed to spinodal decay. On the other hand, phase separa-
our results. tion in HTS materials can be due to interaction between
According to Nagae¥,the difference in the values &f  charge carriers. The entire body of experimental data is in
for different phases of L&£uQ,, s is a sound reason for con- good agreement with the basic concept of the electron theory
sidering that the phase separation in this material is of impuof phase separation in highs superconductors, which was
rity (chemica) nature. In some publicatiod$1%1143jt js  developed in Ref. 45. Nevertheless, the obtained results do
shown that the mechanism of this phase separation corréot allow us to make an unambiguous choice between two
sponds to spinodal decomposition. In such a decompositiopossible(impurity and electronmechanisms of phase sepa-
of solid solutions with a high nonequilibrium concentration ration in the LaCuQ,, 5 single crystal under investigation.
of impurities, random nonuniformities of concentration areThis, however, was not the main goal of this research whose
enhanced without activation. This results in the separation oprincipal result is the demonstration of the possibility of re-
the initially homogeneous system into alternating regiong/ealing the structural heterogeneity of higlasuperconduct-
with the same crystalline structure, but with different impu-ors on the basis of the known effects of competition between
rity concentrations. According to different authdre® the  electron localization and superconductivity in heterogeneous
size of these regions in LAuQ,,s; vary from 30 to systemg3~%
300 nm. On the whole, it appears that.phase separation N 0 4 thors are grateful to V. D. Fil' and G. A. Gogadze
La,CuQy, s cannot be reduced to the action of a certain spe; : . . .
e . i for fruitful discussions of the manuscript and for valuable
cific mechanism. In all probability, the type of phase separa-
: . . . remarks.
tion (the impurity or the electron typecan depend on vari-
ous circumstancesthe purity and quality of the single
crystal, the value of the parametéy etc). Indeed, it was  *c_mail: belevisev@ilt.kharkov.ua
proved in Ref. 43 that under certain conditions, the type of'This single crystal was prepares by S. N. Barilo and D. I. Zhigunov at the
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YBaCuO films fabricated by laser ablation method were subjected to a thermocycling. Our
investigations showed that the degradation process of the current transport properties of films is
accompanied by the appearance of a maximum on the curve of the critical current density,
depending on the number of thermocycles. This effect manifests itself most strongly in the films
with degraded superconducting properties. The critical temperature and the transition width
vary only slightly in this case. €997 American Institute of Physid$§1063-777X97)00404-0

1. INTRODUCTION room temperature in the air. The cooling rate was about
25 °C/s, and the heating rate was about 40 °C/s. The studied
films were made in the shape of long strips of width about 10

m and length about 72m by means of focused ultraviolet
aser beam. The critical current was measured by a four-
ar_)robe method. The 1V criterion was used for the critical
current. Critical current measurements were carried out at
77 K. The samples with different initial superconducting
ropertied Teg, AT, Jeo(77 K)] were used.

The use of HTSC films for the manufacturing of sensors
SQUIDs, flux transformers, and other devit@sinevitably
raises the question of how the sensitive elements from th
HTSC films will behave upon multiple cooling to the boiling
temperature of nitrogen and heating to the indoor temper
ture, i.e., during thermocycling. It is important to test the
films under conditions close to real at applied point of view.
At present, there are no sufficiently complete investigationéj
of this matter in the current literatufe® we have therefgre ? EXPERIMENTAL RESULTS
conducted a study of the superconducting properties o
YBaCuO films at thermocycling. The results of this study are  In spite of the expected monotonic degradation of super-
presented in this paper. conducting film properties during thermocycling, we have
obtained a rather surprising result. The typical behavior of
the films can be described as follows: the value§ pfand
AT remain virtually the saméfor some samples deposited

The YBaCuO thin films have been deposited by lasemon sapphire up to 1400 thermocydlgsut the dependence of
ablation method. As a substrate we used single-crystalthe critical current density, on the number of thermocycles
plates of SrTiQ(100, LaAlO;(100 and sapphire(100. n has a maximum; the values this maximum may sometimes
Polycrystalline pellets of YBaCuO 1 cm in diameter, 0.5 cmexceed the initial valud.. This effect differs numerically
thick, and 4.4—4.6 g/cfin density were used as a target. for different film samples.

We used a pulsed Nd:YAG laséwavelengthA=1.06um, The J. dependence on the thermocycle numbefor
pulse lengthr=20 ns, repetition race=12 Hz). The sub- samples 1-7 deposited on the SrTi€ubstrates is shown in
strate temperature was adjusted at temperature in the ran§@y. 1, and the same dependence for samples 8 and 9 is
810-840 °C, and the oxygen partial pressure in the vacuurshown in Fig. 2. Table | gives the values of the initial critical
chamber was about 0.1-0.6 mbar during the deposition. Theurrent densityl., for samples 1-9, the ratiak,a./J.0 and
power density of laser radiation on the target surface varied na/Jemin, Calculated from the experimental data, where
from 3. 108 Wicn?to 8 - 168 W/cn?. The deposition rate  J.maxandJ.min are the values of the critical current density at
was about 50 nm/min, and the cooling rate after the deposithe maximum and minimum of th&.(n) curve, respectively,
tion was about 25 °C/min. Superconducting properties ofh,,, corresponding t@.min, IS shown to the left of,.,
films obtained by laser ablation method are very sensitive t@orresponding tol.max. The points corresponding td.g,

a variation of the deposition parameters. A small variation of] ax, andJgmin for sample 1 are indicated in Fig. 1.
deposition parameters, even one of them, leads to a consid- A comparison of the data for samples 1-3 shows that the
erable change in the critical temperatiig transition width  ratiosJ max/Jeo aNAdIcmax/Iemin €aN be lowered by increasing
AT, critical current densityl., and film structure. J.o from one sample to the other. In this caRg is equal to

A thermocycling procedure consists of cooling a test88.0, 89.2, and 89.0 K antiT is equal to 3.6, 4.8, 4.0 K for
sample to the nitrogen boiling temperature and heating t@amples 1-3, respectivelgee Table I). In other words, the

2. FILM MANUFACTURING PROCEDURE. THERMOCYCLING
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TABLE I.

‘-_7—‘ Sample ‘]cO 1 Jt:max nmax Jcmax r‘min

b‘\ Alcm? JcO Jcmin
1 1.6-10° 2.5 30 3.6 10
2 55 .10 0.7 35 1.8 20
3 2.6910° 0.48 15 1.1 10
4 1.5510° 4.7 10 4.7 0
5 4.7 -10¢ 0.9 20 1.8 10
6 1.11:1¢° 0.6 35 1.1 15
7 1.16 1¢° 1.2 30 1.2 10
8 3.19 10 1.7 10 1.7 0
9 1.1710° 1.3 10 1.3 0
laxation of J. to the initial value occurred in sample 8; in

160 320 sample 9 only a tendency to this relaxation is appreciable.
The effect of critical current growth during thermocy-

ling is faintly expr in sampl ndFig. 1), which
FIG. 1. J; vs the number of thermocycles for the samples 1-7 on the cling Is faintly exp essed samples 6 a d d ), c

i 2
SITiO; substrates. The last three points for the samples 4 and 5 correspor{?xosseSS high values 8f, (1'1_1’ 10° and 1.16- 10° Alem
to measurements in 3, 6, and 9 days, respectively. for samples 6 and 7, respectivelifhe samples have no clear

maximum. Both samples degrade insignificantly even after
100 thermocycles.

The values off . andAT were measured simultaneously
C\é{ith the measurement ., but in Table Il only the initial
values of T,, and ATy, the values ofT.(n,.) and
AT(nma, corresponding tany,.,, and also the values of
T.(n’) and AT(n'),wheren’ is the total number of ther-
mocycles for the given sample, are presented. The results
samples(1-3, after going through the maximurd, de- which we obtained confir_m that the_ effect of the increase in
creases gradually with increasing the critical current density essentially does not correlated

Samples 4 and 5 were returned to normal conditions ofith the behavior Of.TC and AT for all samples. In othgr
the third, sixth, and ninth dayFig. 1). It is seen that the vyord;, the degradahop of the cqrrent transport propertps of
degradation process of the current transport properties Jflms is not accompanied by a simultaneous decrease in the

these films continue. Samples 8 and 9 were also returned Hitical temperature and an increase in the transition width.

normal conditions after 1 day, but, in contrast to samples Aaepés}stzziilig Eﬁgali/;%g\];b:rgt:gfigobsf)earl\r/lzdoi: tt::: 2;”;3
and 5, after reachin see Fig. 2 In this case the re- ! . ) .
Goman ( 9.2 phire substrate$Fig. 4). There are, however, some differ-

initial critical temperature and the initial transition width do
not exert much influence on the observed dependen
J.(n), but the ratios)max/Jco @NdJ cmax/Jemin @re sensitive to
the initial value ofl.q. It is hardly possible to establish here
some kind of correlatiom,, Or Ny, With the initial values
Jeo,r Teo,@andAT,. As can be seen from Fig. 1, for all three

TABLE II.
in 1 day Sample T  ATo  Te(Mmad AT(Npa)  Te(n')  AT(n)
K
105:. 9 1 88.0 3.6 88.4 4.0 87.6 5.2
C (80) (80)
“‘E " 2 89.2 4.8 88.8 4.2 89.4 4.4
5 (50 (50
< 3 89.0 40 89.0 4.0 89.0 4.2
- (80) (80)
o 4 89.4 34 90.0 3.6 89.4 3.6
- (9 days (9 days
5 89.2 2.0 89.0 2.2 89.0 2.2
(9 days (9 days
6 91.2 2.4 91.2 2.4 91.0 2.2
(120 (120
7 91.2 1.6 90.8 1.8 90.6 2.0
104 (110 (110
0 8 89.8 2.4 91.2 2.2 90.2 2.4
(50) (50)
9 90.2 2.2 90.4 2.2 90.6 2.0
FIG. 2. J; vs the number of thermocycles for the samples 8—9 on the (39 (39

SrTiO; substrates.
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grains divided by boundaries between them. Our investiga-
tions of the films with the scanning microscope JEOLJSM-
840 showed that the oriented single-crystal grains have the
following characteristic dimensions: 0.5—-1/8n in length
and 0.1-0.2um in width for samples with the low initial
values ofJ.y. A slight dependence of the critical tempera-
ture T, and the transition widtAT on the number of ther-
mocycles indicator that these parameters generally define the
bulk superconducting properties of the grains. As for the
current transport properties of films, they are determined
mainly by the integrain boundaries.
It is known that the properties of integrain boundaries
are defined by many parametéts'but we choose only one
of them which most probably characterizes the processes tak-
ing place during thermocycling. They are} the integrain
disorientation angl® in theab plane!’ 2) an oxygen stoichi-
1030 160 260 300 400 500 ometry in the integrain fields ana diffusion of atoms and
n molecules from the environmental area, andaXharacter-
FIG. 3. J. vs the number of thermocycles for samples 1-7 on the istic of the.s.uperconducting Weak link O.f the grain contact.
LaAlO, substrates. The critical current density at the integrain boundary,
JSB, depends considerably on the angleof the grain
disorientation®~*3 and J°B is quickly lowered with an in-
ences. For example, the largest valud gf../J.min. €qual to  crease in6. For example, an exponential dependence of
4.77 (sample2 in Fig. 4), was obtained for a film deposited JCGBon the angled is presented in Ref. 10:
on sapphire with the initial value @k, = 2.2- 10° Alcn?. GB_ G
Further, the film deposited on sapphire with, = 2.6 Ic7= ¢ exp(— 0/6,), @)
X 10" Alcm? (sample 1 in Fig. ishowed the highest stabil- whereJC is the critical current density in the grain, aeg
ity to thermocycling: after 1400 thermocycles the critical = 5°. Other approximations are used in Refs. 11 and 12, but
temperature remained the sariig; = 91.6 K and the tran-  all of them correspond to a rapid lowering 8% with an

sition width also was nearly the sam&T, = 2.0 K, increase ind. On the other hand, it is known that most of the
ATy400 = 2.2 K, but the critical current density changed integrain boundary is comprised of the Josephson junctions,
from 2.6 10" to 4.1x10° Alcm?, for example, of the specie8NS*31¢-18and in the casely

= £y (dy is the integrain layer thickness in the normal state,
4. DISCUSSION and ¢y is the coherence length in the material of this layer

The results obtained by us show that the films grown b)}he critical current of this transition is described by the
H 9
laser ablation method are not single-crystalline in all the filmeduation

volume, and that their macrostructure consists of crystal A2
Jc”?f exp(—dn/én) (2
N
where A is the order parameter in the graifi,is a factor
'-\ ‘ which takes into account the decrease of the order parameter
107F 1 in the grain because of the proximity effect. Although Egs.

(1) and(2) were obtained by different methods, it is none the
less quite obvious that there is a connection between them,
since they describe the same current through the integrain
boundary—the Josephson junction. If this is correct, we may
assume thatly and ¢ are functionally connected with each
other:dy = f(6) anddy is probably proportional t@, dy

~ 6, sincedy = &y . In this case the disorientation angle
defined, in general, by the technological parameters of the
film growth, sets the integrainlayer thicknedg.The ob-
served increase id. during thermocycling may therefore be
connected with the lowering of the disorientation angle
and, consequently, with the decreasedip. What is the

1 ! ! physical cause of the lowering df during thermocycling?
100 n 150 200 250 There is no exact answer to this question so far. We can

make only some assumptions. It is known that deformation

FIG. 4. J, vs the number of thermocyclesfor samples 1-3 on the sapphire Of @ high-temperature superconductor lattice leads to the de-
substrates. terioration of the superconducting properties of the material
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and also to the total destruction of these propefieBhe  thermocycling. It is obvious that a more complete under-
value of elastic deformation increases with an increasg in standing of the critical current increase in YBaCuO films
Therefore, it is possible that thermocycling initially reducesduring thermocycling required further studies.

the extent of elastic deformation near the boundary layers,
which leads to a decrease thand to an increase in the ,
critical current density. The boundary properties become de-
graded as a result of the subsequent thermocycling because———
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The nonlinear interaction of radiowaves with different frequencies in a superconducting plate
under unilateral excitation is studied theoretically. The analysis of wave interaction is

carried out in the framework of the critical state model. It is shown that the nonlinear nature of
this model leads to a peculiar phenomenon in the wave interaction, namely, to jumps in

the time dependence of electric field at the sample surface. The necessary conditions for the
existence of these jumps are formulated. The role of dielectric properties of the substrate in the
predicted phenomenon is formulated. 1®97 American Institute of Physics.
[S1063-777X97)00504-5

1. INTRODUCTION hard superconductor to an electromagnetic signal under the

The nonlinearity of the constitutive equation connectingimeraction of two rgdiowa_ves Wit.h different frequencies. In.
the current density in a conductor with the electromagnetitﬁelgsstan?t:]’ the Jurlnps "; the time erendence ciI e]!ectrlﬁ
field leads to the violation of superposition principle, and as'® (t) at the sample surface emerging as a result of suc

a result, to a nonlinear interaction of radiowaves. Such ait! interaction were predicted, observed experimentally, and

interaction clearly exhibits peculiarities of a specific mecha_analyzed th_eoretlcally. . .
Theoretical calculations as well as the conditions of ex-

nism of medium nonlinearity. For example, magnetodynamic_ . . ) :
ty P g y cgerlmental observation of jumps B(t) dependence in Ref.
S

nonlinearity associated with the action of the magnetic fiel . .
of a radiowave on the motion of conduction electrons is most” 6_’ ar_1d 7 correspond to the case of b||at_eral_ eIectromagm_atlc
effective in pure metals at low temperaturee, for ex- excitation qf a hard superconductor, which is symr.net.nc in
ample, the review by Makarov and Yampoldkiind the lit- the. magnetic field. However, another met.ho_d of excitation in
which a film-type sample on a substrate is irradiated only at

erature cited therejn This peculiar nonlinearity mechanism de i i found ient f :
leads to an unusual effect in the radiowave interaction also. [f"€ S'C€ IS SOMEUMES found more convenient for expermen-
éal investigations(see, for example, Refs. 8 and. With

was found that the low-frequency surface impedance of th . : . . .
metal as a function of the high-frequency signal amlolitudesuch an excitation, the size effect and dielectric properties of

exhibits hysteresis jumge the substrate play an important role in electromagnetic

From this point of view, it would be interesting to study responsé‘:lo In some cases, the prope_rties O.f th_e substr_ate
the nonlinear interaction of radiowaves in hard supercon-radlcally affe_ct Fhe phenomena u_nder Investigation, Ieadlng
ductors. The most important factor that determines the non® New pe.cul.|ar|t|es in the behavior of the sys_tem. qu this
linear properties of these media is the pinning of Abrikosov' €2S0M: I |s-|mportant to study the.nonllnear |nteract|.on of
vortices penetrating the sample in magnetic fields strongerlad'.OW_aVes Ina hard supgrconductmg plate under_umlater.al
than the lower critical fieldH,,. In this case, the spatial excitation. This research is devoted to an analysis of this
distribution of magnetic inductio in the sample is cor- problem.

rectly described by the critical state modélAccording to
this model, the absolute value of current dengitgoes not
depend on the magnitude of the electric fi&ld while the Let us consider an infinitely large plane-parallel plate
direction of vector coincides with the direction oE. This made of a hard superconductor of thicknessesting on a
singularity of the constitutive equation leads to the well-substrate with the permittivitg > 1. The x-axis is directed
known discontinuity in the distribution of the current density along the normal to the faces of the plate. The free boundary
j and to a kink in the distribution of magnetic inductiBnat  of the superconductor coincides with the plate0, while

the point where the magnetic fiell vanishes. It was found the superconductor—substrate interface coincides with the
that the above peculiarities in the current density and magplanex=d. The surfacex=0 is exposed to an external elec-

netic induction distributions ensure a peculiar response of #omagnetic field. The varying magnetic field is directed

2. FORMULATION OF THE PROBLEM
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along the plate surfad@long thez-axis) and has the follow- 3. SMALL AMPLITUDES OF RADIOWAVES
ing time dependence at the boundaxry=(0):

H(t)=H, codw t)+H, cogw,t+x). (1)

If the amplitudesh, andh, are so small that
For the sake of simplicity, we will assume that the frequen- [bs(7)|<1 or |H(t)|<HP’ (8)
ciesw; and w, of two waves in Eq(1) are commensurate.
We assume for definiteness thai> w4 . In the given geom-
etry, the magnetic inductioB and the electric fielcE are
functions of only one spatial coordinaxe The vectorB is
directed along the-axis and the vectoE along they-axis:

in all time intervals, the electromagnetic field distribution in
the sample is not sensitive to the dielectric properties of the
substrate. Consequently, the analysis of the interaction of
radiowaves in this case is simpler. Nevertheless, the interac-
tion of waves as a rule leads to a peculiar effect, viz., jumps
B(x,t)={0,0B(x,t)}; E(x,t)={0E(x,t),0}. (2)  inthe time dependence of the electric fiélr)=F(0,7) at

. - the sample surface even in such a case. In order to demon-
)?:ro.task is to calculate the electric field at the surfaceStrate the origin of th&( ) jumps emerging in this case, we
' can trace the evolution of the magnetic induction distribution
E(t)=E(0}). 3 b(&,7). In this analysis, we will consider the intervals of
monotonic variation of the applied magnetic fiekd()
separately. Let us suppose that the functinr) at time
instants 7?71 7). assumes successively the extremal
valuesb(® ,b{") b ... . Weassume thab(7) attains its
gbsolute maximum at the instarif). By choosing appropri-
ate values of the parametdrs, h,, k, andy in (6), we can
easily make the extremal valué$®, b, b and b{®)

JE 1B B 4a satisfy the following inequalities:
X~ cat ax ¢ JeSIE @

We will consider the electrodynamic properties of a hard
superconductor on the basis of the critical state nfodel
which is known to be applicable in a wide range of wave
amplitudes and frequencidsee, for example, Ref. 11In
this model and in the chosen geometry, Maxwell's equation
are described in the form

b©@=p@ _pD: pE<pd) 9
Here |, is the critical current density which we assuftfier s S s ©

the sake of simplicityto be independent of magnetic induc- |t should be emphasized that these conditions are chosen by

tion, andc is the velocity of light. _ us only by way of an example and are not necessary for the
The sign of the current density in the region where thegmergence ofF(7) jumps at all. Moreover, an analysis

electric fieldE is zero is determined as follows. In the critical spows that thé=(7) jumps do not appear only for a special

state model, we assume that the current density in such renoice of the parametdr,, h,, k, andy (e.g., fork=2 and
gions remains the same as in the last moment of past history—_ g).

for E # 0, i.e., the magnetic induction distribution is “fro- At the initial instant of timer= 7(?, the magnetic induc-

zen”. tion b(¢,7) as a function ofr attains its absolute maximum
The boundary conditions to Eq&t) have the form not only at the boundarg=0, but also at any other point of
B(ON)=H(1): B(d.t)=eYE(d,1). (5) the sample. The values of this maximusté, %) are dif-

. . ) ferent at each poing:
It is convenient to analyze the systems of equati@hs

and (5) by introducing the dimensionless variables bO—¢ O<é<g
b(¢,7M)=¢° > — (10)
h]_:Hl/Hp, h2:H2/pr T:wltl ‘f:X/d! 0 §<§<1

Hp=4mjcdic, b(& 7)=B(x,t)/Hp, (6)  The magnetic field penetration depEcan be determined

F(£7)=(c/oidH)E(XD), k=wylwy, from the requirement of continuity df(¢, 7(@): & = b{® . At
the time instantr= (%), the derivativesb(¢,7)/d7 is equal
by(7)=hy cog 7)+h; cogkr+x). to zero everywhere. Consequently, it follows frdi@ that

HereH, is the characteristic value of the applied magneticthe functionF (¢, 7) is also equal to zero in the entire volume
field at which it penetrates the entire volume of the plate, i.e.0f the sample. Distributiort10) is shown schematically by
reaches the boundary=d(£=1). In the new notation, Eqs. Pold broken line in Fig. 1a.

(4) and (5) assume the form For 79O< r< 71| the external fieldb4(7) decreases, and
the electric field starts to penetrate the sample. As a result,
oF _@ @=—sgnF the plate is divided into two regions. In the surface layer

3 ar’  d€ 0< €< &y(1), the electric field differs from zero. In this re-
. . o ™ gion, the magnetic field decreases, and according to the sys-
b(0.7)=by(7), b(lr)=aF(l7), a=we7dlc. tem of equationg7), the sign of the derivativelb/9¢ is
The solution of the problem formulated above dependgositive. In the regiorgy( ) <£<1, the electric field is zero,
to a considerable extent on whether or not the external varyand the distributiorb(&,7) remains frozen, i.e., retains the
ing field penetrates the sample completélg., on the exis- same form as at the instant 7°). Thus, in the first mono-
tence of the time interval in whicH1H(t)|>Hp). For this  tonicity interval of the functiorbg(7), the induction distri-

reason, we will consider these cases separately. butionb(¢,7) is described by the expressions
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FIG. 1. Evolution of spatial distribution of magnetic inductib(¢, ) on
different monotonicity intervals of the applied fighg(7): #O< <71 (a),
W< r<7? (b), and <7< (c).

by(r)+¢&, O0<E<E(T)
bg,r)=1 b —¢  &(n)<é<é (11)
0, E<E<.

The kink pointéy(7) of the functionb(¢,7) (11) is defined
by the formula
1

€o(7) =5 [ =by(7)]. (12)

It should be noted that formula®) and (12) lead to the
inequality £5(7)<¢. The sequence of dependences demon
strating the time variation of the distributidi(&,7) on the
first monotonicity interval of the functiob(7) is depicted
by broken linesl-3 in Fig. la.

At the instantr= 71, the electric field vanishes every-
where in the sample again. The correspondb(g, =)
curve is the starting point for an analysis of the behavior o
b(&,7Y) on the second monotonicity interval of the function
bs(7) (bold broken line in Fig. 1p Pay attention to the char-
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acteristic protrusion on thie(&, %)) curve in the vicinity of
&= &o(7M), which plays a significant role in the emergence
of the jumpsF (7).

The curves3-5 in Fig. 1b demonstrate the evolution of
the distributionb(&,7) on the second monotonicity interval
of the functionbg(7). The sample is again divided into two
regions. In the layer € £<¢,(7), the electric field differs
from zero,F(&,7)>0. Hereb(¢,7)=Dbg(7) — £. In the inter-
val &(7)<é<1, the field F(&,7)=0, and the induction
b(¢,7) remains frozen, i.e., coincides with(¢,71). The
point &,(7) is defined by the formula

1

£1(1)= 5 [bs(7) ~b]. (13
At the end of the second monotonicity interval of the func-
tion b(7), i.e., for r=7(3), theb(¢,7) curve acquires a zig-
zag singularity(line 5 in Fig. 1b. This graph serves as the
reference for an analysis of tl¢&, 7) dynamics on the third,
most important monotonicity interval of the functidm( 7).

In the intervalr?< 7< 73 the distributiorb(¢, 7) var-
ies from line5 to line 8 in Fig. 1c. It is important to note that
according to(9), the fieldbg(7) in the course of its variation
passes through its previous minimum valug ) =b{® .
Owing to this, there exists a time instant 7; at which the
distributionb(&,7;) exactly coincides wittb(¢,7Y) (cf. the
broken lines7 in Fig. 1c and3 in Fig. 1b. At this time
instant, the plang=¢,(7) separating the sample into two
regions withgb/d7<<0 and withob/dr=0 changes its posi-
tion abruptly. Indeed, for<r; we have

— 1 (2)
&2(7)= 5 [bs"=by(7)], (14)
while for 7> 7;, the formula foré,(7) coincides with for-
mula (12) for &, (see Fig. 1& The jump in the position of
the é=¢&,(7) plane leads to a jump in the magnetic flux
derivative

1
<I><r>=f0 b(£, 7)dé

in time. In turn, the jump in the time derivative of magnetic
flux indicates, according to Faraday’s law, the jump of the
field F(7) (see the first equation ifv)).

Pay attention to the fact that such jumps in the quantity
F(7) are completely identical to electric field jumps at the
surface of a superconducting plate of thicknedsreadiated
by field (1) under the condition$8) on both sides. Indeed,
under the conditiong8), the fields penetrating the sample
from both sides do not overlap and do not interact. Conse-
quently, the electromagnetic field distribution in a half of the
plate of thickness @ in the case of bilateral excitation coin-
cides exactly with thé(x,t) distribution in a plate of thick-
nessd under unilateral excitation.

The behavior of the electric field(7) in a plate under
bilateral excitation was analyzed in Ref. 7. Here we give the

{esults of calculation oF (7):

dby
d

F ()= () + b)), (15)
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05 At the time instant(?), the value ob(¢&,7) is equal to zero
everywhere. For this reason, only the first term in formula

F (17) differs from zero, i.e., the electric field is uniform. It
T follows from (7), (18), and(17) that
0 f 2 3 F(£79)=(b~1)/a>0. (19
t V The first term in(17) decreases with time. Besides, the ab-
AF solute value of the negative integral term(iti7) increases.
1 However, there exists a time interval during which the elec-
tric field F(&,7) remains positive everywhere. It follows di-
rectly from system(7) that the electromagnetic field in this
-1t time interval is described by the formulas
b(§,7)=bs(7) - &, (20)

FIG. 2. The functionF(7) for hy=h,=0.4, w,/w;=3, x=0.
F(& 1)=bs(n)(1-§) +[bs(7)—1]/e. (21

. ) ) i . The field distributions preserve the for20), (21) to the
The quanhtyb(_r) is _the value of dimensionless m_ducftlon time interval 7= 7, at which the electric field (&, 1) van-
b(¢,7) at the kink pointé=0 on theb(¢,7) curve, which is  jshes for the first time. This occurs at the pogat 0. For this
nearest to the surface. The procedure of deriving the eXpreégaason, formula(21) leads to the following equation for
sion forb(7) is described in detail in Ref. 7. Figure 2 shows , -
by way of an example the results of calculationd=¢f-) for .
h,=0.4, h,=0.4, k=3, andy=0. aby( ) +by(7) —1=0. (22)

The instantr, is the root of Eq.(22) closest tor(?). Pay
attention to the fact that in contrast to the case of small
4. LARGE AMPLITUDES OF RADIOWAVES amplitudes, théb(&,7) curve acquires a kink typical of the

Let us now analvze the situation when the am Iitudescritical state model only for> 7. Indeed, in this case, the
y P ample is divided into two regions. In the lay&x &, the

h, andh, of radiowaves are so large that the magnetic field> o . :
is present in the entire volume of the superconductor. FO?Iectrlc field F(¢,7)<0, and according to equatiofY) of

. ; ~ critical state, db(¢,7)/9é>0. In the remaining region
gzdzu;?:iﬁf’ the value of absolute maximumbgfr) ex £0<é<1, the fieldF(&,7) remains positive. In this region,

db(¢&,7)10€>0 preserves the minus sign. The magnetic in-
b¥>1. (16)  duction distribution can be written in the form

As in Sec. 3, an analysis of the electromagnetic field distri- [ bs(m)+¢, 0<é<gy
bution will be carried out separately for each interval ofP(&:7)= bo(7)+2&0(7) —E=b(1,7)+1—¢, Eu<é&<.
monotonic variation of the external fielol(7). In the case 23

under investigation, it is convenient to present the Faradawe have used two forms of notation fo(,7) in the region
law in (7) in the integral form: £,< £<1. One of them expressed explicitly the continuity of
1o b(¢,7) at the pointé=¢£,, while the other “attaches” the
F(§77):F(1v7)+L d¢'b(¢’,7), (17 distribution b(¢,7) to the value of induction at the point
£=1. Taking into account the fact th&(&,7) vanishes at

where the dot indicates the partial derivative with respect tQhe pointé=¢&,, we can easily obtain frorfil7) the electric
7. Formula(17) demonstrates the basic difference betweerfield distribution:

the cases of large and small amplitudes. In the case of small .
amplitudes considered in Sec. 3, the electromagnetic signal (6= bs(7) (60— &), 0<é<éy (24
did not reach the interface between the superconductor and ’ b(1,7)/a+(1—&)b(1,7), &o<é<1.

the substrate, and the valueffl,7) was zero for all values The relation between the position of the kink point

of 7. Under the condition§l6), F(1,7) # O due to complete . _ ; . . .
transparency of the sample. It will be shown below that thistghegr?érg :frggg;he inductiorb(1,7) can be determined with

fact changes radically the dynamics of variation of the wave
field distribution with time.
As in the case of small amplitudes, the magnetic induc-

tion b(&,79) at the initial instant= 7() attains its absolute

maximum value at each point of the conductor. However, thd "€ condition of continuity of the electric field(¢, 7) at the
region withb(¢,7)=0 is not observed in the sample under POINt&=¢&o(7) leads to the following equation fds(1,7):

the conditions(16). In contrast to distributior{10), the in- 2b(1,7)+ a[ 1+ by(7)—b(1,7)]b(1,7)=0. (26)
ductionb(&,7) is described everywhere by the formula

1
£9(7)= 5 [1+b(L,7)=by(7)]. (25

© © The initial condition to this equation can be found by putting
b(¢,7%)=bg" - ¢. (18 7=7, andé=1 in (20):
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b(1,r)=by(7)— 1. (27)  time instantr= 1. As in the case of small amplitudes, the

_ o ~ b(&,7) curve contains two kink points for> 7(1):
Thus, formulag23)—(27) specify the distributions of electric

and magnetic fields for> .. Pay attention to the fact that bs(7)— ¢ 0<§<éy(7)
in contrast to the case of small amplitudes, the presence of a b(&,7)=1{ bs(7'")+¢ §1(7)<E<$o(7) (31)
kink on theb(¢,7) curve under condition§l6) does not at by(l,7)+1-¢  &(n)<é<l.

all indicate the existence of spatial regions with a frozen , .
magnetic induction distribution. Indeed, the magnetic induc—Here §1(7) and&o(r) are defined by the equalities

tion (23) decreases with time not only in the region 1

0<é<éy, but also forég<£<1. An analysis of Eq(26) &(n)=5 [bs(7)—bg(7M)], (32
with the initial condition (27) shows that as long as the
b(&,7) curve has one and only one kink, the value of
bs(1,7) decreases monotonically, remaining positive. This

can be easily verified by writing E¢26) on account of25) o o )
and(27) in the form The distribution(31) of the magnetic inductiom(¢,7) be-

tween the kink pointst;(7) and &y(7) is frozen. For this

1~ d7 reason, the expressid83) for &y(7) differs from the similar
b(L,r)=b(lLr)exg —— | — 7~
a Tk 1_§O(T )

expression(25) describing the case,<7<7). Formulas
(32) and(33) show that the kink points move towards each
As in the case of small amplitudes, the kink on the mag-other sincebg(7) is an increasing function for> (1), while
netic induction distribution23) plays an important role in  b(1,7) continues to decrease. As before, the law according to
the formation of the jump oF (7). For this reason, we will whichb(1,7) decreases is described by the equd®§), but
consider in detail the conditions for the formation of such awe must take (33) instead of (25 for &y(7') when
kink and possible scenarios of further variation of the mag-7' > +(1). Formulas(28) and (33) are equivalent to the fol-

1
£o(7)= 5 [b(1,7) +1-by(7)]. (33

. (28

netic and electric field distributions. lowing differential equation:
1. If the value ofb{") at the minimum of the applied field o .
b(7) closest tor(® satisfies the inequality 2b(1,7)+a[1+bg " —b(1,7)]b(1,7)=0. (34)
bl< 1 (29)  Itdiffers from (26) in thatby(7) is replaced byo!Y . For the
s ’

initial condition, we must use the requirement of continuity
a kink on theb(&,7) curve emerges inevitably in the time of the functionb(1,7) for 7= 7).
interval 79< 7< 7). The kink pointé= &,, which appears The electric fieldF (&, 7) for 7> () is described by the
at the instant of timer, at the boundary¢=0, moves to formulas
another boundarg=1 and necessarily reaches it. This situ-

ation resembles the problem on field distribution in the su- b(7)[&2(7) = €], 0<E<éa(7)
perconducting plate under unilateral excitation by a har- F(&7)=40, &1(1)<E<&o(7) (35
monic signal, which was considered in Ref. 10. The point b(1,7)[&(m)— €], &o(7)<E<L.

&, disappears at the boundagy 1 at the time instant when
bs(7)=—1 andb(1,7)=0. Such a scenario is of no interest
for us since after the kink disappears, thg, ) curve ac-
quires a shape similar to that described®§) (only the sign
of the slope is opposiieThe electric field jumps can appear
only after theb(&,7) curve acquires kinks again.

2. If

The kink points é=¢p(7) and £é=¢&4,(7) moving towards
each other can meet. At the time instant 7;, both kinks on
theb(¢,7) curve disappeaiin the same way as in the case of
small amplitudes For this reason, the graphs describing in-
duction b(§,7) and the fieldsF(§,7) at 7>17; become
straight lineg20) and(21) as in the case of< 7. Formulas
(21) and(35) show that the field=(&) experiences a jump at
_1<b(sl)<1, (30) 7=7;. The jump widthAF(7) = F(7; + 0) — F(7; — 0) is
described by the formula
the b(¢&,7) curve acquires a kink over the time interval . .
1O<7<71 as in the previous case. However, the point ~ AF(7)=[1—§&(7)][bs(7j)—b(1,7)]>0. (36)
€o(7) moving to the right now does not reach the boundaryyjje deriving this expressiof86), we took into account the
¢=1, but comes to a halt. Indeed, it follows frof@S) that 504 that the following equality is valid at the instant
the direction of motion of the poing, depends on the rela- __ _ .
tion betweerbg(7) andb(1,7). It turns out that the inequal- .
ity be<b(1,r) is valid initially, after the instant= 7., and bs(7) —1=b(1,7)). (37
the point¢, moves to the right. However, the momentcomes By way of an illustration, Fig. 3 shows the results of
when the value ofb| decreases to such an extent that thenumerical analysis of the fieléF(7) for h;=1, h,=1.2,
point €= ¢, comes to a halt, antls vanishes atr=7% so  w,/w,;=4, y=0, and @=0.5. The F(7) jump nearest to
that the velocity of the poing= ¢, is determined completely r=0 corresponds to formulés6).
by the value ofb(1,7). Owing to condition(30), the point Pay attention to the fact that before the poi&ér) and
&= ¢, moving back towards the boundagy=0 has no time  &;(7) moving towards each other merge into one, the applied
to reach it since thé(¢,7) curve acquires a new kink at the field bg(7) can attain its new extremal valugnaximum
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that the functionf(7) has a minimunt ., whose value de-

pends orw. If the value ofa exceeds a certain critical value
agn, thenfi,>0. According to(22), this means that for

a<dag (40)

the instantr= 7, at which a kink on thé(¢,7) distribution
appears, i.e., the pldi(¢,7) is a straight line(20), is not
contained in the entire interval®< r< 7). The boundary
value a4, can be determined from the condition that the
function f(7) is tangent to the abscissa axis:

FIG. 3. The functionF(7) for hy;=1,h,=1.2, w,/w,=4, x=0, a=0.5.
Ps( Ter) +.[bs( 7o) — 1]/ @1 =0,

41
b(7er) +bs(7e)/ e =0. (42)

b{®). In other words, the time{?) might come before the
equality (37) is satisfied. Then a new, third kink point If a>agq, the interval %< r< 1) contains a time
g=§&,(7) emerges at the instant=73) at the boundary interval 7=, at which the kink on the functiob(&,7) ap-
£=0. At this instant of time, the poin§=¢,(7) comes to a pears. This instant corresponds to the smaller of the two
halt and remains stationary{(7)=¢(7(?)). The magnetic roots of the equatiori(7)=0. In the case when the param-
induction b(¢,7) becomes frozen on the segmentetera exceedsy,, only slightly, i.e.,

Ex(1)<E<&(7) for 7>7(3). The pointsé&,(7) and £y(7)

move towards each other to the stationary pdaipt~?). A", (42)

The jump of the fieldF(7) is determined by the point Qor1 '

&(7) or &(7) which is the first to reach the point
£1(79). If the pointséo(7) andé;(7?)) merge into one, the
disappearance of two kink points=¢, and £€=¢, is not
accompanied by a jump in the fieF(7), and we return to
the pattern(23)—(27) of field distribution, in whiché&,(7)
plays the role of the poingy(7). If, however, the point

the pointé= &y(7) generated at= 7, moves with time over

an insignificant distance to the bulk of the sample and then
returns to the surfacé=0. This can be easily verified by
analyzing the equation fo€y(7), which follows directly
from (25) and(26):

&,(7) is the first to reach the poirgy (7)) and ifbs # 0 at Daky(1— o)+ aby(1— &g)+2&9—1—bg=0 43)
this instant, the disappearance of the two kinks leads to a
jump of F(7). (here&y(7)=0). The solution of this equation for sma},

In the general case, the behavior of the functipr)  has the form
might be such that an arbitrary numberof the kinks ap- 1 ¢+
pears in succession on th€¢&,7) curve. In this case, only Eo(n)=—= f f(r')d7'. (44)
the kink pointsé=¢,_1(7) and é€=§&,(7) nearest to the 2 Jn
boundarie€£=0 andé=1 are mobile. Thd=(7) jumps will
appear only when the left mobile poigt &,_1(7) reaches

the stationary poinE=&,_,(7""Y) nearest to it. ) . e )
Such a multiple emergence of kinks on the inductiongO(,T) vanlsht_es. .On the m_terv?’rkfr <7, the fu,nc'uon
f(7')<0, while in the region7’>7 we have f(7')>0.

b(&,7) is also possible in the case of small amplitudes. How- . ) ~ .
ever, in the case corresponding (t6) not every disappear- Clearly, there exists an instant= 7; close tor at which the

ance of a pair of kinks leads #(7) jumps, and kinks can integral (44) vanishes, i.e., the poingy(7) returns to the
. . L ' - surfaceé=0.
disappear without causing jumps due to the mobility of the We can prove that there exists a range of the parameter

Under the conditiong42), the integrand in(44) has two
close roots:t= 7, and the instant="r at which the velocity

point &y(7). N
3. The case when the minimuii{®) of the field bg(7) ’

lies above unity, i.e., aen<a<ag, (45)
b(sl)>1- (39) in which the pointéy(7) returns to the surfacé=0 before

is found to be very interesting. In such a case, the evolutiofhe instantr=r*) comes. The upper boundary of the inter-

properties of the substrate, i.e., on the parametén order ~ EG- (43) vanishes atr= 0

to analyze the behavior of the magnetic inductigig, 7), it (1) _
. . gO(T )|a=a _0' (46)
is very useful to analyze the function cr2
. by(7)—1 The range(45) of the parametew is interesting since the
f(r)=by(m)+ ——— (39 electric fieldF(7) experiences a jump of a new type at the

instant 7= 7; when the pointy(7) returns to the boundary
on the time intervalr®<r<7®). This function assumes ¢=0. Indeed, immediately before the instant 7, , the field
positive values §”—1)/a and ("~ 1)/a at the ends of F(7,—0)=0, while F(,+0)=f(r;) after the jump. Conse-
this interval, andf(7(9)<0, while f(#1)>0. This means quently, we have
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FIG. 5. The functionF(7) for h;=1, h,=0.5, w,/w,;=2, =0, a=1.

unilateral excitation, the dynamics of variation in the mag-
netic induction distribution differs radically from the behav-
ior of B(x,t) under bilateral excitation. For this reason, the
position and the amplitude of the jumpskH({t) and the very
fact of the existence of jumps are sensitive to the conditions
of excitation and to dielectric properties of the substrate. For
example, in contrast to unilateral excitation, no jumps are
observed onE(t) curves under bilateral excitation with
w,lw;=2 and y=0 (see Fig. 5. Besides, jumps of a new
type (47) associated with the return of the kink point
&=¢&o(7) of the magnetic field distributiom(&,7) to the
boundaryé=0 are observed under unilateral excitation.
(1) 0,5 A \/ Pay attention to the fact that nonlinearity of the consti-
T : tutive equation in the critical state model is manifested in the
~10L response of the sample to the one-wave excitation also: the
field E(t) contains all odd harmonics of the exciting signal
FIG. 4. The functiorF(7) for h;=4,h,=1.5, w,/w,;=10, x=0 calculated .(Se.e’ for ex_a_mple, Refs. 10, 1291H=Iqwever,. the .nonlme_ar-
for various values of the parameter ity in the critical state model has a singularity, viz., the jump
in the current density distribution from-j. to —j.. This
singularity of the critical state model is manifested in the
bs(7)—1 nonlinear interaction of wavegumps inE(t)). It is not nec-
T>O' (47) essary at all that just two waves take part in the interaction.
The jumps ofE(t) emerge in the case of an arbitrary time
dependence of the applied field: it is only necessary that the

AF=f(r)=by(r))+

Finally, if the parametexx exceeds the second critical

value, i.e., constraints imposed on extremal values of the function
a> gy, (48) b,(7) described above are satisfied.
the pointé&y(7) has no time to return to the boundafy-0 This research was partly supported by grant No. 3004 E

before the field bg(7) attains its extremal value 9306 of the Mexican National Committee on Science and
by(7)=b'Y . In this case, the evolution of the distribution Technology (CONACyY and the Ukrainian National Pro-
of b(&,7) and the field~(7) follows the same scenario as in gram on high-temperature superconductivi@roject “Col-
the case corresponding ¢80). lapse”).

The curves in Figs. 4a—c, which are plotted a result of
calculations of the functionF(7) for the applied field
b(7)=4 cosf)+1.5 cos(1@) for three different values of
the parameter from the intervals(40), (45), and (48) re- IN. M. Makarov and V. A. Yampol'skii, Fiz. Nizk. TempL7, 547 (1991
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LOW-TEMPERATURE MAGNETISM

Manifestations of non-Heisenberg interactions in the temperature dependence of the
NMR frequency of a NiCl , crystal

V. M. Kalita and A. F. Lozenko

Institute of Physics, National Academy of Sciences of the Ukraine, 252650 Kiev, Ukraine
(Submitted February 26, 1996; revised November 4, 1996
Fiz. Nizk. Temp.23, 399-401(April 1997)

A thermodynamic analysis of the influence of non-Heisenberg interionic spin-spin interactions on
the temperature dependence of the NMR frequency of a,Nigktal is carried out.
© 1997 American Institute of Physids§1063-777X97)00604-X|

The hypothesis on a non-Heisenberg nature of interionicompared to the model value, which is observed starting
interactions was used in Ref. 1 for describing anomalies ifrom T=237 K, is an order of magnitude higher than the
the temperature dependence of lattice deformation of #&emperature associated with the antiferromagnetic resonance
NiCl, crystal discovered in Ref. 2. It was actually stdtdtat ~ gap.

NiCl, is a non-Heisenberg magnet, intrasublattice exchange Thus, the discrepancy between the experimental tem-
interactions being non-Heisenberg interactions. perature dependence of magnetization of the sublattice and

The antiferromagnet NiGlbelongs to layered crystals. the dependence calculated in the mean-field model is not
Its crystalline structure is isomorphic to Cg@Vith the spa-  only qualitative but also quantitative by nature. The attempts
tial symmetryD3,. In order to verify additionally the con- made to take into account the difference betw&grand the
clusions drawn in Ref. 1, we shall try to estimate nonHeisenDebye temperatur&e (which is equal to 68 K for NiG)) do
berg spin-spin interactions from the temperature dependend®t improve the correspondence between the calculated and
of the nuclear magnetic resonan@MR) frequency of a the model values.

NiCl,, crystal. In the case of a nonlinear non-Heisenberg dependence of

The temperature dependencies of NMR frequencies aréie effective field on spin, we carried out a quantitative
proportional to the temperature variation of the average spignalysis by using the thermodynamic approach. We define
of the sublatticé. For this reason, it is expedient to compare free energy in the form of a function of average spins of the
the temperature dependence of the NMR frequency of &ublattice. According to Refs. 6, 7, the expression for free
NiCl, crystal with the model calculations of the average spinenergy in the mean-field method can be written in the form
pf thg subla'ttlce in the case Whgn the effectl\(e field is linear F(s,,8)=E(s,8) — T[o(s) + o(s,)], (1)
in spin and in the case of a nonlinear non-Heisenberg depen-
dence of the effective field on the average spin of the subwhere § and s stand for the spins of the sublattices,
lattice. E(s;,S) is the interaction energy, ang(s,) +d(s;) the sum

The experimental temperature dependence of the NMRf the entropies of the sublattices. The explicit expression for
frequency of NiC} is shown in Fig. 1, which borrowed from the entropy of a sublattice depends on the magnitude of the
Ref. 4. The solid curve in the figure shows the temperaturdoic spin. For Niionss=1, and the entropy has the form

dependencea(T)~ »(T) of the spin of the sublattice in the +J4—3[92 1+4—3|32
mean-field model with the exchange constant corresponding o(s)=—||g In |ﬂ2(1_|5|)|54 +1In 1_|s|2|3| . (2

to the Nel temperaturel y=49.6 K> The deviation of the
experimental values df, from the model values,, relative ~ We find the temperature dependence of spin for an antifer-
to the values taken &t= 0, which is calculated, for example, romagnetically ordered state taking into account the equiva-
at T=43 K, is equal to $,—s;,)/S.=0.14 (in this case, lence of the sublattices from the equation of state which can
(Ty—T)/TNy=0.13). The small difference between the ex-be written by using formulagl) and(2) in the form

perimental and model values & suggests that the mean- >
field approximation is applicable. The model and experimen- i: E Stv4-3s _
tal curves intersect a@t~37 K, i.e., the following qualitative ds s 2(1-5s) ’
estimates are valid: at>37 K, the effective field acting on \yheres= e

the spin is stronger than in the model with bilinear exchange, |+ \was found that the experimentally observed depen-
while at T<37 K the opposite situation is observéitie ef-  gences(T) can be obtained from the solution of the equation

fective field acting on the spin is weaker than in the modely¢ state(3) if we approximate the effective fieldE/ds by
with the bilinear exchangeBragin and RyabchenRmoted the polynomial

that the contribution to magnetization due to the spin-wave
nature of the motion of the spin is effectedTat4 K. How-
ever, the decrease of the effective field in a NiGlystal as

()

JE
£=2J(S+O.$3—O.685). 4
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exchange, the coefficient far=T) is positive and equal to
—(13/223)J. Taking the nonlinear interactior{d) into ac-
count, we find that this coefficient fa@r= Ty is also positive,
equal to —(2.19/32%)J, and is approximately 1/6 of the
value in the model with bilinear exchange. Thus, the thermo-
dynamic mode(1), (2) with the effective field4) is strongly

o 0.8 nonlinear. Such a nonlinearity can be associated with biqua-
?_ dratic exchange typical of NiGIt As a result of biquadratic
° exchange, the Landau potential is a function of not only the
§ vector magnetic order parameter but also of the quadruple
0.6 magnetic tensor order parameters. In the case of a strong
biguadratic exchange, the effective Landau potential depend-
ing only on the magnetization of sublattices and describing
0.4 the phase transition to a magnetically ordered state becomes

a nonlinear function o$. According to Ref. 8, the renormal-
ized constant of the fourth-degree invariant in the effective
potential decreases and even changes sign.

OT | 1 A 1 The coefficients o&® ands® in expression4) and the
20 40 60 coefficient of the first power o are of the same order of
T,K magnitude, and hence the dependence of effective field on

spin is of essentially non-Heisenberg nature. However, the
FIG. 1. Temperature dependence of the NMR frequenc) and model  constants in4) are phenomenological, and the proposed de-

dependencies of the sublattice s@fT) relative to their values at=0. scnpuon does not prov|de an unamb|guous answer to the
Experimental points are denoted by circles. The solid and dashed curve

correspond to the solutions with paired exchange and with a non-Heis«=_=nber(§ueStIOn concerning the origin of nonlinear interactions.

interaction, respectively. The authors are grateful to S. M. Ryabchenko for valu-

able remarks and fruitful discussions.

In thls. Cas.e’ we Obtalg the Sollr,l‘ltlonh(.?lepltite_d b)_/ t.he dSShqu. M. Kalita, A. F. Lozenko, and P. A. Trotsenko, Fiz. Nizk. Tenid,
curve in Fig. 1 It can be seen that this solution is in a better 77 (1995 [Low Temp. Phys21, 525(1995].
agreement with the experimental temperature dependence éh. s. Baryl'nik, A. F. Lozenko, A. 1. Prokhvatiloet al, Fix. Nizk. Temp.
the spin of a sublattice of the NiCtrystal determined from 20, 497 (1994 [Low Temp. Phys20, 395(1994)].
NMR observations than in the model with paired exchange 3E. A. Turov and M. P. Petrol\uclear Magnetic Resonance in Ferro- and
. . . . " AntiferromagnetsJ. Wiley, NY, 1972.

_ The magnitude and sign of the constarin (4) is deter-  a¢ . Bragin and S. M. Ryabchenko, Fiz. Tverd. Télzeningrad 15,
mined from the relationTy=—4/3J. The constants® and 1050(1973 [Sov. Phys. Solid Staté5, 721 (1973].
s® in (4) are chosen so that the effect of these nonIinearitiesSE-hA- éggfégbzg-;;'fge”au' J. Als-Nielsen, and H. J. Guggenheim, J.
. . . . . yS. , .
IS compensatgd. In this Case’_the _e_ffectlve fieldiaB7 K I_S 6Yu. M. Gufan and V. M. Kalita, Fiz. Tverd. TeléLeningrad 29, 3302
stronger that in th_e m(_)del _Wlth bilinear ex_char_19e, while at (1987 [Sov. Phys. Solid Stat29, 1893(1987)].
T<37 K the effective field is smaller than in this model. V. M. Kalita and V. M. Loktev, Ukr. Fiz. Zh40, 235(1995.

Expandlng the expreSSIdﬂ) for free energy Into a se- SYU. M. Gufan,Structural Phase Tl’ansitior[iﬂ RuSSiaﬂ, Nauka, Moscow

ries, we can determine the coefficient of the fourth- degree (1982.

invariant in the Landau potential. In the model with bilinear Translated by R. S. Wadhwa
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Ultralow-temperature relaxation of far nuclei in solids via dipole reservoir of own nuclei
of paramagnetic centers

D. A. Kostarov and N. P. Fokina

I. Dzhavakhishvili State University, 380028 Thilisi, Geonga
(Submitted June 17, 1996; revised November 4, 1996
Fiz. Nizk. Temp.23, 402—-408(April 1997)

Abragamet al. (PhysicaB81, 245 (1976) proposed a relaxation mechanism for far nuclei via
dipole—dipole reservoi(DDR) of own nuclei of paramagnetic centers which do not

“freeze” at ultra low temperatures. In order to verify the possibility of such a process, they
proved that the matrix elements of flip-flops of own nuclei are the electron matrix elements due to
the mixing of electron and nuclear spin states as a result of superfine interaction. This is
equivalent to an increase in heat capagfincrease in weight’) of the DDR of own nuclei. Such

a “heavier” DDR subsequently plays the role of a thermodynamic subsystem through

which far nuclei relax to the lattice, a narrow bottleneck being observed on the second relaxation
region. Since this mechanism can play a dominating role in low-temperature nuclear

relaxation as well as in other processes, it is important to obtain the Hamiltonian of a “heavier”
DDR in explicit form, to calculate its heat capacity, and to estimate the effective relaxation

rate of far nuclei via DDR, which has been accomplished in the present publicatioi99®
American Institute of Physic§S1063-777X97)00704-4

INTRODUCTION Thermal mixing of different species of far nuclei also occurs
through the EDDR. The relaxation rate for the Zeeman sub-
First of all, we recall some aspects of the quasithermosystem of far nuclei to the EDDR is proportional to the factor
dynamic description of nuclear relaxation processes in dilute 2O ey 22
paramagnetic crystals associated with superfine interaction ((65)9)s=((S))s=(S))s
(SFI). where 6S'=S—(S/)s is the fluctuation of the
Since each paramagnetic cent®C) in such crystals z-component of the electron spin at thid lattice site. At
corresponds to many nuclei, and the SFI depends consideliigh temperatures, this factor is of the order of urf(igr
ably on the separation between nuclear spins and PC, tr@=1/2, we have (5S%)?)=(1— p3)/4, wherepg is the elec-
extent to which electron spins affect the NMR spectrum andron polarization, but it becomes vanishingly small at ul-
nuclear spin affect the EPR spectrum is also determined bytalow temperatures, whekgT, <% wg (Where wg is the
this distance. Let us introduce the concepts of close and faglectron resonant frequency ai¢ the lattice temperatuye
nuclei by using the extent to which SFI affects the electronand relaxation of far nuclei associated with the EDDR must
spectrum as a criterion. The nuclei close to a PC and chabe “frozen” completely. However, alternative relaxation
acterized by large constants of SFI which shifts the Zeemamechanisns®in which relaxation is not “frozen” down to
levels of the PC by a distance exceeding their uniform widthmicrokelvin temperatures were put forth in view of the fact
will be referred to as close nuclei. In a theoretical analysis, athat finite nuclear relaxation times are observed in experi-
least the diagonal component of the SFI involving close numents. For example, Abragaet al® who studied the spin—
clei should be included in the basic Hamiltonian. The nucleilattice relaxation of protons in holmium ethyl sulphate ob-
separated from a PC to such an extent that the SFI involvingerved its “fantastically high rate as well as remarkably
these nuclei shifts the electron levels by a distance smallaweak temperature dependence.” They explained the results
than the electron gap width. will be referred to as far of their experiments by introducing a new relaxation mecha-
nuclei(in this case, the SFI can be regarded as a perturbatiomism for far nuclei(protons via the DDR of own nucléi of
of the basic Hamiltonian Since the number of far nuclei in paramagnetic centers, i.e., via the DDR*Ho nuclei be-
dilute paramagnetic crystals is much larger than the numbdonging to HG" ions. (This “interesting example of nuclear
of close nuclei, they are sometimes called bulk nuclei. relaxation” is also considered in the monograph by Abraham
The role of the electron dipole—dipole reserv@DDR) and Goldmar(see Ref. 13, p. 106
in relaxation and dynamic polarization of far nuclei in dilute At first glance, such a mechanism cannot be effective
paramagnetic crystals has been considered by mansince the time of correlation of the-component of own
authorst™ This role is determined by the fact that the cor- nuclear spins associated with their flip-flops is too long to
relation function of the-component of electron spins deter- ensure flip-flops of far nuclear spins in a strong constant
mined by their flip-flops has a nonzero Fourier component atnagnetic field. However, it was pointed out by Abraham
the resonant frequency of nuclei which are far from PC. Conwith co-worker§ that the flip-flops probability of own nuclei
sequently, the EDDR is an agent in energy transfer from fais in fact increased significantly due to the strong superfine
nuclei to the lattice during their relaxation and from the mi- interaction(SFI) of these nuclei with electron spins, contain-
crowave field to far nuclei during their dynamic polarization. ing flip-flops, which is governed by their dipole—dipdldd)
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interaction which has a much faster rate than the nuclei. Th&/henever required, these results can be obtained for a spe-
increase of flip-flops probability of own nuclear spins can becific experiment. The Hamiltonian of such a spin system can
visualized in the following way: the nucleus of ion 1 per- be written in the form

forms a flip-flop with the electron spin of its shell due to the A

SFI with constantA, the electron spin 1 performs a virtual H:hw"sfSZ_ﬁwl*|Z+AH2 S+ = > (I

flip-flop with the electron spin of ion 2 due to their dd inter- [ 2 5

action with the constarlt), and ion 2, in turn, accomplishes 1

flip-flop with its own nucleus. The results of such processes +S’|i+)—ﬁw|:||z:+ HEHHF + > 2 (vm;n
are flip-flops of own nuclear spins caused by virtual electron ni
flip-flops and enhanced approximately by a factor of

1
A2U/%%w?u rather than flip-flops caused by the nuclear dd +V A A+ 5 (STL™+S7L™Y), )
interaction with constan.
Consequently, the correlation time for thecomponent Here the first three terms form the basic Hamiltonian of

of own nuclear spins is reduced significantly, and the correelectron—nuclear pairs}, is the longitudinal SFI constant,
sponding correlation function has a nonzero Fourier compothe fourth term corresponds to the transverse SFl,
nent at the frequency of far nuclei. At the same time, thewg,=ys,Bg, where ys is the absolute value of the gyro-
resonant frequency of own nuclei determined by the SFI conmagnetic ratio for electronsy, the gyromagnetic ratio of
stant is, as a rule, much smaller than the electron frequenaywn nuclei, andvg= y£B, the Zeeman energy of far nuclei.
ws, and the factoK (817)2), appearing in the expression for The part of dipole—dipole interaction of electron spins which
the rate of direct relaxation of far nuclei to the DDR of own is secular relative the first three terms of Hamiltonidn
nuclei differs from zero even at very low temperatures. As &orms an overdetermined EDDR with the Hamiltonilli§
result, the rate of thermal mixing of the Zeeman subsystenafter the separation of the terms corresponding to their uni-
of far nuclei and the DDR of own nuclei is so hfythat the ~ form precession. The secular dipole—dipole interaction of
relaxation of this joint subsystem to the lattice is the bottle-own nuclei after a similar operation forms an overdetermined
neck in the process of relaxation of far nuclei. It is well DDR with the HamiltoniarH;; having the following explicit
knowr? that in this case the effective relaxation rate of farform:
nuclei is proportional to the rati€;, /Cg+C,;, whereCg
andC, are the heat capacities of the Zeeman subsystem and py* _—
DDR, respectively. This ratio must not be too small since the ss
experimentally observed relaxation rate for protons is quite
high. The fulfillment of such a condition is also ensured by X(S'S +8 S )(IF+15)?
an “increase in weight” of DDR taking into account the
contribution from dipole-coupled electron spins, which iswhere
transferred to nuclei via SFI. )
Abragamet al” estimated the effective relaxation rate of 2z _ 5 j+-_ hy&(1-8 cos ;)
far nuclei on the basis of calculation of matrix elements of a " g rs
transition between two nuclear energy levels in the second
order of perturbation theory in SFI constants and in the first | jzz+-_ -2 E Uzt
order in the electron dipole—dipole interaction. However, it 0 ife ’

would ?e inte.refting to determine ex.plicitly the Har'niltonianrij being the separation between thé and jth electron
of the “heavier” DDR of own nuclei, to calculate its heat spins, 6;; the angle between; and By, N the number of

capacity, and also to consider relaxation of far nuclei to the,jactron—nuclear pairs}* is obtained by the replacement of

lattice via DDR and to compare the obtained results with th @ ok g

theoretical estimates obtainped in Ref. 8. The present papeﬁgzezgp_)eratorfﬁz " HS§ ?y g (%_X’y’z) and thg constants
: _ : on uf’=—2u; " =[fy}(1-3cog ;)]r;. In con-

devoted to the solution of this problem.

1 . -
ij%) ((uff—ugZ)sZsﬁ 5 (Ui =Ug )

N| -

: 2

ij

trast to Ref. 9, only the flip-flops of electron and nuclear spin
pairs in states with identical directions of own nuclear and
electron spins will be secular since the energy levels of an
electron—nuclear pair are split by the strong SFI. It was
Taking into account the experiments described in Ref. 8shown in Ref. 10 that such a limitation can be taken into
we consider the electron-nuclear spin system of a solid unaccount by multiplying the terms of dipole—dipole interac-
dilute paramagnet consisting of pairs formed by the electroition describing flip-flops by |(-Z+IJ-Z)2 and S+ S]-Z)z, respec-
spin+the spin of the own nucleus of a PC and far nucleattively. Finally, the last terms ifil) represent the part of the
spins in a constant magnetic field with inducti®g|z|c,  dipole—dipole interaction between far and own nuclei, which
wherec is the principal crystallographic axis of the crystal. It is secular in own nuclei, and the electron spin—lattice inter-
should be noted that in Ref. 8 the spiof Ho®" ions is  action.
equal to unity, while the spih of the 1**Ho nucleus is 7/2. In order to take into account the “increase in weight” of
However, we can assume that the spins of pairs are equal ®DR of own nuclei by the contribution from electron
one half &=1=1/2) since we do not aim at quantitative dipole—dipole interactions, which is transferred via SFI, we
comparison with the results obtained by Abragamal®  carry out the following transformations in the Hamiltonian

DERIVATION OF HAMILTONIAN OF “HEAVIER” DDR OF
OWN NUCLEI
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(1): we write (1) in the system of coordinates rotating rela- =(3/16)2j(uizjz)2 are the squares of the mean quanta of DDR
tive to electron spins with frequenays and present the re- of electron and nuclear spins, respectively, at an infinitely
sut in the form of the Fourier series high temperature in the case when they do not form pairs.
H* =3, H,€&“k!,where the terms witkk=0,+1 differ from Since|pg/=1 at very low temperatures, expressic)
zero (accordingly, wy=0, w;=ws, w_;=—ws, and can be written in the forf
then go over to the effective Hamiltonidrcorresponding to

the second order perturbation theory in the small parameter (weff)2~(1 p; 2)(1— (2/3)p Yw2 i 1+ i
I 432
|AL I od:
1 Al 1
H=Ho+ Hy H_ X\ 77| =@z 6
o2 Ty (M- fro 1—(2/3>pFJ ©
wmn#0
< 1 RELAXATION OF FAR NUCLEI THROUGH DDR OF OWN

1
3 w540 HPon@mik [H - [Hm, Hil NUCLEI
1 Since A, >hw, for own nuclei, the second term in the
3 %o W20l [H[Hk,Holl. (3 praces of formuld6) is greater than the first term, i.e., the
contribution from the electron dipole—dipole interaction to
Using this formula and considering that the contribution of ppR is larger than from a similar nuclear interaction. Owing
the first order inA, /% ws represented by the second term of to this contribution, the effective dipole—dipole interaction of
formula (3) is responsible only for insignificant corrections own nuclei can be so strorfgccording to estimates obtained
to ws and w;, we obtain the following expression for the in Ref. § that the fluctuating field produced by own nuclei at
effective Hamiltonian of DDR of the own nuclei we are in- far nuclei can cause a flip-flop of a far nucleus. This process

terested in: is described by the last but one term(i) and is responsible
1 1 1 for relaxation of far nuclei to DDR, which is completely
Hlelff:E A E [5 (Ui =ugHit i+ 5 (uﬁ‘—ug_)] similar to the well-known direct relaxation of far nuclei to
L) EDDR™ The corresponding relaxation rate has the form
o[ 14 - ALVE—UE) STSF(1F+1%)? S IC ol D
3(hwg)2(uf; —ug ) I m:4—hz|V |*ei{ wE), )
A% (Uj —Uo ) B where |V*42=(1INg) =i, V7% Ng is the number of far
25(S7 1717 (S{+S)) . z ; . .
3(ﬁws) (U —ug ) I J I nuclei, ande{{wg) is the Fourier component of the time
correlation function of fluctuations of the-component of
THel @ own nuclear spins at the frequency of far nuclei:
(SI7(t) o1,
We assume that the high-temperature approximation in it = (8197, ®)
the DDR temperature is valid. In this case, its mean energy is 5
given approximately by where((817)?),=(1—p?)/4, and the time dependence(B)
is determined by the effective secular dipole—dipole Hamil-
Hﬁff:_ 1 <(Heff 2>| tonian of own nuclei(4). In contrast to relaxation of far

nuclei to EDDR, their relaxation to DDR is not “frozen” at
dq Very low temperatures, i.e., own nuclei possessing much
lower polarization than electron spins are now playing the
role of electron spins. Following Abragaent al.® we assume
&pat far nuclei reach equilibrium with DDR of own nuclei so
rapidly that the effective relaxation rate is determined by
relaxation of the combined (Zeema®DR) subsystem to
the lattice. This rate has the form

where T,, is the temperature of DDR of own nuclei, an
(...) denotes averaging with the Zeeman Boltzman'’s fac-
tor of own nuclei. The quantity:?(w®)?=((HS™M?), /(N/4)
has the meaning of the square of the mean quantum
“heavier” DDR. The calculations based on Hamiltoniét)
give the following value of this quantity:

1+ p3
(af2=2 (1-pP)| 1+ P2 p?)wﬁ 1) _ G 1 %3 1 ©
L Te)oe CutCeTye 1+x%/33T).°
AT

o ( ) (1-pY(1-pHowss wherex? (w”“/wp) and we take into account the fact that
"1 3(hws)® N:Ng=1:33, T,,! being the relaxation rate of DDR of own

1 2 \2 nuclei to the lattice.

96(3(ﬁ o2 (1+pd(1-pdwis (5 Let us now consider the mechanism of thermal contact

between the DDR and the lattice. It should be noted that
where p,=tanhfiw /2kgT,) is the polarization of own nuclear dipole relaxation at high temperatures is determined
nuclei, ps=—tanhfiod2kgTs) the polarization of by an SFI of the formVi47S’. In this case, the “light”

electron spins, i(wss)2=(3/16)2j(uizj 2 and (o) nuclear DDR is, as a rule, short-circuited to the electron
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DDR.2 Since this relaxatiotias well as the nuclear Zeeman In analogy with(12), we can write, taking11) into account,
relaxation is determined, among other things, by the corre-the following equation for reciprocal temperatugg, of

lation function of thez-component of electron spin, the fac- DDR of own nuclei:

tor ((8S7)?)s appearing in the relaxation rate at low tempera- * 2\ 2

tures tends to zero, and nuclear dipole relaxation to EDDR dBu - KMi'ﬁ 5 (1-pD(1—pi)
which is already in equilibrium with the lattice on the time dt Tsu(ep) 1-pip

scale under investigation must be “frozen.” For this reasonyyhereM%, is the second moment of the spin—phonon corre-
8 . .
Abragamet al.” proposed a mechanism for relaxation of the |ation function, in which spin operators of own nuclei are

Zeeman subsystem of own nuclei as well as for their DDR inaken instead of electron spin operatast formula(4) from
which the flip-flop of the intrinsic nuclear spin is accompa- gef. 9:

nied by the flip-flop of the electron spin. The latter returns to o o

the initial state after exchanging energy with the lattice, and ()= (M1 ) explfio [kgT) +{17 (D7),

as a result, the nuclear spin exchanges energy with the lat- @iph AF17) explfio, IKgT)+(I71TY,
tice. Such an exchange is responsible for relaxation of the (14

Zeeman subsystem of own nuclei and their DDR to the latthe time dependence it14) is determined by the interaction
tice. The corresponding indirect interaction is described byeff A comparison 0f13) with (11) leads to the conclusion
the following effective Hamiltonian which can be obtained (a1 the relaxation rate for the DDR of own nuclei is lower

from the terms in(1) describing transverse SFI and the elec-than for the Zeeman subsystem. Consequently, we can make
tron spin-—lattice interaction in a rotating system of coordi-the substitutiorp, — p,, in (13) to obtain

nate, by using the first two terms of formu(@) (see also

(Bu—B), (13

Ref. 7): dB K (M3)L 2
— = 1- —B). (15)
dt T (0 )E (1=piL)(Bi—BL)
Hﬁkﬁ 2 SHL*I+LT1, (10) At very low temperatures, the polarization of own nuclei is
S 1

so high that we can use the asymptotic form

whereL* are the lattice operators. The equation for the re-  (1—p2)~4 exg —A/2kgT,).
laxation of the Zeeman subsystem of own nuclei controlled h h el ion for f lei th h th f
by Hamiltonian(10), in which fluctuations of operat@®’ are Thus, the rate otre ax.atlon' or far huclet t roug the DDR o
regarded as “frozen,” has the form own nuclei can be written in the following final form:

g L (1) 4x233 K (M3, AT
- = -— exp — .
= (p—pu), ap Tel oy 1XT33 sy (off? el
I (16)
where It should be noted that since our calculations were made for
I=S=1/2, whilel =7/2, S=1 in the experimental situation
1 _ K of Ref. 8, we cannot carry out a quantitative comparison with
TL. Ts!' the results obtained by Abragaet al® It should be ob-
served, however, that in spite of a significant “increase in the
1/ A \3tanhfiwg2kgT,) A? _ weight” of DDR (formula (5) with the results obtained in
K=7 2fhws) tanh(Af2kgTL) (hwg)?’ Ref. 8 predicts thatd:")%/w?<10° exp(—A/2ksT,), we can

expect that the following inequalities hold:
T<l is the rate of one-phonon electron spin—lattice relax- 2 2 2 a2 _ .
atsi(lan, and the index maprks polarization atF:he lattice tem- XE=Xp =0 1= Pi) = 4x%p —o eXH(—Af2KeTL) <1,
perature. In order to derive the corresponding equation ohs predicted in Ref. 8. The effective relaxation rate for far
DDR relaxation, we take into account the fact that interacnuclei, expressed in terms of relaxation rate for own nuclei
tion (10) is formally the same as the conventional spin—taking (18) into account, has a form similar to expression
lattice interaction. Consequently, we can use the result ob®1) from Ref. 8, but it also takes into account the tempera-
tained in Refs. 12, 13, in which the following equations for ture dependence of:
relaxation of the electron polarizatiops and reciprocal
EDDR temperaturg3y that hold forkgTs<fhwg Were de- (i) :1_6i X2
rived on the basis of general expressions from Ref. 9 and \Tr/ 11T
experimentally confirmed for small deviations of EDDR
from equilibrium:

eXFi _A” /kBTL) .

The exponential temperature dependence with the SFI con-
stant in the exponent is in accord with the results of
dps 1 experiment$,

at = 7o (PsTPsy,

12 concLusion
* 2\ a2
%:_ M*Z 5 (1-p9(1—ps) 1 (Ba—BL). Thus, we have obtained an explicit expression for the
dt (059 1-psPst  Tsu Hamiltonian of the DDR of own nuclei whose “weight” is
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Metamagnetism in perovskites RMnO 5, , (R=Gd, Th, Dy)
O. Ya. Troyanchuk and N. V. Kasper

Institute of Solid State and Semiconductor Physics, Byelorussian Academy of Sciences, 220072 Minsk,
Belarug

H. Szymczak and A. Nabialek
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(Submitted August 6, 1996; revised November 11, 2996
Fiz. Nizk. Temp.23, 409—-412(April 1997)

A magnetic study of perovskites RMaQ, (R = Nd, Eu, Gd, Th, Dy is reported. The
compounds NdMn@gygand EuMnQ 49 are weak ferromagnets withiy =88 and 49 K respectively.

It is shown that GdAMn@ undergoes a transition from antiferromagnetic to weak
ferromagnetic state upon cooling. The antiferromagnetic ordering of the magnetic moments in
the Gd sublattice is observed below 6 K. The magnetic moments of ThMrsdd

DyMnO; o, are ordered below 7 K. The external field induces an antiferromagnet—ferromagnet
transition in the rare-earth sublattice. The critical fields for GAMAMMNO; o,, and

DyMnO; o, are 5, 10, and 7 kOe, respectively. 97 American Institute of Physics.
[S1063-777X%97)00804-9

INTRODUCTION an orthorhombically distorted structure of perovskite with

. . uni Il parameters cl he val ined in Ref. 7.
Compounds based on orthomanganites of rare-earth io unit cell parameters close to the values obtained ©

(REI) are interesting objects of fundamental and applieﬁo alien phases were detected. The porosity of the samples
.did not exceed 7%.

studies owing to a clearly manifested relation between their The magnetization was measured on a vibrational mag-

magnetic and electrical parameters. The properties of these
. i N netometer.
compounds are usually explained by using the “double ex-

change” theory~? However, a number of effects do not fit DISCUSSION OF RESULTS

this conc_epﬁ"‘ The compounds LaMng), and PrMnQ., Figure 1 shows the temperature dependence of residual
doped with alkali-earth ions have been studied most eXter\’nagnetization for the compounds NdMp&, EUMNO; g,
sively. It was found that these compounds exhibit spontanes g GdMnQ. The residual magnetization decreases abruptly
ous magnetization over a wide range of oxygen concentrazear 88 K(NdMnQ 9 and 49 K(EuMnQ 9, indicating a
tions. It is assumed that spontaneous magnetization ighase transition. On the other hand, the residual magnetiza-
associated with the formation of ferromagnetic clusters in thgjg, i GdMnO; decreases smoothly upon an increase in
antiferromagnetic matrix due to the presence ofMimpu- temperature. The residual magnetization of EuMgat 4.2
rity ions® or with weak ferromagnetisthThe properties of  is 2 G-cnPlg (or 0.91ug per structural unjt which is
NdMnG;,EuMnG;, as well as compounds based on heavyyypical of weak ferromagnets. The spontaneous magnetiza-
REI are §tud|ed insufficiently. Spontaneous magnetlzatlorﬁon of this compound cannot be associated with the admix-
detected in GAMn@), at temperatures below 20 K'in Ref. 5 re of Mif* ions since oxygen concentration is smaller than
was aftributed to weak ferromagnetism. Neutron diffractionyhe stoichiometric value. The sharp increase in spontaneous
stud|e§+o_n TbMn@, , revealed that the magnetic moments  mjagnetization in NdMn@gg upon cooling is in all probabil-
of Mn®" ions are ordered below 40 K, while the magneticit, que to the contribution of the neodymium sublattice. The
moments of TB" are ordered below 7 K. Both types of or- grqund state of the Bd ion is characterized by the total
dering have the form of antiferromagnetic spirals. This ré-angular momentund=0 and makes no contribution to mag-
search aims at the analysis of magnetic properties of orthyietization. The temperature dependences of magnetization
omanganites of Nd, Eu, and heavy rare-earth ions taking mtg.(-l—) after cooling to 4.2 K forH=0 exhibit magnetization
account stoichiometry and at the establishment of the origirﬂ)eakS near 88 K (NdMnLQyg and 49 K(EuMnQ 49 (Fig.
of spontaneous magnetization in these compounds. 2). The magnetization in Gdandoes not exhibit a peak
under these conditions of measuremefig. 3). Magnetiza-
tion peak for GAMnQ was observed at 6 K in the case when
measurements were made during cooling in external field
Polycrystalline samples of orthomanganites RMn©  (Fig. 3. The magnetic susceptibility and the hysteresis ob-
(R = Nd, Eu, Gd, Th, Dy were obtained from a mixture of served at 2 K in fields above 5 K increadég. 4), which is
simple oxides taken in the stoichiometric ratio. The temperatypical of a first-order metamagnetic phase transformation.
ture of synthesis in air was 1680 K. After the synthesis,This effect is pronounced much more weakly at 4.2 K and is
RMnG; ., , samples were annealed in vacuum in order to reabsent at 6 K.
duce the oxygen concentration, which was determined with  According to the results of neutron diffraction analysis,
the help of iodometric titration. According to the results of the temperature of ordering of the magnetic moments of
x-ray diffraction analysis, the samples were characterized bjIn®* ions in TbMnG; is 40 K8 In the case of GAMnQ this

EXPERIMENT
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FIG. 1. Temperature dependences of residual magnetization of Nedd4nO 0
and EuMnQ 4o samples obtained after cooling in an external field to 4.2 K TK
and of GAMnQ@ samples after cooling in a magnetic field to 6 K. The arrows o
indicate the direction of temperature variation for GdMnO FIG. 3. Temperature dependence of magnetization of GdMredorded

during cooling and subsequent heating in the fldtd 100 Oe(curvel; the
direction of temperature variation is shown by arrpasd during heating in

. . the field 100 Oe after zero-field coolirfgurve 2).
temperature cannot be lower than 40 K since thelNem- g )

perature for rare-earth orthoferrites, vanadites, titanites, and
chromites increases rigorously with the REI radius. In all . . 3
probability, GAMNnQ experiences a blurre@n temperaturg We believe that the magnetic moments of*Gdons

phase transition from an antiferromagnetic spiral to weal bove 6 K are oriented antiparallel to the magnetic moments

3+ . . - . .
ferromagnetism upon cooling. Further investigations are re(-)f Mn™" ions due to a negativé—d exchange interaction.

quired in order to determine the origin of this transition moreAntlferromagn_etlc ordering in the rare ear_th sublattice _sta_rts
: below 6 K. This leads to a decrease in residual magnetization
precisely. . . . .
since the magnetic moments of Bdions are much higher

A
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FIG. 2. Temperature dependence of magnetization of Ndjjg@corded 0 30 60 90 120
during heating in a field of 30 Oe: after cooling in zero fiédirve 1) and H, kOe
after cooling in the fieldH =30 Oe (curve 2) The inset shows the(T)
dependence at temperatures near 90 K on magnified scale. FIG. 4. Field dependence of magnetization of GdMred 2 K.

301 Low Temp. Phys. 23 (4), April 1997 Troyanchuk et al. 301



An increase in oxygen concentration in orthomanganites
of REI leads to a decrease in the temperature of transition to
the magnetically ordered state. The elldemperature is
40 K for EuMNG; o, and 83 K for NdMnQ g4.

Investigation of Dy and Th manganites in the tempera-
ture range 2—-300 K did not reveal any residual magnetiza-
tion. The magnetic properties of these materials do not de-
pend on their past history. The(H) dependences were
measured for DyMng)y, at temperatures 2 and 4.2 K in
magnetic fields up to 120 kOg-ig. 5. In fields exceeding
7 kOe, a sharp increase in magnetization was observed at
T=2 K, indicating a metamagnetic behavior. Figure 6 shows
the o/H(T) dependences obtained in fields of 300 Oe and
8 kOe. AtT=7 K, the curves have a peak. At low tempera-
tures (T<7 K), the ratio o/H is constant in fields up to
20 kOe and then decreases with increasing field. No peak
was observed at=7 K in the case when the(T) measure-
ments were made in the field 120 kOe. In this case, the

(o/H) " }(T) dependence below 130 K is nonlinear, but does
: 1'0 1'5 not exhibit any clearly manifested anomalies.
H, kOe According to measurements of tla€H) dependence at
FIG. 5. Field dependence of magnetization of EuMgO(curve 1) 4.2 K, the ToMnQ 5, sample is metamagnetic in fields stron-
AN, (curvez‘;’ MG, o (Curv?ﬁ)‘ 2 DYMIGL e, (‘Zurve‘n. Tre  ger than 10 kOgFig. 5. The magnetization of this com-

curves1-3 were obtained at 4.2K, while curvewas recorded at 2 K. pound in strong fields is smaller than for DyMgg). Figure
6 shows the ¢/H)(T) dependence for TbMngy, obtained

in the field 40 Oe. The results of measurements made during
than the moments of Mii. The external magnetic field in- heating and cooling coincide. A broad peak was observed on
duces a transition to the ferromagnetic state in the rare-earthe curves at 7 K.
sublattice since thé—f exchange interaction is insignificant. According to the results of neutron diffraction analysis
It can be noted for the sake of comparison that a similaon a TboMnQ sample} the magnetic moments of M ions
transition in GdFe@is observed in the field 5 kOe at 1. are ordered at 40 K, while the magnetic moments of ‘Th
The rare-earth sublattice in gadolinium orthoferrite is or-ions are ordered at 7 K. Our results are in accord with these
dered afT=1.5 K. values. Since no metamagnetic transition was observed
above 7 K, we can conclude that this transition is associated
with a change in the magnetic order of rare-earth sublattice.
The field-induced orientational transitigeee Fig. % occurs

2,4 . o
’ TbMnO; o4 over a wide range of magnetic fields. The peak on the
H " 400 (a/H)(T) dependences is also blurréeig. 6). This is prob-
22k o-H= e ably associated with a certain disorder in the orientation of
’ the magnetic moments of ¥b and Dy** ions due to a de-
DyMnO; o, viation from the stoichiometric composition.
00k v—H =3000e
* — —— * . . .
A-H=8kOe E-mail: troyan@idttp.basnet.minsk.by
o
(')\
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FIG. 6. Temperature dependenceas/Kl)(T) for TbMnO;; in the field
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ELECTRONIC PROPERTIES OF METALS AND ALLOYS

Peculiarities in the electron properties of ~ &(Sb)-layers in epitaxial silicon. IlI.
Electron—phonon relaxation
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B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of the
Ukraine, 310164 Kharkov, Ukrairie
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Ukraine

C. J. Emelius and T. E. Whall
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(Submitted September 23, 1996
Fiz. Nizk. Temp.23, 413—-419(April 1997)

Complex studies of weak electron localization, electron—electron interaction, and electron
overheating in Si crystals containing&#Sh)-layer with various concentrations of Sb atoms are
carried out in order to obtain information on the characteristic times of inelastic electron
relaxation. The temperature dependence of the electron—phonon relaxation, jicerived from
the electron overheating effect can be described by the dependgyeel P, where

p=3.7+0.3, which corresponds to the cagd <1 (gt is the wave vector of the thermal phonon
and | the electron mean free path © 1997 American Institute of Physics.
[S1063-777X97)00904-3

1. INTRODUCTION systent* The application of the concepts concerning the
In our previous publications? the electric properties WL and EEI effects made it possible to determine the mag-
(conductivity, magnetoresistance, and Hall's pmof nltudg an.d temperature depenQence of thg eIectron phgse re-
5(Shy-layers in epitaxial silicon with various concentrations laxation timer, as well as the timers, of spin—orbit elastic
of Sb atoms(from 5-10* to 3-10" cm 2) were studied Scattering and the electron—electron interaction parameter
over a wide temperature range. The delta-layer is the term®.
applied to a conducting layer formed by impurity atoms in It was found that the temperature dependence of the
the matrix of a pure semiconducting crystal, which are lo-electron phase relaxation time for samples of epitaxial sili-
cated in the same crystal plane. Such a layer can be regardedn with a §(Sh)-layer, having the concentration of Sb at-
as a two-dimensional conductor. oms in the range 310**-3.10'* cm 2 and manifesting the
In Ref. 1, it was shown that above 30—50 K, the con-WL and EEI effects in the temperature range 1.6—16 K has
ductivity of a silicon crystal with a5(Sb)-layer is accom- theformT;l « TP, wherep=1. Such a dependence is typical
plished not only by electrons in th&Sh)-layer, i.e., located of EE| processes in a disordered two-dimensional electron
on quantum energy levels in the potential well formed bysystent! In other words, the timer,, in this temperature in-
impurity atoms, but also by electrons activated to the conterg| is identical to the electron—electron scattering time
duction band of silicon. As the temperature decredselow 7oo. The electron—phonon scattering apparently dominates

~20K), the contrlbgtlon of the last conductivity c_hannel in phase relaxation processes at higher temperatures, but it
decreases exponentially, and the transport properties of the

. . i could not be detected in the objects under investigation by
5(Shy-layer itself are manifested. For a low concentration of *_. . L .
. . 3. . : using quantum corrections to conductivity since the activated
impurity atoms (310 cm™?), the two-dimensional elec-

tron gas in theX( Sh-layer possesses the hopping Conductionconductivity of the matrix Si crystal starts being manifested
upon heating.

mechanism with a varying length of the jump. For a higher o )
concentration of impurity atoms X3-101cm2), the The electron—phonon relaxation timg, for the objects
metal-type conductivity of thé(Sh)-layer is manifested. In under investigation can be determined by using the electron

Ref. 2, it was shown that the temperature variation of cond9verheating effect.Under the conditions of electron over-
ductivity of such crystals and the complex transformation ofheating by an electric field, the transfer of excess energy
magnetoresistance curves are described to a high degree fpm electrons to the lattice is determined just by the time of
accuracy by quantum corrections to conductivity associateélectron—phonon energy relaxation. The advantage of this
with the effects of electron weak localizati¢WL) and the method is that the value of., can be determined in the
electron—electron interactiofEEI) in the two-dimensional temperature interval in which the electron—electron scatter-
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TABLE |. Characteristic parameters of samples.

Sample
Parameter A B C
Ng, cm 2 3x10™ 1x101 3x10%
ng 5, cm 2 9.5x10'® 7.8x10% 3.1x10%
R%:2, kQ 117 1.53 4.81
I, A 93(98) 91 43
gl 0.570.6) 0.56 0.26
D,cn?-s? 128(86) 117 32

ing plays the dominating role in inelastic relaxation pro-
cesses.

This research aims at obtalnlng information on th.e ter.n_FIG. 1. Magnetoresistance curv@s normalized coordinat¢gor sample C
pergture dependen_ce O_f the e_IeCtron_phonon relaxation timg;orged upon a change in temperature for currenuAO(a) and at
Tep iN 8(Sh)-layers in Si by using the WL and EEI effects as 1.67 K for a current varying from 10 to 120A (b).

well as the electron overheating effect.

2. OBJECTS OF INVESTIGATION AND EXPERIMENTAL . )
TECHNIQUE Ref. 7 that the information about the value AT can be

_ obtained from a comparison of the dependencgd’) and
Measurements were made on the samples which are dy- (E) of the electron phase breaking time, which were ob-
plicates of samples A, B, and C from Ref. 2. The samplegained at different temperatures and minimum curfequi-
were prepared at the Advance Semiconductor Group, Walibrium dependence, respectivilgnd at a certain tempera-
wick University, Coventry, UK. ture, but for different values of current. The dependences
The samples were in the form of silicon single crystals%(-r) and 7,(E) can be obtained from the magnetic-field
(with the size 6<4x0.5 mm obtained by molecular-beam variation of the localization correction, which has following

epitaxy with a §(Sh)-layer made in the(100) crystallo-  form for a two-dimensional system in a transverse magnetic
graphic plane in the form of a double cross. The current angie|d:1°

voltage leads were fixed at the crystal surface and had alu-

minum contact areas. Table | contains information on the Ao(H)= 622 § f2<4eHD T*)

concentrationNg, of Sb impurity atoms(which is pro- 2mh |2 fic ¢

grammed during sample preparatiotie resistanc®, and 1 4eHD

the Hall concentratiom of mobile charge carriers at 4.2 K. — = f,| —— T<P) , 2)
According to Ref. 6, the “structural” width of 2 hc

5(Shy-layers for Ngy=2-10" cm™, determined by using wheref,(X) = In X + W(1/2+ 1/X), ¥ is the logarithmic de-
precision x-ray diffractometry, amounts 20 A. rivative of the I'-function, and @;)*1 = 7;1 + (413)ro
The galvanomagnetic measuring technique was de+ (2/3)r; !, 7, being the time of spin-orbit scattering at mag-
scribed in Refs. 1, 2. The measurements were made in theetic impurities(which can be disregarded for the samples
temperature range 1.6—20 K on direct curdemarying from  under investigation
1 to 600uA in magnetic fields up to 50 kOe. Thus, the information orr,, can be obtained from a
The method of obtaining information on the temperaturecomplex study of WL and EEI effects as well as the effect of
dependence of the time,, from the electron overheating electron overheating; the electron temperatligeis deter-
effect is described in detail in Ref. 7 and is as follows. In anmined by using the dependenceg T) andr,(E), while the
electric field of strengttE, electrons acquire the additional phonon temperature is assumed to be equal to the tempera-
energyAe =eE(D 7e,) Y4 ® where D7) is the diffusion  ture of the crystal. The advantage of Efj) is that, like the
length andD the diffusion coefficient for electrons. The expression(2) for localization correction, it contains the
transport of excess energy from the electron to the phonoslectron diffusion coefficienD as the only characteristic of
system is controlled by the time,,. If the condition the system under investigation. The results of solution of
Tee< Tesc< Tep NOIAS (75 iS the time of escape of thermal Eqs.(1) and(2) can be represented by products of the form
phonong, the electron temperatufig, is higher than the pho- D7,, D7so, andDrep.
non temperaturd ,,, and the relation between these quanti-
ties has the forth

9 2 6 9 3. RESULTS OF MEASUREMENTS
(kTe)?=(KTp)*+ — (€E)°Dre. (1)

Figure 1 shows the variation of the shape in magneto-
Relation(1) makes it possible to obtain the required tem-conductivity curves for a sample witig,=3- 10" cm 2 in
perature dependence of the timg, from the known value of two cases: during heating with a constant currentu20
electron gas overheatind T=T¢—T,,. It was proved in (a) and atT=1.67 K with increasing currenty). The figure
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demonstrates visually that an increase in the current through
the sample leads to a variation of the quantum correction,
which is similar to the effect of heating.

The curves in Fig. 1 illustrating the magnetic-field varia-
tion of the quantum correction to conductivitare described
correctly by the theoretical formulas for WL and EEI effects.

In the temperature range 5—15 K, the change in magne-
toconductivity includes only the localization quantum cor- oM
rection(2). At lower temperatures, the contribution from the °
quantum correction associated with the EEbulomb cor- : °
rection is manifested. In weak fields, this correction is ap-
proximated by a dependence of the foAR? whose ampli- X
tude increases with decreasing temperatureTas The °
guantum corrections associated with the EEI in the diffusion
and Cooper channels of interaction possess precisely such
properties(the corresponding formulas are given in Ref. 2 1
Solid curves in Fig. 1 show the dependences calculated on

the basis of formulg2) taking into account the termH? ) )
FIG. 2. Temperature dependence of the quariiity, obtained from mag-

associated with the EEI. . ;
e .. netoresistance curves for sample C with currentu®0 (O) and at
The similarity in the variation of the shape of MR curves t—1 67, 1.9, and 2.12 K and the values of current increasing from 10 to

with a change in temperature and curréRig. 1) is pre- 120uA (@) the current increses from top to bottom.
served for values of current up t0 120 uA, which corre-
sponds to the value of electric fiekd20 V-cm 1. As the
current increases further, the shape of the MR curveand! the electron mean free path. Suchré_apl(T) depen-
changes slightly; in weak magnetic fields, they acquire a redence is determined by the increase in the number of thermal
gion with a positive MR which increases rapidly in absolutephonons with temperature. In the case of strong disorder, the
amplitude and expands upon an increase in the electric fieldemperature dependence of the electron—phonon relaxation
These changes can be associated with a violation of the cofime for gl <1 assumes the formg; o« IT*.** The in-
ditions for realization of the electron overheating effect, un-crease in the power of and the emergence of the linear
der which the temperature of the lattice can be regarded asependence between the electron—phonon relaxation fre-
constant. It cannot be ruled out, however, that the contribuguency and the electron mean free path indicates the weak-
tion of the Coulomb correction to the MR increases alsogening of the electron—phonon interaction in disordered me-
since its magnitude can be affected by the electric fitld.  tallic systems.
Hence we disregarded the data obtained for currents exceed- While analyzing a two-dimensional (@ electron gas,
ing 120uA. Moreover, we confined the measurements to theve must bear in mind that electrons occupy one or several
temperature interval 1.6—3.5 K in which the magnetic fieldquantum levels in a certain potential well and have a mo-
variation of the resistance is quite large. mentum vector lying in plane cross sections in the reciprocal
The light and dark circles in Fig. 2 respectively show thespace. In the case of electron—phonon interaction, the change
equilibrium dependencB 7,(T) and the values ob 7, ob-
tained for three temperatures and different values of the cur-
rent (electric field for the sample C. 7
The D7,(T) dependence is described by the Ia\gll 10 1
o« T and is therefore determined by the electron—electron [
scattering processes, which is in accord with Ref. 2. A com-
parison of the values dD 7, for different currents with the o
equilibrium curveD 7,(T) leads to the electron temperature g
T. and hence the electron overheating. The value of .
D7ep is then determined from Ed1). Figure 3 shows the =
results of construction of the dependentes,,(T) for three o
investigated samples. In all cases, these dependences can be
approximated by a power function of the typ@w(ep)*1
o« TP, wherep is of the order of 3.Z0.3.

D7, , cm?
ooaeam o o ¢
* o .0°.°

ooy
L4

v r

30

o}
(3]

v

109
4. DISCUSSION d

The electron—phonon relaxation in pure metallic systems
are known to obey the dependenfg;,l « T3 which is also
preserved in the case weak disofdamder the conditions
grl>1, whereqy is the wave vector of the thermal phonon FIG. 3. Temperature dependencelf., for samples A, B, and C.
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in the momentum of P electrons is determined by the pho- 1
non wave vector componen lying in this cross sectiof
The transverse componeqt of the phonon wave vector,
which is determined, as well &g, by the lattice temperature
(9y,9, ~qr=kT/#s, s being the velocity of soundcan lead
to electron transitions between subbands of size quantization.
In this case, it must have a value determined by the condition
of electron momentum quantization or must have an arbi-
trary value for a transition of electrons from the initial stlate
to the final stat&k’ within the same subband of size quanti-
zation. At low temperatures, an electron exchanges energy of
the order ofkT with the lattice during an interaction act,
which is accompanied by a small change in the momentum.
Karpus® noted that in an analysis of the transition probabil-
ity for 2D electrons, it should be borne in mind that the 0 sl
kinetic characteristics of @ electrons differ from corre- 103 104
sponding characteristics for8 electrons only in numerical H, Oe
factors since the value af at low temperatures is smaller
than the electron wave vectér while g, is of the order of FIG. 4. Magnetoresistance curves for samples A, B, and C in a parallel
q, although the momentum conservation law contajnand ~ Madnetic field.
not the total valueq as in the  case. For example, the
momentum relaxation time in a® electron system is longer
than in a D system since electrons in thd2system have the case when electrons in the real space occupy a layer of
poorer opportunities for changing their momentum. We carthicknessL>\, whereX is the de Broglie wave length for
assume that the form of the functional dependences of thghe electron; in this case, the system remains two-
electron—phonon relaxation frequency on the temperature afimensional as regards the weak localization effect up to
disordered D systems is similar to thegpl(T) dependence LsL¢:(DT¢)1’2).) The measurements of magnetoresistance
for three-dimensional systems. Such a result was reported iof the samples under investigation in a parallel magnetic
theoretical works devoted to phonon relaxation of electronsield (Fig. 4) led to the conclusion that electrons in samples
in heterojunction®!’” and in thin films exhibiting the B and C behave as truly two-dimensional particles: the mag-
quantum-mechanical size effé€tas well as in experimental netoresistance in a parallel field is successfully descrilred
works devoted to heterojunctioksee, for example, Ref. 19  fields up to~20 kOe by the quantum correction in the dif-
It should be noted that according to the conception develfusion channel of interaction. The magnetoresistance of
oped in the theory of R electron system@ the constraints sample A also contains the localization quantum correction
imposed on the interaction of phonons witld 2electrons  determining the emergence of a magnetoresistance peak as a
lead to qualitative differences between these processes awdmponent. For this reason, we estimated the values of the
similar processes in al3 conductor. It is assumed that in- quantitiesl andD by using the formulas for a2 electron
teracting D electrons and phonons are split into isolatedgas(see Table )l for samples B and C and by formulas for
groups exchanging momenta through slow processes of mix2D as well as ® electrons for sample Athe latter values
ing (superdiffusion, which may lead not only to numerical, are given in Table | in the parentheseBhe obtained values
but also to functional variations of their kinetic parameters.of g;| were smaller than unity. This is also in accord with
However, this model corresponds to pure limit and is inap-the estimate of the temperatufg=7s/kl, at which a tran-
plicable to the object under investigation. sition from the casej{l <1 to q+/>1 must take place. The

On the basis of the above considerations, we can assunvalue of this temperature is8 and 4 K for longitudinal and
that the emergence of a power d&f close to 4 for transverse phonons respectively.
(D 7ep) " X(T) for the objects under investigatideee Fig. 3 The 7.,(T) dependences obtained for the investigated
is associated with disordering in th&layer with a small samples are shown in Fig. 5. Like the difference in the values
electron mean free path. This assumption will be confirmedf D 7., (Fig. 3), the difference in the values of , at given
below by corresponding estimatesapfl. In order to evalu- temperatures is determined by the difference in the concen-
ate this quantity and to obtain the(T) dependences, we tration of electrons ins-layers. The relative position of the
must know the dimensionality of the electron system and thee,(T) curves for B and C samples is in accord with formu-
effective mass of electrons. Following Ref. 2, we assumdas for disordered conductot$™ If we take the functional
thatm=0.1m, (wherem, is the mass of a free electroifhe  dependence of,, on parameters containing in the rela-
formulas for D electrons are applicable only to truly two- tions for 7, in the casegyl <1,25it turns out that
dimensional system in which electrons occupy a single quan- 5
tum level in a potential well. In this case, the localization 1 &gl EpV
guantum correction in a parallel magnetic field must be zero, T_epoc pE * PeNRS
and only the Coulomb quantum correction is preser{€de
localization correction in a parallel magnetic field exists in (v is the density of stat¢sand the relation

-Ac,27%h e2
o o o
> o ®

o
N
T
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YThese curves correspond to experimental recording of magnetoresistance
(MR) curves for the samples sinceAoc=AR/(RR5), whereR is the
resistance of a square area element of a two-dimensional electron system.

10

Tep
——-

10" LV, Yu. Kashirin, Yu. F. Komnik, Vit. B. Krasovitskiit al, Fiz. Nizk.
Temp.22, 1166(1996 [Low Temp. Phys22, 891 (1996)].
N . . . 2V. Yu. Kashirin, Yu. F. Komnik, O. A. Mironowet al, Fiz. Nizk. Temp.
2 4 22, 1174(1996 [Low Temp. Phys22, 887(1996].
T,.K 3B. L. Altshuler and A. G. Aronov, irElectron-Electron Interaction in
Disordered Systems. Modern Problems in Condensed Matter Science

. . Vol. 10, A. L. Efros and M. P. PollakEds), North-Holland Publishers,
FIG. 5. Temperature dependence of the electron—phonon relaxation t'meAmsterdam(1985.

Tep fOr samples A, B, and C. 4B. L. Altshuler, A. G. Aronov, M. E. Gershenzon, and Yu. V. Sharvin,
Quantum Effects in Disordered Metal Filiitdarwood Academic Publish-
ers Gmbh, Schur, Switzerlard987.

(Tep)l (nz) 12 RD1> ZV. A. Shklovskii, J. Low Temp. Physt1, 375 (1980.

== —. (3) A. R. Powell, R. A. A. Kubiak, T. E. Whell, and D. K. Bowen, J. Appl.
(Tep)2 \N1 Roz

Phys. D23, 1745(1990.

. .. . . "Yu. F. Komnik and V. Yu. Kashirin, Fiz. Nizk. Templ9, 908 (1993
is observed for D electrons. A similar relation is observed | oy Temp. Phys19, 647 (1993)].
for 7., samples B and C, which indicates that the electron®p. w. Anderson, E. Abrahams, and T. V. Ramakrishnan, Phys. Rev. Lett.
mean free path affects,, for qrl <1 in accordance with the 43, 718(1979.
theoretical results obtained in Refs. 13, 15. Sample A doegS: Hershfield and V. Ambegaokar, Phys. Rev3$ 2147(1986.

. . B. L. Altshuler, A. G. Aronov, A. I. Larkin, and D. E. Khmel'nitskii, Zh.
not follow.thls pattern due to the fact that it cannot be treated gysp Teor. Fiz81, 768 (1981 [Sov. Phys. JETB4, 411 (198D)].
as a carrier of truly P electrons. For B electrons, we *G. Bergmann, Wei Wei, Yao Zou, and R. M. Mueller, Phys. Rev1B

consider the ratio of the quantiti&r., that do not contain ~7386(1990. o
the mean free path: Yu. F. Komnik and V. Yu. Kashirin, Fiz. Nizk. Tem20, 1256 (19949

[Low Temp. Phys20, 983(1994)].
13 H
Dr L 2/3 n 2/3 J. Rammer and A. Schmid, Phys. Rev3B 1352(1986.
ﬂ - (_1 2 (4)  “A.Schmid, Z. Phys259 421(1973. |
(DTep)z L, 15M. Yu. Reizer and A. V. Sergeev, Zhk&p. Teor. Fiz90, 1056 (1986
. . . . . [Sov. Phys. JET®B3, 616 (1986)].
This relat!on contains the thickneksof the I_a'yer with elec- 16y Karpué Fiz. Tekh. Poluprovo@0, 12 (1986 ibid 22, 439 (1988.
trons, which appears as a result of transition from a threelp. J. Price, Ann. Phy<433 217 (1982).
dimensional to a two-dimensional concentratiorising the ~ **V- Ya. Demikho‘és"“ and B. A;klavgs_f_’ Fiza_Tvelig- Teflﬂlfﬁo(l%“?;
ratio of the quantitie 7., obtained for samples A and B, B. A Tavger and V. Ya. Demikhovskii, Radiotekhn. Elekird2, 1631
we can evaluate the ratio,/Lg~6. Hence, as the electron 19y g. plyumina, A. G. Denisov, T. A. Polyanskayet al. Pisma Zh.
concentration increases in th&layer, a moment comes  Eksp. Teor. Fiz44, 257 (1986 [JETP Lett.44, 331(1986)].
- ; S . -0 .
when the range of existence of electrons increases S|gn|f|—(Rl-9§-7)G“th" A. 1. Kopeliovich, and S. B. Rutkevich, Adv. Phi§, 221
cantly, and the electron gas in ti#dayer can no longer be '
treated as two-dimensional. Translated by R. S. Wadhwa

ny

307 Low Temp. Phys. 23 (4), April 1997 Kashirin et al. 307



LOW-DIMENSIONAL AND DISORDERED SYSTEMS

Contact conductivity oscillations of a2 D electron system in a magnetic field
V. B. Shikin

Institute of Solid State Physics, Russian Academy of Sciences, 142432 Chernogolovka, Mos&ow distr.
(Submitted July 1, 1996
Fiz. Nizk. Temp.23 420—424(April 1997)

Peculiar conductivity oscillations of al2 Corbino disk in a magnetic field in a magnetic field,

which have been observed in recent experiméwitsT. Dolgopolovet al, Pis’'ma Zh.

Eksp. Teor. Fiz63b, 55 (1996 [JETP Lett.63, 63 (1996]), are considered on the basis of

existing concepts concerning specific properties of contacts of a two-dimensional electron system
with “external” metallic electrodes, which lead to violation of spatial uniformity of the 2

electron density. ©1997 American Institute of Physids$1063-777X97)01004-9

An interesting experiment made by Dolgopoleval!l  the contacts be taken into account, i.e., the problem must be
revealed that the conductance of a low-densify @ectron  solved on a bounded coordinate interval.
system (DEG) with a filling factor smaller than unity ex- In the absence of contact phenomena, the total resistance
periences oscillations in a magnetic field normal to the surof the Corbino disk from Ref. 1 should not oscillate with
face. The oscillation amplitude increases upon a decrease magnetic field(the resistance is mainly determined by the
the mean density of the® electron system in the central central part of the disk, where the filling factor is smaller
region of the Corbino disk on which the experiments werethan unity, and hence oscillations are abgelif however,
made! These effects cannot be explained on the basis o€oulomb proximity effects are significant, the oscillations of
standard concepts on the conductivity of an infinitely largetotal resistance can emerge due to the oscillating behavior of
2D electron system in a magnetic field. In this communica-the chemical potential in metallic banks having an electron
tion, we propose an interpretation of the effects observed inlensity higher than in the central part of the disk, and hence
Ref. 1 by using contact phenomena occurring in systema semiclassically large filling factor. The influence of such
containing low-dimensional conducting systems and “exter-oscillations on the equilibrium electron density in the central
nal” metallic electrodes. Such systems include the Corbingart of the disk is transferred from the metallic banks owing
disk used in Ref. 1(Corbino disk is the term applied to a to Coulomb proximity effects.
cylindrically symmetric device consisting of a two- 1. We shall analyze the proposed mechanism of specific
dimensional conducting ring and metallic contacts adjoiningconductivity oscillations of the Corbino disk with the mag-
its edges along the entire perimeter; such a geometry of theetic field by using a simplified model of the structure
system does not prevent the passage of azimuthal and Halletal-DD EG—metal. The model contains only qualitatively
currents in experiments on the radial conductivity of a two-important details of the contact problem under investigation,
dimensional system in a magnetic field normal to the planavhich allows us to claim a quantitative explanation of the
of the ring) results obtained in Ref. 1. Nevertheless, the problem remains

Contact phenomen@oulomb proximity effectsviolat-  essentially the same.
ing the spatial uniformity of the electron density in the re- We are dealing with a specially prepared unscreened de-
gion of contact between two metals with different work func- generate heterostructure with a step distribution of donor
tions are well known in the classical three-dimensionaldensity ny(x). The donors are distributed in the plane
electrostaticgsee, for example, Ref.)2Similar phenomena z=—d according to the law
take place in low-dimensional conducting systems in which
they are manifested much more clearly. The recent review by ~ Na(X)=Ng, X[ >w; 1)
Shilk® can serve as a good introduction to physics & 2
contact phenomena. It should be emphasized, however, that Na(X)=Nq, [X|<w.

virtually all low-dimensional contact phenomena considerec‘_|ere 2w is the width of a step in the donor distribution along

in Ref. 3 involve depletion of the low-dimensional system . :
. : . ; the x-axis. This step plays the role of the central part of the
and the formation of various Schottky depletion layers in the . . ; . L
L . . Corbino sample in the one-dimensional approximation. The
contact region itself. The most important problem in the

theory is the accurate description of an individual contactreg.Ions with elevated donor densiy play the role of me-
Technically, we are speaking of the problem on a semi—’[aIIIC contacts.
' The Corbino disk becomes quasi-one-dimensional

infinite coordinate interval. The oscillations we are intereste . . . .
. . : which allows us to interpret the results obtained in Ref. 1 on
in develop under nonuniform enrichment of th® Zystem : o

the basis of our modgunder the conditions

and are mainly determined by the characteristics of the elec-
tron system in the bulk, at a large distance from the contacts. g _ R <(R,+R;)/2, )
This circumstance requires that the mutual arrangement of

308 Low Temp. Phys. 23 (4), April 1997 1063-777X/97/040308-04$10.00 © 1997 American Institute of Physics 308



z ¢(X,z=+d)+ ¢y(X,z=+d)=const, 3

___________________ +d Electrons Here ¢(X,2) and ¢4(X,2) are the electric potentials associ-
ated with the distributions of electrons(x) and donors
X ny(x) along the heterostructure.
-w tw The electron densitn(x) can be presented in the form
+Httdrteer ¢+ 4 ¢ 4 l>-+d<} + + Frtdtttedd DonorS n(X):Nd+ 5n(x), (4)

where the correctiodn(x) must vanish at-oo.

FIG. 1. Schematic diagram of a heterostructure with a modulated density of Taking into account4), we can reduce requireme(ﬁ)
donors. The crosses show the distribution of donors occupying the plamta . . N
o the following equation inSn(x):

z=—d. Donor density jumps are observed at the poits+w. Dashed
line indicates the plane= +d filled with electrons. The magnetic field is 262 [+
directed along thez-axis. All spatial quantities are independent of the ewé(x)-l— _ f dsén(s)/(x—s)=0, (5)
y-coordinate. K —

2¢e?

egi(x) =~ (Ng=ng)in

(W+x)%+4d?\ 12
) , (6)

(W—X)?+4d?

whereR, and R, are the outer and inner radii of the two-

dimensional Corbino region. Naturally, the main property of The solution of(5), (6) has the following asymptotic

the C.Orb'm geometry, viz., close(_j current Ilne_s in the Ha”.forms. In the regionx|>w, the value ofsn(x) is of the
direction, is preserved in the quasi-one-dimensional approxi-

mation alsd(all the functions in the problem are independentOrder of
of the coordinatey coinciding with the direction of the Hall Sn(x)~4ydw/x?,  y=(ng—Ng)/m, @)
curreny.

In the general case, electrons occupy the planetd,
i.e., are separated from donors by a spacer of thickndss 2
Our model must take into account the spatial separation of d
electrons and donors, which is typical of real heterostruc- 5”(0)5”7’(1_ m) ®)
tures. Subsequent analysis shows, however, that conductivitg N o
oscillations are not very sensitive to this separation ifconsequently, the additional density in the central part of the
d<w. The structure under consideration is shown schemati?D System is proportional td/w, and we can neglect the
cally in Fig. 1. gffect of ﬂ.mteness ofl/w on the COHdUCtIYIty of the system

Model (1) is convenient from the formal point of view I the regiond/w<1, the more so that this channel of non-

due to its simplicity. It contains the singularities of the elec-uniformity of én(x) is insensitive to magnetic field.

tron density in the contact regions which are known from 3 Let us now suppose that/w—0, i.e., the spacer

Ref. 2 (the definition(17) of sny(x) will be given below  thickness is zero, and

and permits their regularization by the methods described in = N, >n,. 9)

Ref. 3. A comparison of the properties of mod#l with the ) ) )

results from Ref. 3 shows that the behavior of the perturbedtmong other things, this means that the resistance of the

electron density at large distances from contact regions is ngfructure is mainly determined by its central part. Let us

very sensitive to their geometry. Finally, mod#) permits a  SUPPOse further than a magnetic field normal to the plane of

self-consistent description of a two-dimensional electron systhe system is applied, so that the magnetic filling faatpr

tem bounded on both sides. This solves the problem on thBecomes semiclassically large.¢1) in regions with the

integral divergence of the total effective charge in the vicin-electron density(x) ~Ng, and small ¢;,<1) in the central

ity of contact regions, which exists in the one-contact ap-Part of the system:

proximation and which leads to a reasonable definition of the c

perturbed electron density in the central region of the system  v,=mliN>1, vp=nlZng<1, Iﬁz—H,

at large distances from metallic bands, which is important for €

the conductivity problem in question. Taking the above conwhere H is the magnetic field strength. What will be the

siderations into account, we think that the proposed Corbindehavior of the total resistance of the heterostructure as a

model is admissible for a qualitative description of oscilla-function of magnetic field?

tory magneto-Coulomb proximity effects in bounded 2 It was noted above that, on account of Coulomb proxim-

systems with metallic contacts. ity effects, the total resistance of the system can oscillate due
2. The finiteness of the spacer thickness@nsiderably to the oscillatory behavior of the chemical potential in me-

complicates the solution of the problem on equilibrium in thetallic banks and the effect of these oscillations on the equi-

electron system. For this reason, it is important to determinébrium density of electrons in the central part of the disk.

the role of equilibrium at least under simplified conditions, This idea was implemented in the experiméswhich the

e.g., in the case of purely electrostatic equilibrium in a hetelectron density modulation in the disk was carried out with

erostructure with a nonuniform doping, for which the equi-the help of auxiliary control electrodes. The quantitative ex-

librium condition has the form perimental result is that the total resistance of a disk with an

wherex is the dielectric constant.

i.e., perturbation(7) is integrable.
If, however,x—0 andd/w<1, we have

(10
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electron density “suppressed” in its central part oscillateswhere ¢, is defined in(16). The power singularities at the
indeed with the magnetic field at a semiclassical frequencgnds of the interval & are similar to the divergence of the
typical of the “banks” having a higher electron density. The normal electric field component at the joint of free faces of
oscillation amplitude increases upon a decrease in the elethe metals in contact in the problem on contact potential
tron density in the central part of the disk. However, detaileddifference from Ref. 2. The presence of these singularities is
interpretation of the results obtained in Ref. 1 is complicatechot significant for the effective conductance of the system in
by the large number of auxiliary electrodes. The Corbinoguestion since the region with the minimum electron density,
model makes it possible to clarify the details of this effect. i.e., the central part of thel2 system, is critical. This also
The equilibrium condition for a modulated electron sys-leads to the following criterion of applicability of the pertur-
temn(x) in a magnetic field and for a zero-width spacer hasbation theory:
the form (instead of(3))

Snp(0)<ng, (18)
=ep(X,z=0)+ ¢[n(x)]=const, 11 L
el )+n(] a1 or, taking into accoun€17),
where
AT cos2me, o) l<w, 1=—52 (19
_ cos2meslhwe s W, = ;ze—nd
ga(n)_sf—i_ Slnr,(ZWT/ﬁwc) ’ 8f>ﬁ’w(:1 (12) '
Clearly, the requiremen(L9) can always be met by a proper
or choice ofw.
1 1 4. Let us introduce the correctiofin(x) to Ohm’s law
{p(n)= > how.—T In(——l), ei<hwe, (13 for current between the metallic “banks” of the system un-
v der investigation. In this case, we confine the analysis to the
where simplest model, viz., the Drude approximation
gr=h2n(x)/m, ; v(x)=ml2n(x); n(x)e’r d
=hPn()/m,; v(x)=7lin(x) - (rz d_(ﬁ' A0 =gt Sg(x). 0
*

w¢ is the cyclotron frequency anah, the effective electron

mass. We do not give here the general definitiod@f) in  \where 7 is the momentum relaxation time anghy(x) is
the form of a series in the electron energy eigenvalues in @efined by(17). Assuming now that the current densitys
magnetic field, confining our analysis to the asymptoticconstant along the-axis, we can determine the effective
forms(12) and(13). It is presumed that the equilibrium prob- rejation betweerj and the potential difference across the

lem will be solved approximately. banks of the high-resistance part of the system:
The idea of approximation is prompted by the structure

of definition (11). In this formula, the “chemical” compo-
nent of £(n) is sensitive to the total electron densityx),
while its Coulomb component contains ondn(x). Let us ) ) S )
definition of (n) in the zeroth approximation repeats the POints of the functionbny(x) from (17) make zero contribu-

mgj [+w ds

+w
V= j_wd3d¢/d32€27 " W (21)

donor distribution(1), i.e., tion to the integral. .
Expression(21) can be ultimately reduced to the follow-

No(X) =Ngy(X), (149 ing effective Ohm's law:

whereny(x) is determined fron{1). In this case, the condi- Vv

tion (11) of equilibrium along the system has the form j=0o W’ o=0oof(e), op=€?mng/m,, (22
epat La(Ng) =epp+ y(ng), (15

or, which is the same, f(e)= 1—c In2ie)’ e=0.8/w<1, (23
€¢ap=(epp—epa) = {a(Ng) = {p(Ng),  keday
—WSX<+W. (16) - meng’

If the distributionn(x) (14) were the equilibrium solution of These formulag22), and(23) contain the main qualita-

(1), the electric component of the problem would be zerotive peculiarities of the experimentthe effective conduc-
In actual practice, relatio(iL5) leads to a jump inp,, deter-  tance of the system in the region of smalhas a contribu-
mined by the asymptotic formd2) and(13) of {(n). Such  tion oscillating with the magnetic field, the period of these
a behavior ofgp(x) is possible only when the equilibrium oscillations being determined by the denslty, and the
density deviates fromgy(x) (14) by on(x). Denoting such a amplitude is inversely proportional . Taking into ac-
deviation in the zeroth approximation Bny(x) and taking  count definitiong22) of o and(16) of ¢,,, we can naturally

into account(16), we obtain introduce the definition of the oscillating componentsofin
W the form
—_ _~rab
oNng(X)= 7T28(W2_ X2) , (17) 50’/0’02 Oe |n(2/80),
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B 2kt co (27hANg)/ (M, we)] low-dimensional charged systems with metal contacts in the

€ 73e?ngw v ho>T, case when the chemical potential oscillations in the low-
resistance part of the system, whose contribution to the total
go=khNg/(me*ngw), (24  resistance is negligibly small, affect the electron density in

where the quantitye from (23) consists of the monotonic its high-resistance part, thus ensuring oscillations of the total
(s4) and the oscillating ) components. Fok = 10, w resistance. The relation between the low- and high-resistance

>102cmH=1T,Ny= 10" cm 2 ny < 10° cm 2 the parts of the problem emerges due to Coulomb proximity ef-

amplitudeSo/ gy=10"2. fects.

This estimate is approximately an order of magnitude  Thjs research was supported by Grants Nos. 95 02 06108

smaller than the experimental result from Ref. 1. It should beynq 96 02 19568 of the Russian Foundation of Fundamental
borne in mind, however, that the Corbino conductivity in the g4, gies.

density interval we are interested in is of a clearly manifested

percolation naturg¢see, for example, Ref.)4i.e., is mainly  *E-mail: shikin@issp.ac.ru

determined by local saddle points with a lower electron den-

sity, while capacitive measurements from Ref. 1 only give an'y. T. Dolgopolov, A. A. Shashkin, G. V. Kravchenlet al, Pis'ma Zh.

idea of the mean density of electrons along the central regioqfksg’-geoé- F'Z-ng;'»\”ﬂ (13?@?1,[35" L‘Z“-Ga 63 (12921- , Ved

. . . . . LD andau an . . LifshitskElectro ynamics O ontinuous Media

of the Corbino disk. Besides, a direct comparison pf the nu (Pergamon Press, Oxford, 1960

merical results from Ref. 1 and our results is not quite correctsa, ya. shik, Fiz. Tekh. Poluprovo®9, 1345(1995 [Semiconductorg9,

in view of the presence of an additional control electrode in 697 (1995].

Ref. 1. 4A. A. Shikin, V. T. Dolgopolov, and G. V. Kravchenko, Phys. R849,
Thus, we have paid attention to the existence of specific 14486(1994.

conductivity oscillations in the magnetic field in bounded Translated by R. S. Wadhwa
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Magnetic and electrostatic Aharonov—Bohm effects in a pure mesoscopic ring
M. V. Moskalets

93a/48 pr. I'icha, 310020 Kharkov, Ukraine
(Submitted July 10, 1996; revised July 30, 1996
Fiz. Nizk. Temp.23, 425-427(April 1997)

The effect of weak scalar potential on a persistent current in a one-dimensional ballistic ring is
considered. It is shown that the current amplitude oscillates with a change in the potential.
© 1997 American Institute of Physid$1063-777X97)01104-3

The devising of systemg whose size. is smaller than lengtha (Fig. 1) has the potentiap. A solenoid with a mag-
the electron phase coherence lengthat low temperatures netic flux® is inserted in the ring. We direct theaxis along
makes it possible to study phenomena sensitive to the phasee perimeter of the ring. Solving the one-dimensional
of the electron wave function, including the Aharonov— Schralinger equation for noninteracting electrons with the
Bohm (AB) effect in solids. This effect lies in the influence potential energy
of the electromagnetic potenti&=(¢,A) on the phase of
the electron wave function in the case when the forces acting  v/(x) =
on the electron can be neglected. This effect is manifested in
the kinetic as well as thermodynamic properties of nonsuperand with the cyclic boundary conditions
conducting, doubly-connected mesoscopic samples.

The AB effect is manifested in kinetics, for example, in W(0)=W(L); d_q' (0)= d_‘l' (L)
the form of oscillations of magnetoresistance of conducting Toodx dx =7
rings in weak magnetic fields® with the magnetic flux pe-

ep, 0<x<a 1
0, a<x<L (1)

we obtain the following equation for the eigenvalues of the

riod d,=h/e.
I =hk:
In thermodynamics, the AB effect leads, among othere ectron momentunp
things, to the existence of a persistétitermodynamically P , (k—k")?%
equilibrium) current in mesoscopic rings at low tempera-  ©© 2”30 —cogk(L—a)+k'a)+ — 17— sink(L

tures, which is periodic in the magnetic flux with a period

®,.” The existence of such a current in real nonsupercon- —a)]sin(k'a)=0, 2
ducting metallic one-dimensional rings was predicted theoyheretik = (2mE)¥2, 4k’ = [2m(E — e¢)]¥2 We shall
retically by Buttikeret al® The effect was observed experi- henceforth assume that the potential is weaks/€)2<1. In

mentally in the ensemble of mesoscopic rihgs well as in  yg case, the reflection of electrons from the potential step

solitary rings'®** It should be noted that Maillgt al** ob-  .an pe neglected, and the electron spectimp2/2m can
served a good agreement of the magnitude of the effect witQe getermined easily:

the predictions of the theory for a ballistic multichannel ring.

The influence of the scalar potentiélectrostatic AB h? o 5,\°
) : Eip=5—>|n*x=——--—|, n=0,12... 3
effect) on the properties of mesoscopic samples has been 2mL b, 27

studied to a smaller extent than the effect of magnetic fiel
(the “magnetic” AB effec). The electrostatic AB effect was
investigated on individual conducting rin&s'® The pres-

q—|ere S, is the phase of the “forward” scattering for elec-
trons at thenth energy level. For the weak potentid)), we

ence of the scalar potentia leads to the additional phase have

lead A 6=2weq@7e/h of the elecreon wavérg is the time ep a

during which a Fermi electron stays in the region with po- ~ n==2m 31, (4)
n

tential ¢). It is assumed that a change in the valuepghust

lead to a change in the phase of oscillatioas)., of magne- whereA,=hv,/L is the separation between the electron en-

toresistancein the magnetic field byAg. However, no such ergy levels (for ®=0,0=0) in the vicinity of level

systematic phase shift was observed in Refs. 12 and 13. i(n>1) andv,=7%k,/m is the electron velocity.

should be noted that the existence of such a phase shift for a It should be noted that spectrui®) is observed not only

ring-shaped sample with two current contacts would contrafor a ring with potential(1), but also for a ring with an

dict the parity requirements in the case of magnetic field sigrarbitrary potential scattering only in the “forward” direc-

reversaft*-1° tion: the scattering amplitude= exdi & (p)]. This can be eas-
This research aims at an analysis of the AB oscillationgly verified by the method of transfer matri(see, for ex-

of thermodynamic parameters of a ballistic one-dimensionahmple, Ref. 1J.

ring, associated with a change in the magnitude of the vector Using spectrum(3), we can calculate the oscillating

and scalar potentials. component of the thermodynamic potentfalof a ring in
By way of a model, we consider a one-dimensional bal-contact with the electron reservdithe electron spin is not

listic ring of length L=27R(L<Lg) whose segment of taken into account, >\¢):
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- ‘ ¢(x) scattering only in the “forward” direction as well as
// / the magnetic fluxpP can be actually taken into account by
Vadd introducing the corresponding changes in the boundary
conditions'® This can be clearly seen from the eigenvalue
equation for the electron momentum in the ring, i.e.,

0 a ki.L=2mn+27®/dy— 5(k,).
// However, in contrast to the magnetic contribution, the
. electrostatic correction depends on the electron momentum

and changes sign upon the sign reversakof The latter
circumstance explains why the oscillating component of
thermodynamic potential contains two factors describing the
magnetic and electrostatic oscillations, respectively.

It has been shown that the oscillations of thermodynamic
parameters of a one-dimensional ballistic ring associated
with the electrostatic and magnetic Aharonov—Bohm effects
are independent: modulating the amplitudes of each other,
they do not affect the phase. Such a behavior is due to a
qualitative difference in the effects of the vector and scalar
potentials on the electron spectry®) in the ring.

NAN

©

FIG. 1. Model of a one-dimensional ring pierced by the magnetic dux
The metal plateV,qqinduces the local potentiagd.

LY. Imry, Physics of Mesoscopic Systems: Directions in Condensed Matter
Physics(ed. by G. Grinstein nd G. Mazeng&Vorld Scientific, Singapore
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Nonlinear resonant tunneling through doubly degenerate state of quantum well
V. N. Ermakov and E. A. Ponezha

N. N. Bogoliubov Institute of Theoretical Physics, 252143 Kiev, Ukfaine
(Submitted October 4, 1996
Fiz. Nizk. Temp.23 428—-433(April 1997)

Tunneling of electrons through a double-barrier system is considered in the approximation of low-
transparency barriers taking into account the Coulomb interaction of electrons in the

interbarrier spacéquantum well. The state of the electrons in the quantum well is supposed to

be doubly degenerate. It is shown that the dependence of the tunneling current on the

applied voltage has a step-like form at low temperatures and has a threshold in the low-voltage
region. The system under consideration also exhibits bistability. 1997 American

Institute of Physicg.S1063-777X97)01204-§

INTRODUCTION the potentiaV applied to the system, for the right electrode
we havesg(K) = #ik/2mg + eg — V, fip being the quasimo-

Nonlinear resonant tunneling of particles through a SYStentum andn, the effective mass.

:ﬁm.o:‘ tvt\;o p_otentlal barnetrs presurlrlcgsl, trt‘ﬁ r accumfule}tlon N The HamiltonianH,y describes the states of electrons in
€ interbarrier spaceuantum well.”In the case of elec- the quantum wellregion2 in Fig. 1). We consider the case

ltrons, thlsb|s ol:;setr\{[ed VIVhentth? qua?tum wekl‘l contaldnf hen the quantum well has a doubly degenerate state. In this
arge number of states. In actual practice, such a condi 'Ogase,HW can be written in the form

requires that the system have a macroscopic size for whic
the concept of electric capacitance can be introdddedw- N
ever, the situation changes radically in the case of degenerate Hw= Z, Eo8,8,+
or closely spaced energy levels in the quantum well. It will ) )
be shown below that in this case even a microscopic systeff{néréa=(n,o), o being the spin number antdthe number
can exhibit nonlinear tunneling. Henceforth, we shall confine®f the quantum state assuming the value 1 or 2. Taking into
our analysis to consideration of electron tunneling through &ccount the applied voltage, we can write the energy of the
system of two barriers with a doubly-degenerate state of thdegenerate state in the well in the foffg=e,— yV, where
quantum well which can accumulate up to four electrons€o iS the energy of the resonant state in the quantum well,
The inclusion of interaction between these electrons can lealf® coefficient depending on the potential barrier profilgs

to some regularities typical of nonlinear tunneling, e.g., to=0-> for identical barriess andV,, o, is the matrix element
the step form of current-voltage characteristics and tunnelin@f the electron—electron interaction in the interbarrier space.
bistability. A characteristic feature of such a system is thafor simplicity, we approximate this element by a positive
these phenomena are possible in the one dimensional cagenstantv, ., =U corresponding to repulsion.

also since fluctuations are virtually suppressed. This is typi- The HamiltonianH; describing the tunnelling transition

1
o+
> 2 Va,@080 80,30, (3

a,a,%a, “a
agay 172 %1 %2

cal of two-level systems, of electrons though the barriers has the conventional form
— + +
HT_ 2 Tkaaklraa+ E Tpaapoaa+ c.c., (4)
1. HAMILTONIAN OF THE SYSTEM kao apo

We consider the model of a two-barrier tunnel system inVhere Tk, and T, are the matrix elements of tunneling
the form of a structure with the energy profile shown in Fig.through the left and right barriers, respectively. In the gen-
1. The Hamiltonian describing the passage of electron§@l case, they depend on the applied voltage.
through such a system can be chosen in the form

The first term of this Hamiltonian, i.e.,

2. DENSITY OF STATES

The density of statep(E) in the quantum well can be

Ho=> e (K)a, aw,+ >, SR(p)a;J)roap(r (2)  defined by using the retarded Green'’s funct®(w,«,E):
ko po
1
describes electrons in the lgfirst term) and right(second p(E)=— p > ImG(a,a,E), 5

term) electrodegregions1 and3 in Fig. 1). Herea,, (ay,)

and a;U(ap,,) are the creatior(annihilation operators for where G(«,«a,E) is the Fourier transform of the retarded
electrons in the left and right electrodes respectivelyk) Green’s function

= g, + h2k?/2m__is the electron energy in the left electrode, _ .

fak andm, are their quasimomentum and effective mass re- Gla,a/l) 10(){[a, (1),2,0)]), ©
spectively, ando is the electron spin. Taking into account and®(t) is the unit Heaviside function.
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1
E 1 2 3 Q(E)=@ [CL(E)L(E)+TR(E)R(E)], ®

where
I'(E)=TL(E)+T'r(E);
TLE)=2 [Tkl E-s0(K)];
-3 ——1lE R Y K
u [ v
‘ T [E TRE)=2 [Tpal?0[E—er(K)]; ©)
& = Eo v p
‘ﬂ f (E) and fg(E) are the electron distribution functions in
< the left and right electrodes, respectively. The occupancy of
R states in the quantum well can be determined with the help of
X the expressich
FIG. 1. Energy profile of a two-barrier system with the applied voltdge n =— i f dEg(E)Im G(a,a,E) (10)
a T 1 &5 .

) o , It follows from formula (7) that the expression fom,,
Using the Hamiltonian(3), we can calculate Green's goes not depend on the index For this reason, the mean
function exactly. For example, for the state=1 we obtain  ya|yes of occupancies are also independent of the number of

G(1o,10,E) the quantum state, and we can assumenhatn. Thus, we
finally obtain
_ : 1 1+U nlo_ll—n20'+n270' 3 31
(E'=Eo) E'=Eo—-U n=m§=:0 CJgm(1—n)3 Mn™, Cg‘=—m!(3_m)! . (1D
2 n20'n1—¢7+ n2—0'n20+ N1— N2y
+2U (E'—E,—2U)(E' —E4—U) The functionsg,,=g(E,,) determine the occupancy of new
0 0 states. In the general case, Etjl) has three solutions in the
N 6U°n; o,y @) interval 0<n<1. An analysis shows that this is possible for
(E'—Eg—U)(E'—Ey—2U)(E'—E,—3U) |’ 0o=9:=0, i.e., when the two lower states are vacant. These
E’'=E=ipfor »—+0.Heren, = (aa,) are the mean val- solutions have the form
ues of the occupation numbers of the stateGreen’s func- n,=0,
tion has poles folE,,=Ey+mU, wherem=0,1,2,3. Thus, ) 12
the electron—electron interaction leads to splitting of states in __ § 92 99>+ 4(93—39>) (12)
the quantum well. The new states are separated by the gap  >° 2093=30, | 4(g3—30,)°

U. By cyclical permutation of indices in formul@), we can

; . . According to the condition &n<1, expressionil2) leads to
obtain Green’s function&(«,«,E) for all the states in the 9 P 12)

guantum well. Using formul&7), we can calculate the den- 30,

sity of states in the interbarrier space. It depends on the oc- O<392—93<2’

cupation numbers of states, which are functions of the

applied voltage, and hence depend on its value. This is the 995—4(3g,—g3)>0. (13

reason behind the nonlinearity of tunneling. These inequalities are compatible when

2

3. OCCUPATION NUMBERS FOR QUANTUM STATES IN 9= 3 (1++V1-g3), g3>3/4. (14)
THE WELL

Thus, Eq.(11) has three solutions when the valueggfand
. Ifwe apply a constant voltage to the system, a nonequiy_ are close to unity. The two solutioms andn, are stable,
librium steady-state distribution of electrons sets in. We asg 1o the third solutiom, is unstable. The stable states cor-
sume that the electron distribution functions in the electrode§espond to the cases when the well either does not contain
are equilibrium function by virtue of their large volumes, but electrons, or contains two electrons occupying the two upper

their chemical potentials change. The latter are connecteflyers The Iatter is possible since the system is essentially
through the relationu, — ug=V (Whereu, and ug are the nonequilibrium

chemical potentials of the left and right electrodes, respec- In the one-dimensional case. when the matrix elements
tively). The electron distribution functiog(E) in the quan- ¢ tunneling are independent of momentum, the functions

tum well is esgt_antially nongquilibrium. It can be determineer(E) andT'x(E) can be approximated by the valles
from the condition of equality of the tunnel current through

the left and right barriefs’ and has the form I'L r=a gVE—&_ g(0). (15)
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FIG. 2. Dependence of the electron energy distribution funcjan the ~ FIG. 4. Dependence of the population densitgf the quantum well on the
quantum well on the applied voltagé for various values of the ratio applied voltageV for various temperaturekT/u: 0.01 (curve 1), 0.03
a, lag: 30 (curvel), 3 (curve2), and 1(curve3). (curve2), and 0.05(curve3).

Here o, and ag are the proportionality factors for the left

certain critical valueV,, of voltage, the occupancy drops
and right electrodes respectively. Substitutid) into (8) o g pancy drop

L abruptly to zero due to the departure of the states in the
and considering that quantum well from resonance. With decreasing voltage
E—uLr -1 (from the value attained abolehe jump of occupancy will
ex[{kB—T ; (1) be observed at a lower value of voltage,,. Thus, the volt-

. age range fromVy, to V. contains a bistability region,
wherekg is the Boltzmann constant andthe temperature, \yhich is connected with the removal of electrons from the
we obtain an expression for the electron distribution functiongwer levels and with their attachment to the upper split
Om- Figure 2 shows the dependencegf on the applied  states. In the region of low values of applied voltage at low
voltage for various values of the ratiay /ag and  temperatures, the filling of the quantum well starts from a
kgT/1=0.001. The functiong, have the same form, but certain threshold value of voltage. Figure 4 shows the depen-
are displaced bynU on the energy scale. dence of the occupanay of the quantum well on voltage in

The curve describing the dependence of the occupangyye region of the threshold value at various values of tem-
of the quantum well on the applied voltag€/(., ), obtained  perature. The shape of the step is very sensitive to tempera-
as a result of solution of Eqll) at a low temperature tyre and is smoothed considerably upon heating, which is
(keT/u=0.01) and the values of the parameters/ar  que to the blurring of the Fermi level. The bistability of
=333,y = 05/g0/u = 1.2;U = 0,isshownin Fig. 3. It ynneling is less sensitive to temperature in view of the tem-
can be seen that as the applied voltage increases, the oCGykrature spread of electrons at the bottom of the electron

pancy of the quantum well increases step-wise due t0 COrand, but this effect is significant when the valuggT is of
secutive occupation of split states. After the attainment of ane grder of the band width.

fL,R: +1

1 4. TUNNELING CURRENT
n In the case of a constant applied voltage, the tunneling
0,8} current through the two-barrier structure can be calculated in
various wayssee, for example, Refs. 7 and. The follow-
06L ing simple expression was obtained for this quantity:
e I' (E)I'r(E)
0.4l ch—gdeW[fL(E)—fR(E)]P(E)- 17
wheree is the electron charge. For a low barrier transparency
02} (I'<U), the density of states can be calculated by using
v V. formula (5). Taking into account8), (11), and(15), we can
L | | el B transform formula17) to
0 05 1 i 2 25 3 35 3
V/'u :E Ir(En)I'L(Em) _
JCd % mZ:O F(Em) {fL(Em) fr(Em)}(l
FIG. 3. Dependence of the population densitgf the quantum well on the _
applied voltageV for kgT/u=0.01. - n)3 mnmC?- (18)
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0,06 3¢’
U= 5C
This expression, which determines the magnitude of the cur-
0.04} 11/3 rent step, is well known in the theory of one-electron tunnel-
! ing. In our approach, however, expressi@0) is interpreted
as the capacitance of the well rather than as the total capaci-
tance at the barriers.
An important feature of the model under investigation is
its stability to fluctuations. Indeed, a simple analysis of fluc-
tuations of the occupancies of the state of the well leads to

(6n?=((h—n)®=n(1-n). (21)

0 1 2 3 In the bistability regionn assumes values close to unity or
Vi zero. For these valuesl{5n?)<n. However, in the current
steps region, the fluctuations are comparable with the charge.
FIG. 5. Depend_ence of the tunnel currggt/Jo(Jo=e/#A) on the applied  This conclusion is confirmed experimentaﬂ&As the tem-
‘éoété"?;\g:;;’ar'ous temperaturésl/ .: 0.01(curvel), 0.03(curve2), and o atre increase, the steps are blurred rapidly due to blur-
ring of the Fermi level. The region of their existence is
bounded by the temperatukd<U. The temperature depen-
The numerical calculation af.4 for the same parameters as dence of bistability is associated with variations of the func-
those used for constructing the curves in Fig. 3 is illustratedions g,,. The latter are less sensitive to temperature. Bista-
in Fig. 5 for various values of temperature. The step depenbility disappears when mayE)<3/4. This is attained even
dence of current on the applied voltage is due to the splittingt high temperatures comparable wjihIn this temperature
of the degenerate level. A bistability region observed at higlrange, the dependence on spin can be neglected, and the
voltages is due to attachment of two electrons to the uppesituation becomes similar to that analyzed in Ref. 2.
energy levels.

(20

Jea /Jo

0,02}~

*E-mail: vioktev@gluk.apc.org
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QUANTUM EFFECTS IN SEMICONDUCTORS AND DIELECTRICS

Anyon exciton: Spherical geometry
V. M. Apalkov

National Science Center “Kharkov Physicotechnical Institute,” 310108 Kharkov, Ukfaine
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Kharkov State University, 310077 Kharkov, Ukraine
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An anyon exciton formed by a valence hole and three quasielectrons of the Laughlin
incompressible liquid of the fractional quantum Hall effect with the filling facterl/3 is

investigated numerically in a spherical geometry. The quasielectrons ar treated as Bose particles
with hard cores and the Coulomb interaction. The energy spectrum of the system and the
quasielectron density distribution around the hole are obtained. The energy spectrum of the system
has branches which can be classified according to intrinsic angular momentum of an anyon
exciton; the absence of branches with an angular momentum below three and a branch with an
angular momentum equal to four is a consequence of the Pauli exclusion principle for
guasielectrons. €1997 American Institute of Physids$$1063-777X97)01304-3

1. INTRODUCTION geometry is used in approach 1, we will analyze here the
anyon exciton considered in approach 2 in the spherical
A noncompressible two-dimensional electron ligid,  geometry also.
forming the basis of the fractional quantum Hall effétte-
longs to the most remarkable low-temperature objects in thé. THEORY
modern solid-state physics. A fundamental property of this | o4 ;5 consider an anyon exciton consisting of a valence
liquid is the absence of gapless branches in the elementagye with a charger e and three quasielectrons with a charge
excitation spectrun Elementary charged excitations in such —e/3 each, which corresponds to the exciton-incompressible
a system are quasielectrons and quasiholes possessing frgig system from the fractional quantum Hall effects with
tional charges and fractional statistt3he entire body of e filling factorv=1/3, wherev=N/N,, N being the num-
experimental data on the fractional Hall effect was first baseger of electrons in the system ahg the number of states at
on magnetotransport results only. Later, spectroscopic methhe |ower Landau level. An interesting property of quasielec-
ods of studying an interacting two-dimensionald2elec-  tron is that they possess fractional statisfi¢s,., are anyons
tron gas, including an analysis of radiation emitted as a resulkith the statistical parameté= — 1/3, which means that the
of recombination of B electrons with free holes, were transposition of two quasielectrons leads to the emergence of
developed. In this connection, it is interesting to study the the phase factor'® in the wave function. The analysis of
behavior of an excitoltelectron—hole pajragainst the back- the anyon system is complicated by the fact that the multi-
ground of an incompressible Laughlin liquid. This problem anyon wave function cannot be presented in the form of the
can be studied by using the following two approaches. product of one-particle functions even in a system without

1. Exact numerical analysis in the spherical geometry of thdteraction(a statistical interaction always takes pladeor
exciton—incompressible liquid system consisting of a si.this reason, we will use the Bose approximation for anyons

nite number of particleS. This approach is limited by (quasiparticles in order to simplify c_alculatipns, ie., V\7Ii||
small separationd between the electron and hole planes,3SSUMe that anyons are Bose 'partlcles W'th a hard core.
sinced cannot be larger than the radius of the sphere. Hggr?eft?rth' we will consider this system in the spherical
2. Analysis of an anyon exciton, i.e., the system consisting of In thiys geometry, the motion of particles is confined to a
a positively charged hole with a chargee(—e is the  gphere with a magnetic monopole at the cefitiérfollows
electron chargeand q quasielectronsanyong with a  from the Dirac quantization conditidthat the magnetic flux
charge— e/q each® An anyon exciton correctly describes through the surface of the sphere is equal to the integral
the exciton-incompressible liquid system in the case whemumber 3 of flux quantah/ec. It follows hence that the
a valence hole is separated by a large distance from thedius of the sphere i8=ISY2 wherel is the magnetic
electron plane, when the entire effect of presence of gength,|?=c#/eH. The convenience of the spherical geom-
Laughlin liquid lies in the decay of an additional electron etry is due to the absence of boundaries and the presence of
into g quasielectrons. An anyon exciton with=3 was  angular momentum. The states of the system on the sphere
considered in Ref. 6 in a plane geometry. Since a sphericalan be classified according to the total angular momentum
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L2 and its componenf_z, In the spherical geometry, the expressed in the units of magnetic length. We take into ac-
wave functions of a particle with a chargee at the lower  count the Pauli exclusion principle by assuming tbig-,l,tgsq is
Landau level in the plane geometry are monopoleequal to infinity.
harmonics® Similarly, we can introduce the reduced matrix elements

172 for quasielectron—hole interaction according to the following
2S+1 ¢ st .

uS*tm,S-m rule:
A S+m ’

eS,m_

m= —S,...,S, (1) <eSq,m1agS,m2|Veh|eSq,m31gS,m4>

where C33,, are the binomial coefficients, u

= cos@2)expl{¢/2), v = sin(BI2)exp(—i¢/2);andd, pare

=(- 1)m2_m4<esq,mlieS,—m4|Veh| eSq,msieS,—m2>

the spherical coordinates. =(—1)m27m42 % (Sqmy,S—my|IM)
The wave function of a positively charged parti¢ie-

lence holé can be obtained frorfil) though time inversion: ><<Sqm3,S— My IMHVy, 5.
gsm=(—1)%"Me§ _, In order to findV,, ;, we will use the expression

where the asterisk indicates complex conjugation. 1
Let us find the effective magnetic flux corresponding to  Ven(|Ri—Ry|) = 3 (|Ri—Rp|?+d?) 12
guasiparticles with a charge e/3 in our problem. We as-

sume thal electrons form an incompressible liquid with the \here s the distance between the quasielectron and hole
filling factor 1/3; in this case, the number of magnetic flux planes in the plane geometry. Henceforth, we will dsas
quanta through the surface of the sphere ispe guasielectron-hole interaction parameter. In this case,
2S,=3(N—1).1 In order to obtain three quasiparticles in V. ; can be found from the formula
such a system, we must reduce the number of flux quanta by I
three: 2S=280—3.8 In this case, each quasielectron “per- Vi 3=(J3J|Vep/IJ),
ceives” initial electrons as effective magnetic flux quahta, ’
i.e., 25;=N for quasiparticles. This give$=3(S;—1). where
Thus, the wave function of quasielectrons has the form S5 55, srs
es, m. WhereS,=1+5/3 (see Eq/(1)). [J3)=Nou;" ™u; (uw—v1Up) > >

We assume that the magnetic field is strong so that all ) L
the particles are at the lower Landau level; then the systerﬁIO being the norr'nallzatlon' factor. , , )
Hamiltonian can be reduced to the interaction Hamiltonian In order to find the eigenfunctions of the interaction

alone. The interaction between quasielectrons will be apl_-|amllton|an, we will use the condition of angular momen-

proximated by the paired potentialy(|R;—R;|). In this tum conservation in the system an_d diagqnali;e the Hamil-
case, it can be described completely by the reduced matrifonan in the subspace of _funct|ons with .f'de gnd
elementsV, 5(J=0,...,5,): L,=M. The set of such functions can be easily obtained by

using the angular momenta summation rule:
<eSq,mlaeSq,m2|Vq|eSq,m3veSq,m4>

Wa(L,Jd1,d2)
= S S JIMMS S IMV, 4, ~
20 20 (Sqma SqmalIM)(Syms, SqmelIM) Ve A S SIS S (Mh ML)
my mp, mg my M; M

where(|V,|) is the matrix element of the interaction between

the corresponding states: X (Sgmy, Sqmz| 1M 1)(Sqmg, Smy| M)

X €5 m.€s m.€s m.Ism. 2
<eSq,ml:eSq,m2|Vq|eSq,m3veSq,m4> S ™SS Ma =Sy
. . . whereA is the symmetrization operator taking into account
:j f dﬂldﬂzeéqyml(Ql)6§q,mz(ﬂz)vq the Bose statistics for quasiparticldg, = 0,..., 5,, andJ,
R R =S—-8,...,S+ §. The functiong2) form an overfilled
><(|R1—R2|)esq'ms(Ql)eSq,m‘l(Qz). basis. Choosing a linearly independent set of functions from

. (2) and calculating the matrix elements of the Hamiltonian
Here (); are the elements of the solid angR, defines the on these functions, we determifefter the diagonalization of
position of a particle on the spher¢g,m;,S;m,|IJM) are  the obtained matrixthe energy eigenvalues and the corre-
the Clebsh—Gordan coefficients, avig, has the meaning of sponding eigenfunctions which simultaneously possess fixed
the interaction energy for two quasielectrons with the relawvalues of angular momentuin and its component ,= M.
tive angular momentum &,—J. Henceforth, we will con-  This procedure allows us to reduce significantiypproxi-
sider only the Coulomb interactiov,(r)=1/(9r) between mately by a factor of 40the size of the matrix which has to
guasielectrons, where the energy is expressed in the Cobe diagonalized if we do not single out the subspace with a
lomb unitse?/(«l) (« is the permittivity and the length are fixed value ofL.
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FIG. 1. The energy spectrua(L) of the system for two values af: 1 (a)
and 2(b). Only the states withh. <19 are presented. The curves are drawn
for better visualization.

3. COMPUTER CALCULATIONS FIG. 2. Quasielectron density distributiah (r) around the hole for the

Basic calculations were made f&=18 (Sq:7), ie., initial poirlts of branchgs marked in Fig. 1_b,: Ln (a,b and for theL3_
. . branch (Fig. 1b for various values ol indicated on the corresponding

the magnetic flux through the surface of the sphere in th%urve(c).
units of magnetic flux quantum isS%= 36, the radius of the
sphere beindR=S"?=4.2. This is the maximum size of the
sphere for which the Hamiltonian could be diagonalized. The
guasielectron-hole interaction parametevaried in the in-
terval 0<d<?2. Figure 1 shows the energy spectrum of the
system as a function of the total angular momenturfor
d=1 and 2. In the plane geomettthe energy spectrum of
the system consists of a large number of braneh{&$ (the
dependence of energy on the momentkmvhich is con-
served for a neutral systenthez-component of the intrinsic
angular momentunv ; of an anyon exciton being a quantum

number which makes it possible to distinguish the branches
(in the plane geometry, only, is defined, and the-axis is 2. For small values ofl=1, the band structure of the spec-

perpendicular to the planelt can be seen from Fig. 1 that UM was observed, the angular momentum of the branch

branches are observed in the spherical geometry also, eachC0rresponding to the lowest energy in each band being a
branch starting from a certain value lof= L ,=m. An algo- multiple of 3. The gap between the bands heals upon an

rithm of transfer of such a structure to the plane geometry [ncrease in the size of the sphere.
was proposed in Ref. 5: the branch starting from the angula8. Ford<2, the branch with the minimum energy possesses
momentum L, in the spherical geometry has the the angular momenturh,,=3. This is in accord with the

guasielectrons. This peculiarity of the energy spectrum of
the system, which was noted in calculations for a finite
systent is not manifested in the results obtained in Ref. 6,
where all the values of the-component of the intrinsic
angular momentunM =L, were obtained for an anyon
exciton in the plane geometry. This is due to the fact that
no condition of a hard coréPauli principle for anyons
was imposed in Ref. 6.

z-component of the intrinsic angular momentiy=L, in results obtained from an exact analysis of a finite electron-
the plane geometry, while the momentum is connected with hole systent. Taking into account the results of calcula-
L through the relatiokR=L—L,. tions in the plane geometfave can expect that branches

The following features of the energy spectrum in the with values ofL,, multiple to three will go over to the
spherical geometry are worth notiligee Fig. L ground state upon an increasedn

1. The absence of branches with <3 andL,,=4, whichis 4. We determined the quasielectron density around the hole
a consequence of the Pauli exclusion principle for for the states presented in Fig. 1:
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. e s We assumed that quasielectrons are point quasiparticles
dL(f)=47T/(2L+1)% f f f d€);,d0,d0s with the Coulomb interaction. In spite of these approxima-
tions, the obtained results are in agreement with exact results
e o . 3 - for a finite electron-hole system, and we can conclude that
X |‘1’uv|(Qlﬂzﬂsmh)|ZZl o(Q—=Q)), the model of an anyon exciton correctly describes the energy

_ spectrum of the exciton-incompressible liquid system with
where ) = (sin fcose,sinésine,cosd) and ¥\, is the v=1/3 even at relatively smat~ 2.

wave function of a system with a definite total angular mo-  In conclusion, we express our gratitude to V. V. Er-
mentumL and its component ,=M. The hole lies at the emenko for fruitful discussions of the results of this work.
north pole:)=(0,0,1) andr=2R sin(6/2) is the distance
along the chord.

Figures 2a and b show the functidp(r) for the initial
points L=L,) of several branches presented in Figs. 1b.
The branchesL;, Lg, and Lg (corresponding to lower
branches on the energy scale for the first, second, and third
bands respectively; see Fig.)léxhibit a clearly manifested
minimum at zero and a clearly manifested maximum at a
certain distance from the hole, whose position is displaced—————
towards higher values af upon an increase in the angular
momentum of the branch. Such a dlstrlbgtlon of qua3|elec—1R. B. Laughlin, Phys. Rev. Lets0, 13 (1983,
tron density can be explained by the classical arrangement ofy ¢ 1syi. H. L. Stormer, and A. C. Gossard, Phys. Rev. 1481.1559
guasielectrons at the vortices of a regular triangle whose area1982.
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PHYSICAL PROPERTIES OF CRYOCRYSTALS

Relaxation and recombination channels of formation of luminescent states in a neon
crystal: Evidence of electron self-trapping

A. G. Belov, G. M. Gorbulin, I. Ya. Fugol’, and E. M. Yurtaeva

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of the
Ukraine, 310164 Kharkov, Ukraifie
(Submitted July 30, 1996; revised November 4, 1996

Fiz. Nizk. Temp.23, 439-447(April 1997)

The relation between the temperature and the intensity distribution in luminescence bands in
VUV and VIS spectral regions of Ne crystals is investigated. The measurements are made by using
cathodoluminescent spectroscopy with steady-state excitation and are supplemented by
observations of luminescence decay in perfect pure crystals, in samples with defects, and in solid
solutions with electronegativxygen and electropositivéxenon impurities. The

contribution of the recombination channel to the formation of the spectrum of self-trapped states
in solid neon is determined. It is shown that this channel plays a decisive role in the

population of $(3p’) luminescence centers and makes a relatively small contribution to the
population of the lowermosts§3s’) excitations. The recombination channel efficiency

strongly depends on temperature, increasing abruptly with the temperature value. An analysis of
experimental data leads to the conclusion on the possibility of electron self-trapping in Ne
cryocrystals, followed by the formation of shallow self-trapped states1987 American Institute

of Physics[S1063-777X97)01404-1

Neon crystals are unique objects for studying electrorstates located above the bottdy of the conduction band is
excitations in solid$ Solid neon is characterized by a rela- relatively small. On the contrary, thep83p’)-states are
tively strong electron-phonon interaction, very low barriersmainly populated during excitation by quanta with an energy
for self-trapping of electron excitations, and a high latticeE>E, to the conduction band and only partly to the exciton
plasticity. This is the only inert crystal in which the effect of bandsX(3p,3p’) with the p-symmetry. Obviously, the sub-
coexistence of free and self-trapped excitons is nosequent ways of formation off§3p’) and 3(3s’) lumi-
observed:? The luminescence spectrum of Ne displays tran-nescence states are completely different. The population of
sitions only from the states of self-trapped excit¢8$E); in  3s-centers is associated with rapid energy relaxation in the
contrast to the spectra of heavier inert elements, it mainlgxciton stated’(ns,ns’) to the lowermost levels. A further
contains the emission bands of quasiatomic one-center exdieformation relaxation of the surroundings leads to the for-
tations (a-STB. Neon does not form molecular excimer mation of local states§3s’) (Fig. 2). On the contrary, the
complexes with impurity centers. The luminescence of arPopulation of 3(3p’) centers involves the formation of lo-
impurity in the Ne matrix, as well as intrinsic luminescence, calized hole Ng centers from the conduction band even at
is mainly formed by quasiatomic transitioh€ the first stage. The high efficiency of this process and the

The spectral parameters and the processes of formatigiability of N& are demonstrated in Refs. 11, 12. The fol-
of excitations in Ne crystals were considered by manylowing two routes of populating [¥3p’)-states are associ-
authors=2 The quasiatomic luminescence spectrum con-2ted with dissociative recombination of a localized hole with
tains a series of bands close to the emission of atoms in tH&? electron:
gaseous phase. These bands lie in two different energy

ranges(Fig. 1). The luminescence near 17 eV in the vacuum —X(3p,3p’)—Ne* (3p,3p”)

Ne, +e

ultraviolet (VUV) spectral region corresponds to transitions —Ne*(3p,3p’).
from the lowermost excites statesP;, °P;, and
3pP,(3s,3s’) to the ground leveldS,.8~*° These states have It should be noted that the radiative transitions

the clearly manifested Rydberg form and #gisymmetry of  3p(3p’)-3s(3s’) virtually make no contribution to lumines-
the outer electron. They correspond to the transitiongence from the §(3s’)-states in view of conservation of a
3p(3p')—3s(3s’) lying in the region 1.4—2 eV of the vis- nonspherical deformation around @excited atom after
ible (VIS) spectral rangé!!? emission of optical radiation. The latter leads to the forma-

The population of 3(3s’)- and 3(3p’)-states in Ne tion of the quasimolecular stafe’> , with the same defor-
cryocrystals was studied in the experiments onmation symmetry(Fig. 2). The experimental evidence of
photoexcitationt®!? |t was shown that localized s§3s’) such a relaxation channel farstates are presented in pub-
centers are mainly populated from the neutral exciton bandkcations on nonstationary photoexcitatisee, for example,
I'(ns,ns’) with the s-symmetry. The contribution from the Ref. 13.
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energy excitatioi=*1° On the contrary, the effect of tem-
perature on recombination processes must be very strong in
view of the high sensitivity of charge mobility to the crystal
temperature.

In Secs. 1 and 2 of this publication, we describe the
method of investigation and the main results on the tempera-
ture dependence of cathodoluminescence spectra of neon as
well as the persistence spectra of the samples recorded after
the cessation of excitation. Section 3 is devoted to an analy-

Intensity

0 sis of the obtained results. The contributions of the recombi-
g 2~ . = ) . nation and relaxation channels to the population of the
1,75 1,76 16,6 16,7 16,8 16,9 3p(3p’)- and F(3s')-states are determined. It is shown

E eV that the efficiency of the recombination channel increases

with temperature, which is associated with an increase in the
FIG. 1. Characteristic segments of spectrograms of luminescence of Neobility of negative charges. An analysis of persistence
crystal in the visible and VUV ranges at temperatures of 2.5, 5.3, and 8 Kdamping leads to the conclusion on the possibility of electron
self-trapping in Ne cryocrystals, which is accompanied by

Thus, we must assume that Ne crystals have two coext-h e formation of shallow self-trapped states.

isting and separated channels of populating one-center states:

the relaxation channel forsg3s’)-centers and the recombi- ;| gxpERIMENTAL TECHNIQUE

nation channel for B(3p’). The ratio of intensities of emis-

sion from 3(3s’) (VUV) and 3p(3p’) (VIS) states corre- The experiments were made on high-purity Ne crystals
sponds to the contribution from each channel to the totas well as the crystals containing small oxygen impurities.
energy relaxation process in the crystal. Obviously, in conThe samples were prepared by gas condensation to a sub-
trast to the photon excitation, the electron excitation enstrate in an optical He cryostat at a temperature close to the
hances the recombination channel due to a high probabilitpeon sublimation temperature. After thermal annealing, the
of formation of electron-hole pairs during irradiation. This samples were cooled slowly to the preset temperature. Be-
allows us to use this method for determining the main factor§ore condensation, optically pure neon was purified addition-
affecting the efficiency of population of the luminescenceally by passing the gas through a column with liquid lithium
3p(3p’)-states to a high confidence level. The crystal tem-at T=200 °C. Small concentrations of oxygen impurity in
perature also plays an important role in this process. It afneon were obtained by consecutive dilution of gaseous mix-
fects(with different effectivenesshe phonon relaxation rate tures. We used the setup intended for studying the lumines-
for excited states as well as the rate of recombination procence parameters of cryocrystals and their solid solutions in
cesses. The effect of temperature on the localization of ele@& wide temperature ranﬁé.

tron excitation is weak in view of the smallness of the bar-  The excitation of the samples was effected by mono-
riers for self-trapping. Relaxation processes in the excitorehromatic electrons with energif.=2.3 keV and current
subsystem also depend on temperature only slightly sincdensity i.=0.03 mA/cnf, when luminescence from bulk
they are mainly of superthermal type in the case of highcenters dominates over luminescence from the surface states.
In this case, the sample does not experience a noticeable
sputtering for several hours, which was controlled visually as
well as from the stability of the spectrum during isothermal

22 Eg holding.
2y N The VUV and VIS spectra were recorded simultaneously
| RSN T(Ss, 5s') at an angle of 45° to the substrate plane. Vacuum ultraviolet
I'(4s, 4s’) luminescence was studied by using a vacuum normal-
20 |~ \ X(3p,3p") :_ncidence mono_chromator \(MR-Z with a grating having 600
\__} . @\/ _mes/mr_n. The |ntr|_nS|c Iumlne_scence of neon was de_tected
Z Ragh\§ =— 3, in the third order with a resolution of 0.2 A. The resolution at
- R\ — oxygen impurity bands reached 0.5 A. In the visible and near
ui . T(3s, 3p) ygen impurity bands .
18 2 LL IR regions, the radiation was detected with the help of a
. » double monochromator DFS-24 with the spectral resolution
Lo not lower than 0.2 A.
f‘z‘u - \*‘38" Neon crystals were investigated in the temperature range
3y = ll from 2.5 b 8 K with an interval of 0.5 K to within 0.01 K.
16 |1 The lower temperature limit was attained by evacuating lig-
lL uid helium vapor from the inner cavity of the substrate. The
upper temperature limit was determined by the deterioration
of vacuum in the working chamber to 19 Torr as the sub-
FIG. 2. General diagram of energy relaxation in Ne cryocrystals.  limation temperature was approached. Sample preparation,
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excitation and radiation recording were carried out under

identical conditions. 5

The presence of effective recombination processes im- B 1,0
plies the possibility of accumulation of charges in the 0,8
sample, which is manifested in the existence of a period of %4_ 2
time required for attaining dynamic equilibrium: the lumi- ; 0.55
nescence initiation time- and the luminescence afterglow s { 04§
time 7,4. The luminescence initiation and aftergldpersis- - Y.
tence were studied during 30 min &=4.5 K. In view of a a3l 0,2
low intensity of afterglow, the spectral resolution in these 0

experiments wa 5 A in VUV and 4 A in VISregions. The
persistence curves were recorded in pure neon as well as in
Ne with admixtures of electronegatii@xygern and elec-
tropositive  (xenor)  impurities  with  concentration G, 3. Temperature dependencies of integral intensities of luminescence:
¢~10"2 mol.%. The temperature dependencies were studiethtal (I, in the VUV (lyyy) and visible (ys) ranges in pure Ne cryo-
after the luminescence intensity attained saturation. crystals.

A comparison of integral intensities of transitions in the

VUV and VIS ranges was carried out by matching the SpecTntensity of the entire spectrum as well as the intensity dis-

tra in the range from 200 t_o 300 nm. The Wel]-known Sy.Stemtribution among individual componengBig. 1). The spectral
of Wegard-Kaplan bands in the nitrogen luminescence in th%omposition of radiation remains unchanged. The tempera-

solid solution Ne-0.1%} which was recorded simulta- ture dependencies of integral intensities of the bulk compo-
neously by the monochromators BMR—Z' and [')F'S-8, Wag o nis (2r1+d) of the transitions 8(3s')-!S, and
used as the_: referenge sys_tem for comparing their |nten5|t|e§p(3p,)_38(35,) are shown in Fig. 3. The total integral
The t(?tal mteg/ral |nte_r_15|ty of all energy bands of theintensity of both spectra taking into account the obtained
_3p(3p )—3s(3s) traqglt!ons were taken m_to_acgount by us- ratio of the components is also presented in the figure. Figure
Ing the spectral sensitivity of a pho_tomulu_pher N the rang€s shows that the intensity of VUV as well as VIS lumines-
lir;)m 1200 to 750 nm. The radiation intensity of the copee increases with temperature, leading to nonconservation
) I.D_ SO transition was determined by comparing this ran- ot the light sum of the crystal as a whole. The total integral
sition in the fourth order X=296 nm) with the reference intensity increases by a factor of 1.4 in the temperature in-
bands. terval from 2.5 © 6 K and then attains saturation. The tem-
perature variations of the VUV and VIS luminescence are
completely different. The intensity of VIS transitions in-
The luminescence spectra of a Ne crystal and of thereases approximately by an order of magnitude in the inter-
oxygen impurity in it lie in two different energy ranges in the val from 2.5 to 8 K, while the intensity of VUV lumines-
VUV and VIS spectral regions. Figure 1 shows typical spec-cence increases only by 10% to 4.5 K and then decreases
trograms for pure Ne at 2.5, 5.3, and 8 K. Each quasiatomiinsignificantly. (A similar small decrease in the intensity in
transition in Ne in the VUV region corresponds to a multi- the temperature range 7—10 K was also observed in the case
component structure including the bands 2, 1, anthat of pulsed electron excitation of VUV luminescence of
correspond to luminescence of the bulk centers with differenneon?)
degrees of deformation of the surroundinggesides, lumi- It should be noted that the contribution from the spec-
nescence of surface excitatiorsy @nd desorbed atoni6) is  trum of desorbed atoms to the integral intensity under the
observed. Each band in the VIS range has a similar structurehosen experimental conditions does not exceed a few
but all the bulk components overlap considerdBlf? The  percent®!112Thus, these spectra do not alter the behavior
ration of integral intensities of VIS and VUV luminescence of the integral intensity significantly. However, an analysis
is approximately 1:12 at=4.5 K. of the temperature dependence of the behavior of desorbed
The oxygen impurity radiation for concentration components is required for understanding the relaxation of
c~102% contains only quasiatomic luminescence. In theelectron excitations. The intensity of 0-components in VUV
VUV range, transitions from the lowest Rydberg stat€s luminescence increases linearly with temperature by 100%
and 3S are observed. The structure of these transitions i®f the initial value. On the contrary, the number of desorbed
similar to the structure of Ne luminescence and includes 2-3p(3p’)-atoms decreases linearly by 25% with increasing
1-, d-, s-, and O-components. In the visible range, the maintemperature. The relative changes on the desorbed and bulk
radiation intensity corresponds to transitidi®-D between componentd /I, for VUV nd VIS luminescence are pre-
the valence states near 2.2 eV. The ratio of integral intensisented in Fig. 4.
ties of VIS and VUV luminescence of oxygen®t4.5 K is The addition of a small amount of oxygen
approximately equal to 1:5.5. Detailed spectral characteristc=10 2%) does not change significantly the spectral com-
tics of impurity centers of oxygen in neon were given by usposition of the matrix and its intensity. The temperature de-
earlier>® pendence in the range 2.5-6 K is similar to that of a pure
Let us first consider high-purity Ne crystals. The changecrystal (Fig. 53. However, atT>6 K the bulk components
in the sample temperature affects significantly the integrabf VUV as well as VIS luminescence decrease noticeably.

2. EXPERIMENTAL RESULTS
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The integral intensity of the bulk components of oxygen im- E, eV
purity luminescence as a function of temperature is shown in
Fig. 5b. This dependence is similar to that for intrinsic lumi- FIG. 6. (a) Attenuation of the intensity of intrinsic and impurity lumines-
nescence of neon. The temperature dependencies of VUggnce normalized to the values tor 0 in Ne cryocrystals?P,—'S, (curve
and VIS luminescence of an impurity center differ consider-L: 3Poi-3s:2°P2) transitions in Ne(curve 2), 'P;—'SyXe* (curve 3),

. . .. . S—3PO* (curve4). (b) Spectral composition of afterglow of tH&®—-1S,
ably' The intensity of Rydberg VUV transitions II’]Cn:"asestransition of Xe in Ne ¢=10"2%), recorded with the resolution 8 @&urve

approximately by a factor of 1.5 and then decreases by 20%,). The intensity in the cathodoluminescence spectrum of the same transi-
tion, obtained with the resolution 1 furve2), is shown for comparison.

The intensity of thé S—1D transition is virtually constant in
the low-temperature region, but increases more than twofold
starting from 5 K. As a result, the total integral intensity of
the entire impurity luminescence increases significantly in
the temperature range 2.5-6.5 K and then decreases insig-
nificantly in the region of higher temperatures.

After the cessation of sample irradiation, the prolonged
decay of intrinsic as well as impurity luminescengersis-
tent afterglowy is observed. The typical decay curves for the
transitions!3P—-1S,, 3p(3p’)-3s(3s’)Ne, °S—3P in oxy-
gen andP;—1S, transitions in xenon a=4.5 K are shown
in Fig. 6. It can be seen that all the curves are similar. The
initial afterglow region(1—2 min is correctly described by
10 b 'total the decay law o« 1/t (the inset to Fig. 6a Defective crystals
are characterized by a more prolonged luminescence decay.
An increase in temperature atm9 K leads to a very intense
thermoluminescence and is accompanied by thermal bursts
'VUV observed for the transitions p83p’')—3s(3’) and
051 * 3s(3s')—1S,, in neon as well as in impurity bands.

1, arb. units

I, arb. units

wis X2 3. DISCUSSION OF RESULTS

3.1. Recombination and relaxation channels of formation of
luminescent states in neon

0 ] ]
2 4 6

o

. _ B o o It was shown in the previous section that the main effect
FIG. 5. Dependence of integral intensities of intring and impurity(b)  ohsaryed during the change in the crystal temperature is the
luminescence on the temperature of solid solution of oxygen in neon . . . A .
(c=10"2%): total intensity (o), in the VUV (Iyyy) and visible (yis) nonconservation of the light sum of luminescence. It is mani-

ranges. fested most strongly upon the transitiop(3p’')—3s(3s’)
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from highly excited states. An increase in the total integralpairs created by the same electrons. The efficiency or direct
intensity with temperature can be due to two processes: axcitation of excitons depends directly on the oscillator force
decrease in the probability of nonradiative decay of thesevhich is rather large for @—2p°ns transitions and very
excitations and/or an increase in the efficiency of the formasmall for 2p®—2p°np transitions'**? Thus, direct excitation
tion of intrinsic excitations with increasing. The former can make the main contribution to the formation of only
includes the emergence of excitations at the surface, leading(ns,ns’) excitons. The efficiency of excitations and the
to desorption of excited atoms, as well as the energy transfaelaxation rate for exciton states are virtually independent of
to the impurity. (The effect of nonradiative phonon relax- the crystal temperature, and hence must make zero contribu-
ation to the ground statéS, can be neglected in view of tion to the temperature dependence of luminescence inten-
large forbidden energy gaps 16 eV and low energies of sity.
acoustic phononswp=6-10"2 eV.1=*% The effect of non- Let us now consider the second channel associated with
radiative annihilation is determined by the efficiency of thethe recombination of electron-hole pairs. The recombination
energy transfer associated directly with the mobility, of  of free holes and conduction electrons leads to the formation
intrinsic excitations. It was shown above that the nature obnly of free I'-excitons relaxing in the way considered
temperature dependence of mobility of intrinsic excitationsabove. However, the contribution of this process is insignifi-
in inert cryocrystals depends on the degree of their localizaeant since the concentration of free holes in the Ne crystal is
tion. A decrease i, with increasingT is typical only of  very low due to a high rate of their self-trapping accompa-
delocalized band particles scattered by lattice phonons. Onied by the formation of Ng-centers. The efficiency of hole
the contrary, the mobility of self-trapped particles increaseself-trapping in neon is high owing to the strong exciton-
with T. The energy transport by free band excitations in Nephonon coupling and the absence of barriers for
crystals has a low probability first of all due to a very shortselftrapping'™ The experimental evidence of self-trapping
lifetime of these particles relative to self-trappih§’1°=*>  of hole centers was obtained from the measurements of
The experimental evidence of this phenomenon is the weakharge mobility** Subsequent relaxation of Bleenters oc-
effect of impurities on the intensity of intrinsic luminescencecurs through dissociative recombination. In our previous
of the matrix up to the concentratia0.1%, i.e., the total publications, we considered the formation of
lengthL 4 of diffusion displacement of excitations carrying 3p(3p’)-states caused by dissociative recombination of
energy to an impurity amounts to less than 50 A, which isNe; with an electrort>*? It was proved that this process is
too small for delocalized particles. Such a low mobility is the main population channel fop83p’)-states(see Fig. 2
typical of self-trapped rather than band excitations, whichDirect excitation of these states has a much lower probabil-
possess an increasing dependenggT). For low impurity  ity, which is confirmed by excitation spectfalt should be
concentrations in the crystal, the intrinsic as well as impuritynoted that the probability of population &fP-states during
luminescence is intensified simultaneously in the temperarecombination of vibrationally excited Necenters differs
ture range up to 6.5 K. This also speaks in favor of thefrom zero alsosee Fig. 2 It should be taken into account
absenceor a very small contributionof the energy transfer that the time of relaxation in the upper vibrational levels of
to an impurity. Ne, can be comparable with the recombination titespe-
Another factor contradicting the assumption about thecially at high pumping densiti¢$>*?However, with increas-
suppression of nonradiative perishing of excitons with in-ing temperature, the rate of relaxation in the vibrational lev-
creasingT is the enhancement of desorbed 0-component oéls of Ng must increase, and hence the efficiency of
the transition 3(3s’)-'S,. This component is directly con- recombination ~accompanied by the formation of
nected with the trapping of exciton excitations at the sampld’(ns,ns’)-states decreases. The latter process must anticor-
surface. Consequently, the enhancement of the 0-band indielate with the formation of 8(3p’)-states. This contradicts
cates an intensification of the motion of dislocations withthe simultaneous increase of emission fros(3&') and
increasing temperature, which is typical of thermally acti-3p(3p’) states observed in the range 2.5-5 K. Similar varia-
vated mobility of self-trapped excitons. It is interesting totions of the integral intensities of VUV and VIS lumines-
note that the intensity of desorbed component of the transieence in this temperature interval suggests that the efficiency
tion 3p(3p’)—3s(3s’) decreases with increasinig which  of recombination is independent of relaxation rate in the vi-
can correspond to a decrease in the mobility of excitationbrational subsystem of energy levels in Nebut is deter-
responsible for this luminescence. However, a decrease imined by another factor. This can be the concentration of
the number of excitations that do not emerge at the surface isharged particles, which depends on their mobility. At low
too small to compensate a considerable increase in the butkmperatures, only particles with a high mobility can partici-
component of the transition®3p’)—3s(3s’) even in this  pate in recombination. The mobility of positive ions is very
case(see Fig. 5a low as compared to the electron mobility since the depth of
Let us consider the second version presuming an inthe potential of Ng participating in this process is
crease in the efficiency of population of luminescent states=1.2 eV, and the diffusion activation energy for Nés
with temperature. The energy-level diagram for main popumuch higher than the energy of thermal phonons. Indeed, the
lating processes is presented in Fig. 2. The formation of exmobility of holes is more than three orders of magnitude
citon statesl’(3/2,1/2) can be effected in two ways: either lower than the mobility of negative charges even in the pre-
directly during the interaction of high-energy exciting elec- melting temperature rang& Consequently, the decisive fac-
trons with the crystal, or after recombination of electron-holetor determining the temperature dependence of recombina-
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tion efficiency is the type of electron motion. Thus, we candeep(up to 1.2 eV states of Né whose mobility depends on
conclude that an increase in the efficiency of the recombinaemperature only slightly. The observed persistent afterglow
tion channel with temperature is mainly due to an increase imot only of intrinsic, but also of impurity centers of xenon
electron mobility. These ideas explain the observed regulariyhich show no affinity to electrons and form deep stationary
ties in the variation of the total intensity upon an increase inraps for hole carriers also points to a small contribution of
temperature. the mobility of self-trapped hole carriers to the recombina-
The intensity of $(3p’)—3s(3s’) transitions increases tjon process. The data on localization of electrons in liquid
considerably with temperature since thp(3p’)-states de- Ne are given in Ref. 15. The possibility of electron self-
termining luminescence in the visible range are mainly POPUtrapping in Ne cryocrystals was considered theoretically in
Ia_ted_in recombination processes. On the contrary, the comRef. 16. Edward¥ predicted the possibility of self-trapping
tribution of ~recombination to the population of of an excess electron in the lattice on the basis of analysis of
3s(3s’)-states is much smallgsee Fig. 3 The increase in  he electron-spin resonance data for hydrogen impurity at-
intensity is not very strong and is manifested clearly only iNoms in the Ne matrix. However, no experimental evidence of
the range of low temperaturesp to 5 K). The weak sensi-  g|actron self-trapping in solid neon in the helium temperature
tivity to temperature variations is determined, on one handyange has been obtained so far. It was assumed that electrons
by_the independence of the main relaxation channel of popusgp, pe trapped only by electronegative impurities and by the
lation of the 3(3s’)-states of temperature. On the other gree syrface of the crystal in view of the negative affinity of
hand, nonradiative annihilation associated with the transfefaqn 1o electrofi® In the present paper, we studied after-

of energy to an impurity and to the emergence of excitationgy oy on three types of the samples: crystals with most per-
at the surface is significant for these centers in the highsect strycture and concentration composition, on samples

temperature region. This process is activated with increasingiih, 4 large number of defects, and on samples with elec-

temperature since it is due to the motion of localized centersy,itive and electronegative impurities. It was proved that
In pure Ne, this is manifested in an increase in the contrlbufhe decay curves for perfect crystals and for defective
tion of desorbed components to the total intensity of VUVsampIes have an identical initial segment of the main de-
luminescencésee Fig. 3. In crystals with oxygen impurity, . ease in intensity, which is described by the law 1/t. The

the intensity of @ luminescence increases more stronglyinfluence of def’ects is manifested mainly for times

starting fromT=5 K. The decrease. in intrinsic Iumine;— =2 min in the form of persistent afterglow. The decay
cence as compared to a pure crystal is enhanced according urves for intrinsic and impurity luminescence in samples

which conf!rms the assumption on the effect of energy ansgih electronegative and electropositive impurities are simi-
fer to t.he 'T“p““‘y on the form of the temperature depen—lar (see Fig. & irrespective of the affinity of the impurity to
dence in this temperature range. electron. These facts suggest that high-quality crystals dis-
play a mechanism of electron localization, which is not as-
sociated with the violations of the sample structure or with
the presence of impurity.

Let us consider the peculiarities in the motion of charge  Electrons that can be localized at the sample surface do
carriers in Ne crystals. The increase in the recombinatiomot make any contribution to the increase in the intensity of
efficiency by more than an order of magnitude upon an inbulk components. This is primarily due to the fact that the
crease in temperature from 2.6 8 K indicates the partici- vacuum energy level in a Ne crystal lies at 1.2 eV lower than
pation of localized charge centers of both polarities in thisthe bottom of the conduction band, and hence the surface is
process. On the other hand, it indicates that the activatioa deep trap from which an electron cannot escape as the
energy of diffusion motion of at least one of the types ofcrystal temperature varies from 2 to 8 K. Indeed, the spectral
charge states participating in this process is essentially smaltomposition of afterglow(although it was obtained with a
The presence of persistent afterglow observed in the intrinsiworse resolutiondescribes the unified contour of the bulk
as well as in impurity luminescence bands speaks in favor ofomponent 1 and 2 rather than surface excitati®ig. 6b.
the activation nature of the motion of charge carrigmslud- Thus, the above analysis of the effect of various factors
ing electrong The decay time of afterglow proved to be on the recombination process leads to the conclusion that we
several orders of magnitude longer than the radiation lifetiménave obtained the first experimental evidence of the possibil-
for corresponding transitions. Thermoluminescence flaregy of electron self-trapping in Ne cryocrystals at tempera-
observed during sample heating to the sublimation temperdures below 5 K. Electrons form shallow self-trapped states
ture also indicate the presence of charges in the samplend effectively increase their mobility with temperature. A
which remain after the cessation of irradiation also. Thesetrong increase in the electron mobility with temperature in a
facts lead to the conclusion that charges are accumulated oomparatively narrow temperature interval 2—8 K indicates
the sample during irradiation. The main disputable point isthat the formed states must have a minimum of several tens
the nature of localization of charge carriers: is it self-trappingof degrees or have a barrier for self-trapped states, which
or localization at structural distortional of crystal lattice, im- does not exceed 100 K. This result contradicts the calcula-
purities, etc.? tions made by using the Rashba continual theory of

Self-trapping of positive chargeoles in Ne crystals  self-trapping which lead to a small radius of the self-
was considered in the previous section. It was proved tharapped state for an excess electron in neon, and accordingly
self-trapping of holes is accompanied by the formation ofto its large depth. This suggests the existence of an additional

3.2. Electron self-trapping in Ne crystals
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mechanism which is not taken into account in the continuahel strongly depends on the mobility of charge carriers and
theory and which permits electron self-trapping with the for-increases significantly with the crystal temperature. An

mation of shallow states. It should be noted that inadequacgnalysis of experimental data leads to the conclusion that
of the approach based on traditional models and the necessisglf-trapping of electron carriers, which is accompanied by
of inclusion of additional mechanisms of the electron-the formation of shallow self-trapped negatively charged

phonon interaction for describing the exciton absorptioncenters is possible in Ne cryocrystals.
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Samples of strongly dilute solid solutions of NernirH, are tested under step-wise axial

extension at temperatures 1.8—4.2 K. A clearly manifested plasticization effect of neon impurities
has been observed: smaller loads are required for crystals with a higher neon concentration

to obtain the same strain at a fixed temperature. The ultimate strength of neon-doped crystals is
noticeably lower than for pure samples of normal hydrogen. The creep of such solid

solutions has also been studied. The decrease in the strengtigotan be due to a specific
mechanism of overcoming by dislocations of the barrier formed near impurities which

probably form Van der Waals complexes with the crystal environment1987 American

Institute of Physicq.S1063-777X97)01504-1

1. INTRODUCTION tion of the setup and the methods used in experiments and
data processing. The experimental data are mainly described
Dislocations in quantum crystals of He isotop€sle  in Sec. 4. Section 5 is devoted to an analysis of the obtained
and“He)! and hydrogen isotop&exhibit a number of prop- results; conclusions are also formulated in this section.
erties which can be explained by proceeding from the as-
sumption that dislocation dynamics is of tunneling origin to a
considerable extent. We have all the grounds to exXphat
the dynamics of dislocation inflections in quantum crystalsis  In order to clarify the nature of plastic phenomena ob-
of clearly manifested tunnel type. One of the most importanserved in solid hydrogen, we estimate the parameters of dis-
problems in the plasticity of quantum crystals is extractinglocation dynamics. It should be noted that the values of many
information on dislocation dynamics at the microscopic levelguantities pertaining to plasticity of pure solid hydrogen
(the mobility of individual dislocations and their inflections strongly depend on the ortho—para composition of the
from macroscopic parameters and their dependence on ttlsample. We shall consider in detail the two limiting cases:
experimental parameters being varied. In this respect, it iparahydrogerfwith the orthomodification concentrationof
convenient to introduce impurities with low controllable con- the order of and less than 0.2)%nd normal hydrogen for
centrations and to analyze plasticity effects under the condiwhich x is close to 75%. It is well known that for
tions when barriers of impurity origin, whose nature and in-x>55%, solid hydrogen at a certain temperat@ige(which
tensity can be determined reliably, play a noticeable role. Iris a function ofx) goes over to an orientationally ordered
this case, the perturbations introduced by impurities aretate in which plastic properties can experience considerable
known, which helps to reconstruct the details of quantunchanges. However, we shall not discuss these effects since
motion of dislocations in the simultaneously acting fields ofthe experimental technique used by us does not permit the

2. PLASTICITY PARAMETERS OF SOLID HYDROGEN

the Peierls relief and impurity drag centers. attainment of temperatures below the valueTgfwhich is
The study of the effect of impurities on plastic propertiesclose to 1.7 K fom-H,.
of normal solid hydrogen has its own histé¥yNeon can be The values of the elastic moduli and \ required for

included in the group of isotopic impurities. ExperimentsSubsequent calculations, as well as the values of Young
with neon have certain advantages since, first, it produces tH8odulusk and the Poisson ratie can be obtained from the
strongest pinning effect among all “isotopic” impurities, €lastic constantg;;, reconstructed from dispersion curves
and second, it is possible to obtain a homogeneous solutioplotted according to neutron diffraction d&tand measured
with a low but nonvanishing equilibrium concentration. Ac- by the ultrasonic methddsee Table | which also contains,
cording to the results obtained by different authors, the limfor completeness, elastic moduli obtained in the premelting
iting solubility of neon in solid parahydrogen varies from temperature range® The effective values of all the above-
0.05 to 0.2%%7 We discovered a strong plasticizing effect of mentioned elastic parameters for hydrogen-based crystals
Ne impurity with extremely low concentrations just in solu- With a high-temperature hexagonal symmetry have the
tions of hydrogen with neonin the present communication, form**

we provide a more complete description of the plastic prop- ) — (1/15)(¢,;+ Cag+ 5C1o+ 8C15— 4C4y), )
erties of this system by using creep data.

This paper has the following contents. In Sec. 2, the — #=(L/30)(7Cy3+2C33—5C o~ 4C131+12C,y), v
parameters related directly to the problem of plasticity of _ 1
solid hydrogen(including that doped with isotopic and other =Mt M) S
impurities are estimated. Section 3 contains a brief descrip- E=2u(1+v). 4
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TABLE |. Elastic parameters of solid hydrogen

References Ci11 Ca3 Cas Cio Ci3 " A E B v

10° dyne/cn? kbar
8* 4.2 5.1 1.1 1.8 0.5 1.39 1.19 3.42 2.1 0.231
gF* 3.22 3.94 0.72 1.05 0.34 1.08 0.82 2.63 1.54 0.215
104+ 3.34 4.08 1.04 1.3 0.56 1.18 0.95 2.88 1.73 0.223

*Elastic scattering of neutror;= 5.4 K, parahydrogen(= 2%0-H,).

** Extrapolation toP = 0 of the values of elements of tensof obtained by the acoustic method for two values of presgure 37 and 200 barT
= 4.2 K; normal hydrogen.

*** Brillouin scatteringT = 13.2 K, parahydrogen(= 1%o0-H,).

The values of all the quantities appearing in formulaswhere{ = d/[2(1 — v)]; d is the separation between slip
(1)—(4) are given in Table I. planes andb the length of the Burgers vector. It is well

In our calculations, we shall neglect the temperature deknown'*® that the basal plané001) and prismatic planes
pendence of the molar volumé (as well as the volume,  of the type(1010 are predominant slip planes in hexagonal
per regular particleand assume that,=23.06 cni/mole’?>  closely packed crystals. In this case, the valu® éér most
(vo=VIN=38.29 A%, N being the Avogadro numbefor ~ common slip systems coincides with the distamcéo the
p-H, and V=22.82 cni/mole™® (v,=37.89 A%) for n-H,,  nearest neighbor, whilel=av3/2 in the former case and
AV=V-V,=0.24 cni/mole (Avoy=0.40A%. It follows ay2/3 in the latter case. It follows frorb) that the Peierls
from these data that the difference between the volumes dftress in this case is 30—40 gf/riror 3—4-10° dyne/cnd,
p-H, andn-H, is insignificant(slightly larger than 1%and i.e., prismatic slip is preferred according to this estimate. It
cannot be regarded as a factor affecting plasticity signifishould be noted that these values of the Peierls stress for
cantly. hydrogen will decrease considerably on account of quantum-

Let us estimate the contribution of orthomodification to crystal renormalizations.
the value ofE for normal hydrogen as compared to parahy-  Let us estimate the value of the energy of interaction of
drogen. Young’'s modulus can serve as a measure of inteen edge dislocation with solitary impurities of HD, Pand
molecular interaction in the crystal and hence can be asNe. In the approximation of the theory of elasticity, which
sumed to be proportional to the binding energy. Thenormally leads to a good semiquantitative agreement with
contribution of quadrupole interaction to the binding energyexperimental data, the enerdy of interaction of an edge
(and to the so-called quadrupole presgutepends notice- dislocation with an impurity(dilatation centeris described
ably on temperature. This contribution can be assessed &y the formuld®
follows. Additional components of the crystal energy, which .
are due to the presence of orthomodification, include the di- U=Uo(a/R)sin ¥ ©)
rect electrostatic quadrupole—quadrup@®Q) interaction HereR is the distance between the dislocation and the point
Eq and the elastic enerdy,, of crystal compression accom- defect, ¥ the angle between the direction of the Burgers
panying it. The energ¥, per mole has the formB/2V,) vector and the direction to the defect, and
X(V—=Vy)?, where B is the bulk compression modulus
whose dependence on volume can be neglected for normal _A_U 1 2pu+3N o
hydrogen. The quadrupole energy per mole can be written in " vo 32 2mtA K
the formEq=eqV ™", whereeq, is the corresponding nor- ] ] ] ]
malization factor(depending on temperature, concentration'VhereAuv is the change in volume as a result of introduction
of orthomodification, and lattice symmefrgnd y,=5/3 is ©f an impurity. The amplitude of the “impurity—
the Grineisen constant for quadrupole interaction. By vary-dislocation” interactionU, can be used for estimating the
ing V, we find that the excess energy per mole of the crystafirag force of the defect. He'ncefo'th, we will be interested in
can be estimated from the expressBg=BAV/y,. Know- the excess volume for t_he |m_pur|t|es of DHD, and N_e._ It
ing the difference in volumedV=0.24 cn¥/mole and the follows from electron-dlffractl_on dafé_that the add|t_|V|ty
compressibility B l=y=54.1.10"°Pal for solid rule for the volume of mixtures is obs_er_ved in the
parahydrogef (cf. the data contained in Tablg, we can n-H,—n-D, system. We can assume that a similar rule holds

find the quadrupole correctiohU to the binding energy per for the mixtures of other isotopes and modifications of hy-
particle in normal hydrogen for T—0: drogen. Using the x-ray data for molar volumes of various

AU=EQN;1=BAv0/yoz3.2 K. modifications of hydrogerisee, for example, Ref. 1,7we
An important parameter of crystal plasticity is the Peierlsfind that the excess volumev (D) per D, impurity in hy-
stressop. For want of something better, we estimate thisdrogen is equal taq(D;) —vo(Hy), wherewvo(D,) is the

quantity by using the classical expressibmhich usually volume per particle in solid orthodeuterium. Thus,
leads to reasonable values @f : Av(Dy)/vy(H,)=—0.138 for parahydrogen and0.127 for
n-H,. Similarly, using the result§ obtained for HD, we find

that Av(HD)/vo(H,)=—0.068 for p-H, and —0.055 for
n-H,. Direct experimental data obtained for Ne impuritles

Y

2K oxpt — 4milb), (5)

0:
P71y
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TABLE Il. Amplitudes U, (in K) of interaction of an edge dislocation with this amount was subsequently diluted by hydrogen once
solitary impurities in normal parahydrogen. again in order to obtain a less concentrated mixture with the
rated Ne concentrationy.=0.001%. Considering that the

Matrx equilibrium concentration of neon in hydrogen varied from
Impurity p-Hz n-H3* 0.05 to 0.2% according to different auth8rsye had all
HD 4.45 268 grounds to assume that the solid solutions were virtually ho-
D, 9.04 6.20 mogeneous after freezing.
Ne 39.3 29.3 The samples were grown in a glass ampule surrounded

*Elastic scattering of neUtroE— 5.4 K.x — 2%60-H, by a casing mat_je of the same glass with an opening at the
** Extrapolation taP = 0 of the values of elements of tensgy obtained by bottqm. .The casing and th? ampule formed a system O.f CQm-
the acoustic method for two values of pressBre= 37 and 200 barT municating vessels. The fine control of the level of liquid
=42 K. helium in the casing with the help of a branch pipe at its top

as well as of the power supplied to heating wires at the
. lateral surface of the ampule made it possible to attain the
give Av(Ne)/vo(H;)=0.60 forp-H,. The calculated values temperature required for crystal growth at the center of the
of the amplitude of interaction between an edge dislocatiorémpub_ Evacuation of vapor over liquid helium made it pos-
and solitary substitution impurities in-H, and p-H, are  gjple to lower the temperature to 1.75 K. The samples of
given in Table II. solid solutions Ne-a-H, were obtained in accordance with
Since the results under consideration correspond to Nokhe procedure of preparation of polycrystalline hydrogen
mal hydrogen, we shall require for complete analysis thesamples adopted by us earlféiThe grown polycrystalgof
estimates for the energy of interaction between an edge di%ngth 3 cm and diameter0.6 cm) were separated from the
location and the rotational subsystem of the modificationarm,me walls by pumping out the vapor over the sample and
with J=1. We are dealing with normal hydrogen with a high py simultaneous heating of ampule walls and were “sus-
(75%) concentration of orthomodification in an orientation-pendedn freely from two clamps frozen at the top and at the
ally disordered state. For this reason, the problem on intetggtiom of the ampule. The samples were subsequently an-
action between a moving dislocation and the rotational subpegled at temperatures near 11-12 K, cooled slowly, and
system is quite similar to the problem of plasticity of peid for 40—50 min at the experimental temperature. The
magnetically disordered systems. The form of interaction ogammes contained coar¢ep to 1.5 mm grains. The poly-
a dislocation with the ensemble of interacting quadrupolegyystalline nature of the samples was confirmed by observa-
depends on the velocity of the dislocation. If the dislocationtjgns in crossed polaroids.
moves rapidly, i.e., if the time during which the dislocation The samples were tested at helium temperatures
passes by the group of quadrupoles is so short that thejq 8_ 4.2 K) under step-wise axial extension with small ad-
orientation has no time to change, we are dealing with thjitional loadsA o; (0.2—0.6 gf/mnA) in equal time intervals
dislocation moving in a continuously distributed quasi—static(z min) % The load was applied to the samples through a
field. In the case of a slow motion of a dislocation, its drag iSquartz rod connected to the arm of fine-adjustment beam
determined by local-order relaxation perturbed by the dislopgjance introduced to the vacuum chamber of the cryostat.
cation. The solution of such a theoretical problem has nojfter each additional loading, the samples were under the
been obtained in the general case. We can hope that thnditions of short-term creefi.e., under the action of a
relaxation mechanism can be described qualitatively by ussonstant applied stressThe elongatiom\ ¢; obtained by the
ing an approact! applied for calculating the dislocation drag eng of time intervat, was added to all the previous values of
in orientationally ordered fullerenegg. In the case of quasi- A ¢, and was regarded as the resultant strain corresponding to
static distribution of orientations, dislocation drag should bepe given total stress. The absolute values of elongation of
associated with an activated reorientation of quadrupoles igye crystals were recorded continuously with the help of an
the regions of short-range orientation order. The role of aca|ectronic potentiometer KSP-4; the transformed and ampli-
tivation energy in this case will be played by the characterfieq signal from an inductive displacement transducer was

istic energy of the EQQ interaction4=3.2 K. supplied to the input of the potentiometer. The error in de-
termining the crystal elongation was10 # cm, and the er-
3. EXPERIMENTAL TECHNIQUE ror in the value ofo did not exceed+5-10" 2 gf/mn?. The

The samples were grown from the liquid phase of mix. l€mperature of the end faces of the crystals was measured
tures containing 0.01% Ne and 0.001% Nat first, a with the help of two semiconducting transducers to within

. . . *£2.10 2K.
rougher mixture 0.1%Ner-H, was prepared; the composi-
tion of this mixture was controlled to a high degree of accu-
racy (0.005-0.01%) with the help of mass-spectrometric4' EXPERIMENTAL RESULTS
and chromatographic methods of analysis. Subsequent dilu- The load applied to the samples was increased mono-
tion of this mixture with the required amount of gaseoustonically in stepsAg; and was maintained constant during
hydrogen allowed us to obtain a finer mixture the corresponding time intervals;. Such a step-wise load-
0.01%Ne-n-H,. In all, we prepared 600 liters of this mix- ing was carried out right to the breakdown of the crystals. As
ture. The accuracy of its preparation was determined by tha result, we obtained strain-hardening curves, i.e., the depen-
sensitivity of the standard manometer. About one third ofdences of the strain of the crystals on the stress various
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ously smaller than fon-H, and for the theoretical estimate.
As the temperature increases, the samples with both Ne con-
centrations become more plastic. Thé) curves differ in
some respects from those for pureH,?? andp-H,?* in their
polycrystalline form. First, the curves contain, in addition to
the conventional inflection associated with the transition to
plastic flow, an inflection at comparatively low
(5—8 gfimnt) stresses. The ultimate strengty for impu-
rity samples is lower than the corresponding value for solid
normal hydrogen approximately by a factor of 1.5. The total
strain e, of Ne—n-H, solutions is higher than the corre-
FIG. 1. Typical extension curve for a sample recorded as a function of timesponding parameter fon-H, by a factor of several units
(the dis_placement of the recorded pointer prop_ort‘ional to time i§ plotted %NMmainly due to the stages on which the dependences of crys-
_the horizontal axgsthe scales on the axes are indicated on the figure. Loa(haI elongation on the load is extremely suppressdthe
increments are the same and equal to 0.46 gfimm ) . o . .

strain-hardening coefficientbo/de for impurity samples are
also much smaller than those typical of puréd,. A hum-

temperatures and for two above-mentioned Ne concentrder of other peculiarities are also worth noting. In spite of a

tions(heree = SA¢; ands = SAo;). While calculating the ~More complex form of strain-hardening curves for impurity
j j samples, the limiting stress corresponding to a transition to

acting stress, we assumed that the sample volume remainésks of strengtl{see Fig. 2 is found to be virtually indepen-
unchanged. In addition, creep curves were also recorded fafent of the concentration of impuritiand temperatuje A
some values of stress. The variation of all the experimentatiearly manifested plasticizing effect of the Ne impurity is
parametersincluding the time intervalit; corresponding to  observed, i.e., lower loads are required for attaining the same
a constant load, whose value determined the attainment @firain in the crystal with a higher Ne concentration at a fixed
steady state conditions for crea@pade it possible to obtain a temperature. All the stress—strain curves for solid solutions
set of creep data sufficient for estimating the activation vol-contained segments on which the increase in the strain rate
umes and activation energy. with the stress was large.

Typical loading curves are presented in Fig. 1, where the  The nature of transient creep in the samples of
displacement of the recorder pointer along the vertical axife—n-H, solutions was analyzed at each of three stages on
corresponds to strain, and along the horizontal axis to timehe o(g) curves, observed during extens%ﬁ:reep curves
Figure 2 shows typical strain-hardening curves for the twodescribing the dependence of straion timet) obtained at
Ne concentrations under investigation at two temperatureg constant temperature were compared with the knes,
(near 2 and 4.2K It can be seen that these are complexfor example, Ref. 1lempirical dependences which describe
curves containing, as a rule, three stages differing in the incorrectly the creep of solids in the region of low
crease in the strain rate with the stress. The same figure al§g = « In(gt+1)) and high ¢ =At™) temperatures. The con-
shows the strain-hardening curve obtained earlier by USingtantSQ/, B, A, andm appearing in these expressions were
the same methddfor puren-H, at T=2 K. Theo(z) curves  determined by the least squares method. The processing of
in Fig. 2 are sensitive to the small concentrations of neonexperimental curves revealed that at low stresses all of them
The slope of the initial segments of tige) curves is obvi-  are approximated successfully by a logarithmic function with

constantse varying from 10°° to 10 3. The value of3 in

this case was determined less accurately and varied from 0.2

40 to 10 s At high stresses d=20 gf/mnf), experimental

curves were approximated better by a power function for
both Ne concentrations at both temperatures. The value of
the power creep constant was be of the order of
10 4-10 3, while the value of exponenh was close to
0.3-0.5 as a rule. Thus, an analysis revealed that the creep in
dilute Ne—n-H, solutions is mainly of the logarithmic type
for low Ne concentrations at helium temperatures
(1.8-4.2 K).

Figure 3 shows the dependena¢c*) of logarithmic
creep constant obtained as a result of analysis of all experi-
mental curveg (t). Along the abscissa axis, we plot not the
2 actual values of applies stress, but its reduced values normal-

ized to the limiting stress, which the sample can withstand

, _ _ _ _ , before fractureo™ = (o/o)Ao. Thea(o™*) curves allowed
FIG. 2. Strain-hardening curnveor dilute solutions of Ne im-H, with the us to compare the data for different value sndAo. An
Ne concentration 10°% (CJ,l) and 10°%% (O,®) at temperatures near P 0.

2K (light symbol$ and 4.2 K(dark symbols The strain-hardening curve a@nalysis showed that the |ng_irithmic form of creep_is pre-
for puren-H,?2 at T=2 K (A) is shown for comparison. served for both Ne concentrations only up to a certain value

£, %
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FIG. 3. Logarithmic creep constantas a function of reduced stress. 0 i { 1
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of stresso™*. The dependence presented in Fig. 3 has a com-
plex form: a tendency fow to decrease with increasing load !
is observed in the region of low stresses for all temperatures Ak
and concentrations, while the temperature dependenedsof

absenfstage ). In the region of comparatively high stresses,
the value ofe increases strongly Wlth Stre.$8tage ). Fi- FIG. 4. Strain-hardening curves in log—log coordinates for dilute solutions
nally, an abrupt decrease e associated with the onset of of Ne in n-H,. The symbols and notation are the same as in Fig. 2.
power creep is observed after attaining the critical values of
load.

Thus, the standard logarithmic form eft) curves for

dilute solid solutions of Ner-He, was established for stages to another(see, for example, Ref. 24The power nature of

I and Il. For larger loads, the logarithmic creep is replaced b);ran3|en_t creep of solutions, which is typ_lcal of creep-over
mechanism, can serve as a proof of active participation of

a power dependence. For small valuessothe e(t) curve Lo . ;
has a logarithmic form, and its characteristic parameters argacancies in the process e.lt th!s St"’.‘ge- The re3|stance of so-
complex functions off and - lutions .to plastic deformatlon. in this case must in fac.t be
determined by the difference in the energies of vacancies at
neighboring lattice sites, which is apparently lower than for
n-H,. It can be seen from Figs. 2 and 3 that thermal activa-
Figure 2 shows that the(e) curves contain segments on tion undoubtedly makes a significant contribution at this
which the nature of deformation changes considerably andtage.
abruptly. The complex behavior of the logarithmic creep  The upper critical stress corresponding to the change in
constant(see Fig. 3 also indicates a change in the mecha-deformation mechanism can be naturally interpreted as an
nism controlling the evolution of deformation. The represen-analog of the yield stress, . Such a peculiar interpretation
tation of theo(e) curves on the log—log scalgig. 4) re- is used for solid hydrogen for which the standard determina-
vealed that all the stages kfare correctly described by the tion of the yield stress is complicated. It should be noted that
dependences= o + K[ (K, is the constant character- the crossover from the logarithmic creep to the power creep
izing each stage At the earliest stagen(l)=1; at the occurs in the same region. It is interesting to note thator
middle stage, the value of increases to 1.8-2.8, while at solutions proved to be virtually the same as for puoréi,
the stage preceding fracture, the value mfdecreases (slightly smaller than 20 gf/mA).
abruptly approximately to 0.3. The form of the creep proved to be logarithmic up to the
The deformation mechanism at the third stage has theecond inflection, which is typical of slip for dislocations
most obvious explanation. This is the stage of a well-overcoming existing obstacles in the crystal with the help of
developed plastic flow, when all the crystallites irrespectivethermal fluctuations or with the participation of quantum
of their orientation relative to the applied load are “actu- fluctuations> Such a form of creep was also observed for
ated.” At this stage, the most intense barriéséthe type of  n-H,,2® for which the value ofa had the same order of
grain boundarigsusually play the role of a control factor. magnitude. An analysis of the behavior of samples under the
Assuming that grain boundaries have approximately thection of a constant applied stress makes it possible to deter-
same transparency to dislocations in purdd, and in its mine a number of the most important parameters such as
solutions with Ne, we can explain the difference in the val-effective activation energ@) and activation volumey. A
ues of strain for a fixed by the difference in the mobility of comparison of the rates of steady-state creep in a sample
vacanciegand not dislocationswhose flows usually ensure with 0.001% Ne under a stress of 2.3 gf/fmmt 1.8 and
the transition of dislocations from one crystallographic plane4.2 K (Fig. 5) led to the estimat®=2 K, which is obviously

5. DISCUSSION AND CONCLUSIONS
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stage on the intervals of following the quasilinear stage,
i.e., a stronger power dependenee: &" for solutions, indi-
cates that higher-intensity barriers appeared in place of high-
density small obstacles, the density of the former being ob-
viously lower (on account of strength-loss effeécf smooth
displacement of the experimental stress—strain curves ob-
tained for dilute solid solutions of NewH, towards lower
stresses and the small difference in the values of yield stress
in the samples and in-H, allow us to interpret these depen-
dences by using the same mechanism which determines the
dislocation mobility inn-H,.

The dislocation dynamics for the Ne-H, system is
determined by two factors, which can strongly affect each
other, namely, the neon impurity and the rotational sub-
system of orthomolecules.

Let us first consider the role of Ne impurity. In crystals
with a relatively low concentration of defecigncluding
those investigated by yssuch impurities must be dislocation
drag centers. For low concentrations of impurity barriers, the
theory»?8 gives the following expression for the stress cor-
responding to separation of a dislocation from a barrier in the
ensemble of identical barriers:

e-10°

0 1 2 3. 4 5 6 oe=(Ug/b3)ciz. ®)

The value ofo is equal to 2.4 gf/mrfor cy.=10° and
FIG. 5. Time dependence of strain in the sample wdth=10"° for 7.7 gf/mn? for cne= 10" % if we take the value ot equal to
o=2.3 gf/mn?. The curves correspond to standard approximation of loga-29.3 K (see Table I\.
rithmic creep, carried out for experimental points by the least squares  Another important factor for solid hydrogen is the short-
method. range orientation order in the ensemble of orthomolecules. It
was mentioned above that it is impossible to calculate ex-
actly the energy of interaction of a dislocation with the
lower than the value ofQ=(4.0=0.2) K for pure normal orthosubsystem for normal hydrogen as it was done in the
hydroger?! On the other hand, a comparison of the values ofcase of low concentrations of orthomodificatfSiNeverthe-
« obtained for the same sample under a fixed load, but dess, the characteristic energy’ 4f pair EQQ interaction
different temperatures, made it possible to determine the folmust remain a quantity characterizing the change in the en-
lowing value of activation volumey=(250—300p° irre-  ergy of interaction with the orthosubsystem in the case of
spective ofcye. It is interesting to note that this value was passage of the local region of an impurity crystal by a dislo-
preserved at stage Il also. Assuming that Ne impurity atomsation. Therefore, we can expect that the characteristic acti-
are distributed at random in tieeH, crystal and form a solid vation energy associated with the orthosubsystem alone must
solution, we can use the general expression for activatioamount to several kelvins.
volumey = b3q~ Y3 P (q = (8U,/ub®)Y2is the dimension- The joint effect of an impurity and of the orthosub-
less intensity of a barrigf’ which is directly involved when  system, which can in principle be responsible for the peculiar
a dislocation segment is separated from an impurity atombehavior of plastic parameters of the system under investiga-
According to the geometrical interpretatidisee, for ex- tion (see beloy, is investigated and discussed less thor-
ample, Refs. 11 and 2,4he value ofp must vary from 1/2to  oughly.
2/3 in the case of a low concentration of barriers. According  The most important problem arising in connection with
to our estimates, the intensitywhich is determined by the the effect of strong plasticization of solid normal hydrogen
energy of interaction of a dislocation with an impurity atom as a result of introduction of Ne impurity in low concentra-
amounts to 0.75 for the Ne impurity im-H, if we take the tions, which was discovered earfieand analyzed in the
shear modulus to be 1.080° dyne/cnt. Thus, according to  present publication, is the mechanism of this plasticization.
the Natsik classificatioff, the interaction of a dislocation At the moment, we cannot claim to complete explanation of
with barriers in solutions is strong. The choice of the valuethis effect. However, there exist several factors each of
of p=2/3 proved to be incorrect since it leads to unreasonwhich can explain(separately of in a combinatiprihe ob-
ably high values ofy (511b° for cy,=10"% and 237B° for  served anomalies.

cne=107°). For this reason, the value pf=1/2 appears as The strain rate: can be presented as the product of the
more realistic, which is confirmed by the logarithmic form of mean velocityv of a dislocation and the densipyof active
creep observed in experiments. dislocations. The simple explanation of the effect can be

The presence of steeper power dependences with theought in a strong variation of the concentratof dislo-
value of n(ll) of the order of 1.8—2.8 at the intermediate cations. Admitting the fact that an increase in the impurity

334 Low Temp. Phys. 23 (4), April 1997 Alekseeva et al. 334



concentration must lead to an increase in the number of cermergy amounts to 0.5-5 K, which is comparable to and
ters of dislocation formation during crystallization from the smaller than the typical value of the local change in energy
liquid, we are not inclined to explain the entire effect by this of the rotational subsystem as a result of the passage of a
factor only in view of the following considerations. First, the gjgjocation. Thus, the purely Peierls mechanism of disloca-

impurity concentration is so low that impurities can hardly ;5 drag in not realized in Nea-H, even under low

be a decisive factor in the formation of the dislocation StruC-gtresses.

ture, the more so that we are speaking here of normal hydro- \vo pelieve that the mechanisms associated with the

gen whose rotational subsystem is a powerfL_JI factor therE]uantum nature of the impurity crystal make a significant
mining the morphology of the sample growing from the

) . . contribution to the plastic deformation of Na-H, solu-

melt. Among other things, this follows from a sharp differ- . . . .

X . . : tions. In addition to quantum effects inherent in pure solid
ence in the growth and in the plastic properties of pure nor-h d . | holoical i
mal hydrogen and parahydrogen. Second, the very growth ay/arogen, we mgst m.entllon anomalous morpnojogical prop
well as the morphological propertiésuch as the appearance, erties of the N;a impurity in hydrqgen (_Jbserved during struc-
the transparency, and the size of crystaljiescrystals with ~ 1ral changes: Apparently, Ne impurity atoms form Van
a Ne impurity differ insignificantly from those for pure der Waa!s complexes _Wlth the nea_lrgst hydrogen molecules
n-Ne, crystals. For this reason, we must ascribe a considei2Urrounding them, while the remaining part of the crystal
able part of the plasticizing effect to the change in the aver€nvironment undergoes strong softening, which can exert a
age mobility of dislocations, which is associated with thePositive effect on the probability of overcoming of the im-
introduction of neon impurity. purity barrier by a dislocation.

Another important quantity, viz., the average velocity of ~ Another mechanism facilitating the overcoming of the
dislocations, depends on many factors including, amongmpurity barrier can be associated with the presence of the
other things, the probability of generation of a double inflec-orthosubsystem. The orientations of hydrogen molecules in
tion far away and near a barrier, the mobility of the inflec-the short-range regions are subject to changes caused by the
tion, and the probabilitypurely of activation type or with the processes of absorption and emission of phonons, which oc-
participation of quantum effegtof overcoming the barrier cur at a high frequency: Consequently, the energy of inter-
by a dislocation. action of a dislocation with the surroundingacluding the

The influence of low-concentration doping on the plasticimpurity as a barrierchanges with time. Thus, the frequency
properties of crystals has been an object of investigations fasf attempts facilitating the separation of a dislocation is con-
many years. The well-known fact of strengthening of classinected not only with the vibration of the dislocation string,
cal crystals as a result of their doping should be supplept aiso with the frequency of strong fluctuation lowering of
mented with numerous examples of the reciprocal effect oo parrier as a result of the above-mentioned reorientations.
impurities, especially for low conc'entratlons of a ligand at The value of yield strength the same as for poeei,
low temperatures. The thedRexplains the low-temperature also indicates a weak influence of tunnel effects which could

plasticization of materials with high Peierls barriers by im- be suppressed as phonons become involved in the deforma-

purities as the result of an increase in the probability of gen-.
. . : ; : tion process. The absence of a temperature dependence of the
eration of double inflections bear dilatation drag centers. An-

other possible explanations of plasticizing effect Ofyield stress of solutions also points to a quantum-fluctuation

impurities is the specific form of the energy of interaction of nature of motlon_ of inflections. Taking |n_to account the pre-
a dislocation with a barrier as a function of distattsee, for Sumed large height of the energy barrier fomffd by a Ne
example, Ref. 30 The fact that the orthosubsystem itself IMPurity atom for dislocations in-H, (see abovg™ as well
can ensure this specific forfespecially for low concentra- @S @ noticeably higher strain of impurity samples with
tions of orthomodificationis remarkable in this respett. o <0, for o=const, we can assume that the probability of
In order to compare the efficiency of possible deforma-the formation of a double inflection in solutions increases
tion mechanism, we go over to the energy scale. The value (ﬁue to renormalization of the helght of the Peierls barrier and
activation volumey is an important factor in this case. The due to a decrease in its height near the complex
experimentally obtained values gfindicate the existence of Ne—(n-H,),. The increase in the final strain with tempera-
a combination mechanism since the valuesyafre notice- ture indicates the participation of thermal activation in addi-
ably higher than for a purely Peierls mechanism, but muchion to quantum fluctuations. The higher sensitivity of the
lower than for the motion of extended dislocation segmentparameters of the(e) curves to temperature established ex-
as a single whole. Multiplying the value afby the charac- perimentally for Ne-q-H, solutions witha> o indicates a
teristic stresses corresponding to inflections, we obtain thsignificant role of thermal activation in the interaction of
energies of 48 K and-200 K for the lower and upper in- dislocations with high-energy barriers.
flections, respectively. The former energy value is close to
the theoretical estimate dﬂo for Ne impurity, while the The authors are grateful to L. A. Vashchenko and T. F.
second is close to the self-diffusion energy. This is anothekemzyakova for preparation and analysis of dilute neon—
argument in favor of our interpretation of inflections on hydrogen mixtures and to G. N. Shcherbakov and A. 1.
strain-hardening curves as indicators of a change in creerokhvatilov who took part in obtaining and processing of
mechanisms. As regards the purely Peierls mechanism faxperimental data. Thanks are also due to Julia Didenko who
which the activation volume is (1—-16Y, its characteristic helped us in processing the experimental results.
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LATTICE DYNAMICS

The role of La atoms in the formation of a low-temperature heat-capacity anomaly
in cuprates La ,CuQO,,La,_,M,CuO,(M= Sr, Ba) and Nd ,_,La,CuO,

K. A. Kvavadze, M. M. Nadareishvili, G. G. Basilia, D. D. lgitkhanishvili,
L. A. Tarkhnishvili, and Sh. V. Dvali

Institute of Physics, Georgian Academy of Sciences, 380077 Thilisi, G&orgia
(Submitted August 13, 1996
Fiz. Nizk. Temp.23, 458—-464(April 1997)

The low-temperature heat capacity of cuprates@eO,,La, M,CuQ(M = Sr, Ba) and
Nd,_,La,CuQ,) is studied in the temperature range 2—-45K by using pulsed differential
calorimetry. It is found that the coefficient of the linear term of heat capacity remains

unchanged over the entire temperature interval under investigation. The special role of La atoms
in the formation of the anomaly in the acoustic region of the phonon spectrum of these
compounds near 6 meV is demonstrated. This anomaly is connected with peculiarities in the
interaction of these atoms with the environment. 1897 American Institute of Physics.
[S1063-777X%97)01604-9

It has been noted in some theoretidal and conclusion that the La-based system must have a low-
experimental® publications that the low-frequency region intensity band at 50 cfit, associated with the vibrational
of the phonon spectrum of high-temperature superconductorsode of La atoms of symmett, .
(HTS) La,_,M,CuQ, is characterized by a high density of This publication aims at an analysis of the peculiarities
states. An analysis of the peculiarities in the phonon spedn the low-frequency region of the phonon spectrum of La-
trum of HTS materials is very important since the role of thebased HTS compounds. For this purpose, it is expedient to
phonon in the new class of superconductors is of specialse differential calorimetry, which is the most effective tool
interest for establishing the superconductivity mechanism irdor studying changes in the low-temperature heat capacity
such systemgin traditional superconductors, the supercon-caused by these peculiarities in view of the high sensitivity
ducting transition is known to be associated with theof this physical parameter to deformations of the phonon
electron—phonon interactipnZherno¥ attributed the high spectrum in the acoustic range. Only detailed studies of the
density of states in the low-frequency region of the phonomature of these peculiarities can make it possible to single
spectrum to anharmonic vibrations of weakly coupled atom®ut and analyze to a high degree of accuracy the heat capac-
forming soft modes. He proposed that the interaction of suity of superconducting charge carriers, which constitutes a
perconducting charge carriers with atoms responsible for themall fraction of the total heat capacity of these materials.
formation of soft anharmonic modes affects directly the pair- Measurements were made in the temperature range 2—
ing of charge carriers and the superconducting transitiod5 K on a specially developed high-sensitivity adiabatic
temperatureT ;. pulsed differential calorimet&rwhich, in contrast to the ex-

Calorimetric studied of lanthanum-based systems reisting continuous-heating differential calorimeters, makes it
vealed that the departure from the &% becomes signifi- possible to determine the difference in the heat capacities of
cant above 7 K, and a stronger increase in the heat capacitiie samples in equilibrium conditions. The objects of inves-
is observed 10 It was proposed that the phonon density oftigations were LguQ, La,_,Sr,CuQ, (x=0.05; 0,3,
states has an additional Einstein-type peak. The results obha, ,BaCuQ, (x=0.13; 0.15 and Ng_,La,CuQ,
tained by Loramet al® also point to a peculiar form of the (x=0.2; 0.4; 0.J. The samples of L#ZuQ,,
phonon spectrum of these objects. A line with energy neata,_,M,CuQ,, and Ng_,La,CuQ, were prepared accord-
6 meV, whose intensity decreased upon the introduction oihg to the standard technique of solid-phase fritting of oxides
Sr impurity and increased upon a decrease in temperaturef the corresponding materials. The method of x-ray diffrac-
was observed in the inelastic scattering and neutron diffraction analysis did not reveal the presence of any other phase
tion spectra of LaCuQ,_ 5.3 On the basis of the temperature in the objects under investigation.
dependence of the intensity of this line, the authors of Ref. 3 The compound LgCuQ,, which does not possess super-
attribute this peculiarity to the magnetic nature of the correconducting properties, becomes a superconductor as a result
sponding excitation. However, a different point of view on of the introduction of a certain amount of Sr or Ba impurity
the origin of the band at 50 cni(~ 6 meV) was proposed in  (0.05<x<0.25). Forx<0.05, the compound is an insulator,
Ref. 4 on the basis of an analysis of the Raman spectra afhile for x>0.25 it possesses metallic properties. The re-
La,_,Sr,CuQ,. A comparison of these spectra and the Ra-placement of trivalent La by bivalent ®&a) leads to the
man spectra of the system,MnF, which has a structure emergence of holes in the compound, and superconductivity
similar to that of LaCuQ, led the authors of Ref. 4 to the of La,_,M,CuQ,(M = Sr, Ba) is of the hole typ¥ The
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tures(8—10 K), and minima exist at 22 K for both types of
impurity.

According to the generally accepted procedure of analy-
sis of experimental data, we represent the heat capacity of
La,CuQy, in the form of the sunCy(T) =y, T+ Cyp(T) and
the heat capacity of a compound with the(Ba) impurity in
the form  C(T)=yT+Cp(T). In  this case,
AC(T)=(y—v0) T+AC,(T) (7vo andy are the coefficients
of residual linear terms of the heat capacity ofCa0O, and
La, M,CuQ, respectively. In our experiments, the heat
capacity of superconducting charge carriers in
La, M,CuQ, below 25K is insignificant as compared to
the observed effects and hence can be neglected. Since the
accuracy of our measurements is the same as in the classical
pulsed method, we could not detect the linear term in the
heat capacity of LaCuQ,. Apparently, the coefficieny, of
the linear term is so small that it is within the experimental
error. To a high degree of accuracy, we can assume that
v0=0, and the quantitAC(T) at temperatures below 7 K
can be presented in the fordC(T)=yT+ABTS. In the
low-temperature  region (2-7 K), the dependences
AC/T=1f(T?) are close to linear, and their extrapolation to
the intersection with the ordinate axis gives the following
values of the coefficient of the residual linear term in heat
capacity in  md/(moleK?): y5's=4.3, v5,=20,
¥825=3.2, 5% s=4.4° These values of exactly fit to the
concentration dependengé€x) obtained in Refs. 13 and 14.

In both cases, the dependendeS/T=f(T?) have a nega-
tive slope A 8<<0) indicating a decrease in the phonon com-
ponent of low-temperature heat capacity as a result of intro-
duction of substitutional impurities Sr and Ba into the
matrix.

As a result of subtraction of the teryil from the heat
capacity differenceAC(T), the low-temperature peaks at
T~8-10 K disappeatFig. 2 (i.e., these peaks are due to
the presence of the residual linear term in the heat capacity
of impurity sampleg while “negative” peaks of the phonon

FIG. 1. Temperature dependences of the difference in the heat capacities 60mponents of the heat capacity difference are seen clearly

La, ,M,CuQ, and LgCuQ,: M=Sr, x=0.05(A) and 0.10(*) (a) and

M=Ba, x=0.13(A) and 0.15(*) (b).

at T~22 K for all concentrations of impurity of both types.

In order to explain the reason behind the emergence of a
narrow ‘“‘negative” peak on the temperature dependence of
the difference between the phonon components of heat ca-
pacities, i.e., a considerable decrease in the phonon compo-

family of superconductors based on J&IO, forms a class nent of the heat capacity of La,Sr,CuQ, as compared to
of high-T. superconductors in which charge carriers are electhe heat capacity of L&uGQ, in the temperature range 2—
trons and not holes. These compounds havE atructure 40 K, we shall use the results obtained by us earlier in the
differing from the T-structure of LaCuQ, in the arrange- study of model solids, viz., ionic crystals.
ment of oxygen atom&round Cy, which are at the vertices Kagan and losilevskiP predicted theoretically that the
of octahedrons in &-structure, while in & ’-structure they introduction of heavy impurities in a crystal must lead to the
lie in the same plane at the vertices of squares. emergence of resonant oscillations in the acoustic region of
Figure 1la shows the temperature dependences of the difhe phonon spectrum, and hence to a considerable increase in
ference between the heat capacities 0§ L&r,CuQ, and the low-temperature heat capacity. According to this theory,
La,CuQ,, while Fig. 1b shows similar dependences in thethe heat capacity differencAC(T) between the impurity
case of Ba impurity(In this case, as well as in all experi- and pure crystals must have a broad peak extending from
ments carried out by us, the differendeC(T) of heat ca- helium to Debye temperatures. Experiments made on metals
pacities was measured for samples containing the same nurdemonstrated a good agreement with the theoretical
ber of atoms. It can be seen from the figures that the predictions:®'’ However, the resonant increase in the den-
observed anomalies in the heat capacity difference have sity of states in the low-frequency region of the phonon spec-
complex form: peaks cA C(T) are observed at low tempera- trum upon the introduction of heavy impurities into the light
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FIG. 2. Temperature dependences of the phonon componeditsyT of FIG. 3. Temperature dependences of the phonon components
the heat capacities of La,M,CuQ, and LgCuQ,: M = Sr, x=0.05(A) (AC—yT)/x of the heat capacities of ba,M,CuQ, and LgCuQ;: M =
and 0.10(*) (a) and M = Ba, x=0.13(A) and 0.15(b). Sr,x=0.05(A) and 0.10(*) (a) and M= Ba,x=0.13(A) and 0.15(*) (b).

matrix of KCI*®-2%led to the emergence of an unexpectedlyat ~6 meV in the acoustic region of the phonon spectrum of
narrow peak on th C(T) dependences. The formation of the initial material (LaCuQy).
this peak was explained in the theoretical work by Gupta and  Figure 3 shows the temperature dependences of the func-
Singh?! The ionic masses and short-term interactions betions AC— yT normalized to the concentration of &Fig.
tween ions were taken into account in these calculations. 3a) and Ba(Fig. 3b. It can be seen that the curves corre-
The opposite situation is observed in La-based systemsponding to different concentrations coincide for each type
the introduction of Sr impurities causes a decrease of thef impurity. It should be emphasized that such a coincidence
sharp peak in the density of states of the phonon spectrunof the curves takes place only when the contribution of the
which already exists in purénitial) La,CuO, sample near linear term of heat capacity is subtracted from the experi-
6 meV(50 cm'1), which leads to the formation of a narrow mental dependencesC(T) (see Fig. 1 in the entire tem-
“negative” peak on the temperature dependence of the difperature interval for each concentration of impuftitye cor-
ference in the phonon components of heat capacity of theesponding values ofy were given above Such a good
impurity and pure samples. The introduction of Ba impuritiesagreement proves unambiguously that the residual linear
to the LaCuQ, matrix, as well as the introduction of Sr term of heat capacity is present in the entire temperature
impurities, leads to the formation of a narrow “negative” range under investigatio(2—45 K), while the value of its
peak in the difference of the phonon components of heatoefficient determined at low temperatures remains un-
capacity, i.e., to a decrease in the height of the peak existinghanged in this temperature range. The observed pattern
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(Fig. 3 also indicates that the anomaly in the low-
temperature heat capacity is proportional to the impurity
concentration(in the concentration range under investiga- a
tion). 2,0~
A comparison of Figs. 3a and 3b shows that the magni-
tude of the anomaly in the low-temperature heat capacity 15
depends on the type of impurity also. The introduction of Sr !
as well as Ba impurities replacing La atoms in the
La,CuQ, matrix leads to the pumping of the phonon density
of states from the low-frequency spectral regiong meV)
to the region of higher frequenci@ddowever, the total de-
crease in the density of states at low frequencies in the case
of Sr is more significant, which explains the presence of a L% M
more intense “negative” peak on the temperature depen- 0+ e g s
dence of the difference in the phonon components of heat 'ﬁ"v".'!-‘.f
capacities calculated per unit impurity concentration.
It is generally accepted that a decrease in the density of '0-50 ' 1'0 4 2'0 ' 3'0
states in the low-frequency region of the phonon spectrum T, K
(and hence a decrease in heat capacgyeither due to the
introduction of a light impurity in the matrix, or due to en-
hancement of force constants characterizing the coupling be- 1,51
tween an impurity and its environment. The masses of Ba
and La are very close, and hence a frequency shift can only
be due to the enhancement of force constants of interaction
between the Ba impurity and its nearest neighbors. The dif-
ference in the ionic radii can be one of the reasons behind
this phenomenon. The ionic radius of Ba is much larger than
the ionic radius of La ion replaced by irgp+=1.35 A,
r.s+=115 A). The introduction of a large-size impurity
should lead to a lattice distortion and to an enhancement of
force constants near the given defect. The enhancement of
interaction between atoms near the defect must in turn lead Wit
to a displacement of the low-frequency vibrational mode at -0,5 ] ] 1 ] ! !
50 cm ! towards higher frequenciésin the case of a Sr 0 10 20 30
impurity, the frequency shift is more significant. In this case, T, K

both factors(light impurity and enhancement of force con- _ _ 3
FIG. 4. Temperature dependences of the difference in the heat capacities of

stants apparently ope_rate s_|multaneous_ly. As aIesuIt pf |,r,1-N 4 LaCu0, and Nd 4.a,CuO, for x—0.2a and 0.4 (b). Dashed
troduction of the Sr impurity, a more intense “negative curves describe the antiferromagnetic exponential contributiGR .

peak is formed on the temperature dependenck@f yT.

It was mentioned above that no generally accepted opin-
ion about the reason behind the emergence of the peak Bld, j;La, ,CuQ, (Fig. 4b). At low temperatures, the com-
~6 meV has been formetf: According to Fig. 3, the mag- pound NgCuQ, is characterized by an antiferromagnetic or-
nitude of the anomaly in the low-temperature heat capacity iglering of N&* ions and by a peak in heat capacity below
proportional to the Sr(Ba) impurity concentration in 3 K associated with the antiferromagnetic transiidihe
La,CuQy. It follows hence that the height of the peak atright wing of this transition can be seen in Fig. 4 below
~6 meV decreases linearly with increasing impurity concen-10 K. Subtracting the corresponding exponential contribu-
tration, indicating the phonon origin of this singularity. tions AC,g(T) of antiferromagnetic transition@vhich are

In order to clarify the origin of anomaly in the spectrum shown by dashed curves in Fig) fom the experimental
of La,CuQ, and Lg_,M,CuQ, (M = Ba, S), we carried curvesAC(T) presented in these figures, we obtain clearly
out a cycle of experiments on BdLa,CuO, samples manifested peaks on the temperature dependences of the dif-
(x=0.2,0.4,0.7) forming the basis of a new class of high-ference in heat capaciti@dsC— ACxr (Fig. 5. The obtained
temperature superconductors. Since the masses and ionic @atterns are similar to the temperature dependences of the
dii of La and Nd are close, it is interesting to study thedifference in the heat capacities of the samples of
behavior of La atomgwhich in the given case are not the La, ,M,CuQ, and LaCuQ,, which are presented in Fig. 1.
elements of the matrix, but play the role of a substitutionalThe large spread in points at low temperatures in Fig. 5 can
impurity) in the Nd,CuGQ, lattice. be explained as follows. Although the relative error in the

Figure 4 shows the temperature dependences of the difneasurements of heat capacity difference is small and re-
ference in the heat capacities of Nda, ,CuO, and mains constant at each temperature, the absolute error in the
Nd; sLag ,CuQ, (Fig. 48 and Nd glag ,CuOQ, and measurements of small quantiti®€ — AC,¢ in effects such
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FIG. 6. Temperature dependences of the difference in the heat capacities of
FIG. 5. Temperature dependences of the difference in the heat capacities N, JLa, ,CuQ, and LaCuQ, taking into account the corresponding antifer-
Nd,_,La,CuQ, and Nd j.a, CuQ, from which the corresponding antifer- romagnetic exponential contributiaC,r (dashed curve(a) and without
romagnetic contributions are subtractee:0.2 (a) and 0.4(b). taking into account this contributiofb).

as an antiferromagnetic transition will be considerable. This
spread in points at low temperatures does not allow us teemperature dependence AC— AC,p obtained from the
determine the differencAy in the coefficients of the linear experimental data 0AC(T) after subtracting the antiferro-
terms of heat capacity for the samples under investigatiomagnetic contributioriFig. 6b) is similar to the temperature
and the standard sample (Nfla; .CuQ,) and to construct dependence of the difference in the heat capacities of
the AC,(T) dependenceéthe existence of a linear term in La, ,M,CuQ, and LgCuQ, (see Fig. 1 At low tempera-
the heat capacity in the antiferromagnetic phase ofures(2--12 K), a clearly manifested high peak is observed.
Nd,_,La,CuQ, will be proved below. Obviously, the sub- As in the case of La ,M,CuQ,, the emergence of this peak
traction of the contribution yT from the difference indicates the presence of the linear tegfh in the heat ca-
AC—AC,g for Nd,_,La,CuQ,, i.e., the separation of the pacity of Nd gLay ,CuQ,. The exact value of the coefficient
difference in the phonon components of heat capacitiesyf the linear term cannot be determined in view of the spread
would display more clearly the negative peaks on the deperin points at low temperatures mentioned above, but an esti-
dences obtained in this way in analogy with the peaks obmate of the value ofy gives ~90 mJ/(moleK?). Such a
served for La_,M,CuQ, (compare Fig. 1 with Fig. 2 large value of the coefficient of the linear term for these
Figure 6a shows the results of measurements of the tentompounds is not surprising; the order of magnitude of this
perature dependence of the difference in the heat capacitiésrm is in accord with the results obtained in Ref. 22, where
of Nd; ¢Lay ,CuQ, and LgCuQ,. The dashed curve corre- the existence of a linear term was detected in the region 16—
sponds to the exponential contribution to heat capacity. Th80 K, i.e., above the antiferromagnetic transition tempera-
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ture. According to our results, a linear term also exists inthe The authors are grateful to Profs. Zh. Kharadze and
antiferromagnetic phase of Md,La,CuQ,. Z. Saralidze for support and fruitful discussions. Thanks are
Thus, our experimental results indicate that the low-also due to Profs. D. F. Brewer and A. L. Thomd&ussex
frequency region of the phonon spectrum of,Ca0, University) for continued interest in this research.
(T-structure contains an anomaly in the form of a peak in
the density of states near 6 meV. The introduction of Sk
which is a light impurity for the given lattice leads to a
decrease in the height of this peak and to the pumping of —
phonon density of states to the region of higher frequencies:R. E. Cohen, W. E. Pickett, and H. Krakauer, Phys. Rev. 1681.831
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SHORT NOTES

On the lowest magnetocapacity of a 2 D electron system
V. B. Shikin and S. S. Nazin

Institute of Solid State Physics, Russian Academy of Sciences, Chernogolovka, Moscbw distr.
(Submitted May 27, 1996; revised November 19, 1996
Fiz. Nizk. Temp.23, 465—-468(April 1997)

It is noted that the existing theory of magnetocapacity of screemke@l2ctron systems becomes
meaningless in the vicinity of magnetocapacity minima. A modification of this theory
eliminating these limitations is proposed. The derived equations are used for calculating the
lowest magnetovcapacity of a parallel-plate capacitor in which one plate I elé&tron system.
© 1997 American Institute of Physids$1063-777X97)01704-Q

1. In our earlier publicatiort,details of magnetocapacity V(1 (Lv—1)2+e(2lv—1), (6)
of a screened R system were considered in the traditional
capacitor approximation, in which the electric potentialis S;=S(H,vj), v1= wlﬁnl(x), Vo= wlﬁnd,
locally related to the electron number dengity. .
4med s=exp< - &> <1, (7
Ps= (Ns—ng). (1) T

This relation is written for a solitary screened hetero- ! (x z)=§ fﬂN on(s)(x=s) ds
n —w (x—=8)%+(z—d)? "

structure with a screen separated by a distartc&@n it; « K
is the dielectric constant, artk< W, where 2V is the length

of the screening electrode in tikxedirection. oN(x)=ny(x) =Ny, (8)
The traditional approximatidris applicable as long as 2e [+W  An(s)(x—s)
T<ho, @) ¢2(X2) =2 J_W )2+ (zr a2 4%
wherew, is the cyclotron frequency. However, in the region AN(X)=ny(x) =N 9)
where 2 d-
T<ho,, 3) The capacitor plates are in the plarees+d. Require-

ment (4) ensures the equipotential form of the screening
the situation changes(especially at magnetocapacity electrode, while condition5) describes equilibrium in the
minima). The theory considered in Ref. 1 predicts a “drop” magnetized P system. Definition(6) of S(v) holds in the
in capacity at the minimum to zero. In this case, tHe 2 regionv<2; n,(X) is the local number density of electrons
system virtually becomes dielectric. However, such a behavin the 2D system, andSn(x) and An(x) are deviations of
ior is in contradiction with formuldl) which is valid only in  electron densities from their equilibrium valuegandNg in
the presence of well-defined screening properties of botithe 2D system and in the metal, respectively. Requirement
electrodes of a parallel-plate capacitor. Consequently, théb) is equivalent to condition&3) and(4) from Ref. 1 in the
self-consistent theory of magnetocapacity must refute the apimiting case of as-shaped density of states ame<2, « is
proximate definition (1) which holds only for well- the dielectric constant, I, the magnetic length
conducting plates and replace it with a more universal rela(lﬁzcﬁ/e H), andV, the control-grid voltage.
tion between the electric potential and charge densities on Our aim is to derive the dependence of the total charge
the capacitor plates. Q on the metal plate of the capacitor on the valueVgf

The system of equations defining the capacitance of atinumating the emergence of this charge as a function of
parallel-plate capacitor whose one plate is occupied by &, T, and geometrical parameters of the problem. The ca-
2D system in a magnetic field, which is free of limitations pacitanceC is defined as
encountered in the theohhas the form

C=0Q/Vy. (10

eng(X,Z)+qu2(X,Z):eV ’ . . . .
Assuming that the ratid/W is small, we can modify the

z=—d, —Wsxs=+W, (4 system of equation&)—(9) (we are speaking of the capaci-
tor approximation, whose derivation is described in detalil,

ee1(X,2)] + 4+ €pa(X,2)| 14— T In(S,/Sp) =0, for oxample, in Ref. 2

—WsxsW, ®) sln's, ~den

2 ’ 1y — r_
S(H,v) = (12)(1/v—1) 2me“d(on’ +An’)=«kT pvat on'= ax (17
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dInSs;
=kT
X—Ss X

4ezf*wwd _ (12)

-W

In the case whenT InS;=0, we obtain from (12
on(x) =An(x), after which Eq.(11) gives

Sn(x)=An(x)=const, (13

i.e., the result typical of the capacitor approximation for
[see Eq(D)].

the capacitance of an unscreened metallic electrode which is
calculated per its unit length in the absence of any effect of
the screened 2 system:

Cmin=C, (18

whereC is taken from(16).

Summarizing the above arguments, we draw the conclu-
sion that the self-consistent theory of magnetocapacity of
screened two-dimensional systems should be constructed

In the presence of a strong magnetic field, the situatioRyithout using the simplified relatiofl) between the electri-

changes radically. As a matter of fact, the tefnin S expe-
riences jumps in the region—1:

01
Ths={ho, 7170 (14)
5 v—1+0

with a step independent of temperatdreand with a transi-
tion region of the order of .
Under the conditions(14)+(3) corresponding to the

cal potential and the charges on the capacitor plates. The
system of equations proposed here makes it possible to avoid
paradoxes encountered in the local approximatin In a
typical case, the lowest capacitance of a screeri@gystem

was obtained in explicit fornj(see formula(18) and the
comments to this formu)d The results of the modified
theory of magnetocapacityn particular, the finiteness of the
lowest magnetocapacitycan easily be verified in experi-
ments. Qualitative indications of such a behavior of the low-

emergence of sharp magnetocapacity minima, the “symmeest capacity were obtained, for example, in Ref. 3.

try” between én and An in (13) vanishes. The equilibrium

2. In connection with the results described above, it is

in the 2D system is now reduced to the competition betweerexpedient to discus&t least briefly the influence of other
the electrostatic energgp, and the magnetic contribution to reasongapart from boundedneskehind the nonideal nature
electrochemical potentiall In S;, the required scale of of the 2D electron system on the formation of its lowest
T In S; being ensured by very small variations of the densitymagnetocapacity. They include various factors blurring the

ony(x):

Sn(xX)<An(x). (15

This inequality, which is equivalent to the dielectrization of

ideal peaks of the density of states as well as the exchange
interaction which is inevitably present even in a perfectly
homogeneous 2 system.

Let, for example, the density of statBge) has the stan-

the 2D system mentioned above, does not lead to a paradodard Gaussian form:

in this casdinequality(15) is compatible with definition$3)
and (9)), which is seen clearly frong11), (12) as well as
from (4)—(9).

From the quantitative point of view, it is more conve-

nient to obtain the lowest magnetocapacity by usiig-(9).

First of all, relations(4)—(9) taking into account the pre-

dicted inequality(15) give

CV,

We\/Wz— 2’
+1

C= Kf ds In(L/Ws){1-s,
-1

wherelL is the size of the system in thedirection.

Using now relation5) as a definition of;(x) in terms
of An(x) (16), we can easily verify that inequalit{d5) in-
deed holds:

An(x)=

(16)

e(Pz(X, + d)

vi=1+8(x), 8(x)=\e —

s(x)<s, eVy<thwg.

17

Hered(x) = 7T|E|5H(X), the quantityp(x,z) from (9) is cal-
culated for the distributiotAn(x) from (16), and the param-
eter ¢ is calculated from(7). In region (3), the value of

L =
D(s)=mn§0 exd —(e—e,)2/20] (19)
and
T<I'<fog, (20)

whereI is a certain effective dispersion of the density of
states. In this case, the definitiéh), (6) of electrochemical
potential peserves its meaning if we carry out the substitution

T—T. (21)

Clearly, all the statements formulated in Sec. 1 remain in
force. For example, the dispersibhof the density of states,
as well as the temperature, does not affect the lowest mag-
netocapacity.

If, however,

T<hw<T or T<I'<tao,, (22)

the description of magnetocapacity from Ref. 1 is vatide
aboveg. Some details of this limiting case can be found in the
review by Kukushkinet al* We do not consider here the
limit of “dirty” 2 D systems.

The role of exchange interaction in magnetocapacity of
2D systems has not yet been determined completely. For

8(x) (17) is obviously exponentially small as compared to example, as long as we are dealing with integral filling fac-

An(x) appearing in the definition af,(x,z).

tors, we can use the results obtained by Bychkov and

Thus, it becomes evident that the lowest magnetocapad<olesnikov? indicating exchange splitting of each Landau

ity of the system under considerationTat-0 coincides with
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E,=e,* A2 potential jumps for fractional values of the filling factor, sug-
X 5 gest a peculiar behavior of magnetocapacity for these values,
P (1= ) mUp|“ (fiwe) Inn 23 which was unambiguously detected in experimesee, for
ot 72 ' example, Ref. 3, 6 Nevertheless, we do not state that the
. - . . proposed modification of the theory of magnetocapacity can
wherew is the filling factor, the integral part of the chemi be extended automatically to the fractional case. For such a

cal potentialu=n% w;, Uy the amplitude of the short-range o . . . .
potential of electron—electron interaction, used in perturbagenerallzatmn, an analytic expression for chemical potential

tion theory® and e the numerical factor of the order of unity. in the vicinity of fractional values of filling factor is required.

Relation(23) is directly connected with magnetocapacity At the moment, no suitable expressidnstead of(5) and
since for (6)) is available.

T<A2 (24) This research was financed by the Russian Fund for Fun-
damental Research, Grant No. 95 02 06108.

its peaks must split in accordance wit2). The main results
obtained by us here remain valid since they are based on.
discreteness of the electron spectr(ime it just the Landau E;Eﬁg;@:'gfprﬁs'o'ac'r“
levels or the casé22) in which each Landau level splits o
additionally). PV o

Splitting (22) has not been observed experimentally for }F/én?b S;‘é';gzg”gl?(l%gg'fz'”’ Fiz. Nizk. Tem@0, 658 (1994 [Low
integral values of filling factor, although the measuring tem- 2y g "shikin, Fiz. Nizk. Temp20, 1158(1994 [Low Temp. Phys20, 910
perature is brought to the level of a few millikelvifi§.The (1994)].
reasons behind such a discrepancy between the theory anid- . B. WiIIiams, E. I. Andrei, R. G. Clarlet al, iq S'pringer Series in
experiments emain unclear.It is important to note that the §°'r'i?{5§.t5eﬁge”§@éﬂ'iﬁ QL(:%'e?g;@ggghar' H. Heinrich, and G. Bayier
short-range version of the perturbation theais/not realis- 4|.Q,l Kgukushking,]YS. V. Meshkov, and V. B. Timifeev, Usp. Fiz. Nals5,
tic. However, we are not aware of more consistent attempts 219 (1989 [Sov. Phys. Uspekt1, 511 (1988].
to take into account the effect of exchange interaction on the Yu: A. Bychkov and A. V. Kolesnikov, Pis'ma J Kp. Teor. Fiz58, 349
electron spectrum in a magnetic field and do not claim to anyes}.ng’?D[;'gsomj\fTAplsAsi gii(slhi?z])\. V. Aristoet al, Phys. Low-Dim.
progress in this field. Struct.6, 1 (1996.

In the case of fractional values of filling factor, the ex- “D. C. Tsui, H. L. Stermer, and A. C. Gossard, Phy. Rev. L48t.1559
change interaction leads to the fractional quantum Hall (1982. _
effect’® The results obtained by Loughfirin this field, < o Loughiin Phys. Rev. Letb0, 1395(1983.

which indicate, among other things, the presence of chemicalranslated by R. S. Wadhwa
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LETTERS TO THE EDITOR

Noncollinear spin configuration induced by a magnetic field in the surface gadolinium
layer of multilayered Gd/Fe films

S. L. Gnatchenko, A. B. Chizhik, D. N. Merenkov, and V. V. Eremenko

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of the
Ukraine, 310164 Kharkov, Ukraifie

H. Szymczak, R. Szymczak, K. Fronc, and R. Zuberek

Institute of Physics, Polish Academy of Sciences, 02-668 Warsaw, Pbland
(Submitted December 25, 1996
Fiz. Nizk. Temp.23, 469-472(April 1997)

A comparison of field dependences of the meridional Kerr effect and magnetization leads to the
conclusion that a noncollinear inhomogeneous magnetic state is formed in the surface

layer of gadolinium in multilayered Gd/Fe films in a magnetic field. Experimental results are
described by using a theoretical model predicting the formation of a noncollinear spin
configuration in the surface Gd layer as a result of a spin-reorientation phase transition induced
by the magnetic field. ©1997 American Institute of Physids1063-777X97)01804-3

It is well known that a magnetic field oriented in the NSC, which can exceed the value of saturation fields in this
plane of the layers in thin multilayered Gd/Fe films, in which temperature region.
the magnetic moments of Gd and Fe layers are ordered fer- The process of magnetization of multilayered Gd/Fe
romagnetically and lie in the plane of the film, can induce afilms was investigated by using the meridional Kerr effect
phase transition to a noncollinear sthténder the action of ~and magnetization measurements on a SQUID magnetome-
the field, the collinearity of the magnetic moments of Gd ander. We studied the film$Gd20 A/Fe20 Ax40 (1), (Gd40
Fe layers is violated due to competition of the magnetic field®/Fe40 Ax20 (2) and (Gd60 A/Fe60 Ax15 (3), (Gd100
tending to align the spins along its direction and the antiferA/Fe100 Ax10 (4), with different thicknesses and the num-
romagnetic exchange interaction at the interface between tHeers of layers. The films were deposited on GaAs substrates
layers. The field corresponding to the transition to the nonWith the (001) orientation by magnetron sputteritithe con-
collinear state of this type is weak near the point of compenditions of obtaining and the properties of the films under
sation of the magnetic moments of Gd and Fe layers, pufvestigation were described in Ref. A protecting Si layer

increases with the temperature difference relative to thi@f thickness 50 A was deposited on the surface Gd layer.
point Figure 1 shows the field dependences of Kerr rotation

In this communication, we report on the discovery of a®(H) measured for the-and s-polarizations of light with

noncollinear state of a different type in multilayered Gd/Fethe wavelengthh =0.63 um for film 1. ;]rhe qu('HI) depen- |
films. In the films in which the magnetic moments of Gd eznieos HW<e£ekO m;z:&;red 'r? t el h'ed mtervaf
layers are smaller than the magnetic moments of Fe layers a_g Hes N ¢ el._|>0e (f'gu:_lejooz\f’ on ﬁt € s(;agments 0
low temperatures and which consequently have no point o e ¢(H) curves for or » these dependences are
: P . . the same on account of sign reversal of the rotatidie
compensation, the magnetic field induces a noncollinear N et to Fig. 1a shows the field de endentéH) of mag-
homogeneous state in the surface Gd layer. This state g b 9

" ) . . Retization measured for the same film. It can be seen from
formed as a result of competition of the applied field with a

K h Gd—Cd i : ithin the | first i Fig. 1a that, in the case of magnetization of the film with the
weak exchange Gd—Gd interaction within the layers first Inp-polariza’tion, the Kerr rotatiorp first attains saturation in

the surface Gd layer only, where the spins of the UpPefq same field as for the saturation of magnetization, but then
atomic layers are not fixed by the Gd—Fe exchange interaGyecreases starting from a certain value of the field. In the
tion. In this case, the magnetic moments of Fe layers remaigase of opposite variation, no increase in observed on the
parallel, while the magnetic moments of Gd layers remain, () curve. Thus, thep(H) dependence has an additional
antiparallel to the magnetic field. The noncollinear spin conysteresis which is not observed on tM&H) dependence.
figuration (NSC) in the surface Gd layer s formed in weak | the case of the-polarization(Fig. 1b), the ¢(H) depen-
fields comparable to the saturation fieldslsf of Gd/Fe  dence does not attain saturation in the entire field interval
films. The process of formation of NSC in the surface Gdunder investigation and also displays an additional hyster-
layers can be singled out from the general process of filngsis.

magnetization most distinctly in the region of low tempera-  As the thickness of the layers increases, #{¢l) de-
tures, where the magnetization of Gd has the maximunpendence for films 2, 3, and 4 transforms from the curves of
value as well as the fields corresponding to the formation othe type shown in Fig. 1 to ordinary hysteresis loops which
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a of the hysteresis loop from thé (H) dependence.

800 The difference between the field dependences of the
Kerr rotation and of magnetization indicates that processes
1 400 of magnetization in the surface and bulk layers of multilay-
ered Gd/Fe films occur in different ways. The observed pe-
0] culiarities in the behavior of the Kerr rotation can be ex-
c < 0 plained by using a model taking into account the formation
€ 0 of the magnetic field-induced NSC in the surface Gd layer.
- -400 Let us consider the spin configuration of the surface Gd layer
S in a magnetic field. The energy of this layer per Gd atom at
-800 L2 ) T=0 can be represented in the fdrm
-1500 -500 500 1500
-1 H, Oe n—1 n
E=—(1/2)JSZ_21 cos ¢ +gugSH 22 cosg;+1],
— 1= 1=
2 A_/P—_—-‘ -1
- ]
P 200 1000 1500 =2 Yo (1)

where J=J%%C4g is the spin of the Gd atong the Lande

b factor, ug the Bohr magnetonH the applied field,s; the
angle between the spinS; and S ; of the ith and the
(i+1)th atomic layers, and;=180°—6;,6; is the angle
between the directions of spins in thi atomic layer and
the external field. Taking into account the relatiit9q
<| J®9F9 petween the exchange constahtge assume that
the spins of the atomic Gd layer nearest to the Fe layer are
oriented antiparallel to the spins of the Fe atoms and do not
change their direction in the magnetic fidlthe approxima-
tion J®9Fe %), Minimizing energy(1) by taking into ac-
count the above assumption and solving numerically the ob-
tained system of equations, we determine the equilibrium
values of the angle#; ,¢;, andg; for each atomic layer in
the surface Gd layer for different thicknesses of this layer,
which correspond to films 1—4 under investigation. We also
calculate the dependence of the magnetization of the surface
Gd layer on the applied field. The obtain&ti(H) depen-

0 500 1000 1500 dence for the surface layer of film 1 is shown in the inset to

H, Oe Fig. 1b.
Our calculations lead to the following conclusions. In

FIG. 1. Field dependences of Kerr rotation measuréa25 K for the film  fields h<h(h=2gugH/JS), the magnetic structure of the
(Gd20A/Fe20A)< 40 in the cases gf-polarization of light(the vectorE of  syrface Gd layer remains collinear with the spin orientation

light wave lies in the plane of incidencéa) ands-polarization(the vector antiparellel to the applied field. In the fiel= h, . a hetero-
E is perpendicular to the plane of incidencg). The insets show the field P PP ) t

dependence of magnetization measured for this film at the same temperatuggnem"S non_coll!near m_agnet'C structure 1s formed in this
(@) and the calculated dependence of the magnetization of the Gd surfad@yer. The spins in atomic layers form the ang|ewith the

layer (b). direction of the applied field, which decreases with the dis-
tance from the atomic layer to the surface. The valué,of
decreases with increasing thickness of the surface layer. At
are in accord with the field dependence of magnetization. Fof =0, the values of transition field, for Gd layers of thick-
film 2, the ¢(H) dependences for thep- and ness 20, 40, 60, and 100 A are equal to 1100, 270, 110, and
s-polarizations is qualitatively the same as in Fig. 1. For film40 Oe, respectively. A transition to the noncollinear state oc-
3, the ¢(H) dependences for both polarizations have thecurs abruptly, and we can expect that it will be accompanied
form of conventional hysteresis loops which still exhibit by a hysteresis.
traces of singularities observed for films 1 and 2. The width A comparison of the obtained experimental results with
of the hysteresis loops on the field dependences of the Ketheoretical data leads to the conclusion about the formation
rotation is considerably larger than for tiM(H) depen- of an NSC in the surface Gd layer of the multilayered Gd/Fe
dence measured for the same film. The two hysteresis loog8ms under investigation in a magnetic field. In films 1 and
observed in experiments with films 1 and(Rig. 1) merge 2, the field corresponding to the transition of the surface Gd
into a single broad loop. The(H) dependences for film 4 layer to the noncollinear state exceeds the saturation field.
with any polarization do not differ in shape and in the width The onset of magnetization reversal in the surface layer with

¢ , min
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the formation of NSC and with a decrease in magnetizatiomences merge into one broad loop, while the peculiarities

is accompaniedsee Fig. 1 by a decrease in the absolute associated with the formation of NSC in the surface Gd layer

value of Kerr rotationfor the same orientation of the mag- are manifested less clearly against the background of mag-

netic moments, the rotations in Fe and Gd have oppositaetization reversal of the film through generation and move-

signg. In the case of the-polarization, the contribution of ment of domain walls. In film 4, the field, is much weaker

the surface layer to the Kerr effect is decisive, which leads tahan the coercivity field. For this reason, the surface Gd layer

the sign reversal of the rotation with increasing magnetidn domains is in a noncollinear state even in the process of

field (see Fig. 1bin accordance with the change in the ori- formation of domains in the phase which is advantageous

entation of the magnetic moment of this layeee the inset from the energy point of view during the magnetization re-

to Fig. 1b. The difference in the dependencg@H) for the  versal. In this case, the(H) dependences display a conven-

p- ands-polarizations is due to the fact that the angleof  tional hysteresis correlating with that observed in the field

light incidence (- 75°) was close to the Brewster angle. The dependences of magnetization.

experiments carried out at room temperature revealed that as This research was partly supported by the Grant NATO

the anglea decreases, the contribution of the surface GAHTECH.LG 951449.

layer to the Kerr rotation decreases, and thegd) depen-

dence for thes-polarization becomes similar to the(H)

dependence f_or t_he—polarization. The hysteresi; loop on the = .. gnatchenko@ilt.kharkov.ua

¢(H) curves in fields weaker thadg, whose width corre- ™ g-mail: szymh@gamma 1.ifpan.edu.pl

lates with the hysteresis loop on ti(H) dependences, is

connected with magnetization reversal in the film due to the

formatiqn and mqtion of domain vyalls. The hysteresis ob—lR. E. Camley and R. L. Stamps, J. Phys.: Condens. M&{@727(1993.

served in strong fields and absent in ¢H) dependences 2gr. zuberek, K. Fronc, H. Szymczakt al, J. Magn. Magn. Matterl39,

is due to the formation and variation of a heterogeneous NSC 157 (1995.

in the surface Gd layer in the magnetic field. 3K. Takanashi, Y. Kamiguchi, H. Fujimori, and M. Motokawa, J. Phys.
For film 3, the fieldsH, andH are close in value. For ~ >°C JPn6L 3721(1992.

this reason, the two hysteresis loops on thgH) depen-  Translated by R. S. Wadhwa
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High-density effects due to interaction of self-trapped exciton with (Ba, 5 p) core hole
in BaF , at low temperature

M. A. Terekhin

Russian Research Centre Kurchatov Institute, Moscow 123182, Russia and Institute for Molecular Science,
Myodaiji, Okazaki 444, Japdn

N. Yu. Svechnikov

Russian Research Centre Kurchatov Institute, Moscow 123182, Russia

S. Tanaka, S. Hirose, and M. Kamada

Institute for Molecular Science, Myodaiji, Okazaki 444, Japan
(Submitted December 26, 1996
Fiz. Nizk. Temp.23 473—-475(April 1997)

The effect of VUV undulator excitation intensity on the emission shape and decay time of BaF
crystal at low temperature has been observed. The findings are explained in terms of
quenching of Auger-free luminescen@oss luminescengéy self-trapped exciton via Fster
mechanism energy transfer. €997 American Institute of Physid§1063-777X97)01904-X]

We have recently observed the effect of quenching of  Using Eq.(1), under our experimental conditions we can
Auger-free luminescencé\FL) in BaF, due to the interac- chooses~0.1,K ~ 1P, andr ~ 10 2atT = 10 K. Asare-
tion (B&*, 5p) of the uppermost core hole with electron sult, we have the following simple expression for the steady-
excitation created in the same VUV absorption pro¢elise  state concentration of STEs under undulator irradiation:
nature of the secondary excitations was not discussed and in . _ 7
principle it may be the trapped electron near the bottom of N[exciton/ent]=I[mA]x 10" 2
the conduction band or self-trapped excit&TE), or defects Thus, under undulator excitation at low temperature the
(e.g., F-H pair$), etc. mean distanc® between STEs is large enough for dipole-

In order to study the effect of interaction of the core holedipole interaction. For instance, la&= 100 mA,Ris 5 nm. It
with STE at least one of the species must be created in cryshould be noted that at room temperature the lifetime of STE
tals at high concentratiofmore than~ 10'® ¢cm™3). Inthe  is about 108 s and the accumulation effect is negligible for
former case the photon energy higher than 18 eV and in theur purpose. The A1l filter of about 150-nm thickness was
latter one more than 10 eV has to be udddhfortunately, used in order to remove the visible scatter and straight light
there are many known problems connected with using VUMrom the beamline. The LHT flow-type cryostat provided a
laser in this photon range. We have therefore used anothégmperature for the sample in the range 10—-300 K. The emis-
approach. The undulator at the UVSOR storage (@§a-  sion spectra were analyzed by a grating visible monochro-
zaki, Japanprovides an intense quasi-monochromatic radia-mator and detected by micro-channel-plate photomultiplier
tion of about 30 eV with a bandwidth 6£5% and the inci- (HAMAMATSU R2287U-06. For time decay measure-
dent photon flux on the sample is about*4@hoton/ ments we used the time-correlated single-photon method.
(s-mn?¥), while the electron current is 100 mA, and the ex-  The two emission spectra for Baformalized at the
cited spot on the sample®id mn?. It is known that the maximum of STE are shown in Fig. 1. We see that the rela-
absorption coefficient of BgFin VUV regior® is very high  tive intensity of AFL (~5.6 eV) decreases with the beam
and the lifetime of STE has the millisecond components aturrent in the storage ring. The measurements were per-
low temperaturé. It is simple to calculate the steady-state formed atl; = 35 mA (large crossesandl, = 168 mA

concentration of STHN: (small crossgsat 10 K. All emission curves which were
measured betweehyand I, fall in the middle. Figure 2
N[ exciton/cni]= [ mA]N,[ photon/scm?-mA] shows the decay time profiles for Ba&t 10 K (lower curve
and at room temperatur@ipper curvg at the same beam
X sK[em™*]4{s], (1) current in the storage ring. We clearly see the effect of cool-

ing on the decay rate of AFL. Both decay curves exhibit a
wherel is the beam current in the storage ringdy is the  complex nonexponential decay law. The mean decay time
photon flux on the sample at beam current 1 mA, §is  was 0.9 ns at room temperature and 0.4 n§ at 10 K.
the creation efficiency of STE in the samplejs absorption  Since the time duratioffull width at half-maximum is equal
coefficient of VUV excitation photon, and is the longest 500 p3 and the interval between bunches are much faster
lifetime for STE. Relation1) is valid when the time decay than the lifetime of the STE a = 10 K, we can assume a
of STE is much longer than the interval between the excitauniform distribution of the STEs in the surface layer of
tion pulses, e.g., 11 ns for multi- and 177.6 ns for single-BaF,. In this case the time decay law must be governed by
bunch-mode operation UVSOR. the Faster mechanisf? of quenching for AFL:
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which annihilate due to the interaction with the core holes is
much less than the steady-state concentration of the STEs.
Thus, the decrease in the relative intensity of AFL in the
emission spectrum of Bakvith beam currentFig. 1) can be
successfully explained by the interaction of the STE with the
uppermost core holes. The same explanation might be used
in the case of the decay acceleration as a result of cooling.
When the temperature decrea$es. 2, curvesl and?2), the
steady-state concentration of the STEs increases and the

¥, s
o~ «" TN
o et
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Photon energy , eV

quenching of the AFL due to the interaction of the core hole
with STE becomes more remarkable. The latter findings can-
not be explained by the near surface losses because the time
decay of AFL under moderate excitation intensity, 101
photon/s, does not show any chan§&3he data obtained
are very important for understanding of the scintillation pro-
cess in Bak, because an energy of 32 eV of the closely
spaced (B&', 5p) core holes and STE is produced in the
same absorption proces$t?thus decreasing the yield of
fast nanosecond luminescence.
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FIG. 1. The emission spectra of Ba& T = 10 K under 30-eV undulator
excitation normalized at the maximum of the STE bdddeV): at beam
current in UVSOR storage ring= 35 (1) and 168 mA(2).

J(t)~JL(t’)exp{—[t;t +yN(t—t’)1/2Hdt’, 3

rad

o
(=]

o Intensity, rel. units

Time, ns

FIG. 2. The decay curves of Bakt T = 300(1) and 10 K(2) under 30-eV
undulator excitation.
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Time-resolved luminescent spectra of  J-aggregates with exciton traps
Yu. V. Malyukin

Institute of Single Crystals, National Academy of Sciences of the Ukraine, 310001 Kharkov, Ukraine
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The possibility of coexistence of free and self-trapped excitons in one-dimensional molecular
chains (-aggregateshas been proved on the basis of experimental study of time-

resolved low-temperature luminescence spectra.1997 American Institute of Physics.
[S1063-777X97)02004-5

The main conclusion of the adiabatic theory of excitonconnected with luminescence of traps, and its peak and half-
self-trapping in D systems is that a transition of a free width remain unchanged as compared with the steady-state
exciton to the deforming state occurs without overcomingspectrum(Fig. 19. At the same time, the peak of the lumi-
the self-trapping barrier for any type of electron—phononnescence band of self-trapped excitohis displaced upon
coupling, and hence there is no alternative between the bangh increase and a shift of the time window for spectrum
and self-trapped states of the excifoHowever, experimen-  recording(Figs. 1c and il A similar shift of the peak of the
tal result$* indicate that luminescence of free and self-lJuminescence band for self-trapped excitons is observed for
trapped excitons is observed in one-dimensional moleculaj-aggregates S120 without exciton trafi@g. 2). Conse-
chains (-aggregates Taking into account the fundamental quently, although the spectral overlapping of luminescence
nature of this contradiction, it is important to compare thepands for traps and self-trapped excitdsee Fig. 1acan
luminescence parameters of the luminescent band for selfnake a contribution to the shift of the latter bafsge Figs.
trapped excitons and the luminescent band for real excitod¢ and ¢, this contribution is not decisive, which is con-
traps and to determine the effect of traps on the luminescenggmed by the spectra presented in Fig. 2. The shift of the
of free excitons. The research in this direction was partiallyyeak of the luminescence band for self-trapped exciteas
carried out in Ref. 4. Thd-aggregates were obtained in Ref. figs 1 and 2 occurs as a result of incomplete relaxation of
4 by using the quino-2-monomethine cyani(®120 mol-  he self-trapped stafe?
ecules.similar to those used in Refs. 2 and 3, while the role  Aq the time window for spectrum recording increases
of exciton traps was played by 1-methyl-loctadecyl-2, 5nq s displaced, the relative intensity of the luminescence
2’-cya_n|ne(DTP) molecules. It was shown in Ref._4 that fqr band for free excitons decreaseee Fig. 13 It should be
the ratios 120 : DTP= 500 : 1, the energy of exciton exci- qtaq that the relative intensity of the luminescence band for
tations o.fJ-aggrega-tes.8120 Is transferred FO the traps. free excitons in thel-aggregates S120 without traps in the

_ In this communication, we analyze the time-resolved Iu'steady-state spectrum was always higher than the intensity of
minescence spectra dfaggregates S120 containing exciton the luminescence band for self-trapped excitshghe op-

traps as well as Juminescence kinetics of exciton traps. osite situation observed in Fig. 1la indicates that a fraction
The objects of investigation and the technique of theirp 9.

preparation are identical to those in Refs. 2—4. of free excitons preserving mobility is captured by traps.

The steady-state spectrum of low-temperature lumines: The damping of .Iumlnescence of free exqtons n
cence of]-aggregates S120 with traps containedalong-wav?]'aggregat(i? S120 Wlth. traps occurred at. a higher rate
luminescence band of traps with a peak\gt=674 nm, lu- 7=5.0- 191 's) thap In J-aggregates without traps-
minescent bands of self-trapped excitons with a peak a 7~7.510""'s). Detailed analysis of the shape of the ki-

=600 nm, and a small inflection at the short-wave edge 0]netic curve could not be carried out in view of limitations
Sl ) 1 . .
the spectrum ah.—580 nm (Fig. 13. In the preliminary 'MPosed by the time resolution of the setup usédn the

analysis carried out in Ref. 4, this inflection was attributed tolUMinescence band of self-trapped excitésse Fig. 13 the
luminescence of free excitor@®ot captured in traps This Iumlnescer_u:e klnetlgs is of a complex nonmonoexponeqtlal
assumption was completely confirmed in an analysis of timeform and is determined by the spectral point of detecting
resolved luminescence spectfig. 1b, ¢, and § Indeed, for luminescence in the same way as was pointed out in Refs. 2
the time window 0-0.110"%, the luminescence spectrum and 3. At the same time, luminescence kinetics in the lumi-
(Fig. 1b contains only a short-wave relatively narrow bandnescent band of traps did not depend of the point of record-
with a peak af =580 nm. This band has the same param-ing (upon a displacement of the peak of the band for traps to
eters as those for the luminescent band of free exdifoims  the long-wave regionand was also nonmonoexponential
J-aggregates without traps. The spectral position of the in(Fig. 3), although luminescence of isolated DTP molecules
flection observed at the relatively narrow short-wave band ofvas described by a single exponential witk 1.6- 10 9.

the steady-state spectruiig. 18 coincides with the peak of Another peculiarity of the luminescence kinetics for traps
this band. As the time window for recording the lumines- (Fig. 3) lies in the well-defined evolution front, which de-
cence spectrum increases and is displaced, the spectrum aceases with the temperature of the sample under investiga-
quires two broad band&igs. 1c and § One of them is tion. It we attribute these variations to the change in the
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FIG. 2. Time-resolved luminescence spectral@fggregates S120 without
traps atT=1.5K: time windows(0—0.3-10 °s (curve 1), (1- 2.9-10 %
(curve?2), and(2.9-5.9- 10 %s (curve 3).
} k(300 K)=2.6-10"s™ ! andk,(1.5K)=3.7- 10's.
oL 1 1 ) Thus, the low-temperature luminescent band of
500 550 600 650 700 750 J-aggregates S120 containing traps consists of a relatively
1 506 narrow short-wave luminescent band for free excitons,
Adex= 580 nm nm ¢ whose intensity is suppressed as compared to the intensity of
this band for theJ-aggregates S120 without traps due to
capture of mobile excitons by traps, and a broad luminescent
band for self-trapped excitons. This cannot be explained by
using the adiabatic theofyAccording to Rashbathe self-
trapping barrier for D systems is absent for any type of the
44=674 nm exciton—phonon coupling. This was also confirmed in Ref. 5
in which it was proved thal-aggregates possess the proper-
ties of 1D systems. The question arises: can the coexistence
ol 1 1 | | | of free and self-trapped excitons iD1systems be explained
500 550 600 650 700 750 without using the adiabatic thedrgf self-trapping? One ex-
1 planation can indeed be obtained by using a nonadiabatic
Ay =605nm . . . .
approach in which a self-trapping barrier is not formed al-
together. However, its role is essentially played by high-
Atr= 674 nm
10° 1
A= 580 nm -1 2
10
oL 1 1 ! 1 <° -2l
500 550 600 650 700 750 = 10
i, nm 2
BT
FIG. 1. Luminescence spectra dfaggregates S120 with DTP traps in a
vitrifying solution atT=1.5K: for steady-state excitatiqa), time-resolved,
with time windows(0—0.9-10"°%s (b), (0.4-1.4-10"°s (c), and (1.5-3.5 164 1l

-10 %s (d).

1 | | 1
250 270 290 310 330
Channel number

constant characterizing excitation capture by tragg,(we
can obtain the estimates &f, at various temperatures by
approximating the evolution front of |Um”_']eS(_3ence km_e“CSFIG. 3. Luminescence kinetics at the peak of the luminescent band for traps
on the basis of the system of Kkinetic equations:atT=300 (curvel) and 1.5K(curve?2) (1 channel= 98 ps.
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energy states with slow relaxatigexotic statesleading to  *E-mail: malyukin@isc.kharkov.ua
the bottle-neck effect in the case of exciton relaxation to a

self-trapped state. Luminescence from slowly relaxing statesE: |- Rashba, inExcitons(in Russiad (ed. by E I. Rashba and M. D.
. i Sturgg, No. Holland, Amsterdam 1982.
forms a narrow luminescent band of free excitons, and vy, v. Malyukin, V. P. Seminozhenko, and O. G. Tovmachenko, Zh.

fraction of excitations “leak” through the bottle neck and _Eksp. Teor. Fiz107, 812(1995 [JETP80, 460(1995].

: : 3Yu. V. Malyukin, V. P. Seminozhenko, and O. G. Tovmachenko, Fiz.
form the luminescent band of self-trapped excitons. Nizk. Temp.22, 442 (1996 [Low Temp. Phys22, 344 (1996

Apparently, the final choice of the approach permitting a 4yu. v. Malyukin, A. A. Ishchenko, and O. G. Tovmachenko, Opt. Spek-
noncontradictory interpretation of experimental results re-_trosk.80, 96 (1996 [Opt. and Specti80, 84 (1996].
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