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#### Abstract

An example of an amorphous lattice featuring no fermion doubling is constructed. The lattice represents a bounded two-dimensional simplicial complex with a disk topology, every internal 0 -simplex of which belongs to boundaries of an odd number of 1 -simplices. The total number of simplices in the complex tends to infinity. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 04.60.Nc

## 1. INTRODUCTION

Recently [1], a theory of gravity on a lattice (simplicial complex) was constructed, which included a Dirac field. The Dirac degrees of freedom were determined on 0 -simplices, while the degrees of freedom of the gravity field were determined on 1 -simplices. Upon naively passing to a continuum limit, the action in this theory converted into the ordinary Gilbert action with a Euclidean signature, including a Dirac field minimally connected to the gravity field.

Since a simplicial complex of the general type belongs to amorphous lattices (to which the Brillouin zone concept is inapplicable), the construction of the proposed discrete gravity theory encountered the old problem of the doubling of the fermion states [2-6]. Nielsen and Ninomiya [5] showed that the problem is solved in favor of fermion doubling in the case of a periodic lattice featuring a momentum representation and the Brillouin zone. However, some researchers put forward a hypothesis that the phenomenon of fermion doubling (also known as Wilson's doubling) takes place on the amorphous lattices as well.

The aim of this letter is to offer an example of a twodimensional (2D) amorphous lattice on which Wilson's doubling does not take place. Since such lattices appear in connection with the discrete gravity theory, it is natural to start the presentation with a definition of the fermion part of action in this theory.

## 2. OUTLINE OF THE DISCRETE GRAVITY THEORY

A detailed description of the discrete gravity theory variant used in this study was presented elsewhere [1]. Here, we only introduce the necessary notation for the 2D case under consideration. The definitions and some properties of simplicial complexes were described pre-
viously [1], while a systematic presentation of the theory can be found in monographs [7].

Let $\mathfrak{\Omega}$ be a 2D simplicial complex. Below, the following pairs of concepts are treated as synonyms: 0 -simplex and vertex; 1 -simplex and edge; 3 -simplex and triangle. Let us assume that the geometric realization of complex $\mathscr{\Re}$ is a 2D surface with a disk topology and a boundary $\partial \overparen{\Omega}$, representing a 1D simplicial complex with a circle topology, and denote by $\alpha_{q}(q=0,1,2)$ the number of $q$-simplices in complex $\Re$. For certainty, let us consider the 2D Dirac matrices $\gamma^{a}(a=1,2)$ in the form of $\gamma^{1}=\sigma^{1}$ and $\gamma^{2}=\sigma^{2}$, where $\sigma^{\alpha}(\alpha=1,2,3)$ are the Pauli matrices. The Dirac spinors $\psi_{i}$ and $\bar{\psi}_{i}$, determined at each vertex $a_{i}$ of the complex $\Re$, are represented by 2D column and row matrices, respectively. Indices $i, j, k, \ldots$ run through the complex vertices. Let us bring each oriented edge $a_{i} a_{j}$ into correspondence with an element $\Omega_{i j}=\Omega_{j i}^{-1}$ of group $\operatorname{Spin}(2)$ (Abelian group in the 2D case). Elements of the holonomy group $\Omega_{i j}$ produce a parallel transfer of spinor $\psi_{j}$ from vertex $a_{j}$ to vertex $a_{i}$. Let $V$ denote a linear space with the basis set $\gamma^{a}$. Then, each oriented edge $a_{i} a_{j}$ corresponds to the element $e_{i j}^{a} \gamma^{a} \equiv \hat{e}_{i j} \in V$, where

$$
\begin{equation*}
\hat{e}_{i j}=-\Omega_{i j} \hat{e}_{j i} \Omega_{j i} . \tag{1}
\end{equation*}
$$

Index $A$ will run through the triangles of complex $\Re$. Complex indices of types (Ai), (Aij), ... indicate that vertices $a_{i}$ and $a_{j}$ belong to triangle $A$.

Consider a complex $\Re$ with a disk topology. Such complexes admit orientation. Let us set the orientation of $\Re$ by determining the orientation of each triangle in this complex. If two triangles are sharing an edge, the two orientations of this edge set by orientations of the corresponding triangles are opposite. Let $a_{A i}, a_{A j}$, and $a_{A k}$ denote the vertices of a triangle with index $A$. Then,


Fig. 1.
by definition, $\varepsilon_{A j i k}= \pm 1$ depending on whether the order of vertices $a_{i} a_{j} a_{k}$ corresponds to the positive or negative orientation of this triangle.

Now we can write the fermion part of the action as

$$
\begin{gather*}
I_{\psi}=\frac{1}{6} \sum_{A} \sum_{i, j, k} \varepsilon_{A i j k} \varepsilon_{a b} \Theta_{A i j}^{a} b_{A i k}^{b},  \tag{2}\\
\Theta_{A i j}^{a}=\frac{i}{2}\left(\bar{\psi}_{A i} \gamma^{a} \Omega_{A i j} \psi_{A j}-\bar{\Psi}_{A j} \Omega_{A j i} \gamma^{a} \psi_{A i}\right) .
\end{gather*}
$$

Here, the dynamic variables are represented by the quantities $\Omega_{i j}, e_{i j}$ (describing the gravitational degrees of freedom) and the fields $\psi_{i}, \bar{\psi}_{i}$ (representing material fields).

Action (2) is of interest for studying the fermion (Wilson's) doubling, since this fermion part possesses the following properties:
(i) action (2) is local;
(ii) in the naive continuum limit, action (2) passes into a gravity action in the Palatini form plus the action of Dirac fields minimally connected to the gravity field;
(iii) the fermion part of action (2) is both phaseinvariant and $\gamma^{5}$-invariant, that is, invariant with respect to the following transformations: (a) $\psi \longrightarrow \exp (i \alpha) \psi$, $\bar{\psi} \longrightarrow \bar{\psi} \exp (-i \alpha) ;(b) \psi \longrightarrow \exp \left(i \beta \gamma^{5}\right) \psi, \bar{\psi} \longrightarrow$ $\bar{\psi} \exp \left(i \beta \gamma^{5}\right)$. Here, $\alpha$ and $\beta$ are the real continuous global parameters and $\gamma^{5}=i \gamma^{1} \gamma^{2}$.

Since the fermion measure on a lattice is also invariant with respect to the latter transformations (even in a local variant), the theory under consideration is characterized by the conservation of both the vector current and the axial vector current (more precisely, of the total axial vector current comprising, in the case of fermion doubling, a sum of several terms).

As is well known [2-4, 6], any fermion action possessing the properties (i)-(iii) on a hypercubic lattice exhibits the phenomenon of Wilson's doubling. In addition, this doubling is also known [5] to take place on
periodic lattices for which the fermion action has the form

$$
\begin{equation*}
I=\sum_{\mathbf{x}, \mathbf{y}} \bar{\psi}_{\mathbf{x}} \hat{H}(\mathbf{x}-\mathbf{y}) \psi_{\mathbf{y}} \tag{3}
\end{equation*}
$$

( $\mathbf{x}, \mathbf{y}$ denote the radius-vectors of the lattice sites) and possesses the properties (i)-(iii). However, the question as to whether fermion action possessing these properties leads to fermion doubling on an arbitrary lattice remained unanswered. Below, we present examples of lattices (simplicial complexes) on which the action of type (2) does not lead to Wilson's doubling. It should be emphasized that action (2) does not reduce to form (3) for complexes of the general type.

The problem of the discrete gravity theory is to calculate a finite-dimension integral over dynamic variables with the expI weight. In order to solve the problem of Wilson's doubling, we assume that the Universe has expanded so that fluctuations of the gravity field can be ignored and fluctuations of the fermion field can be taken into account by determining the eigenmodes of the discrete Dirac operator in (2), which are retained in the continuum limit.

In order to solve this problem, the situation has to be idealized in this direction. To this end, below we assume that

$$
\begin{equation*}
\Omega_{i j}=1, \quad\left(e_{i j}^{a}+e_{j k}^{a}+\ldots+e_{l i}^{a}\right)=0 \tag{4}
\end{equation*}
$$

where the sum in parentheses is taken over any closed path composed of 1 -simplices. Equations (4) imply that both the curvature and the torsion are zero. Thus, the geometric realization of complex $\Re$ occurs in a 2D Euclidean plane, and $e_{i j}^{a}$ are the components of a vector in a certain orthogonal basis set in this plane, the beginning and end of this vector occurring at the vertices $a_{i}$ and $a_{j}$, respectively. Note that conditions (4) imply that $\Theta_{i j}^{a}=-\Theta_{j i}^{a}$. In what follows, two vertices bounding the same edge will be called adjacent.

Let us write an equation describing the eigenmodes of a discrete Dirac operator. Consider two fixed adjacent vertices, $a_{i}$ and $a_{j}$, and separate the contribution of action (2) proportional to $\Theta_{i j}^{a}$. Figure 1 shows a part of the complex containing 1 -simplex $a_{i} a_{j}$, where indices $i$, $j, k, l$ refer to vertices and index $A$, indicating triangles, takes the values 1 and 2 . Note that everywhere $s_{i j}^{a}=$ $\varepsilon_{a b} e_{i j}^{b}$, which implies that vector $s_{i j}^{a}$ is obtained by rotating $e_{i j}^{a}$ clockwise through the angle $\pi / 2$. The contribution to the action in question is

$$
\Delta I_{\psi i j}=\frac{1}{3} \Theta_{i j}^{a} S_{i j}^{a}, \quad S_{i j}^{a}=s_{k j}^{a}+s_{j l}^{a} .
$$

Here, vector $S_{i j}^{a}$ can be called the umbrella of vertex $a_{i}$ from the side of adjacent vertex $a_{j}$. The umbrella $S_{i j}^{a}$ is uniquely determined by the adjacent vertices $a_{i}$ and $a_{j}$, and relations (4) show that $S_{i j}^{a}=-S_{j i}^{a}$. Now, let us separate a subcomplex $\mathfrak{a}_{i}$, including all 2-simplices containing vertex $a_{i}$, from the initial complex. This subcomplex will be called the vicinity of vertex $a_{i}$. The vertices belonging to the boundary $\partial \mathfrak{a}_{i}$ will be enumerated so that vertex $a_{j+1}$ follows $a_{j}$ when the boundary $\partial \mathfrak{a}_{i}$ is traversed in the counterclockwise direction; index $j$ is defined as $\bmod n$, where $n$ is the number of vertices in $\partial \mathfrak{a}_{i}$. The fact that index $j$ runs through the vertices in $\partial \mathfrak{a}_{i}$ is indicated by writing $j(i)$. Now, we can readily separate a contribution proportional to the spinor $\bar{\psi}_{i}$ from action (2):

$$
\begin{equation*}
\Delta I_{\bar{\Psi}_{i}}=\frac{1}{3} \sum_{j(i)} \Theta_{i j}^{a} S_{i j}^{a} \tag{5}
\end{equation*}
$$

Using Eqs. (2), (4), and (5), we obtain an equation determining eigenmodes of the discrete Dirac operator for the internal vertices $a_{i}$ :

$$
\begin{equation*}
\frac{\delta \Delta I_{\bar{\Psi}_{i}}}{\partial \bar{\psi}_{i}}=\frac{i}{6} \sum_{j(i)} \hat{S}_{i j} \psi_{j}=\epsilon\left(\frac{1}{3} S_{i}\right) \psi_{i} \tag{6}
\end{equation*}
$$

where $S_{i}$ is the area of the vicinity $\mathfrak{a}_{i}$. The second equation (4) leads to the identity

$$
\begin{equation*}
\sum_{j(i)} \hat{S}_{i j} \equiv 0 \tag{7}
\end{equation*}
$$

Indeed, every vector $s_{j(i), j(i)+1}^{a}$ enters into two and only two umbrellas in the latter sum. Identity (7) implies that Eq. (6) possesses a difference character, whereby the left-hand part of this equation depends only on differences of the type $\psi_{j(i)}-\psi_{k(i)}$.

A system of equations for the eigenmodes acquires a neat form in the complex notation. Let $x_{j}^{a}$ be the Cartesian coordinates of vertex $a_{j}$ and $z_{j}=x_{j}^{1}+i x_{j}^{2}$, the corresponding complex coordinate. Denoting the top and bottom components of the Dirac spinor $\psi$ as $\varphi$ and $\chi$, respectively, we can rewrite Eq. (6) as

$$
\begin{align*}
& -\frac{1}{2} \sum_{j(i)}\left(\bar{z}_{j+1}-\bar{z}_{j-1}\right) \chi_{j}=\epsilon S_{i} \varphi_{i}  \tag{6a}\\
& \frac{1}{2} \sum_{j(i)}\left(z_{j+1}-z_{j-1}\right) \varphi_{j}=\epsilon S_{i} \chi_{i} \tag{6b}
\end{align*}
$$

For the zero mode $(\epsilon=0)$, we obtain

$$
\begin{equation*}
\sum_{j(i)}\left(z_{j+1}-z_{j-1}\right) \varphi_{j}=0 \longleftrightarrow \sum_{j(i)} z_{j}\left(\varphi_{j+1}-\varphi_{j-1}\right)=0 . \tag{8}
\end{equation*}
$$

Below, the difference variables are denoted by $\psi_{i, j} \equiv$ $\psi_{i}-\psi_{j}$.

## 3. LATTICE CONSTRUCTION

We are interested in all zero modes of the discrete Dirac operator obeying zero boundary conditions for the difference variables $\varphi_{k, k^{\prime}}$. The obvious solution $\varphi_{i}=$ const will be called the trivial zero mode.

In order to clear up the situation with zero modes, let us consider a particular example. Assume that $\partial \mathfrak{a}_{i}$ possesses an even number of vertices (such vertices $a_{i}$ will be called even). Then the set of indices $j(i)$ can be divided into two equal groups. The indices in one group will be marked by a prime and those in the other group, by a double prime. When the boundary $\partial \mathfrak{a}_{i}$ is continuously traversed, the vertices with primed and doubly primed indices alternate. In application to this case, Eq. (8) can be written as

$$
\begin{align*}
& {\left[\sum_{j^{\prime}(i)} z_{j^{\prime}}\left(\varphi_{j^{\prime}+1}-\varphi_{j^{\prime}-1}\right)\right] }  \tag{9}\\
+ & {\left[\sum_{j^{\prime \prime}(i)} z_{j^{\prime \prime}}\left(\varphi_{j^{\prime \prime}+1}-\varphi_{j^{\prime \prime}-1}\right)\right]=0 . }
\end{align*}
$$

Now, let us assume that all internal vertices of the complex possess an even number of adjacent vertices, and, in addition, let the set of internal vertices be divided into a finite number of subsets-in this case, three: $\left\{a_{i^{\prime}}\right\},\left\{a_{i^{\prime \prime}}\right\}$, and $\left\{a_{i^{\prime \prime \prime}}\right\}$-such that the system of Eqs. (8) for the zero modes contains only differences of the type $\left(\psi_{j_{1}^{\prime}}-\psi_{j_{2}^{\prime}}\right),\left(\psi_{j_{1}^{\prime \prime}}-\psi_{j_{2}^{\prime \prime}}\right)$, and $\left(\psi_{j_{1}^{\prime \prime \prime}}-\psi_{j_{2}^{\prime \prime \prime}}\right)$. It is important to note that the vertices occupy general positions. The fields $\Psi_{j^{\prime}}, \Psi_{j^{\prime \prime}}$, and $\Psi_{j^{\prime \prime \prime}}$ will be called the branches of zero and near-zero soft modes. In this system, the phenomenon of Wilson's doubling takes place for certain (the boundary effect for $\alpha_{0} \longrightarrow \infty$ can be ignored). Such an example is depicted in Fig. 2, where the vertices representing three subsets are indicated by symbols 0 and ( $\pm$ ). A nontrivial zero mode can be taken, for example, in the form of $\varphi^{0}=c \neq 0, \varphi^{ \pm}=$ $[\exp ( \pm 2 \pi i / 3)] c$. Here, $\varphi^{0}$ and $\varphi^{ \pm}$are values of the field $\varphi$ at the vertices denoted by indexes 0 and ( $\pm$ ), respectively. This nontrivial mode is orthogonal to the trivial one (in terms of the measure $\sum_{i} \bar{\psi}_{i} \psi_{i}$, which is natural for a regular lattice) and, hence, is independent. This example presents a nontrivial zero mode with three branches. ${ }^{1}$
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Let us consider the question of whether there is a lattice on which no nontrivial zero modes can exist. In order to answer this question, it is necessary to study some properties of the solution to system (8), which requires certain special constructions.

For Wilson's doubling to take place, there must be different solutions of system (8). Corresponding to a zero set of variables $\psi_{k, k-2}$ on the boundary $\partial \Omega$. In other words, for zero values of variables $\psi_{k, k-2}$ on $\partial \Re$, system (8) must have nonzero solutions for some variables $\varphi_{i, j}$. As demonstrated below, all difference internal variables $\psi_{k, k}$ turn to zero, according to system (8), for the so-called odd complexes at zero values of variables $\Psi_{k, k-2}$ on the boundary $\partial \Re$.

The fact that the internal variables $\Psi_{j(i), j(i)-2}$ are zero by no means always implies that Wilson's doubling is absent. Indeed, for the lattice depicted in Fig. 2, $\psi_{j_{1}^{\prime}}=$ $\psi_{j_{2}^{\prime}}=\ldots, \psi_{j_{1}^{\prime \prime}}=\psi_{j_{2}^{\prime \prime}}=\ldots, \psi_{j_{1}^{\prime \prime \prime}}=\psi_{j_{2}^{\prime \prime}}=\ldots$, but $\psi_{j^{\prime}} \neq$ $\psi_{j^{\prime \prime}} \neq \psi_{j^{\prime \prime}}$.

Now, let us consider a simplicial complex in which the boundary of each vicinity $\partial \mathfrak{a}_{i}$ contains an odd number of vertices. The properties of such complexes, called odd complexes, are, in a certain sense, opposite to those of the complex depicted in Fig. 2.

Consider an inductive procedure of constructing odd complexes. In the first stage, we may take any complex composed of an odd number of triangles sharing a
vertex which is the only internal vertex. Let us assume that a complex with $M-1$ internal vertices is constructed. Then, we take any vertex $a_{M}$ at the boundary and render this vertex internal by adding new elements to the complex.

Solid lines in Fig. 3 show an old part of the complex with $M-1$ internal vertices, while dashed lines represent the new part added. In Fig. 3a (3b), the boundary vertex $a_{M}$ belonged initially to boundaries of an even (odd) number of 1 -simplexes. Upon additional construction, the lattice in Fig. 3a (3b) acquires an odd (even) number of new vertices and the corresponding number of 1 -simplices. If the external boundary angle at $a_{M}$ in Fig. 3b is sharp, the modification may consist in adding a single 1 -simplex with the boundary vertices $a_{k(M)-1}$ and $a_{k(M)+2}$; as a result, the number of boundary vertices decreases by one.

Below, the consideration will be restricted to complexes constructed using this inductive scheme. Note that the property of oddness is not a necessary condition.

A difference variable $\varphi_{k, i}$ will be referred to as the regular internal variable, provided that $a_{k} \in \partial \overparen{R}, a_{i} \notin$ $\partial \Upsilon$. A set of regular internal variables $\left\{\varphi_{k_{i} i}\right\}_{M}, i=$ $1, \ldots, M$ ( $M$ is the number of internal vertices) represents an independent regular set of internal variables, provided that all internal vertices $a_{i}$ are pairwise distinct. In what follows, the term "regular" is omitted. The other $L-1$ independent variables ( $L$ being the number of vertices on $\partial \Re]$ ) will represent the independent difference variables $\left\{\varphi_{k_{\alpha} k_{\alpha}}\right\}, a_{k_{\alpha}}, a_{k_{\alpha}^{\prime}} \in \partial \Omega$.

Consider a system of $M$ equations (8) for a complex with $M$ internal and $L$ boundary vertices in $(M+L-1)$ independent variables $\left\{\varphi_{k_{i} i}\right\}_{M}$ and $\left\{\varphi_{k_{\alpha} k_{\alpha}}\right\}$ :

$$
\begin{gather*}
\sum_{j=1}^{M} X_{i, j} \varphi_{k_{j}, j}+\sum_{\alpha=1}^{L-1} Y_{i, \alpha} \varphi_{k_{\alpha} k_{\alpha}^{\prime}}=0,  \tag{10}\\
i=1, \ldots, M,
\end{gather*}
$$

where the coefficients $X_{i, j}$ and $Y_{i, \alpha}$ are linear combinations of the variables $z_{i}$.

Statement 1. The $M \times M$ matrix $\left\|X_{i, j}\right\|$ with even $M$ is nondegenerate.

Proof. Consider a complex with $M=2$. For example, this can be a subcomplex of a complex depicted in Fig. 4, composed of the triangles with numbers from 1 to 8 . The internal variables are the differences $\left\{\varphi_{10,1}\right.$, $\left.\varphi_{7,2}\right\}$, while the boundary variables are represented by the differences $\left\{\varphi_{8,3}, \varphi_{9,7}, \varphi_{10,8}, \varphi_{11,9}, \varphi_{8,7}\right\}$. Then, the
system of two equations (10) for two vertices $a_{1}$ and $a_{2}$ yields the matrix $\left(z_{i, j}=z_{i}-z_{j}\right)$

$$
\left\|X_{i, j}\right\|=\left(\begin{array}{cc}
0 & -z_{9,3} \\
z_{9,3} & 0
\end{array}\right)
$$

with $\operatorname{det} X_{i, j}=z_{9,3}^{2} \neq 0$.
Now consider a complex with $M=4$, representing a subcomplex of the complex in Fig. 4, composed of the triangles with numbers from 1 to 13 . The internal and boundary difference variables are as follows: $\left\{\varphi_{10,1}\right.$, $\left.\varphi_{7,2}, \varphi_{8,3}, \varphi_{7,4}\right\}$ and $\left\{\varphi_{8,6}, \varphi_{9,7}, \varphi_{10,8}, \varphi_{11,9}, \varphi_{10,5}\right.$, $\left.\varphi_{11,6}\right\}$, respectively. In this case, the system of four equations (10) for four vertices $a_{1}-a_{4}$ yields the matrix

$$
\left\|X_{i j}\right\|=\left(\begin{array}{cccc}
0 & -z_{9,3} & z_{7,2} & 0 \\
z_{9,3} & 0 & -z_{11,1} & 0 \\
-z_{7,2} & z_{11,1} & 0 & -z_{11,7} \\
0 & 0 & z_{11,7} & 0
\end{array}\right)
$$

with $\operatorname{det} X_{i, j}=z_{9,3}^{2} z_{11,7}^{2} \neq 0$. Assuming that the statement is proved for an even number $M-2$, let us check its validity for a complex with $M$ internal variables.

Consider the case of reconstruction of the complex depicted in Fig. 4, whereby vertices $a_{5}$ and $a_{6}$ are sequentially rendered internal by adding triangles with numbers $14-16$ and then 17 and 18 . We may assume that vertices $a_{5}$ and $a_{6}$ are identified with $a_{M-1}$ and $a_{M}$. Let the numbers of equations in the new system (10) correspond to the numbers of internal vertices. The old boundary variables of type $\varphi_{k_{1}, M-1}$ and $\varphi_{k_{2}, M}$, which have became internal in the modified complex, can be expressed through the new internal variables $\varphi_{k(M-1), M-1}$ and $\varphi_{k(M), M}$ and the new boundary variables. Thus, on the passage from a complex with $M-2$ internal vertices to the complex with $M$ internal vertices in the new system of equations (10), only the $(M-2)$ th equation contains nonzero coefficients $X_{M-2, M-1}$ and $X_{M-2, M}$. It is important to note that the other coefficients $X_{i, j}(i, j=$ $1, \ldots,(M-2)$ ) remain unchanged. On the other hand, in the $(M-1)$ th and $M$ th equations (see Fig. 4),

$$
X_{M-1, j}=0, \quad X_{M, j}=0, \quad j=1,2, \ldots,(M-3)
$$

Let us consider a linear combination of the two last rows in matrix $X_{i, j}$ :

$$
Y_{j}=c_{M-1} X_{M-1, j}+c_{M} X_{M, j}, \quad c_{M-1}^{2}+c_{M}^{2}>0
$$

Since vertices $a_{M-1}$ and $a_{M}$ are adjacent, it can be readily checked that $\left(Y_{M-1}^{2}+Y_{M}^{2}\right)>0$. Assume that

$$
\begin{equation*}
Y_{j}=\sum_{i=1}^{M-2} c_{i} X_{i, j}, \quad 1 \leq j \leq M \tag{11}
\end{equation*}
$$
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where $c_{i}$ are certain coefficients. There are two possibilities:
(i) $Y_{j}=0,1 \leq j \leq(M-2)$. Then, by virtue of the inductive assumption and conservation of the matrix $X_{i, j}, 1 \leq i, j \leq(M-2)$ on the transition $(M-2) \longrightarrow M$, the equality (11) for $1 \leq j \leq(M-2)$ requires that $c_{1}=\ldots=c_{M-2}=0$. However, in that case condition (11) is not satisfied for $j=(M-1)$ and $M$.
(ii) $Y_{M-2} \neq 0$. In this case, as can be seen from Fig. $4, c_{M-3} \neq 0$ and, hence, $c_{M-4} \neq 0$. This indicates a contradictory character of (11). Indeed, $Y_{j}=0$ for $j=$ $1, \ldots, M-4$, while the corresponding terms in the righthand part of (11) can be equal to zero only provided that $c_{1}=\ldots=c_{M-4}=0$.

Thus, equality (11) cannot be satisfied and, hence, the above statement is valid in the case depicted in Fig. 4.

In all other cases, the statement is proved similarly. In the course of inductive consideration, it is only important that the vertices $a_{M-1}$ and $a_{M}$ be adjacent.

In the case of complexes with an odd number of internal vertices, the statement is incorrect in terms of the variables employed. However, upon insignificant modification of these variables, an analogous statement can be formulated and proved. This will be done in a more extended publication.

At this stage, we should formulate a clearer criterion of the presence of Wilson's doubling. Let us assume that the number $M$ of independent internal variables in system (10) and the corresponding number of independent boundary variables can be selected so that the total number of independent variables is smaller than $M+L-1$. Then, the vanishing of boundary variables in system (10) does not imply that all the differ-
ence variables $\varphi_{i, j}$ for the internal vertices $a_{i}$ and $a_{j}$ vanish. In this case, Wilson's doubling take place. This criterion is applicable to a part of the complex as well. For example, for the part of the complex restricted to 2 internal and 8 boundary vertices in Fig. 2 (enumerated 1 to 10), the system of two Eqs. (10) contains only 7 independent difference variables: 2 internal ( $\varphi_{1,7}$ and $\left.\varphi_{2,3}\right)$ and 5 boundary $\left(\varphi_{5,3}, \varphi_{9,7}, \varphi_{4,6}, \varphi_{10,6}, \varphi_{8,6}\right)$. The total number of independent difference variables in this subcomplex is 9 . Owing to system (10), the vanishing of the aforementioned 5 boundary variables implies the vanishing of internal variables $\varphi_{1,7}$ and $\varphi_{2,3}$, but not of $\varphi_{1,2}$, which, according to our criterion, is evidence of Wilson's doubling. For an arbitrarily large subcomplex of the complex depicted in Fig. 2, the result is the same.

It can be readily seen that, in an odd lattice, the system of Eqs. (10) necessarily contains all $M+L-1$ independent difference variables. This follows from the identity

$$
\begin{equation*}
\varphi_{j(i)+1, j(i)} \equiv \sum_{0 \leq k \leq(n-1) / 2} \varphi_{j(i)+2 k+2, j(i)+2 k}, \tag{12}
\end{equation*}
$$

where $n$ is the (odd) number vertices on the boundary $\partial \mathfrak{a}_{i}$. Equation (12) shows that any difference variables can be expressed through the difference variables entering into system of Eqs. (8). Therefore, the vanishing of all boundary variables in system (10) implies the vanishing of all variables $\varphi_{i, j}$.

This result can be alternatively formulated as follows. Let us consider a system of Eqs. (8) for finite subcomplexes of an odd complex with $M$ internal vertices. Let vertex $a_{i}$ and at least one of the vertices $a_{j(i)}$ and $a_{j(i)-2}$ be internal. For the odd complex, there exist $M$ independent variables of type $\varphi_{j(i), j(i)-2}$, entering into system (8), through which all the difference variables of type $\varphi_{i, j}$ can be expressed, with the minor determinant of these variables being nonzero. Indeed, in an odd complex, the transition from an independent system of regular internal variables to an independent system of variables of type $\varphi_{j(i), j(i)-2}$ reduces to a linear nondegenerate transformation of variables. ${ }^{2}$ Therefore, as $M \longrightarrow \infty$, the minors of all independent sets of variables $\left\{\varphi_{j(i), j(i)-2}\right\}$, through which all the difference variables of type $\varphi_{i, j}$ are expressed in the finite part of the complex, are nonzero. Thus, we arrive at an important result:

Statement 2. Wilson's doubling does not take place on odd complexes.

## 4. ANOTHER APPROACH

Let us consider an interesting qualitative reasoning in favor of the absence of Wilson's doubling on the amorphous lattice considered above.

[^1]Assume that the field $\psi_{i}$ varies very slowly on the passage to neighboring sites, so that the field $\psi_{i}$ can be considered as a sufficiently smooth function of coordinates $z$. Then,

$$
\psi_{j}=\psi_{i}+\left(z_{j}-z_{i}\right) \partial_{z} \psi_{i}+\left(\bar{z}_{j}-\bar{z}_{i}\right) \partial_{\bar{z}} \psi_{i}+\ldots
$$

where (..) stands for the contribution of higher derivatives of the field $\psi$. Taking into account the relations

$$
\begin{gather*}
\sum_{j(i)}\left(z_{j+1}-z_{j-1}\right) z_{j}=0  \tag{13}\\
\sum_{j(i)}\left(z_{j+1}-z_{j-1}\right) \bar{z}_{j}=4 i S_{i}
\end{gather*}
$$

Eqs. (6) or (6a) and (6b) for the eigenmode can be written as

$$
\begin{equation*}
i \gamma^{a} \partial_{a} \psi+\alpha_{b c}^{a}(z, \bar{z}) \gamma^{a} \partial_{b} \partial_{c} \psi+\ldots=\epsilon \psi \tag{14}
\end{equation*}
$$

where (...) stands for the contribution of the third and higher derivatives of the field $\psi$. The quantities $\alpha_{b c}^{a}(z, \bar{z})$ are random functions depending on the arrangement of lattice sites. It should be emphasized that Eq. (14) is valid for the long-wave soft modes "growing" above the trivial zero mode.

An analogous equation for the soft modes "growing" above the nontrivial zero modes (if such exist) appears as

$$
\begin{equation*}
i \sum_{\xi=', \cdots, \ldots} \alpha_{b}^{a(\xi)}(z, \bar{z}) \gamma^{a} \partial_{b} \psi^{(\xi)}\left(a_{i}\right)+\ldots=\epsilon \psi\left(a_{i}\right) \tag{15}
\end{equation*}
$$

where (...) stands for the contribution of the second and higher derivatives of the field $\psi$, and the quantities $\left.a_{b}^{a,(', ~, ~, ~}{ }^{\prime}\right)(z, \bar{z})$ are random functions depending on the arrangement of lattice sites, for which $\sum_{\xi={ }^{\prime}, ", \ldots} \alpha_{b}^{a(\xi)}(z, \bar{z})=\delta_{b}^{a}$. Thus, the random factor in Eq. (15) is always on the order of unity. The form of this equation is related to the fact that separate sums with respect to the primed, double-primed, etc., vertices obey the conditions (cf. Eq. (13)) $\sum_{j^{\prime}(i)}\left(z_{j^{\prime}+1}-z_{j^{\prime}-1}\right) z_{j^{\prime}} \neq 0$ and to the fact that the sums $\sum_{j^{\prime}(i)}\left(z_{j^{\prime}+1}-z_{j^{\prime}-1}\right) \bar{z}_{j^{\prime}}$ are not proportional to the area $S_{i}$.

Based on the theory of wave propagation in disordered media, we may conclude (see, e.g. [9]) that the solutions to Eq. (15) are qualitatively different from plane waves. On the contrary, the contribution of higher derivatives to the solution of Eq. (14) in the long-wave limit decreases. We may ascertain that long-wave soft modes are "growing" above the trivial zero modes. No such conclusion can be derived for the nontrivial zero modes if $\partial_{a} \psi^{(1)} \neq \partial_{a} \psi^{(1)} \neq \ldots$. In this case, according to Eqs. (14) and (15), the properties of soft modes "grow-
ing" above the trivial and nontrivial zero modes are qualitatively different, which excludes Wilson's doubling.

Thus, the physically acceptable soft modes "growing" above nontrivial zero modes can exist only provided that $\partial_{a} \psi^{(1)}=\partial_{a} \psi^{(1)}=\ldots$ and that each of the branches $\psi^{(1)}, \psi^{(1)}, \ldots$ satisfies equations of type (14). Since $\left(\psi^{(1)}-\psi^{(1)}\right)=$ const $\neq 0$, a solution satisfying Eq. (6) leads to the limitation of the entire $2(M+L)$ dimensional space of variables $\left\{z_{i}\right\}$ to a $2(M+L-N+$ $s-1$ )-dimensional subspace, where $N$ is the number of internal odd vertices of the complex and $s$ is the number of branches of the nontrivial zero mode. Indeed, the corresponding branches of the nontrivial zero mode obey the conditions $\varphi^{\prime}=c^{\prime}, \varphi^{\prime \prime}=c^{\prime \prime}$, etc. Then each internal odd vertex $a_{i}(i=1, \ldots, N)$ yields an equation of the type

$$
\begin{equation*}
c^{\prime} \sum_{j^{\prime}(i)} z_{j^{\prime}+1, j^{\prime}-1}+c^{\prime \prime} \sum_{j^{\prime \prime}(i)} z_{j^{\prime \prime}+1, j^{\prime \prime}-1}=0 . \tag{16}
\end{equation*}
$$

Excluding a finite (equal to $s$ ) number of constants $c^{\prime}$, $c^{\prime \prime}$, ... from system (16), we obtain additionally $N-s+1$ equations connecting variables $z_{i, f}$, which accounts for the limitation of the entire space of variables $\left\{z_{i}\right\} .{ }^{3}$ In the initial statistical sum, this subspace is of measure zero and, hence, nontrivial zero modes are insignificant. Thus, we arrive again at the same conclusion that Wilson's doubling is impossible on odd amorphous lattices.

## 5. CONCLUSION

Now, we can formulate the conclusion that, in the model under consideration, all bilinear forms with

[^2]respect to the fermion field in the long-wave limit contain a single component. More precisely, this means the possibility of introducing a single Weyl field, with the the single Weyl field (rather than the Dirac field) remaining in the continuous limit. This can be achieved with the aid of the well-known projection operators. For example, in separating the $\varphi$ component of the Dirac field in action (2), we should make substitutions $\bar{\psi} \longrightarrow \bar{\psi}\left[1 / 2\left(1+\gamma^{5}\right)\right], \psi \longrightarrow\left[1 / 2\left(1-\gamma^{5}\right)\right] \psi$.
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#### Abstract

A novel method for rectifying alternating magnetic fields is demonstrated using fluxons in semicircular Josephson junctions. An external magnetic field applied parallel to the dielectric barrier of the semicircular junction has opposite polarities at the ends of the junction and supports penetration of opposite polarity fluxons into the junction in the presence of a constant dc bias. When the direction of the field is reversed, flux penetration is not possible and a flux-free state exists in the junction. Thus, effective rectification of an alternating magnetic field can be achieved in semicircular Josephson junctions. This unique phenomenon is specific to this geometry and can be employed in rf SQUID magnetometers. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 85.25.Cp; 74.50.+r

Two superconductors separated by a thin oxide layer are called a Josephson junction (JJ), which allows the superconducting Cooper pairs to tunnel through the barrier [1]. Long JJs offer the possibility of studying solitons that account for the magnetic-flux quanta (fluxons) moving along the tunnel barrier [2]. A fluxon is basically a quantum of magnetic field which can be used for the transmission of information or can be an object based on which certain Josephson devices such as flux-flow oscillators [3], voltage rectifiers [4], logic gates [5], etc. can be implemented. Fluxons can be trapped in the junction either during the normal-superconducting transition or by applying an external magnetic field to the junction. In the superconducting state, only fluxons or antifluxons can exist in the junction [6], and they are driven by the Lorentz force associated with a dc current. Different geometries are proposed for JJ to study the fluxon dynamics, and, among them, annular geometries offer the advantage of reflectionless motion of fluxons and are extensively studied both theoretically and experimentally [7]. In the absence of an external magnetic field, trapped fluxons cannot escape from a linear junction, and they make successive reflections at the edges of the junction [8]. Progressive fluxon motion in JJ is associated with a dc voltage which can be detected across the junction.

Josephson junctions are the best transducers that can convert magnetic energy into electrical energy. They are widely used in SQUID magnetometers [9], SIS mixers [10], and in voltage standard applications [11]. Recently, fluxon-based voltage rectifiers [4, 12] have attracted much attention due to the fact that they can find important applications in Josephson digital devices

[^3][13]. Various geometries and external conditions are investigated towards this end [14]. The influence of an artificially created ratchet potential on fluxon dynamics in nonuniform JJ has been studied, and voltage rectification properties of these JJs are demonstrated in recent papers [15]. The net unidirectional motion exhibited by a particle in a ratchet potential is the key factor which is employed in rectifying bias currents. However, the working of all these voltage rectifiers critically depend on the ratchet potential and we cannot expect stable performance from these devices, because ratchet potentials are highly sensitive to external perturbations. Amplitude ranges of rectification are limited in these devices, and the rectified output in these devices does not have a linear relationship with the input. In all these works, rectification properties are studied using alternating bias currents, and effective ways of rectifying alternating magnetic fields are not discussed.

In this letter, we demonstrate a novel method to construct fluxon-based diodes for rectifying harmonically oscillating magnetic fields. Investigations on a dc biased semicircular JJ placed in an alternating magnetic field applied parallel to the plane of the dielectric barrier shows that the junction supports flux flow only in alternate half cycles of the field. The fluxes linked to the edges of the junction have opposite polarities and support the penetration of fluxons and antifluxons simultaneously from the opposite ends of the junction under a constant dc bias. When the direction of the field is reversed, flux penetration is not possible and a flux-free state exists in the junction. Thus, with this geometry, effective rectification of oscillating fields can be achieved. This is a unique phenomenon associated with semicircular junctions. In this letter, we first formulate the model equations corresponding to the proposed


Fig. 1. A sketch of the semicircular JJ with the applied field $b \sin (\omega t)$ parallel to the plane of the dielectric barrier of uniform thickness (not drawn to scale).
junction with an applied alternating magnetic field and study the behavior of the junction in static fields and then in time-varying fields to demonstrate rectification properties.

Theoretical model. A JJ with a semicircular geometry is considered with an external harmonically varying magnetic field applied parallel to the dielectric barrier of uniform thickness (see Fig. 1). The external field is applied in such a way that it is directed radially at the left end $(x=0)$ of the junction. The field interacts with the interior as well as through the boundaries of the junction, and the flux linked to the junction can be expressed as $d \varphi(x)=\varepsilon(\bar{H}(t) \cdot \bar{n})=\varepsilon H \sin (\omega t) \cos (k x) d x$ [16], where $H$ is the strength of the applied magnetic field, $\bar{n}$ is the unit vector normal to the junction plane, $\varepsilon$ is the coupling factor which links the external field to the junction, $k=\pi / l$ is the geometrical constant defining the magnetic field inside the semicircular junction, the spatial coordinate $x$ is normalized to $\lambda_{J}$ (Josephson penetration depth), and $l\left(>\lambda_{J}\right)$ is the normalized length of the junction. The time $t$ is normalized to the inverse plasma frequency, $\omega_{0}=\tilde{c} / \lambda_{J}, \tilde{c}$ is the maximum velocity of the electromagnetic waves in the junction, and $\omega$ is the normalized frequency of the oscillating field. Therefore, the field-induced current in the junction is $d \varphi(x) / d x=\varepsilon H \sin (\omega t) \cos (k x)$. This current term gives a net zero value over the length of the junction and, therefore, circulates in closed form across the junction. Thus, the effect of an external field in the junction is to induce spatially varying currents. Thus, a semicircular JJ under a time-varying magnetic field with a dc bias is modeled with the general perturbed sine-Gordon (SG) partial differential equation [16, 17]

$$
\begin{equation*}
\varphi_{t t}-\varphi_{x x}+\sin \varphi=-\alpha \varphi_{t}+b \sin (\omega t) \sin (k x)-\gamma \tag{1}
\end{equation*}
$$

where $\varphi(x, t)$ is the superconducting phase difference between the electrodes of the junction, $\alpha$ is the dissipation parameter due to the quasiparticle current, $b=\varepsilon H k$, and $\gamma$ is the normalized amplitude of the dc bias. The boundary conditions of the junction can be obtained from the induced current term $d \varphi(x) / d x=$ $\varepsilon H \sin (\omega t) \cos (k x)$ as

$$
\begin{equation*}
\varphi_{x}(0, t)=\frac{b}{k} \sin (\omega t) ; \quad \varphi_{x}(l, t)=-\frac{b}{k} \sin (\omega t) . \tag{2}
\end{equation*}
$$

These boundary conditions are consistent with the fact that the effective field linked to the junction has opposite polarities at the ends. For sufficiently higher positive values of $\gamma$ in Eq. (1), fluxons can enter the junction from $x=0$, and antifluxons can enter the junction from $x=l$ (right end) and can move in opposite directions. The propagation of the fluxons in one direction and antifluxons in the opposite direction produce a nonzero voltage across the junction. As the boundary conditions are not reflective, after a transitory motion, fluxons and antifluxons exit from the junction. When the direction of the field is reversed, fluxon (or antifluxon) penetration becomes impossible, and a flux-free state exists in the junction.

Equation (1) with boundary conditions [Eq. (2)] represents a semicircular JJ in an alternating magnetic field. In the absence of perturbations ( $\alpha=b=\gamma=0$ ), Eq. (1) becomes the SG equation, which is a conservative nonlinear dispersive wave equation that supports special solutions called solitons. A SG soliton is a localized wave with particle-like properties and analytically described by the formula [17]

$$
\begin{equation*}
\varphi(x, t)=4 \tan ^{-1}\left[\exp \left\{\frac{\sigma\left(x-x_{0}\right)}{\sqrt{1-u^{2}}}\right\}\right] \tag{3}
\end{equation*}
$$

where $x_{0}=u t+x_{0}^{\prime}$ is the location of the soliton, with $u$ being the velocity of the soliton, and $x_{0}^{\prime}$ as the initial location center; $\sigma= \pm 1$ is the polarity of the soliton. A long JJ could support the resonant propagation of fluxons trapped in the junction, the fluxon being a $2 \pi$ jump in the phase difference $\varphi$ across the insulating barrier separating the two superconductors. There are two possible orientations for the flux. A flux quantum with $\sigma=+1$ is called fluxon and that with $\sigma=-1$ is called antifluxon. A moving fluxon is accompanied by a voltage pulse $\varphi_{t}$, which can be detected across the junction.

To get some information on the fluxon dynamics, we first determine the potential induced by the external field inside the junction and then find the energy change associated with a moving fluxon in the junction. The Lagrangian density of Eq. (1) with $\alpha=\gamma=0$ is

## L

$=\left\{\frac{\varphi_{t}^{2}}{2}-\frac{1}{2}\left(\varphi_{x}-\frac{b}{k} \sin (\omega t) \cos (k x)\right)^{2}-(1-\cos \varphi)\right\}$.
Therefore, the corresponding potential energy density is (second term of the above equation)

$$
\begin{align*}
\mathbf{U}_{x, t}= & \frac{1}{2}\left\{\varphi_{x}^{2}-\frac{2 b}{k} \sin (\omega t) \cos (k x) \varphi_{x}\right. \\
& \left.+\left(\frac{b}{k} \sin (\omega t) \cos (k x)\right)^{2}\right\} \tag{5}
\end{align*}
$$

The first term is independent of the applied field, and the third term is independent of the flux motion in the junction. Therefore, the change in the potential due to the combined effect of applied field and flux motion in the junction can be determined from the second term as

$$
\begin{equation*}
U(x, t)=-\frac{b}{k} \int_{-\infty}^{+\infty} \varphi_{x} \sin (\omega t) \cos (k x) d x \tag{6}
\end{equation*}
$$

Substituting Eq. (3) in (6) and integrating, we get
$U\left(x_{0}, t\right)=-2 b l \operatorname{sech}\left(\frac{\pi^{2}}{2 l} \sqrt{1-u^{2}}\right) \sin (\omega t) \cos \left(k x_{0}\right)$.
For long junctions and relativistic velocities, $u \sim 1$, Eq. (7) becomes

$$
\begin{equation*}
U\left(x_{0}, t\right)=-C \sin (\omega t) \cos \left(k x_{0}\right), \tag{8}
\end{equation*}
$$

where $C=2 b l$ is a constant. Equation (8) shows that the potential is oscillating at the frequency of the applied field. This oscillating potential controls the flux flow inside the junction and helps in the rectification of the field.

The energy of the unperturbed SG system is

$$
\begin{equation*}
H^{S G}=\int_{0}^{l}\left[\frac{1}{2}\left(\varphi_{t}^{2}+\varphi_{x}^{2}\right)+1-\cos \varphi\right] d x \tag{9}
\end{equation*}
$$

Perturbational parameters modulate the soliton velocity and may cause energy dissipation. The rate of dissipation is calculated by computing

$$
\begin{gather*}
\frac{d}{d t}\left(H^{P}\right)=\left[\varphi_{x} \varphi_{t}\right]_{0}^{l} \\
+\int_{0}^{l}\left[-\alpha \varphi_{t}^{2}+(b \sin (\omega t) \sin (k x)-\gamma) \varphi_{t}\right] d x \tag{10}
\end{gather*}
$$

where the first term on the right-hand side accounts for the boundary conditions. From Eq. (3), we get $\varphi_{t}=$ $-u \varphi_{x}$, and from Eq. (2) we get $\varphi_{x}^{2}(0, t)=\varphi_{x}^{2}(l, t)$ (symmetric boundary conditions). Substituting these expressions, we find that the first term in the right-hand side of the above equation vanishes; i.e., a symmetric boundary condition does not change the average energy of a fluxon. Inserting Eq. (3) in Eqs. (9) and (10) and following perturbative analysis [17], we get

$$
\begin{gather*}
\left(1-u^{2}\right)^{-3 / 2} \frac{d u}{d t}=-\alpha \frac{u}{\sqrt{1-u^{2}}}  \tag{11}\\
-\frac{\pi}{4}\left\{b \operatorname{sech}\left[\frac{\pi^{2} \sqrt{1-u^{2}}}{2 l}\right] \sin (\omega t) \sin \left(k x_{0}\right)-\gamma\right\} .
\end{gather*}
$$

This expression describes the effect of perturbations on the fluxon velocity. In the above equation, the first term in the right-hand side represents the energy dissipation due to the internal damping, the second term accounts
for the energy change associated with the external field, and the third term represents the input power from the bias current.

The effects of a dc current on the fluxon dynamics in the presence of an external field is studied using Eq. (11). The zero-voltage state exists in the junction (flux-free state) when the dc bias is below its threshold value. By varying the soliton position $x_{0}$, we find from Eq. (11) the largest possible bias current of the zerovoltage state $(u=0)$ to be [18]

$$
\begin{equation*}
\gamma_{1}=b \operatorname{sech}\left(\pi^{2} / 2 l\right) \tag{12}
\end{equation*}
$$

This is the threshold value of the applied bias, below which the flux propagation is impossible in the junction. This threshold value depends on the magnetic field and is directly proportional to the field.

Numerical methods. To solve Eq. (1) with boundary conditions given by Eq. (2), we use an explicit method treating $\varphi_{x x}$ using a five-point, $\varphi_{t t}$ with a threepoint, and $\varphi_{t}$ with a two-point finite-difference method. A time step of 0.0125 and a space step of 0.025 are used for the discretization. Details of the simulation can be found in [18]. After the simulation of the phase dynamics for a transient time, we calculate the average voltage $V$ at the load over a period of the field $T$ as

$$
\langle V\rangle=\frac{1}{T} \int_{0}^{T} \varphi_{t}(l) d t=\frac{\varphi(T)-\varphi(0)}{T} .
$$

The average velocity attained by the fluxons during the transit can be calculated from the average voltage using the relation $\langle u\rangle=(l / 2 \pi)\langle V\rangle=(l / 2 \pi)\left\langle\varphi_{t}\right\rangle$. Thus, the mean voltage in the junction is proportional to the average velocity of the fluxons. Voltage rectification can be clearly demonstrated using the time-domain snapshots of the instantaneous voltages, $v(t)=\varphi_{t}(l, t)$, in the junction. These voltage pulses are measured at intervals of $t=4$ time units, and, to get smooth curves, we additionally averaged the pulses in those intervals. The time period of the ac signals is taken much larger than the typical response time of the system. In the following simulations, we assumed the dissipation parameter $\alpha=0.1$.

Properties of the junction under a static field. It is important in practical applications to know the behavior of the junction under a static magnetic field, especially the dependence of critical current $\left(I_{c}\right)$ on the applied field $(H)$ [19]. In weak static magnetic fields, long JJs behave like weak superconductors and show the Meissner effect. In this regime, the critical current decreases linearly with the external field. This behavior exists up to a critical field $H_{c}$. At this critical field, magnetic flux in the form of fluxons overcomes the edge barrier effects and can penetrate the junction [20]. For long JJs, the first critical field is $H_{c}=\Phi_{0} / \pi \Lambda \lambda_{J}$, where $\Lambda$ is the effective magnetic thickness of the junction and $\Phi_{0}=h / 2 e=2.064 \times 10^{-15} \mathrm{~Wb}$ is the flux quantum. The


Fig. 2. Normalized critical current $\left(I_{c} / I_{0}\right)$ vs. static magnetic field $\left(H / H_{c}\right)$ of a $(\bullet)$ semicircular JJ and ( $(0)$ rectangular JJ.


Fig. 3. Applied dc bias $\gamma$ vs. average normalized velocity $\langle u\rangle=-(l / 2 \pi)\left\langle\varphi_{t}\right\rangle$ of a semicircular junction with $l=20$ for the static field $b=(\square)+0.15$ and $(\Delta)-0.15$.


Fig. 4. Applied dc bias $\gamma$ vs. average normalized velocity $\langle u\rangle$ for different values of the applied rf field. The parameters are $l=10$ and $\omega=0.1$. The applied field strength increases from the top to the bottom curve from 0.50 to 1.50 in steps 0.1 .
dependence of $I_{c}$ (normalized to the maximum Josephson current $I_{0}$ ) on a static magnetic field $\left(H / H_{c}\right)$ applied to a semicircular JJ with $l=10$ is shown in Fig. 2 (solid circles). For comparison, the critical current vs. mag-
netic field pattern of a standard rectangular JJ is presented (open circles). In positive magnetic fields, the $I_{c}(H)$ pattern in semicircular JJ shows that static fluxons can exist in the junction and a minimum critical current is required to induce flux motion in the junction. In negative fields, the junction behaves differently; the critical current pattern is displaced and indicates that higher critical currents are required to induce flux motion in the junction.

In the absence of an external field $(b=0)$, the fluxon dynamics in semicircular JJ is the same as in any ordinary rectangular junction. When an external static magnetic field is applied, due to the opposite polarities of the flux linked to the ends of the junction, the oppositepolarity fluxons can enter the junction from the ends in a properly biased state. In the junction, fluxons and antifluxons move in opposite directions under the influence of the dc bias. When they reach the junction ends after a transit, they exit from the junction due to the nonreflecting boundary conditions. When the direction of the external field is reversed, fluxon penetration is possible due to the repulsive Lorentz force of the dc bias, and zero voltage corresponding to the flux-free state exists in the junction. This typical characteristic demonstrates that the semicircular junctions offer the advantage of rectifying alternating magnetic fields. The rectification property of the junction can be observed from Fig. 3, where we plot the IVC of a semicircular junction of length $l=20$ with a static magnetic field of strength $b=+0.15$ (squares) and -0.15 (triangles). To get these plots, we calculate the average voltage for a current $\gamma$, then the current $\gamma$ is increased in steps $\delta \gamma=$ 0.01 to calculate the voltage at the next point of the IVC. We use the distribution of phases and their derivatives achieved in the previous point of the IVC as the initial distribution for the following point. For positive values of $b$, flux propagation is possible, and we get finite average voltage across the junction. In this regime, the junction behaves as a forward-biased diode. At small positive bias values, a fluxon-antifluxon pair is found to take part in dynamics and the dynamics of this pair gives an average velocity $\langle u\rangle \simeq 2$. The pair executes stable dynamics in a range of bias values. At higher values of the bias, a large number of fluxons enter the junction, resulting in a switch to high-voltage states. For negative values of $b$, the flux penetration and propagation is impossible and a zero-voltage state exists in the junction, which is equivalent to the reversebiased state of a diode.

IVC in rf fields. An oscillating magnetic field is applied parallel to the dielectric barrier of the junction with a constant dc bias. In the positive half cycles of the applied field, flux penetration and propagation is possible and finite voltages are observed across the junction. In the negative half cycles of the field, fluxons (or antifluxons) cannot enter the junction due to the repulsive Lorentz force, and a zero voltage exists in the junction. Simulations are started with $\varphi=0$ on a junction of $l=$ 10. Figure 4 shows the IVC of the junction for different
values of oscillating field amplitudes and at a constant frequency ( $\omega=0.1$ ). In the figure, the applied magnetic field increases from the top to the bottom curve in the range from 0.50 to 1.50 with steps 0.1 . At lower magnetic fields, critical currents for fluxon penetration are large and the critical current gradually decreases on increasing the field strength.

Rectification of alternating fields. To demonstrate the rectification properties of the junction, we show a series of plots showing the time-domain snapshots of voltage pulse shapes $\mathrm{v}(t)$ as a function of time $t$. The field magnitude should be sufficiently large to introduce fluxons into the junction. At small magnetic fields, fluxons cannot enter the junction and zero voltage exists. For sufficiently higher amplitudes (e.g., $b=1.0$ ), fluxon penetration is possible in the positive half cycles, and we get a finite voltage in the junction (see Fig. 5). The rectification takes place in the following way. In the first half (positive part) of the alternating field, fluxons enter from the left end and antifluxons enter from the right end, and they move in opposite directions under the influence of the dc bias. The fluxon motion in opposite directions produces a finite voltage across the junction. During the second half (negative part) of the magnetic field, antifluxon (or fluxon) penetration is impossible due to the repulsive Lorentz force, and a zero voltage (flux-free state) exists in the junction. Thus, effective rectification of the field can be achieved in semicircular Josephson junctions. The number of fluxons involved in the dynamics (and, therefore, the output voltage) can be controlled by controlling the magnetic field strength.

In Fig. 6, we plot the average velocity (averaged over the field period) as a function of the field magnitude for different lengths of the junctions. A constant dc bias is applied to the junction in order to maintain flux motion in the alternate half cycles. In the figure, the average voltage increases from zero and then increases linearly at higher values of the external field. Thus this device gives output that is linearly proportional to the input.

By reversing the dc bias (i.e., $\gamma$ to $-\gamma$ ), the positive part of the alternating field can be suppressed. In this case, fluxons cannot enter the junction during positive half cycles of the field due to the repulsive Lorentz force, while flux penetration and propagation are possible in the negative half cycles. In Fig. 7, we show rectification in a junction with $l=20$ and $\gamma=-0.5$. Thus, by choosing the appropriate dc bias, either the positive part or the negative part of the alternating field can be rectified.

In conclusion, this letter contains theoretical predictions of the rectification of harmonically oscillating rf fields using fluxons in semicircular JJs. This device may find important applications in submillimeter radio wave astronomy, SQUID magnetometers, SIS mixers, etc. The main advantages of the proposed diode are that (i) it is very simple to produce, (ii) the output of the


Fig. 5. Rectification of an rf field with $\gamma=0.5$ on a junction of $l=10$. (a) Applied field of amplitude $b=1.0$ and frequency $\omega=0.05$. (b) Output pulse form $v(t)$ as a function of time $t$.


Fig. 6. Magnetic-field amplitude $b$ vs. average velocity $\langle u\rangle$ for different junctions. The parameters are $\omega=0.05, \gamma=0.5$, and $l=(\square) 10,(\mathrm{O}) 15$, and ( $\triangle$ ) 20.


Fig. 7. Rectification on a junction of $l=10$ with $\gamma=-0.5$. (a) Applied field of amplitude $b=1.0$ and frequency $\omega=$ 0.05 . (b) Output pulse shape showing negative pulses.
device is linearly proportional to the applied field, (iii) the flux motion takes place only in alternate half cycles so that heating and energy losses associated with flux motion can be reduced, and (iv) they are independent of external perturbations. In the proposed JJ diode, the fluxon velocity is proportional to the voltage, and a nonzero average velocity over a period of the rf field means rectification of the field. By properly selecting junction parameters and the dc bias, it is possible to rectify fields in different amplitude and frequency ranges. This geometry can also be used for the rectification of ac currents with the help of a static magnetic field.
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#### Abstract

According to the crystal structure of $\mathrm{MgB}_{2}$ and band structure calculations, quasi-two-dimensional (2D) boron planes are responsible for the superconductivity. We report on critical-field and resistance measurements of $5.6-\mu \mathrm{m}-$ thick $\mathrm{MgB}_{2}$ films grown on a sapphire single-crystal substrate. Resistivity measurements yield a temperature dependence of the fluctuation conductivity above the critical temperature, which agrees with the Aslamazov-Larkin and Maki-Thompson theory of fluctuations in layered superconductors, indicating a quasi-two-dimensional nucleation of superconductivity in $\mathrm{MgB}_{2}$. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 74.62.Bf; 74.70.Ad; 74.76.Db

Recent discovery [1] of superconductivity in magnesium diboride $\left(\mathrm{MgB}_{2}\right)$ raised questions about the origin and properties of superconductivity in this compound. $\mathrm{MgB}_{2}$ has a hexagonal crystal structure with boron layers interleaved by magnesium layers. Band structure calculations [2,3] indicate that electrons at the Fermi level are predominantly derived from boron atoms. $\mathrm{MgB}_{2}$ can be regarded as a layered compound having sheets of metallic boron with strong covalent intralayer bonding, separated by Mg layers with ionic interlayer $\mathrm{B}-\mathrm{Mg}$ bonding. The strong $\mathrm{B}-\mathrm{B}$ bonding induces enhanced electron-phonon interaction, so that the superconductivity in $\mathrm{MgB}_{2}$ is mainly due to the charge carriers in the boron planes.

Experimental investigations on single crystals and $c$-oriented epitaxial and textured films (see, e.g., the review [4] and references therein) give evidence for a highly anisotropic superconducting gap. Measured critical magnetic fields usually show a pronounced anisotropy for $c$-oriented films and single crystals [4]. Applying the anisotropic Ginzburg-Landau model to these measurements, authors derive an effective mass anisotropy for the charge carriers of $\gamma=\sqrt{m_{a b} / m_{c}} \approx 0.15-0.3$. Thus, the band structure calculations and experimental measurements strongly suggest that superconductivity nucleates at the quasi-two-dimensional (2D) boron planes and then extends through the magnesium layers by a nanoscale proximity effect forming an anisotropic 3D superconducting state in the material.

[^4]In this letter, we present experimental evidence for the quasi-2D nucleation of superconductivity in a 3D magnesium diboride film. To demonstrate this, we measured the temperature dependence of the excess conductivity caused by fluctuations above the critical temperature, $T_{c}$. If quasi-2D boron planes are responsible for the superconductivity, then the excess conductivity should exhibit 2D-like behavior, although measured in a 3D sample. We found that the temperature dependence of the excess conductivity agrees with the Aslamazov-Larkin (AL) [5] and Maki-Thompson (MT) [6] theory of superconducting fluctuations in layered superconductors [7].

The $\mathrm{MgB}_{2}$ films were prepared by DC magnetron sputtering on a single-crystal (100)-oriented sapphire substrate according to the procedure described in [8]. To compensate losses of magnesium due to its oxidation in plasma, a composite target was used which contained $\mathrm{MgB}_{2}$ and metallic magnesium in approximately equal amounts. $\mathrm{A} \mathrm{Mg}-\mathrm{MgB}_{2}$ target was sputtered in a $99.999 \%$ purity argon atmosphere at a pressure of 3 Pa . The substrate temperature during sputtering was held at $200^{\circ} \mathrm{C}$ and than raised to $600^{\circ} \mathrm{C}$ for several seconds at the final stage. At this final in situ annealing, the plasma discharge was not switched off. Next, the films were annealed ex situ in a saturated Mg vapor atmosphere for 1 hour at $850^{\circ} \mathrm{C}$. X-ray studies revealed a textured (101)-oriented structure of our polycrystalline films. The $\mathrm{MgB}_{2}$ film thickness was about $5.6 \mu \mathrm{~m}$. For the resistance and critical field measurements, $1.5-\mathrm{mm}$ wide stripes were cut by a diamond cutter.


Fig. 1. Resistive transition $R(T)$ for a $5.6-\mu \mathrm{m}$-thick $\mathrm{MgB}_{2}$ film in a zero magnetic field.


Fig. 2. The temperature dependence of the critical magnetic field $B_{c 2}(T)$ perpendicular to the film plane obtained from the midpoints of $R(T)$.


Fig. 3. Illustration of the procedure for determining the nor-mal-state resistance of the $\mathrm{MgB}_{2}$ film. Temperatures of measurements are indicated near the curves. Further reduction of the temperature gives results coinciding with the 35.5 K data.

The superconducting transition temperature $T_{c}^{M P}$, taken as the midpoint of the transition curve obtained by a conventional four-probe resistive method in the absence of an applied magnetic field, was about 35.7 K . The upper critical field perpendicular to the film plane was measured using the 7 T superconducting magnet of a Quantum Design MPMS-7 SQUID magnetometer.

The resistive transition, $R(T)$, in a zero magnetic field for one of the investigated samples is plotted in Fig. 1. The transition width according to a (10-90) \% $R_{n}$ criterion is about 0.8 K and slightly increases in a stronger magnetic field to about 1.5 K at 6 T . The temperature dependence of the critical field perpendicular to the film plane is displayed in Fig. 2. The temperature dependence of $B_{c 2}(T)$ is linear except for temperatures very close to the critical temperature, where a slight positive curvature is observed. Several reasons may be responsible for the positive curvature such as anisotropy of the energy gap and proximity effect due to the weakly superconducting Mg interlayers in the $\mathrm{MgB}_{2}$ compound $[9,10]$. This nonlinear behavior of the perpendicular critical field is commonly observed in $\mathrm{MgB}_{2}$ (see [4]).

Usually, a linear behavior of $B_{c 2}(T)$ oriented parallel to the planes of a layered structure is used as an indicator of 3D superconductivity $[11,12]$, whereas a squareroot behavior indicates 2D superconductivity. Since the $\mathrm{MgB}_{2}$ film, according to X-ray data, is (101)-textured, the boron planes are inclined to the direction of the applied magnetic field at roughly $40^{\circ}$. Therefore, we have two components of the magnetic field of a comparable magnitude; one is perpendicular to the boron planes and the other is parallel. The parallel component seems to show no square-root behavior. Otherwise this should be visible in the temperature dependence of the measured $B_{c 2}(T)$. Thus, the linear behavior of $B_{c 2}(T)$ shown in Fig. 3 indicates the three-dimensional nature of the superconducting state in our specimens.

To obtain the Ginzburg-Landau coherence length $\xi_{G L}(0)$ from the slope of $B_{c 2}(T)$ close to the critical temperature [13], we use

$$
\begin{equation*}
\xi_{G L}(0)=\left[-\left(d B_{c 2}(T) / d T\right)\left(2 \pi T_{c} / \phi_{0}\right)\right]^{-1 / 2} \tag{1}
\end{equation*}
$$

where $\phi_{0}$ is the magnetic-flux quantum, resulting in $\xi_{G L}(0)=3.0 \mathrm{~nm}$. According to the discussion on $B_{c 2}(T)$ given above, this value can be regarded as a rough estimate.

Using our data on the temperature dependence of the resistance at zero magnetic field, we calculate the fluctuation conductivity in the Lawrence-Doniach (LD) model [15] for layered superconductors (see [7], ch. 1.7):

$$
\begin{equation*}
\sigma^{A L}(T)=\frac{e^{2}}{16 \hbar d} \frac{1}{[\varepsilon(\varepsilon+r)]^{1 / 2}}, \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\sigma^{M T}(T)=\frac{e^{2}}{4 \hbar d(\varepsilon-\delta)} \ln \left[\frac{\varepsilon^{1 / 2}+(\varepsilon+r)^{1 / 2}}{\delta^{1 / 2}+(\delta+r)^{1 / 2}}\right], \tag{3}
\end{equation*}
$$

where $d$ is the interlayer spacing, $\varepsilon=\left(T-T_{c}^{A L}\right) / T_{c}^{A L}$, and $T_{c}^{A L}$ is the Aslamazov-Larkin critical temperature [5]. We use a simple estimation for the pair-breaking parameter $\delta=\left(T_{c 0}-T_{c}^{A L}\right) / T_{c 0}$, where $T_{c}^{A L}$ is the real superconducting transition temperature of the sample (but not the midpoint $T_{c}^{M P}$ quoted above), and $T_{c 0}$ is the transition temperature for negligible pair-breaking [14]. The Lawrence-Doniach anisotropy parameter $r$ is given by ([7], § 1.2.4, Eq. (1.63))

$$
\begin{gather*}
r(T)=4 \xi_{z}^{2} / d^{2} \\
=\frac{J^{2}}{k_{B} T}\left\{\begin{array}{l}
\frac{\pi \tau}{4 \hbar}, \quad k_{B} T \tau / \hbar \ll 1, \quad \text { "dirty" limit, } \\
\frac{7 \xi(3)}{8 \pi^{2} k_{B} T}, \quad k_{B} T \tau / \hbar \gtrdot 1, \quad \text { "clean" limit. }
\end{array}\right. \tag{4}
\end{gather*}
$$

It characterizes the strength of interlayer coupling. Here, $\xi_{z}$ is the interlayer tunneling coherence length; $J=\hbar W$ is the energy of interplanar tunneling, with W being the electron tunneling rate; and $\tau$ is the in-plane electron mean free time. We note that for $T \approx T_{c}$, $k_{B} T_{c} \tau / \hbar=0.18 l / \xi_{B C S}$, where $\xi_{B C S}$ is the BCS coherence length and $l$ is the electron mean free path.

The interlayer coupling strength $r$, according to Eq. (1), is strongly temperature dependent. When the temperature decreases, the interlayer coupling $r(T)$ increases, so that the effective dimensionality of fluctuations changes from 2D to 3D.

Taking into account that, in Eqs. (2) and (3), the parameter $\varepsilon \ll 1$ and that our samples correspond to the "dirty" case, we used the first line in Eq. (1) in the form

$$
\begin{equation*}
r(T)=r_{0}(1-\varepsilon) \tag{5}
\end{equation*}
$$

with $r_{0}=r\left(T_{c}^{A L}\right)$.
The excess conductance due to superconducting fluctuations should be calculated from the temperature dependence of the resistance by the relation

$$
\begin{equation*}
\sigma^{\prime}(T)=\frac{1}{R(T)}-\frac{1}{R_{n}} \tag{6}
\end{equation*}
$$

For this purpose, the normal-state resistance $R_{n}$ of our samples was determined with high accuracy as the asymptotic convergence point of the $R^{-1}(1 / B)$ dependence at $B \longrightarrow \infty$, according to the procedure given in [14], as shown in Fig. 3. Figure 4 shows the temperature dependence of the inverse excess conductance $\sigma^{\prime}$ normalized to the normal-state conductance $\sigma_{n}=R_{n}^{-1}$.


Fig. 4. The temperature dependence of the inverse fluctuation conductance $\left[\sigma^{\prime}(T)\right]^{-1}$ normalized to the normal-state value $\sigma_{n}$ for the resistive transition in zero field (data of the curve from Fig. 1). The solid line is the fit of experimental data by the sum of Eqs. (2) and (3) valid for layered superconductors. At about 37.5 K , the AL and MT contributions become equal. In the inset, the dashed line shows the result of a free fit of the 3D model to the experiment. The dotted line shows the fit of the 3D model with fixed parameter $\delta=$ 0.09.

We fit the experimental data with the sum of the Aslamazov-Larkin, Eq. (2), and Maki-Thompson, Eq. (3), terms. As fitting parameters we used $T_{c}^{A L}, \delta, r_{0}$, and the amplitude $a=4 \hbar d L / e^{2} R_{n} S$, where $S$ is the cross section of the stripe-shaped sample and $L$ is the distance between the voltage probes. The result of the free fitting with an unconstrained range of parameters is shown in Fig. 4 by the solid line. The fitting shows fairly good agreement between the experiment and the theory of weak superconducting fluctuations in layered superconductors (see [7] and references therein) with anisotropy parameter $r_{0} \sim 0.06$, parameter $\delta \simeq 0.09$, and $T_{c}^{A L} \simeq$ 36.9 K.

To discuss the above values of parameters it should be remembered that the Lawrence-Doniach model of layered superconductors, Eqs. (2) and (3), used for the fitting exactly reproduces the limit of a 2 D superconductor for $r=0$ and an isotropic 3D superconductor for $r \gg 1[5,6]$. Our value $r_{0}=0.064$ indicates a highly anisotropic superconductor with weak interlayer coupling, because, according to Eq. (1), in this case the interplanar coherence length $\xi_{z}$ is much smaller than the interlayer spacing $d$.

In comparison, an analysis of fluctuation conductivity for the YBCO superconductor [16] yielded the anisotropy parameter $r_{0} \sim 0.06-0.09$ for well oxygenated samples. Recent analysis of fluctuation-induced diamagnetism in optimally doped YBCO [17] gave the value $r_{0} \simeq 0.1$. From these data we conclude that, at least concerning fluctuations, the anisotropy of super-
conducting properties of $\mathrm{MgB}_{2}$ is very close to that of YBCO.

To demonstrate the highly anisotropic nature of $\mathrm{MgB}_{2}$, we fitted our experimental data also using pure 3D expressions for the fluctuation conductivity [i.e., the $r \gg \varepsilon, \delta$ limit of Eqs. (2) and (3)]. The result of free fitting of all the parameters is shown in the inset of Fig. 4 by the dashed line. The fit with a 3D model seems to be reasonable. However, careful observation reveals two inconsistencies.

First, due to Eq. (5), $r(T)$ increases upon lowering the temperature, shifting the theoretical description of the fluctuation conductivity towards the 3D limit. Therefore, the 3D model should fit better the low-temperature part of the $\sigma_{n} / \sigma^{\prime}$ measurements than the hightemperature regime. However, the 3D model deviates systematically from the experimental points in the range 37-37.3 K.

Second, the pair-breaking parameter $\delta \simeq 0.0053$ from the 3D fit is too small to meet physical expectations. From the transition temperature of our samples and the bulk value $T_{c 0}^{M P} \simeq 39.5 \mathrm{~K}$ [4], both determined using the same midpoint criteria, we get $\delta^{M P}=\left(T_{c 0}^{M P}-\right.$ $\left.T_{c}^{M P}\right) / T_{c 0}^{M P} \simeq 0.09$. The parameter $\delta^{M P}$ estimated from the $T_{c}$ suppression agrees with $\delta=0.089$, as received from our fit of the LD model. If we fix the parameter $\delta$ at $\delta=0.09$, the fit of our experimental data by the 3D model (the dotted curve in the inset of Fig. 4) shows an obvious discrepancy between the theory and the experiment.

Finally, the fitting parameter $T_{c}^{A L} \simeq 36.91 \mathrm{~K}$ (for the free fit of the 3D model it is $T_{c}^{A L} \simeq 37.03 \mathrm{~K}$ ) is the transition temperature, which may be treated as the true value of the superconducting transition temperature in our sample. It does not coincide with $T_{c}^{M P}$ determined by the midpoint transition criteria. The midpoint $T_{c}^{M P}$ can be regarded as a "technical" value of the superconducting transition temperature, which contains all extrinsic shifts and the intrinsic shift of the critical temperature due to fluctuations. Consistent free fitting of fluctuation conductivity provides a much more sophisticated and refined determination of the superconducting transition temperature as true physical characteristics of a material.

Below $T_{c}^{A L}$, the fluctuation regime changes to strong fluctuations with the exponential temperature behavior of resistance similar to that observed in thinfilm superconductors [18].

In summary, we have measured the resistance and critical fields of $\mathrm{MgB}_{2}$ films prepared on sapphire substrates. From the linear temperature dependence of the critical magnetic field, we established the three-dimen-
sional superconductivity of our films. From resistivity measurements, we showed that the temperature dependence of fluctuation conductivity above the critical temperature agrees with the Lawrence-Doniach theory for layered superconductors. According to the resulting anisotropy parameter, an experimental indication of almost two-dimensional nucleation of the superconductivity in $\mathrm{MgB}_{2}$ was established.

We are grateful to Prof. A. Varlamov for discussions on superconducting fluctuation phenomena and on the experimental data reported in this work. This work was supported in part by INTAS (A.S.S. grant no. 99-00585) and BRHE (L.R.T. grant no. REC-007).
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#### Abstract

The possibility of providing for a quantum control of electron states by means of a weak electric field (constant or alternating) acting upon a system is studied in a nondissipative approximation for a system of two electrons in a double quantum dot ( QD ) under Coulomb blocking conditions. It is shown that the Coulomb repulsion facilitates controlled transition of the system from a symmetric (one electron in each QD) to asymmetric (both electrons in one QD) electron configuration under the action of a resonance alternating field or a slowly varying (quasi-constant) field. In the absence of Coulomb repulsion, two electrons can be localized in the same QD only under the action of a strong electric field. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 73.21.La

The term "quantum control" means a combination of various (tunneling, optical, etc.) phenomena in heterostructures, whereby the quantum electron dynamics of a system is directly controlled by external fields applied to this system. For example, in application to a system of quantum dots or wells coupled by tunneling, quantum control implies the possibility of constructing stable electron states with a preset charge density distribution and ensuring transitions between these states under the action of constant or alternating electric fields [1-3]. The controlled dynamics of such electron states can serve as a basis for operation of the new generation of nanoelectronic devices, including quantum computers $[4,5]$.

The development of systems with controlled quantum states is closely related to the phenomenon of "dynamic localization of electron wave packets in nanostructures" (to our knowledge, the term was introduced by Dunlap et al. $[6,7]$ considering this phenomenon in superlattices and lattices of finite dimensions). The phenomenon of dynamic localization consists in confining an electron wave packet in one of a set (of two [8-11] or more [6, 7]) identical tunneling-coupled quantum wells or quantum dots (QDs). Upon such confinement, ensured by an external alternating electric field, the electron density can be transferred from one to another quantum well (or QD) by slowly varying the amplitude of either the alternating field $[1,2]$ or a quasiconstant dc voltage [3] applied to the system.

As was demonstrated for double quantum wells [1, $2,8-10$ ] and double QDs [11], dynamic localization is possible only in a sufficiently strong electric field, in which the electron potential energy is significantly greater than the tunneling splitting of electron energy levels. It is important to note that all the investigations cited above employed a one-electron approximation
and ignored the effects of Coulomb blocking playing an essential role in real systems (especially in QDs). Indeed, overcoming the Coulomb blocking in smallsize QDs (with dimensions of 10 nm and below) requires strong constant electric fields [12,13] with a strength exceeding that of the blocking field, which is typically on the order of $10^{4}-10^{5} \mathrm{~V} / \mathrm{cm}$. For this reason, we may expect that the Coulomb interaction between electrons in a system of tunneling-coupled QDs containing more than one electron will hinder their localization and make impossible dynamic quantum control in the system.

However, the opposite conclusion follows from a theoretical analysis presented below showing that the Coulomb blocking can actually help electrons to localize in the region of one QD. Moreover, this can be achieved under the action of weak (constant or alternating) electric fields in which the electron potential energy is comparable with the tunneling splitting of electron energy levels in the system of coupled QDs.

This effect will be illustrated for a system of two electrons in a symmetric double QD occurring in the layer of a wide-bandgap material. The energy of dimensional quantization in the QD is assumed to be the greatest energy parameter of the problem. Another energy parameter is the splitting $\Delta$ of the ground-state level as a result of a weak tunneling coupling between the two QDs, which can be rendered arbitrarily small by increasing the distance between QDs. The energy of the Coulomb interaction between electrons is assumed to be much greater than $\Delta$ and much smaller than the energy of dimensional quantization. For QDs with dimensions on the order of ten nanometers, the energy of dimensional quantization is about several tenths of an electronvolt. This is about ten times as large as the

Coulomb interaction energy, which, in turn, is greater by least one order of magnitude than the energy splitting $\Delta$.

It should be noted that the aforementioned relation between the energies of dimensional quantization and Coulomb interaction is better obeyed in systems with smaller effective electron masses and greater dielectric permittivities of the QD semiconductors. For example, in gallium arsenide-a semiconductor with an effective electron mass amounting to about $7 \%$ of the free electron mass and a permittivity of about 12 -the dimensional quantization and Coulomb interaction energies for a $10-\mathrm{nm}$ QD are approximately 0.1 and 0.01 eV , respectively, which conforms well to the above condition.

Both constant and alternating external fields will be assumed sufficiently small, so that the electron potential energy in these fields is on the same order of magnitude as the level splitting $\Delta$ (and, hence, much lower compared to the Coulomb interaction energy). Finally, the quantum energy $\hbar \omega$ of the external alternating field will be considered comparable with the Coulomb energy. Once all these energy relations are obeyed, the consideration can be restricted to an analysis of electron dynamics on the lowest pair of split energy levels, while the higher levels can be ignored.

With neglect of various dissipative processes, the Hamiltonian of a two-electron system in an external electric field can be written in the following form:

$$
\begin{gather*}
\hat{H}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \\
=\sum_{j=1}^{2}\left(\hat{H}_{0}\left(\mathbf{r}_{j}\right)+W\left(\mathbf{r}_{j}\right)+U\left(\mathbf{r}_{j}\right) \cos \omega t\right)+V\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right), \tag{1}
\end{gather*}
$$

where $\hat{H}_{0}(\mathbf{r})$ is the one-electron Hamiltonian of a double QD in the two-level approximation, the eigenfunctions $\chi_{0,1}(\mathbf{r})$ of which are symmetric and asymmetric in the coordinate $z$ (the $z$ axis coincides with the axis of the double QD system), respectively; $W(\mathbf{r})$ and $U(\mathbf{r}) \cos \omega t$ are the electron potential energies in the constant and alternating fields (also directed along the axis of the system); and $V\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ is the electron interaction operator which is symmetric, as well as the whole operator (1), with respect to the permutation of particles.

In the absence of an alternating field, solving the eigenvalue problem yields four energies and four wave functions of stationary two-electron states [13]. The wave functions of the ground state and the second and third excited states, symmetric with respect to the permutation of particles (we are speaking of the coordinate part of the wave function, omitting the spin part), can be described by the common expression

$$
\begin{align*}
\Psi_{j}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) & =\frac{\left(\varepsilon_{j}+V\right)\left[\left(\varepsilon_{j}-V-2 W\right) \Psi_{L}\left(\mathbf{r}_{1}\right) \Psi_{L}\left(\mathbf{r}_{2}\right)+\left(\varepsilon_{j}-V+2 W\right) \Psi_{R}\left(\mathbf{r}_{1}\right) \Psi_{R}\left(\mathbf{r}_{2}\right)\right]}{\sqrt{2} \sqrt{\left(\varepsilon_{j}^{2}-V^{2}\right)^{2}+\Delta^{2}\left(\varepsilon_{j}-V\right)^{2}+4 W^{2}\left(\varepsilon_{j}+V\right)^{2}}} \\
& -\frac{\Delta\left(\varepsilon_{j}-V\right)\left[\Psi_{L}\left(\mathbf{r}_{1}\right) \Psi_{L}\left(\mathbf{r}_{2}\right)+\Psi_{R}\left(\mathbf{r}_{1}\right) \Psi_{L}\left(\mathbf{r}_{2}\right)\right]}{\sqrt{2} \sqrt{\left(\varepsilon_{j}^{2}-V^{2}\right)^{2}+\Delta^{2}\left(\varepsilon_{j}-V\right)^{2}+4 W^{2}\left(\varepsilon_{j}+V\right)^{2}}}, \quad j=0,2,3 . \tag{2}
\end{align*}
$$

Here, $\varepsilon_{j}$ are the energies measured from a certain common initial level; in a weak field, these energies are given by the formulas

$$
\begin{align*}
& \varepsilon_{0}=-V-\frac{\Delta^{2}}{2 V}-\frac{\Delta^{2}\left(W^{2}-\Delta^{2} / 4\right)}{2 V^{3}} \\
& \varepsilon_{2,3}=V+\frac{\Delta^{2}}{4 V} \mp \sqrt{4 W^{2}+\left(\frac{\Delta^{2}}{4 V}\right)^{2}} \tag{3}
\end{align*}
$$

where $V$ and $W$ are the nondiagonal matrix elements of operators of the Coulomb interaction and the interaction with the constant electric field:

$$
\begin{gathered}
V=\left\langle\chi_{0}\left(\mathbf{r}_{1}\right) \chi_{0}\left(\mathbf{r}_{2}\right)\right| V\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)\left|\chi_{1}\left(\mathbf{r}_{1}\right) \chi_{1}\left(\mathbf{r}_{2}\right)\right\rangle, \\
W=\left\langle\chi_{0}(\mathbf{r})\right| W(\mathbf{r})\left|\chi_{1}(\mathbf{r})\right\rangle .
\end{gathered}
$$

For estimation purposes, we can assume that $V \sim e^{2} / \epsilon R$ (where $e$ is the electron charge, $\epsilon$ is the permittivity of a semiconductor, and $R$ is the QD size) and $W \sim e E R$, where $E$ is the applied field strength. In Eq. (2), the
$\Psi_{L, R}(\mathbf{r})$ functions are constructed from the wave functions $\chi_{0,1}(\mathbf{r})$,

$$
\Psi_{L}(\mathbf{r})=\frac{\chi_{0}(\mathbf{r})-\chi_{1}(\mathbf{r})}{\sqrt{2}}, \quad \Psi_{R}(\mathbf{r})=\frac{\chi_{0}(\mathbf{r})+\chi_{1}(\mathbf{r})}{\sqrt{2}}
$$

and localized almost completely in the left and right QDs, respectively.

In contrast to the functions of type (2), the wave function of the first excited state is antisymmetric with respect to the permutation of particles [13]. The operator of a periodic perturbation is symmetric and, hence, cannot couple the states with different symmetries. Therefore, the first excited state exhibits no evolution with time and virtually does not participate in the electron dynamics. For this reason, expressions for the wave function and energy of the first excited state are not presented here and omitted in subsequent considerations, as if the level were initially not populated.

Once the wave functions (2) of the stationary states are known, we can determine the probabilities of the
spatial distribution of electrons between the QDs. In a relatively weak (in the sense considered above) electric field such that $W \sim \Delta \ll V$ (parameter $V$ playing the role of the effective Coulomb interaction energy), electrons in the ground state most probably exhibit a symmetric distribution (i.e., each QD contains one electron); in the second and third excited states, both electrons occur at an almost $100 \%$ probability in the left and right QDs, respectively:

$$
\begin{aligned}
& P_{S}^{(0)}=\left(1+\frac{\Delta^{2}}{4 V^{2}}+\frac{\Delta^{2}\left(6 W^{2}-\Delta^{2}\right)}{8 V^{4}}\right)^{-1} \\
& P_{L}^{(2)}=P_{R}^{(3)}=\frac{1}{2}+\frac{W}{\sqrt{4 W^{2}+\left(\Delta^{2} / 4 \mathrm{~V}\right)^{2}}}
\end{aligned}
$$

The probabilities $P_{L}^{(2)}$ and $P_{R}^{(3)}$ drop sharply from about unity to $1 / 2$ in the region of very weak fields on the order of $W \leqslant \Delta^{2} / 8 \mathrm{~V}$. In the ground state, the probability of the symmetric distribution $P_{S}^{(0)}$ is virtually independent of the applied field parameter $W$ (a significant dependence appears only in the fourth order with respect to the small ratio $\Delta / V$ ) and is very close to unity (a difference from unity being of the second order in $\Delta / V$ ).

In order to solve the Schrödinger equation for the system in a weak electric field, let us expand the wave function in the stationary basis set (2):

$$
\begin{align*}
& \Psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, t\right)=\sum_{j \neq 1} C_{j}(t) \Psi_{j}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \\
& \quad \times \exp \left\{-i\left(\frac{\varepsilon_{j}}{\hbar} t+\frac{U_{j j}}{\hbar \omega} \sin \omega t\right)\right\} \tag{4}
\end{align*}
$$

where $C_{j}(t)$ are the unknown expansion coefficients and $U_{j j}=\left\langle\Psi_{j}\right|\left(U\left(\mathbf{r}_{1}\right)+U\left(\mathbf{r}_{2}\right)\right)\left|\Psi_{j}\right\rangle$. In the region of fields such that $W \sim \Delta$, we may assume that $U_{00}=0, U_{22}=$ $-U_{33}=-2 U$, where $U=\left\langle\chi_{0}\right| U(\mathbf{r})\left|\chi_{1}\right\rangle$.

It should be recalled that we assume $U \sim W \sim \Delta$. In this case, the expansion coefficients $C_{j}(t)$ obey the following set of equations:

$$
\begin{align*}
i \frac{d C_{0}}{d t} & =\sum_{m=-\infty}^{\infty} \mu_{m}\left(C_{2} \exp \left\{i\left(m \omega-\omega_{20}\right) t\right\}\right. \\
& \left.+C_{3} \exp \left\{-i\left(m \omega+\omega_{30}\right) t\right\}\right), \\
i \frac{d C_{2}}{d t} & =\sum_{m=-\infty}^{\infty}\left(\mu_{m} C_{0} \exp \left\{-i\left(m \omega-\omega_{20}\right) t\right\}\right.  \tag{5}\\
& \left.+\lambda_{m} C_{3} \exp \left\{-i\left(m \omega+\omega_{32}\right) t\right\}\right), \\
i \frac{d C_{3}}{d t} & =\sum_{m=-\infty}^{\infty}\left(\mu_{m} C_{0} \exp \left\{i\left(m \omega+\omega_{30}\right) t\right\}\right. \\
& \left.+\lambda_{m} C_{2} \exp \left\{i\left(m \omega+\omega_{32}\right) t\right\}\right),
\end{align*}
$$



Fig. 1. Schematic diagram showing the sequence of resonances appearing with an increase in the constant field parameter $W$. Horizontal dashed lines indicate the levels of quantum energies spaced by $\hbar \omega \sim 1.9 \mathrm{~V}$, counted from the ground-state energy level $\varepsilon_{0}=-V$. Solid lines represent energies of the stationary excited states. Double arrows show resonance transitions between the indicated levels.
where $\omega_{20}, \omega_{30}$, and $\omega_{32}$ are the frequencies of transitions between the corresponding levels (3),
$\mu_{m}=\frac{\omega \Delta m}{2 \sqrt{2} V} J_{m}(2 U / \hbar \omega), \quad \lambda_{m}=\frac{\omega \Delta^{2}}{16 W V} J_{m}(4 U / \hbar \omega)$,
and $J_{m}(x)$ is the $m$ th order Bessel function of $x$. Note that the parameters $\mu_{m}$ and $\lambda_{m}$ are always small in comparison with $\omega$, which allows the system of Eqs. (5) to be solved in a resonance approximation (see, e.g., [14, p. 180]).

In the three-level system under consideration, there are three resonance transitions and, depending on the $W$ value, one of these will be observed under the condition that $2 V \neq N \hbar \omega / 2$ (where $N$ is any integer). Figure 1 shows the pattern of resonance manifestations in the course of monotonic increase in the applied constant field parameter $W$. When $2 V=N \hbar \omega / 2$, either all three transitions are resonance for a certain $W$ value or only one transition between the second and third levels becomes resonant. This situation is not considered below.

Let us assume that, as the constant field increases, the first resonance with $\omega_{20}=\omega$ appears between the ground and second excited states (Fig. 1). Then, retaining only the resonance terms with $m=1$ in Eqs. (5) and assuming that $C_{3} \approx$ const, we obtain an expression of type (4) for the wave function,

$$
\begin{equation*}
\Psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, t\right)=\sum_{\sigma=1}^{3} A_{\sigma} \Phi_{\sigma}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, t\right), \tag{6}
\end{equation*}
$$

where $A_{\sigma}$ are constant coefficients completely determined by the initial conditions and $\Phi_{\sigma}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, t\right)$ are the
quasi-energy wave functions [15]. In our case, the latter functions can be expressed as

$$
\begin{gathered}
\Phi_{1}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, t\right)=\Psi_{0}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \\
\times \sqrt{\frac{1}{2}\left(1+\frac{\delta}{2 v}\right)} \exp \left\{-i\left(\frac{\varepsilon_{0}}{\hbar}+\frac{\delta}{2}-v\right) t\right\} \\
-\Psi_{2}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \sqrt{\frac{1}{2}\left(1-\frac{\delta}{2 v}\right)} \\
\times \exp \left\{-i\left(\frac{\varepsilon_{2}}{\hbar}-\frac{\delta}{2}-v\right) t+i \frac{2 U}{\hbar \omega} \sin \omega t\right\} \\
\Phi_{2}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, t\right)=\Psi_{3}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \\
\times \exp \left\{-i\left(\frac{\varepsilon_{3}}{\hbar} t+\frac{2 U}{\hbar \omega} \sin \omega t\right)\right\}, \\
\Phi_{3}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, t\right)=\Psi_{0}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \sqrt{\frac{1}{2}\left(1-\frac{\delta}{2 v}\right)} \\
\times \exp \left\{-i\left(\frac{\varepsilon_{0}}{\hbar}+\frac{\delta}{2}+v\right) t\right\} \\
\times \exp \left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \sqrt{\frac{1}{2}\left(1+\frac{\delta}{2 v}\right)} \\
\times\left\{-i\left(\frac{\varepsilon_{2}}{\hbar}-\frac{\delta}{2}+v\right) t+i \frac{2 U}{\hbar \omega} \sin \omega t\right\},
\end{gathered}
$$

where $\delta=\omega_{20}-\omega$ is a small deviation from the resonance and $v=\sqrt{\mu_{1}^{2}+\delta^{2} / 4}$.

If the system at the initial time instant occurred in the ground state $\Psi_{0}$ (corresponding to the symmetric distribution of electrons) and the constant electric field was significantly below the resonance value ( $\delta>0$ and $\delta \gg \mu_{1}$ ), the application of a periodic electric field will drive the system with a probability of almost unity into a quasi-energy state $\Phi_{1}$ coinciding with $\Psi_{0}$ at $t=0$ to within a small value on the order of $\mu_{1} / \delta$. Therefore, all terms except $A_{1}$ in expansion (6) will be close to zero, while $A_{1} \approx 1$. As demonstrated in [3], both the expansion coefficients and the quasi-energy functions proper remain virtually unchanged as compared to the case of $W=$ const in the case of adiabatic variation of the constant field parameter $W$ with time, so that the expansion coefficients can be considered as constant.

Thus, in the course of a slow variation of $W$, the system will stay in a quasi-energy state $\Phi_{1}$. Upon passing through the resonance and gradually going away ( $\delta<0$, $|\delta| \gg \mu_{1}$ ), the quasi-energy state $\Phi_{1}$ will coincide, to
within a phase factor and small terms on the order of $\mu_{1} /|\delta|$, with the other stationary state $\Psi_{2}$. While the initial state $\Psi_{0}$ corresponded to the symmetric distribution of electrons between QDs, the final state $\Psi_{2}$ is characterized by a maximum asymmetry of the charge distribution, whereby both electrons occur in the left QD. The total charge in the left QD upon this transition is given by the formula

$$
Q=-e\left[1+\frac{1}{2}\left(1-\frac{\delta}{2 v}\right)\right] .
$$

As can be seen, upon going through the resonance, the ratio $\delta / 2 v$ changes from 1 to -1 and the total charge $Q$ changes by one unit (electron charge). Therefore, the resonance action of even a weak alternating field on the background of an adiabatically varied constant field is capable of overcoming a strong Coulomb blocking and localizing electrons in one of the two QDs. The role of a weak constant field reduces to driving the system through a resonance interaction point and, moving it away from the resonance, fixing the system in a stable state close to the stationary state.

As noted above, the dynamic localization of an electron wave packet in a weak field $(W \sim U \sim \Delta)$ cannot be ensured in the absence of the Coulomb repulsion. The reason is that the stationary one-particle states in a symmetric double QD at $W \sim \Delta$ are not strongly localized (the localized state is attained only at $W \gg \Delta$ ). Since the electron density in the one-particle states is distributed between the two QDs, the adiabatic transition through the resonance (driving the system from one to another stationary state) is not accompanied by localization of the wave function in any of the two QDs. On the contrary, in the case of a strong Coulomb repulsion, both electrons in the excited two-electron states are localized in one of the two QDs at a nearly unity probability. Therefore, driving the system by a weak resonance field from the ground stationary state into an excited state (within the same quasi-energy state) leads to an almost complete localization of the electron density in one QD.

It should be noted that the further adiabatic increase in the constant field parameter $W$, while leading the system out of the resonance $\omega_{20}=\omega$ and localizing both electrons in the left QD, drives the system to another resonance $\omega_{32}=\omega$. As can be readily demonstrated, a slow passing through this resonance will drive the system from the second to the third excited state, whereby both electrons will be transferred from left to right QD. By continuing to increase the constant field parameter, it is possible to return the system to the ground state upon going through the resonance $\omega_{30}=2 \omega$, thus completing the cycle. The total charge in the left QD upon this transition is given by the approximate formula

$$
Q=-e+\frac{e}{2}\left\{\frac{\delta^{\prime}}{v^{\prime}}+\frac{1}{2}\left(\frac{\delta v}{-} \frac{\delta^{\prime \prime}}{v^{\prime \prime}}\right)\right\}
$$



Fig. 2. Variation of the amount of charge with the constant field $W$ in the left QD for $\Delta / V=0.1, \hbar \omega / V=1.9$, and $U=\Delta$. On the passage through each next resonance, the charge in the left QD changes in a jumplike manner by a multiple of unit (electron) charge. After the transition $3 \longrightarrow 0$, corresponding to $W / V=0.9$, the population of the left QD accomplishes the cycle and returns to the initial value.
where $\delta^{\prime}, v^{\prime}$, and $\delta^{\prime \prime}, v^{\prime \prime}$ are the values of $\delta$ and $v$ for the resonances $2 \longrightarrow 3$ and $3 \longrightarrow 0$, respectively.

Figure 2 shows a diagram of $Q$ versus $W$ corresponding to the complete cycle of charge transfer as described above. The characteristic resonance widths are determined by the Fourier coefficients $\mu_{1}$ (for the $0 \longrightarrow 2$ resonance $), \lambda_{-1}(2 \longrightarrow 3)$, and $\mu_{-2}(3 \longrightarrow 0)$. For the values of parameters indicated in the legend to Fig. 2, we obtain $\mu_{1} / \omega=0.00186, \lambda_{-1} / \omega=-0.00014$, and $\mu_{-2} / \omega=-0.0001$. Therefore, the first resonance has a maximum width and, hence, the first resonance charge transfer from the ground state to the second excited state $(0 \longrightarrow 2)$ proceeds more gradually than the other two transitions (as shown in Fig. 2).

It should be noted that the two other transitions ( $2 \longrightarrow 3$ and $3 \longrightarrow 0$ ) require much higher values of the constant field parameter $W$ (comparable with the Coulomb energy $V$ ) than that featuring the first resonance ( $0 \longrightarrow 2$ ). Indeed, for $\hbar \omega / V=1.9$, the resonance values of $W$ for the three sequential transitions are 0.05 , 0.475 , and 0.9 V , respectively. Nevertheless, all these values are still below the threshold constant field $W$ capable of overcoming the Coulomb blocking without additional action of the variable field component. According to [13], this threshold field is precisely equal to $V$.

Note also that such a controlled transfer of the electron density requires that the electron lifetime in the excited states be sufficiently long, exceeding the time required for the system to pass from one to another state. According to estimates, the width of energy levels in the excited states must not exceed $10^{-4} \mathrm{eV}$.
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#### Abstract

The Hall coefficient $R_{\mathrm{H}}$ and magnetoresistance of a magnetic Kondo lattice of $\mathrm{CeAl}_{2}$ were investigated over a wide temperature range from 1.8 to 300 K in magnetic fields of up to 80 kOe . Analysis of the measured angular dependences $R_{\mathrm{H}}(\varphi, T, H)$ made it possible to separate the contributions of skew scattering and anomalous magnetic scattering to the anomalous Hall effect. The results obtained were compared with the existing theoretical models. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 72.15.Qm

1. Mixed-valence compounds and concentrated Kondo systems based on $\mathrm{Ce}, \mathrm{Yb}$, and other rare-earth elements are characterized by low-temperature anomalies of their transport properties [1]. The manifestation of the anomalous contributions to the Hall coefficient is one of the most interesting and poorly understood features of low-temperature transport in these intermetallic compounds. Until now, only a qualitative theoretical description of the Hall effect in systems with strong electron correlations has been proposed by Coleman et al. [2] and Hadzic-Leroux et al. [3]. This approach is based on the inclusion of the mechanisms of skew scattering of band charge carriers by localized magnetic moments of rare-earth ions. Since the currently available experimental data on the anomalous Hall effect in mixed-valence compounds and concentrated Kondo systems are very scarce, it is difficult to analyze the physical properties of these objects and to develop approaches to their adequate description. At the same time, the sign and the magnitude of the anomalous Hall effect contain extremely important information on the mechanisms of formation of a heavy-fermion ground state [2].
2. The purpose of the present work was to obtain detailed data on the behavior of the transport properties in concentrated Kondo systems. We analyzed the angular and field dependences of the Hall resistance and magnetoresistance for polycrystalline samples of the $\mathrm{CeAl}_{2}$ compound-a classical example of magnetic Kondo lattices [4]. The experimental results obtained allowed us to separate and identify the anomalous components of the Hall effect. It turned out that the observed activation behavior of the dependence $R_{\mathrm{H}}(T)$ for the $\mathrm{CeAl}_{2}$ intermetallic compound is inconsistent
with the conclusion drawn in $[2,3]$, according to which the scattering effects play a decisive role in the anomalies of the Hall coefficient of concentrated Kondo systems.

The angular dependences of the Hall coefficient and the magnetoresistance were measured in a constant magnetic field with strengths as high as 80 kOe over a wide temperature range from 1.8 to 300 K . The measurements were performed using a unique quantized-motor-operated device, which provided the sample rotation in a cryogenic medium. The angular accuracy of the sample positioning was $\varphi=(\hat{\mathbf{H}} \mathbf{n})=1.8^{\circ}$, where $\mathbf{n}$ is the vector normal to the sample surface. The rotation and temperature were controlled with a personal computer through an automatic unit of original design with a serial interface. Weak signals were recorded on a Keithley 2182 two-channel nanovoltmeter.
3. Figure 1 shows the temperature dependence of the Hall coefficient $R_{\mathrm{H}}(T)$ measured by a rotating sample method in a magnetic field $H \approx 3.4 \mathrm{kOe}$ and the temperature dependences of the resistivity $\rho(T)$ and the Hall mobility $\mu_{\mathrm{H}}=R_{\mathrm{H}}(T) / \rho(T)$. The data presented in Fig. 1 in the $\ln R_{\mathrm{H}}-1 / T$ coordinates (see inset a in Fig. 1) allow us to separate two activation portions which are characterized by an increase in the Hall coefficient $R_{\mathrm{H}}$ with a decrease in the temperature. The activation energies corresponding to these portions are as follows: $E_{a 1}=30.3 \pm 0.8 \mathrm{~K}$ and $E_{a 2}=9.2 \pm 0.1 \mathrm{~K}$. At temperatures close to the liquid-helium temperature, the dependence $R_{\mathrm{H}}(T)$ exhibits two features: a relatively broad maximum of the Hall coefficient at $T \approx 4 \mathrm{~K}$ (see also [5]) and a narrow peak in $R_{\mathrm{H}}(T)$ at $T=T_{\mathrm{N}} \approx 3.85 \mathrm{~K}$,
whose position corresponds to a transition to the antiferromagnetic state of $\mathrm{CeAl}_{2}[6]$.

Let us consider in more detail the experimental angular dependences of the galvanomagnetic characteristics studied in this work. The observed dependence of the Hall resistance $R_{h}(\varphi, T=4.2 \mathrm{~K})$ at $H=3.4 \mathrm{kOe}$ slightly deviates from a sinusoidal shape (Fig. 2a). The deviation increases with a decrease in the temperature below the transition point to the antiferromagnetic state ( $T<T_{\mathrm{N}} \approx 3.85 \mathrm{~K}$ ). The fitting of the experimental data presented in Fig. 2 demonstrated that the distortions observed in the curve $R_{h}(\varphi) \sim \sin \varphi$ can be adequately described by adding a second harmonic of the type $R_{h 2} \sin 2 \varphi$. It should be emphasized that we carried out a combined analysis of the angular dependences of the Hall resistance $R_{h}(\varphi, H)$ and the magnetoresistivity $\rho(\varphi, H)$ in magnetic fields of up to 80 kOe . As a result, the effect of an asymmetric arrangement of Hall contacts on the sample was excluded from the factors responsible for the complex shape of the angular dependences of the Hall resistance (Fig. 2). (Note that the asymmetric arrangement of Hall contacts leads to the appearance of a spurious contribution from $\rho(\varphi, H)$ to the Hall signal.) Therefore, the families of curves that correspond to different temperatures in the range $T \leq 4.2 \mathrm{~K}$ (Fig. 2a, $H=3.4 \mathrm{kOe}$ ) and different magnetic fields $H \leq 80 \mathrm{kOe}$ (Fig. 2b, $T=4.17 \mathrm{~K}$ ) characterize the behavior of only the Hall component of the resistance.

Moreover, the experimental data presented in Fig. 2 and the results obtained from the measured dependences $R_{h}(\varphi, T<10 \mathrm{~K}, H<80 \mathrm{kOe})$ were used to separate different contributions to the Hall coefficient of $\mathrm{CeAl}_{2}$. The curves $R_{h}\left(\varphi, T_{0}, H_{0}\right)$ were approximated by the analytical relationship

$$
\begin{gather*}
R_{h}\left(\varphi, T_{0}, H_{0}\right) \\
=R_{0}+R_{h 1} \sin \left(\varphi-\varphi_{01}\right)+R_{h 2} \sin 2\left(\varphi-\varphi_{02}\right) . \tag{1}
\end{gather*}
$$

The obtained parameters $R_{h 1}$ and $R_{h 2}$ in relationship (1) were then used to determine the low-temperature contributions $R_{\mathrm{H}}^{a}$ and $R_{\mathrm{H}}^{a m}$ (Fig. 3) to the Hall coefficient of the magnetic Kondo lattice of $\mathrm{CeAl}_{2}$. In addition to the coefficients $R_{\mathrm{H}}^{a}$ and $R_{\mathrm{H}}^{a m}$, the appropriate analysis of the experimental data in terms of relationship (1) made it possible to determine the phase shift $\Delta \varphi=\varphi_{01}$ $\varphi_{02}$ between the harmonics in relationship (1) (see inset in Fig. 3).
4. Now, we turn to the discussion of the results presented in Figs. 1-3. First and foremost, it should be noted that the anomalous components $R_{\mathrm{H}}^{a}$ and $R_{\mathrm{H}}^{a m}$ of the Hall coefficient exhibit a significantly different behavior in the magnetically ordered and paramagnetic phases of $\mathrm{CeAl}_{2}$. The anomalous positive contribution $R_{\mathrm{H}}^{a}$ to the Hall coefficient $R_{\mathrm{H}}(T, H)$ is observed over a


Fig. 1. Temperature dependences of the Hall coefficient $R_{\mathrm{H}}$, the resistivity $\rho$, and the Hall mobility $\mu_{\mathrm{H}}=R_{\mathrm{H}} / \rho$ for $\mathrm{CeAl}_{2}$. The insets show the temperature dependences of (a) the Hall coefficient $R_{\mathrm{H}}$ in the $\log R_{\mathrm{H}}-1 / T$ coordinates and (b) the Hall mobility $\mu_{\mathrm{H}}$ in the $\mu_{\mathrm{H}}^{-1}-T$ coordinates (see text).


Fig. 2. Angular dependences of the Hall resistance for $\mathrm{CeAl}_{2}$ : (a) at different liquid-helium temperatures in the magnetic field $H=3.4 \mathrm{kOe}$ and (b) in different magnetic fields $H<80 \mathrm{kOe}$ at the temperature $T=4.17 \mathrm{~K}$.
wide temperature range from 1.8 to 300 K (Fig. 1). In the concentrated Kondo system, this contribution is associated with the mechanism of skew scattering of conduction electrons by localized magnetic moments of cerium ions [2, 3]. The specific features of the com-


Fig. 3. Field dependences of the anomalous contributions $R_{\mathrm{H}}^{a}$ and $R_{\mathrm{H}}^{a m}$ (see text) to the Hall coefficient of $\mathrm{CeAl}_{2}$. The inset shows the field dependence of the phase shift $\Delta \varphi=\varphi_{01}-\varphi_{02}$ between the harmonics of the Hall signal in relationship (1).
ponent $R_{\mathrm{H}}^{a}$ of the Hall signal are as follows: (i) a broad maximum in the vicinity of the Kondo temperature $\left(T_{\mathrm{K}}\left(\mathrm{CeAl}_{2}\right) \approx 5 \mathrm{~K}[4]\right)$ and (ii) a strong suppression of the Hall effect in the magnetic field. It can be seen from Fig. 3 that the magnitude of $R_{\mathrm{H}}^{a}$ drastically decreases with an increase in the magnetic field. As a result, the anomalous component $R_{\mathrm{H}}^{a}$ in a magnetic field $H \approx$ 80 kOe is approximately three times less than its initial value. Such a significant decrease in the component $R_{\mathrm{H}}^{a}$ with an increase in the magnetic field $H$ can be explained by the suppression of the Kondo compensation of localized magnetic moments in a magnetic field $H \approx k_{\mathrm{B}} T_{\mathrm{K}} / \mu_{\mathrm{B}} \approx 80 \mathrm{kOe}$ (where $k_{\mathrm{B}}$ is the Boltzmann constant and $\mu_{\mathrm{B}}$ is the Bohr magneton). Similar dependences $R_{\mathrm{H}}^{a}(H)$ observed at $T \geq T_{\mathrm{N}}$ and $T \leq T_{\mathrm{N}}$ (Fig. 3) confirm the inferences made in [4] regarding the coexistence of the Kondo scattering of conduction electrons and magnetic ordering in the low-temperature phase of $\mathrm{CeAl}_{2}$.

The presence of two activation portions of increase in the anomalous component $R_{\mathrm{H}}^{a}$ of the Hall coefficient (see inset 0 in Fig. 1) has defied simple explanation in
the framework of the skew scattering models [2,3], according to which the dependence $R_{\mathrm{H}}^{a}(T)=\rho \mu_{H} \sim$ $\rho \chi(1-\chi T)$ (where $\chi$ is the reduced magnetic susceptibility) should be observed in the temperature range $T \gg$ $T_{\mathrm{K}} \approx 5 \mathrm{~K}$. It should be emphasized that the activation energies $E_{a 1}$ and $E_{a 2}$ determined in the present work for the Hall coefficient appear to be substantially less than the crystalline splitting $\Delta_{C F 1} \approx 100 \mathrm{~K}$ [4]. Moreover, the activation energy $E_{a 2}=9.2 \pm 0.1 \mathrm{~K}$ for the paramagnetic phase is in good agreement with the specific feature revealed by Steglich et al. [4] in the neutron inelastic scattering spectra of $\mathrm{CeAl}_{2}$ at $h \nu \approx 0.7 \pm 0.4 \mathrm{meV}$. Note that the temperature dependence of the Hall mobility $\mu_{\mathrm{H}}(T)=R_{\mathrm{H}}(T) / \rho(T)$ (Fig. 1, inset (b)), to some extent, is consistent with the predictions made in [2, 3]. In actual fact, the dependence $\mu_{\mathrm{H}}(T)$ is characterized by a drastic change in its behavior and involves two portions, which can be linearized in the coordinates $\mu_{\mathrm{H}}^{-1} \sim\left(T-\theta_{i}\right) \sim \chi^{-1}$ at $\theta_{1}=-350 \pm 20 \mathrm{~K}$ and $\theta_{2}=-7.5 \pm 0.5 \mathrm{~K}$. However, ignoring the effect of the crystalline splitting of the Ce ${ }^{2} F_{5 / 2}$ state on the behavior of the anomalous component of the Hall coefficient and the Hall mobility in [2,3] makes a quantitative analysis of the experimental results difficult. At lower temperatures, the dependence $\mu_{\mathrm{H}}(T)$ shows two narrow maxima in the vicinity of $T_{\mathrm{N} 1} \approx 3.85 \mathrm{~K}$ and $T_{\mathrm{N} 2} \approx 3.00 \mathrm{~K}$. These maxima suggest the occurrence of two magnetic phase transitions with close critical temperatures, which were also revealed by Schefzyk et al. [7] in the investigation of the thermodynamic properties of $\mathrm{CeAl}_{2}$.

In turn, the anomalous magnetic component $R_{\mathrm{H}}^{a m}$ of the Hall coefficient is characterized by two features: (i) a narrow maximum in the curve $R_{\mathrm{H}}(T)$ in the vicinity of the Néel temperature (Fig. 1) and (ii) a substantially nonmonotonic behavior of the second harmonic of the Hall signal in the magnetic field with a maximum in the vicinity of $H_{m} \approx 15 \mathrm{kOe}$ (Fig. 3). As the temperature decreases in the range $T<T_{\mathrm{N}} \approx 3.85 \mathrm{~K}$, the anomalous magnetic contribution $R_{\mathrm{H}}^{a m}$ sharply increases and becomes equal to $R_{\mathrm{H}}^{a}$ at $T \leq 3.4 \mathrm{~K}$. In the vicinity of $H \approx 35 \mathrm{kOe}$, the phase shift $\Delta \varphi=\varphi_{01}-\varphi_{02}$ between the components $R_{\mathrm{H}}^{a}$ and $R_{\mathrm{H}}^{a m}$ of the Hall signal jumpwise changes by $65^{\circ}$ (see inset in Fig. 3). For the sake of clarity, this is represented as the inversion of the sign of the anomalous magnetic component $R_{\mathrm{H}}^{a m}$ in Fig. 3.

The anomalous magnetic scattering and, correspondingly, the anomalous magnetic component $R_{\mathrm{H}}^{a m}$ of the Hall coefficient in magnetic fields $H<20 \mathrm{kOe}$ (Fig. 3) can, most likely, be associated with the magnetization reversal of magnetic domains. Earlier, this phenomenon was observed by Croft et al. [8, 9], who studied the thermodynamic properties of $\mathrm{CeAl}_{2}$. Moreover,
it was found that short-range ferromagnetic correlations occur in the $\mathrm{CeAl}_{2}$ matrix in the paramagnetic state in the immediate vicinity of the transition to the antiferromagnetic state $[4,7,9]$. In our opinion, similar effects can be responsible for the anomalies in the Hall signal $R_{\mathrm{H}}^{a m}$ in magnetic fields $H>30 \mathrm{kOe}$ (Fig. 3). However, the specific features of the magnetic phase diagram and the character of magnetic interactions in the Kondo lattice of $\mathrm{CeAl}_{2}$ call for further investigation.
5. The detailed data obtained in measuring the galvanomagnetic parameters for the magnetic Kondo lattice of $\mathrm{CeAl}_{2}$ permitted us to separate and identify the contributions to the anomalous Hall effect $R_{\mathrm{H}}(H, T)$ in this compound with heavy fermions. It was demonstrated that the temperature dependence of the anomalous component $R_{\mathrm{H}}^{a}$ for this Kondo lattice exhibits a complex activation character. The observed behavior of the dependence $R_{\mathrm{H}}^{a}(T)$ for $\mathrm{CeAl}_{2}$ is inconsistent with the conclusions drawn in the framework of the models proposed in [2,3], according to which scattering effects play a decisive role in the anomalies of the Hall coefficient in concentrated Kondo systems.
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#### Abstract

New metal oxide pyroxene compound $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$ containing isolated edge-sharing $\mathrm{VO}_{6}(\mathrm{~S}=1)$ chains undergoes transition into a long-range antiferromagnetic state at $T_{N}=16 \mathrm{~K}$. The broad maximum in the temperature dependence of magnetic susceptibility at $T_{M}=26 \mathrm{~K}$ indicates the low-dimensional character of the magnetic subsystem. Even though the antiferromagnetic ordering is accompanied by a sharp peak of specific heat, significant magnetic entropy is released above the Néel temperature. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 75.40.Cx; 75.60.Ej; 75.50.Gg; 61.66.Fn; 65.40.-b

The search for compounds containing integer or half-integer spin chains is motivated by their intriguing properties at low temperatures. The magnetic excitation spectrum of integer spin chains is gapped, so that the lowest lying excited states are separated by a finite energy gap from the ground state [1]. This is in contrast to the case of half-integer spin chains, where the magnetic excitation spectrum is gapless [2]. The gap in the magnetic excitation spectrum of the half-integer spin chain can be introduced through the dimerization of uniform chains. This dimerization, known as the spinPeierls transition, occurs due to magnetoelastic coupling in an intrinsically unstable quantum spin chain [3]. Recently, it was conjectured [4] that the $\mathrm{LiVGe}_{2} \mathrm{O}_{6}$ pyroxene represents a remarkable example of a compound that combines the properties of both integer and half-integer quantum spin chains. The idea was that an anomalously large biquadratic exchange interaction closes the Haldane gap in the $\mathrm{S}=1$ spin chain, and this now gapless integer spin chain undergoes a spin-Peierls phase transition. However this idea was not supported by neutron diffraction experiment; it was concluded that $\mathrm{LiVGe}_{2} \mathrm{O}_{6}$ undergoes at low temperatures a transition into a commensurate antiferromagnetic long-range ordered state [5]. The realization of either spin-Peierls or Néel ground state depends on tiny variations of structure and magnetic subsystem parameters. These variations occur with isovalent chemical substitutions within a given structure. Here, we present the results of an investigation of structural, magnetic, and thermal properties of a new member of the pyroxene compounds family, $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$.

[^5]The crystal structure of $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$, shown in Fig. 1, is monoclinic with space group $P 2_{1} / c$ [6]. This structure contains isolated chains of $\mathrm{VO}_{6}$ edge-sharing octahedra running along the $c$ axis. These chains are separated by the double chains of distorted $\mathrm{GeO}_{4}$ tetrahedra. In the crystal structure of pyroxenes, the valence state of vanadium is $3+$ and $V$ ions have the integer spin $\mathrm{S}=1$.

The solid-state synthesis of $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$ was carried out at $900^{\circ} \mathrm{C}$ in an evacuated silica tube for several days from the stoichiometric mixture of $\mathrm{Na}_{4} \mathrm{Ge}_{9} \mathrm{O}_{20}, \mathrm{GeO}_{2}$, V , and $\mathrm{V}_{2} \mathrm{O}_{3} . \mathrm{Na}_{4} \mathrm{Ge}_{9} \mathrm{O}_{20}$ was prepared by heating mixtures of $\mathrm{NaCO}_{3}$ and $\mathrm{GeO}_{2}$ at $800^{\circ} \mathrm{C}$ in air. An olive-colored product of synthesis was obtained. The purity and phase composition of the sample were checked by powder X-ray diffraction at room temperature. It was confirmed that the powder was single-phase with the crystal structure of pyroxene. The crystal lattice parameters of $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$ at room temperature are given in the table.

The magnetization in the range $2-350 \mathrm{~K}$ was measured by a Quantum Design SQUID magnetometer at 0.1 T . The temperature dependence of magnetic susceptibility $\chi$ for $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$ is shown in Fig. 2. This dependence shows a broad maximum at $T_{M}$ characteristic of quasi-one-dimensional magnetic compounds. Below $T_{M}, \chi(T)$ has an inflection point at $T_{N}$, which can be seen as a sharp peak in $\partial \chi / \partial T$. A weak upturn at the lowest temperatures is probably due to a small amount of magnetic impurities and deviations from stoichiometry.

The specific heat $C$ in the range $6-300 \mathrm{~K}$ was measured in a Termis quasi-adiabatic calorimeter. The peak in the $C(T)$ curve is seen at the same temperature where $\partial \chi / \partial T$ has a maximum.

The temperature dependences of $\chi(T)$ and $C(T)$ obtained on $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$ are qualitatively similar to those measured for $\mathrm{LiVGe}_{2} \mathrm{O}_{6}$ [4, 7], but the temperatures of short-range and long-range magnetic ordering are significantly lower in the former compound. While the magnetic structure of $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$ at low temperatures can be unambiguously determined only in the neutron scattering measurements, the experimental data obtained strongly suggest that the ground state of this pyroxene is antiferromagnetic.

The Weiss temperature $\Theta$ and the effective magnetic moment $\mu_{\text {eff }}$ were determined from the $\chi(T)$ dependence at high temperature in accordance with the Curie-Weiss law

$$
\begin{equation*}
\chi=\mu_{\mathrm{eff}}^{2} N_{A} / 3 k_{B}(T+\Theta), \tag{1}
\end{equation*}
$$

where $N_{A}$ is the Avogadro number and $k_{B}$ is the Boltzmann constant.

The temperature $T_{M}$ of the broad maximum in the $\chi(T)$ curve is related to the value of in-chain exchange interaction $J_{\|}[8]$ :

$$
\begin{equation*}
T_{M}=1.282 J_{\|} . \tag{2}
\end{equation*}
$$

The inflection point for $\chi(T)$ corresponds to the Néel temperature $T_{N}$. An analysis, as in [9], of the Néel temperature $T_{N}$ and the in-chain exchange interaction $J_{\|}$ yields the value of exchange interaction between the chains:

$$
\begin{equation*}
J_{\perp}=T_{N} / 1.28 n\left[\ln \left(5.8 J_{\|} / T_{N}\right)\right]^{1 / 2}, \tag{3}
\end{equation*}
$$

where $n=4$ is the number of nearest neighboring chains.

The parameters of the magnetic subsystem of $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$, defined by Eqs. (1)-(3), are summarized in the table. The ratio $J_{\perp} / J_{\|}$characterizes the "one-dimensionality" of the magnetic subsystem. As compared with $\mathrm{LiVGe}_{2} \mathrm{O}_{6}$, the low-dimensional character of the new compound is less pronounced; i.e., the ratio $J_{\perp} / J_{\|}$ in $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$ is twice that in $\mathrm{LiVGe}_{2} \mathrm{O}_{6}$ and also the temperatures of short-range $T_{M}$ and long-range $T_{N}$ magnetic orderings are much closer to each other in $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$ than in $\mathrm{LiVGe}_{2} \mathrm{O}_{6}$.

The $C(T)$ dependences at low temperatures are well fitted by a cubic term $\beta T_{3}$. However, the value of $\beta$ can-


Fig. 1. The crystal structure of $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$ pyroxene. The unit cell is shown by dotted lines, $\mathrm{Na}^{+}$ions are represented by dark circles, $\mathrm{V}^{3+}$ ions are situated within gray $\mathrm{VO}_{6}$ octahedrons, and $\mathrm{Ge}^{4+}$ ions are situated within light-colored $\mathrm{GeO}_{4}$ tetrahedrons.


Fig. 2. The temperature dependence of magnetic susceptibility $\chi$ of $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$. The inset shows inverse susceptibility $1 / \chi$. The straight line represents the linear fit of the hightemperature part by the Curie-Weiss law.
not be used for the determination of the Debye temperature, since both the phonon and magnetic subsystems of an antiferromagnet give cubic terms in the specific heat at low temperatures. Moreover, the magnetic con-

Structural, thermal, and magnetic parameters of $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$

| Structural <br> parameters | $a, \mathrm{~A}$ | $b, \mathrm{~A}$ |  | $c, \mathrm{~A}$ |  | $\beta^{\prime}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $9.62(5)$ | $8.72(3)$ |  | $5.28(8)$ |  | $106.8(7)$ |  |
| Thermal | $\beta, \mathrm{J} /\left(\mathrm{mol} \mathrm{K}^{4}\right)$ | $E_{1}, \mathrm{~K}$ | $E_{2}, \mathrm{~K}$ | $E_{3}, \mathrm{~K}$ | $Q, \mathrm{~J} / \mathrm{mol}$ | $\Delta S_{\mathrm{mag}}, \mathrm{J} /(\mathrm{mol} \mathrm{K})$ | $\Delta S_{A F}, \mathrm{~J} /(\mathrm{mol} \mathrm{K})$ |
| parameters | $3.13 \times 10^{-3}$ | 166 | 417 | 956 | 117 | 9 | 4.1 |
| Magnetic | $\Theta, \mathrm{K}$ | $\mu_{\text {eff }}, \mu_{B}$ | $T_{M}, \mathrm{~K}$ | $T_{N}, \mathrm{~K}$ | $J_{\\| \mid}, \mathrm{K}$ | $J_{\perp}, \mathrm{K}$ | $J_{\perp} / J_{\\| \\|}$ |
| parameters | -70 | 3.16 | 26 | 16 | 20 | 2.2 | 0.11 |



Fig. 3. The temperature dependence of normalized specific heat $C / T$ of $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$. The solid line represents the fit by three Einstein modes. The inset shows $C(T)$ dependence at low temperatures.
tribution to the specific heat in low-dimensional magnetic systems is smeared over a wide temperature range, at least up to double $T_{M}$. The low values of $T_{N}$ and $T_{M}$ in $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$ allow, however, the fitting of the experimental data at high temperatures by the Einstein model. This fitting in the range $50-280 \mathrm{~K}$ was done using three Einstein modes, as given in the table. The extrapolation of the calculated curve to low temperatures allows the subtraction of the lattice contribution. The experimental $C / T$ vs. $T$ curve, as well as the curve obtained from the fitting procedure are shown in Fig. 3. The area between the experimental and calculated curves determines the magnetic entropy $\Delta S_{\text {magn }}$ released upon the ordering of the magnetic subsystem. The
experimental value of $\Delta S_{\text {magn }}=9 \mathrm{~J} / \mathrm{mol} \mathrm{K}$ is slightly less than the theoretical estimate $\Delta S_{\text {magn }}=R \ln (2 S+1)=$ $9.13 \mathrm{~J} /(\mathrm{mol} \mathrm{K})$. Less than half of magnetic entropy $\Delta S_{A F}$ in $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$ is released below the Néel temperature, which is typical of low-dimensional magnetic systems.

In summary, a study of the structural, thermal, and magnetic properties of a new low-dimensional metal oxide compound $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$ with a pyroxene structure has been performed. On substitution of Na for Li in this structure, the quasi-one-dimensional character of the pyroxene magnetic subsystem becomes less pronounced. The in-chain exchange interaction parameter $J_{\|}$decreases while the value of interchain exchange interactions $J_{\perp}$ does not change significantly. A longrange three-dimensional antiferromagnetic order is established in $\mathrm{NaVGe}_{2} \mathrm{O}_{6}$ at low temperatures.
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#### Abstract

Spatial nonlocality (dispersion) of transport equations leads to a nonlinear dependence of the voltage drop $U$ on the distance between the points of voltage measurement. For this reason, the results of conventional two-probe measurements of conductivity substantially depend on the relationship between the linear dimensions of the sample $L$ and the characteristic length of spatial dispersion $R$ of the generalized diffusion coefficient $D(q, \omega)$. This makes it possible to obtain information on the character of spatial nonlocality of $D(q, \omega)$ in the vicinity of the Anderson transition and, in particular, on the magnitude of the correlation multifractal dimension $D_{2}$ of electron wave functions near the mobility edge. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 72.15.Rn; 71.30.+h

1. In recent years, great attention has been paid to the problem of the spatial dispersion (nonlocality) of the kinetic coefficients of disordered systems in the vicinity of the Anderson transition [1-6]. The reason is the understanding that the character of the $q \omega$ dependence of the generalized diffusion coefficient $D(q, \omega)$ near the mobility edge is closely related to the critical behavior of electron wave functions and is ultimately determined by the scenario of the metal-insulator transition [1, 3]. Indeed, the Berezinskiĭ-Gor'kov criterion of localization [7] requires that $D(q, 0)$ simultaneously (at all values of the wave vector $q$ ) vanish in the localized phase, whereas, according to the hypothesis of one-parametric scaling, the following relation should be fulfilled [8]:

$$
\begin{align*}
D(t ; q, \omega)= & b^{2-d} D\left(b^{1 / v} t ; b q, b^{d} \omega\right),  \tag{1}\\
& 2<d<4 .
\end{align*}
$$

Here, $t=\left(\mathscr{E}-\mathscr{E}_{c}\right) / \mathscr{E}_{c}$ is the distance to the mobility edge $\mathscr{C}_{\mathrm{c}}, b$ is the scaling factor, $d$ is the dimensionality of space, and $v$ is the critical exponent of the correlation length.

Two qualitatively different variants of critical behavior of $D(q, \omega)$ satisfy these general requirements.
(i) According to Chalker's hypothesis [1], the multifractal nature of electron wave functions near the mobility edge ( $t \longrightarrow 0$ or $\omega \longrightarrow 0$ ) leads to an anomalously strong spatial dispersion of the generalized diffusion coefficient with a characteristic length $R=$ $\min \left(\xi, L_{\omega}\right) \longrightarrow \infty$, where $\xi \propto|t|^{-v}$ is the correlation length and $L_{\omega} \propto \sqrt{D(\omega) / \omega} \propto \omega^{-1 / d}$ is the diffusion length of an electron per time $\sim 1 / \omega$ [1,2]. Depending
on the relation between $\xi, L_{\omega}$, and $q$, Chalker [1] distinguishes four main asymptotics:

$$
\begin{gather*}
D(q, \omega)=D_{0}\left(\frac{l}{R}\right)^{d-2} \begin{cases}1, & q R \ll 1, \\
(q R)^{d-2-\eta}, & q R \gg 1,\end{cases}  \tag{2}\\
\quad R=\min \left(\xi, L_{\omega}\right) .
\end{gather*}
$$

Here, $D_{0}$ is the Drude diffusion coefficient, $l$ is the mean free path, and $\eta$ is the anomalous critical exponent related to the multifractal dimension of wave functions $D_{2}\left(\eta=d-D_{2}\right)$ [2].
(ii) At the same time, Suslov's symmetry approach [4] to the localization theory predicts suppression (up to atomic scales, $R \sim \lambda_{\mathrm{F}}$ ) of the spatial dispersion of the diffusion coefficient in the vicinity of the Anderson transition. Later, this conclusion was confirmed in terms of the generalized formulation [5, 6] of the selfconsistent Vollhardt-Wölfle theory [9]. According to [5, 6], we have in the regime of Anderson's localization

$$
\begin{equation*}
D(q, \omega)=\frac{D(t, \omega)}{1+(q R)^{2}}, \quad q R \ll 1, \tag{3}
\end{equation*}
$$

where the nonlocality scale is $R \propto \sqrt{D_{0} \tau}\left|D(t, \omega) / D_{0}\right|$ and decreases as $D(t, \omega) \propto\left[\min \left(\xi, L_{\omega}\right)\right]^{2-d}$ down to saturation at $R \sim \lambda_{\mathrm{F}}$.

In his review [3], Suslov notes that the absence of anomalously strong spatial dispersion in the generalized diffusion coefficient in the vicinity of the mobility edge by no means contradicts the concept of the multifractality of electron wave functions but only indicates that the equality $\eta=d-2$ (or $D_{2}=2$ ) should
be satisfied. The well-known Wegner's result $\eta=2 \epsilon$ $(\epsilon=d-2 \ll 1)[10]$ in reality directly concerns the critical behavior of the "inverse participation fraction" (see [10]). At the same time, the relation of this quantity (used in $[1,2,11])$ to $D(q, \omega)$ cannot be considered to be correct for a number of reasons ${ }^{1}$; therefore, in our opinion, the contradiction is here only apparent. The same may be said of the results of the numerical simulation of $\eta(\eta=1.2 \pm 0.15,1.3 \pm 0.2$, and $1.5 \pm 0.3$ [2] and $1.3 \pm 0.2$ [11]) obtained by various methods at $d=3$.

This dilemma, which touches on the fundamental concepts of Anderson's localization, requires independent (both theoretical and experimental) solution. In this paper, we only derive the constitutive equation that relates (in a spatially inhomogeneous case) the current with the measured difference of chemical electrochemical potentials and suggest a measuring scheme that permits one to obtain information on the degree of nonlocality of the coefficient of diffusion of charge carriers.
2. The voltage drop measured in a spatially inhomogeneous case is equal to the difference of electrochemical potentials $\Delta U=\Delta \zeta / e=\Delta \varphi+\Delta \mu / e$ between corresponding points of a conductor. Consequently, when calculating the current density, we should take into account the response of the system on both the mechanical disturbance (electrical potential $\varphi$ ) and the thermal one (chemical potential $\mu$ ) caused by the inhomogeneous distribution of electrons in the conductor. ${ }^{2}$

By applying the general equations of the theory of linear isothermal response $[12,13]$ to the problem under consideration, we obtain a constitutive equation that relates the total-current density to the gradient of the electrochemical potential. Its Fourier transform at $q \ll k_{\mathrm{F}}$ has the following form:

$$
\begin{gather*}
j(q, \omega)=- \text { iqen }_{\mathrm{F}} D(q, \omega) \xi(q, \omega)  \tag{4}\\
=-i q \sigma(q, \omega) U(q, \omega) / e
\end{gather*}
$$

where $n_{\mathrm{F}}$ is the density of states at the Fermi level and $\sigma(q, \omega)$ is the measured electrical conductivity related to $D(q, \omega)$ by the Einstein relation. It should be emphasized that $\sigma(q, \omega)$ is not the Kubo kinetic coefficient

$$
\begin{equation*}
\tilde{\sigma}(q, \omega)=e^{2} n_{\mathrm{F}} \frac{D(q, \omega)}{1+i\left(q^{2} / \omega\right) D(q, \omega)} \tag{5}
\end{equation*}
$$

which, in contrast to $\sigma(q, \omega)$ (see Eq. (4)), relates the total-current density to the electric field operating in the system. Only in the homogeneous case $(q=0)$ have we $\sigma(0, \omega)=\tilde{\sigma}(0, \omega)$, and Eq. (5) coincides with the Einstein relation.

[^6]Equations (4) and (5) describe the nonlocal linear response of the spatially unbounded homogeneous system. In general, the nonlocality of the constitutive equations has a more complex character. In the geometry typical of an experiment, the sample has the shape of a plane-parallel layer of thickness $L$. In this case, the diffusion propagator of charge carriers $\tilde{G}\left(x, x^{\prime} ; \omega\right)$ is a solution to the equation

$$
-i \omega \tilde{G}\left(x, x^{\prime} ; \omega\right)
$$

$$
\begin{equation*}
-\frac{\partial}{\partial x} \int_{-L / 2}^{L / 2} \tilde{D}(x, y ; \omega) \frac{\partial}{\partial y} \tilde{G}\left(y, x^{\prime} ; \omega\right) d y=\delta\left(x-x^{\prime}\right) \tag{6}
\end{equation*}
$$

with open boundary conditions

$$
\begin{equation*}
\left.\tilde{G}\left(x, x^{\prime} ; \omega\right)\right|_{x, x^{\prime}= \pm L / 2}=0 \tag{7}
\end{equation*}
$$

The integral kernel of this equation (the nonlocal diffusion coefficient) enters into the constitutive equation that relates the electric current to the gradient of the electrochemical potential (voltage drop)

$$
\begin{equation*}
I(x)=-e^{2} n_{\mathrm{F}} S \int_{-L / 2}^{L / 2} \tilde{D}\left(x, x^{\prime} ; \omega\right) \frac{\partial}{\partial x^{\prime}} U\left(x^{\prime}\right) d x^{\prime} \tag{8}
\end{equation*}
$$

where $S \propto L^{d-1}$ is the cross-sectional area of the sample. The solution to the boundary problem (6), (7) in the absence of spatial dispersion $\left(\tilde{D}\left(x, x^{\prime} ; \omega\right)=D(\omega) \delta\left(x-x^{\prime}\right)\right)$ can be obtained by the well-known image method [14]

$$
\begin{gather*}
\tilde{G}\left(x, x^{\prime} ; \omega\right)=\sum_{n=-\infty}^{+\infty}\left[G\left(x-x^{\prime}+2 n L ; \omega\right)\right. \\
\left.-G\left(x+x^{\prime}+(2 n+1) L ; \omega\right)\right],  \tag{9}\\
G(x ; \omega)=\frac{1}{L} \sum_{q} \frac{\exp (i q x)}{-i \omega+q^{2} D(\omega)} .
\end{gather*}
$$

Here, $G(x, \omega)$ is the diffusion propagator for an unbounded spatially homogeneous system. We assume that solution (9) remains valid even in the presence of spatial dispersion if its characteristic length is small as compared to the sample dimensions $(R \ll L)$. In this case, the integral kernel of the constitutive equation (8) is expressed (by analogy with Eq. (9)) through the generalized diffusion coefficient $D(q, \omega)$ of the unbounded spatially homogeneous system

$$
\begin{align*}
& \tilde{D}\left(x, x^{\prime} ; \omega\right)=\frac{2}{L} \sum_{n=0}^{+\infty}\left[D\left(\bar{q}_{n}, \omega\right) \sin \bar{q}_{n} x \sin \bar{q}_{n} x^{\prime}\right.  \tag{10}\\
& \left.\quad+D\left(q_{n}, \omega\right) \cos q_{n} x \cos q_{n} x^{\prime}\right]
\end{align*}
$$

where $\bar{q}_{x}=2 \pi n / L$ and $q_{n}=\pi(2 n+1) / L$ are discrete values of wave numbers.

Taking into account that the voltage drop $U(x)$ is an odd function of $x$ and the current strength $I(x)=I$ is constant along the sample under consideration, we represent them in the form of corresponding Fourier expan-
sions. Then, after substituting Eq. (10) into the constitutive equation (8), we can easily find the expression for the Fourier coefficients $U_{n}$. Finally, the $x$ dependence of the voltage drop can be represented in the form of the following Fourier series:

$$
\begin{gather*}
U(x)=\frac{4 I}{L S e^{2} n_{\mathrm{F}}} \sum_{n=0}^{+\infty} \frac{(-1)^{n+1}}{q_{n}^{2} D(q, \omega)} \sin q_{n} x,  \tag{11}\\
|x|<L / 2 .
\end{gather*}
$$

3. If the diffusion coefficient is independent of the wave number $q_{n}$, series (11) yields (for a conductor of finite dimensions) the conventional definition of the conductance $g(L, \omega)=L^{d-2} e^{2} n_{\mathrm{F}} D(0, \omega)=L^{d-2} \sigma(\omega)$ and describes the linearly varying voltage drop $U(x) \propto x$ inside the sample ( $|x|<L / 2$ ). In the presence of spatial nonlocality of the generalized diffusion coefficient $D\left(q_{n}, \omega\right)$, the conductance is defined as

$$
\begin{equation*}
\frac{1}{g(L, \omega)}=\frac{8}{L S e^{2} n_{\mathrm{F}_{n}}} \sum_{0}^{+\infty} \frac{1}{q_{n}^{2} D\left(q_{n}, \omega\right)} \tag{12}
\end{equation*}
$$

so that the $x$ dependence of voltage drop (11) becomes nonlinear. Therefore, the information about the spatial dispersion of the generalized charge-carrier diffusivity $D(q, \omega)$ can be obtained by measuring the nonlinear part of $U(x)(11)$ :

$$
\begin{equation*}
\frac{1}{g(L, \omega)}=\frac{8}{L S e^{2} n_{\mathrm{F}}} \sum_{n=0}^{+\infty} \frac{1}{q_{n}^{2} D\left(q_{n}, \omega\right)} \tag{13}
\end{equation*}
$$

Consider a sample in the form of a plane-parallel layer of thickness $L \gg R$ ( $R$ is the scale of the spatial nonlocality) with ideal ohmic contacts on the opposite surfaces and two potential (measuring) probes located symmetrically at a distance $x$ from the middle plane of the sample (see Fig. 1a). It is expedient to place the measuring probes near points $x_{\max }$, where $\Delta U(x)$ reaches maximum values $\Delta U_{\text {max }}$. To measure the nonlinear part of the voltage drop (13), one more pair of potential probes is required; in our case, the ohmic probes are used to this end.

The substitution of Eq. (3) into (11) and (13) yields $\Delta U(x)=0$. Strictly speaking, this equality is fulfilled only if the linear part of the voltage drop is compensated ideally. But in any case, the measured signal is small in terms of the parameter $R / L \ll 1$. The nonzero contribution to $\Delta U(x)$ comes only from the nontrivial $q$-dependent parts of the generalized diffusion coefficient in (2). Figure 1 b displays typical $\Delta U(x)$ dependences calculated using linear interpolations between various Chalker's asymptotics (2) for the inverse diffusion coefficient $1 / D(q, \omega)$ at $q R \ll 1$ and $q R \gg 1$. In this case, $x_{\text {max }}$ is independent of the scales of the spatial nonlocality of $D(q, \omega)$ and, at $\eta=1.1-1.5$, takes on val-


Fig. 1. (a) Schematic of measuring the nonlinear part of the voltage drop (the longitudinal section of the sample is shown). (b) Typical variation of the nonlinear part of the voltage drop as a function of the position $x$ of the measuring probes. The curve was calculated using Chalker's asymptotics (2) for $\eta=1.3$ and $R / L=0.1$.
ues from the interval $x_{\text {max }} \approx(0.70-0.76) L / 2$. The values of $\Delta U_{\text {max }}$ calculated at these points have the following asymptotics:

$$
\begin{gather*}
\Delta U_{\max } \propto\left(\frac{R}{L}\right)^{\eta} \propto\left\{\begin{array}{l}
\omega^{-\eta / d}, \quad L_{\omega} \ll \xi, \\
\xi^{n} \propto|t|^{--\eta}, \quad L_{\omega} \gg \xi,
\end{array}\right.  \tag{14}\\
L_{\omega}, \xi \ll L .
\end{gather*}
$$

Two variants of measuring signal (14) can be suggested. In the first case, the frequency dependence $\Delta U_{\max }(\omega)$ is studied in a sample with a fixed level of disorder in a sufficiently small vicinity of the mobility edge on the metallic side of the transition $(|t| \ll 1)$. According to (14) and to predictions of [1], $\Delta U_{\text {max }} \propto \omega^{-\eta / d}$ should increase upon lowering frequency ( $\omega \gg \omega_{c}$ ), up to the saturation, which is reached at $\Delta U_{\text {max }} \propto(\xi / L)^{\eta}$ ( $\omega \ll \omega_{\mathrm{c}}$ ). The critical frequency $\omega_{\mathrm{c}}$ is determined by the condition $L_{\omega_{\mathrm{c}}}=\xi$ or $\hbar \omega_{\mathrm{c}}=\lambda_{\mathrm{F}}^{-d} n_{\mathrm{F}}^{-1}|t|^{\mathrm{v} d}$, where $\lambda_{\mathrm{F}}$ is the de Broglie wavelength at the Fermi level.


Fig. 2. Typical dependences of $\Delta U_{\max }$ on (a) the frequency $\omega$ and (b) the dimensionless distance to the mobility edge $t$ calculated using Eqs. (11) and (13) and Chalker's asymptotics (2) for $\eta=1.3$. Dashed lines show the asymptotic behavior predicted by Eq. (14).

In the second variant, the $\Delta U_{\text {max }}$ dependence on the dimensionless distance $t$ to the mobility edge $\mathscr{E}_{c}$ is measured at a fixed value of the frequency $\omega$. The simplest way of changing $t$ in the vicinity of $\mathscr{E}_{\mathrm{c}}$ appears to be controlling the Fermi level by varying pressure [15]. A very suitable material for such measurements is Si:P, in which the use of this technique permits one to obtain changes in $|t| \approx 10^{-3}$ [15]. According to (14) and to predictions in [1], a decrease in $t$ should be accompanied by a growth of $\Delta U_{\text {max }}$ proportional to $t^{-v \eta}\left(t \geqslant t_{\omega}\right)$ up to saturation, which is reached at $\Delta U_{\max } \propto\left(L_{\omega} / L\right)^{\eta}\left(t \ll t_{\omega}\right)$. Here, the critical value $t_{\omega}$ is determined by the condition $L_{\omega}=\xi$ or $\lambda_{\mathrm{F}}^{d} n_{\mathrm{F}} \hbar \omega \approx\left|t_{\omega}\right|^{\mathrm{V} d}$.

Figure 2 displays the dependences obtained from Eqs. (11) and (13) using the interpolation formula $R^{-1}=$ $\xi^{-1}+L_{\omega}^{-1}$ for the nonlocality scale. Since in a suffi-
ciently small vicinity of the mobility edge the nonlocality scale of $D(q, \omega)(2)$ takes on anomalously large values $R=\min \left(L_{\omega}, \xi\right)$, the signal $\Delta U_{\max }$ (14) is well accessible for measurements. Estimates show that for $\mathrm{Si}: \mathrm{P}$ samples with typical concentrations of phosphorus $n_{\mathrm{P}} \approx$ $10^{18} \mathrm{~cm}^{-3}$ at realizable values of $|t| \approx 10^{-2}-10^{-3}$, the $\Delta U_{\text {max }}$ dependences predicted in this paper (see Eq. (14) and Fig. 2) should be observed in a range of frequencies $\omega$ accessible for probe measurements. For example, at $t \approx 10^{-3}$, the critical value of the frequency is $\omega_{\mathrm{c}} \approx 10^{3}$ $10^{4} \mathrm{~s}^{-1}$ (see Fig. 2a) and the corresponding correlation lengths are on the order of $L_{\omega_{c}} \sim \xi \sim 10^{-3}-10^{-2} \mathrm{~cm}$.

Thus, the fact of the existence [1,2] or suppression [4-6] of anomalous spatial dispersion of the generalized diffusion coefficient near the Anderson transition is of fundamental importance for the understanding of the microscopic mechanism of the phenomenon of localization and, in our opinion, can be tested experimentally.

We are grateful to I.M. Suslov, who called our attention to this problem. We are also grateful to him for fruitful discussions and for the constant interest in our work. The work was supported by the INTAS (grant no. 99-1070).
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#### Abstract

In terms of the isotropic elastic crystal model, it is shown that the formation of planar layers consisting of edge dislocation pileups is advantageous in energy if the shear modulus of the crystal is far lower than the bulk modulus. As pressure rises, the dislocation radius decreases, which can destroy the crystal structure. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 62.50.+p; 64.70.Kb

The destruction of a crystal lattice (amorphization) under a sufficiently high hydrostatic pressure of 1100 GPa is observed in many crystals (see surveys [1, 2]). The physical reasons behind this phenomenon remain unclear in many respects. Several amorphization mechanisms have been advanced: the mechanical instability of a crystal [3, 4], chemical degradation [5], and structural constraints on packing of molecular complexes [6]. The most popular interpretation of pres-sure-induced amorphism is the following: it is suggested that a first-order structural phase transition occurring under a certain pressure generates nuclei of a new phase in the crystal and that their growth is inhibited by the slow kinetics of the compressed crystal [1]. Presumably, the resulting amorphous phase is a chaotic mixture of meso clusters of two stable crystalline phases.

The existing approaches to explain amorphization are qualitative, which in most cases keeps one from quantitatively predicting the properties of an amorphous phase. Most theoretical investigation of amorphization is confined to numerical simulations of the molecular dynamics or crystal dynamics under high pressures; see, e.g., $[1,7,8]$.

Another drawback of most amorphization models is their nonspecificity for a compressed crystal. For example, mechanical instability can likewise be caused by a change in temperature, resulting in ordinary structural transition, and two-phase states with slow kinetics can likewise be observed upon cooling in the region of lowtemperature structural transitions. In addition, the existence of a denser, high-pressure polymorph has not been discovered in many crystals that experience a transition to an amorphous state. Therefore, it is of interest to consider other amorphization mechanisms that are not related to the occurrence of structural transitions but are specific to a compressed crystal.

There seems to be no doubt that amorphism is related to the necessity of reducing the volume, and thereby decreasing the energy, of interaction of the crystal with the external pressure [2]. In the absence of a denser crystalline phase, a crystal can reduce its volume by creating structural defects, which can be more advantageous in energy than homogeneous compression. For example, in an isotropic elastic crystal in which bulk modulus $K$ is far higher than shear modulus $\mu$, homogeneous hydrostatic compression can be less advantageous than compression due to the generation of dislocations, whose energy is controlled by $\mu$.

The compressibility of a crystal by means of dislocation generation was clearly demonstrated in numerical experiments on the impact compression of copper [8]. The initially appearing dislocation loops rapidly grow in number; they merge to cause the complete destruction of the crystal order. A crystal with a high dislocation density seems to be in an intermediate state en route to an amorphous phase.

Such an intermediate dislocation-compression phase can be easily described in terms of the isotropic elastic crystal model. According to [9], displacements of atoms caused by planar dislocation loops at distances far larger than the loop size are defined by

$$
\begin{align*}
u_{i}(\mathbf{r}) & =-d_{j k} \partial_{j} G_{i k}(\mathbf{r}),  \tag{1}\\
d_{j k} & =c_{j k l m} n_{l} b_{m} S .
\end{align*}
$$

Here, $S$ is the loop surface area, $\mathbf{n}$ is the vector normal to the loop surface, $\mathbf{b}$ is the Burgers vector, $G_{i k}$ is the Green function from elasticity theory equations, and $c_{j k l m}$ is the tensor of elastic moduli.

Since $G_{i k} \propto r^{-1}$, displacements (1) are similar to an electric charge field. Therefore, a dense, planar layer of dislocation loops will create a constant displacement of atoms nearby. Indeed, for the displacements generated by such a layer, we have

$$
\begin{align*}
u_{i}(\mathbf{r}) & =-\partial_{j} \int_{|z|<l / 2} d \mathbf{r}^{\prime} \rho\left(\mathbf{r}^{\prime}\right) d_{j k}\left(\mathbf{r}^{\prime}\right) G_{i k}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)  \tag{2}\\
& \approx-\rho\left\langle d_{j k}\right\rangle \partial_{j} \int_{|z|<l / 2} d \mathbf{r}^{\prime} G_{i k}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)
\end{align*}
$$

Here, we set that the dislocation density is constant: $\rho(\mathbf{r})=$ const. We also ignored fluctuations in tensor $d_{j k}$, replacing it by a volume-average value $\left\langle d_{j k}\right\rangle$ :

$$
\left\langle d_{j k}\right\rangle=c_{j k l m}\left\langle S n_{l} b_{m}\right\rangle
$$

If the layer size $D$ is great compared to its thickness, $D \gg l$, then, setting $S=$ const, for $l / 2<|z| \ll D$ from Eq. (2) we have

$$
\begin{gather*}
u_{i}(\mathbf{r})=\frac{S \rho l}{2} \\
\times\left(\delta_{i, z} \frac{\sigma\left\langle n_{j} b_{j}\right\rangle-\left\langle n_{z} b_{z}\right\rangle}{1-\sigma}+\left\langle n_{i} b_{z}\right\rangle+\left\langle n_{z} b_{i}\right\rangle\right) \operatorname{sgn}(z), \tag{3}
\end{gather*}
$$

where $\sigma=\frac{1}{2}[(3 K-2 \mu) /(2 K+\mu)]$ is the Poisson coefficient.

Thus, the formation of a dislocation loop layer leads to homogeneous (to random fluctuations) displacements of atoms in the nearby regions of the crystal. Substantial strain is experienced only by the dislocation layer, so that the energy consumed in this process is controlled by the energy dislocations. Depending on the sign at $\operatorname{sgn}(z)$ in Eq. (3), this expression describes either the compression or stretching of a crystal. The largest compression occurs in the case of purely edge dislocations with $\mathbf{b}=-\mathbf{n} b$ and $\mathbf{n}$ parallel to axis $z$. Here, we will consider their isotropic orientation distribution (and $b=$ const) when

$$
\left\langle b_{j} n_{k}\right\rangle=b \delta_{j, k} / 3
$$

The average energy of dislocation interaction in this case is zero. Indeed, for the average interaction energy density, we have

$$
\begin{gather*}
W_{\mathrm{int}}=-\left(\frac{\rho^{2}}{2 V}\right)\left\langle d_{i j}\right\rangle\left\langle d_{k l}\right\rangle \int_{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|>b} d \mathbf{r} d \mathbf{r}^{\prime} \partial_{i} \partial_{k} G_{j l}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)  \tag{4}\\
\propto \int_{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|>b} d \mathbf{r} d \mathbf{r}^{\prime} \Delta\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{-1}=0 .
\end{gather*}
$$

For the isotropic edge-dislocation orientation distribution, expression (3) reads

$$
\begin{equation*}
u_{i}(\mathbf{r})=-\frac{\operatorname{Sb\rho } l(1+\sigma)}{6(1-\sigma)} \delta_{i, z} \operatorname{sgn}(z) \tag{5}
\end{equation*}
$$

Let us consider the uniaxial compression of a crystal under pressure $p$ along axis $z$ that involves the formation of such edge dislocations. The energy density of a
crystal containing a set of dislocation layers with thickness $l$ separated at distance $l$ ' is defined by

$$
\begin{equation*}
W=\left(\rho l U_{d}+i W_{\mathrm{int}}-2\left|u_{z}\right| p\right) /\left(l+l^{\prime}\right) \tag{6}
\end{equation*}
$$

Here, $U_{d}$ is the intrinsic energy of a single dislocation, $W_{\text {int }}=0$ according to Eq. (4), and $u_{z}$ is defined from Eq. (5).

In the case of edge dislocations of radius $R$ [9],

$$
\begin{equation*}
U_{d}=\frac{\mu b^{2} R}{2(1-\sigma)} \ln \frac{R}{b} \tag{7}
\end{equation*}
$$

Therefore, estimating the highest density of randomly oriented dislocations at $(2 R)^{-3}$, from Eqs. (4)-(7), we have

$$
\begin{gather*}
W=\frac{l}{l+l} \frac{\mu}{16(1-\sigma)}\left(\frac{b^{2}}{R^{2}} \ln \frac{R}{b}-\frac{2 b p}{R p_{0}}\right)  \tag{8}\\
p_{0} \equiv 3 \mu / \pi(1+\sigma)
\end{gather*}
$$

The applicability of Eq. (8) is constrained by the validity conditions for formulas (1), (3), and (7), namely, $D \gg\left(l, l^{\prime}\right) \gg R \gg b$. The $W$ value is the least for dislocations with the radius satisfying the relationship

$$
\begin{equation*}
\frac{b}{R} \ln \frac{R}{\sqrt{e} b}=\frac{p}{p_{0}} \tag{9}
\end{equation*}
$$

For $p \ll p_{0}$, a solution to this equation exists with $R \gg b$ :

$$
\begin{equation*}
R \approx \frac{b p_{0}}{p} \ln \frac{p_{0}}{\sqrt{e} p} \tag{10}
\end{equation*}
$$

The $W$ value corresponding to this $R$ is

$$
\begin{gathered}
W \approx-\frac{l}{l+l^{\prime}} \frac{\mu}{16(1-\sigma)} \frac{p^{2}}{p_{0}^{2} \ln \frac{p_{0}}{\sqrt{e} p}}=\frac{l}{l+l^{\prime}} \frac{\alpha p^{2}}{2 E \ln \frac{p_{0}}{\sqrt{e} p}} \\
\alpha \equiv \frac{\pi^{2}(1+\sigma)^{3}}{36(1-\sigma)}
\end{gathered}
$$

where $E$ is the Young modulus. Comparing this $W$ for $l^{\prime} \ll l$ to the energy density of a homogeneously compressed crystal $W_{0}=-p^{2} / 2 E$, we find that dislocation compression is more advantageous for $p>p_{c}$ :

$$
p_{c}=p_{0} e^{-\alpha-1 / 2}
$$

The critical pressure conforms to the condition $p_{c} \ll p_{0}$ if $\alpha$ is close to its maximal value

$$
\alpha_{c}=\frac{3 \pi^{2}}{16} \approx 1.85
$$

which is reached when $\mu \ll K$ and $\sigma=1 / 2$. Therefore, in crystals with $\mu \ll K$, dislocation layers can form when the pressure is higher than

$$
p_{c}=p_{0} e^{-\alpha_{c}-1 / 2} \approx 0.1 p_{0} \approx 0.06 \mu
$$

For typical $\mu$ of about $10-100 \mathrm{GPa}, p_{c}$ is on the order of $1-10 \mathrm{GPa}$, which is close to experimental values [1, 2]. With this, the average radius of layer-forming dislocations (see Eq. (9)) is

$$
R_{c}=\alpha_{c} e^{\alpha_{c}+1 / 2} b \approx 20 b .
$$

Macroscopic strain in the dislocation phase

$$
\varepsilon_{z z}=-2\left|u_{z}\right| /\left(l+l^{\prime}\right) \approx-\frac{\pi}{8} \frac{b}{R}=-\frac{\pi}{8} \frac{p}{p_{0} \ln \frac{p_{0}}{\sqrt{e} p}}
$$

coincides, when $p=p_{c}$, with homogeneous strain $-p_{c} / E \approx-0.02$, so that the volume is continuous at the point of dislocation-layer formation.

The effective Young modulus for the dislocation phase is

$$
E_{a} \equiv-p / \varepsilon_{z z}=\frac{E}{\alpha_{c}} \ln \frac{p_{0}}{\sqrt{e} p} .
$$

It equals $E$ for $p=p_{c}$ and decreases as pressure rises. This means that the dislocation phase has a higher density and a lower energy than a homogeneously compressed crystal under the same pressure.

The increasing pressure also causes a monotonic decrease in the equilibrium dislocation radius until reaching the critical pressure

$$
p_{a}=e^{-3 / 2} p_{0} \approx 0.22 p_{0} \approx 0.13 \mu,
$$

under which

$$
R=e^{3 / 2} b \approx 4.5 b .
$$

For $p>p_{a}$, Eq. (10) has no solution, and the minimum in $W$ occurs only when $R=0$. Thus, when $p>p_{a}$, nonhomogeneous layers cannot be described as a dislocation pileup, and it is natural to suggest that they become amorphous. Indeed, because in the dislocation distribution in question distances between the dislocation centers are on the order of $R$, when $R$ is on the order of $b$, practically all crystal sites appear near dislocation cores and experience random nonhomogeneous displacements comparable to the lattice constant. It seems very probable that these strong nonhomogeneities will completely spoil long-range order. With this, the high-pressure amorphous phase will qualitatively differ from glassy phases forming in undercooled liquids, the latter having lower densities and higher energies than crystals [2].

The amorphization mechanism seems very likely in real crystals with elastic anisotropy: in this case, too, planar dislocation layers will cause homogeneous (on average) displacements, and dislocation compression can be advantageous under high pressures, at least when anisotropy is not very high, so that $W_{\text {int }}<\rho U_{d}$.

The formation of planar layers of an amorphous phase under a uniaxial impact load or slow hydrostatic
compression was observed in many crystals at 5$20 \mathrm{GPa}:$ quartz [1, 10, 11], berlinite $\mathrm{AlPO}_{4}$ [11, 12], fayalite $\mathrm{Fe}_{2} \mathrm{SiO}_{4}$ [13], and forsterite $\mathrm{Mg}_{2} \mathrm{SiO}_{4}$ [2, 13]. The amorphous layers observed may well form as a result of the evolution of newly formed dislocation pileups. Quartz, where moduli $c_{33}$ and $c_{11}$ are several times shear moduli $c_{44}$ and $c_{66}$ for $p>12 \mathrm{GPa}$ [4], offers an especially high probability for the realization of the mechanism in question.

The intermediate dislocation phase considered here is clearly not the only energetically advantageous phase under high pressures. Layers can form from dislocations of various types and shapes with various $S$ and $b$ distributions, various orientations, and various $l / l^{\prime}$ values. Since such state have different energies, they will be separated from a homogeneous state by different energy barriers, which are the sum of the energies of the nascent dislocations. The probability of the occurrence of various phases in experimentally achievable times will be a significant function of the barrier height and of the occurrence of defects that could serve as dislocation sources.

This work was supported by the Switzerland Foundation for Scientific Research, project SCOPE no. 2000-7SUPJO62362.
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#### Abstract

It is found that the splitting of polarized electron absorption bands of impurity dye molecules is inverted with temperature in a nematic liquid-crystal matrix. This effect is caused by the statistical nature of orientation ordering of impurity molecules and by the manifestation of higher order moments of the orientation distribution function. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 61.30.Gz; 61.30.Gd; 42.70.Df

1. The orientation ordering of uniaxial molecules relative to the director $\mathbf{n}$ in a nematic liquid crystal (LC) has a statistical nature and is characterized by the moments $\left\langle P_{n}(\cos \theta)\right\rangle$ of the orientation distribution function $f(\theta)$. Here, $\theta$ is the angle between the longitudinal axis $\mathbf{l}$ of the molecule and $\mathbf{n}, P_{n}(\cos \theta)$ are the odd Legendre polynomials; the brackets $\langle\ldots\rangle$ stand for statistical averaging. The parameter $\left\langle P_{2}\right\rangle=S$ determines the degree of molecular ordering, and the inhomogeneity of orientation distribution of molecules is characterized by the dispersions $\Delta_{m q}=\left\langle P_{m} P_{q}\right\rangle-\left\langle P_{m}\right\rangle\left\langle P_{q}\right\rangle$ depending on the parameters $\left\langle P_{n}\right\rangle$ with $n \geq 4$. The manifestations of the latter in the physical properties of LCs are of great interest for the elucidation of the nature of an LC state, for the development of molecular statistical theory, and for practical applications. The relation between $S$ and $\left\langle P_{4}\right\rangle$ determines the ratio $K_{33} / K_{11}$ of elastic moduli in a nematic phase [1], the anisotropy of Leslie viscosities $\alpha_{i}$ [2], the intensities of polarized Raman bands [3], the two-photon absorption dichroism [4], the splitting of polarized absorption bands of impurity molecules in a nematic matrix [5], and other properties of LCs. This stimulated much work on measuring $\left\langle P_{2,4}\right\rangle$ by various methods, together with work devoted to the theoretical interpretation of the observed dependences of $\left\langle P_{4}\right\rangle$ on $S$.

Recently, interest has grown in the manifestations of the $\left\langle P_{n}\right\rangle$ moments with $n \geq 6$ in anisotropic statistically ordered molecular media, because the dependence of $\left\langle P_{n}\right\rangle$ or $\Delta_{m q}$ on $S$ is a sensitive indicator of fine structural distinctions associated with the structural anisotropy appearing in a medium as a result of external action or molecular self-organization [6]. Recently, first neutron diffraction measurements of $\left\langle P_{2-6}\right\rangle$ have been carried out in different LC phases [7]. However, no physical
effects caused by the $\left\langle P_{n}\right\rangle$ moments with $n=2-6$ were observed in LCs. This work reports the first effect associated with the manifestation of the $\left\langle P_{n}\right\rangle$ moments with $n=2-8$ in a nematic phase.
2. To observe the effects caused by the moments $\left\langle P_{n}\right\rangle$ with $n \geq 4$, one should consider the LC property which depends entirely on the dispersions $\Delta_{2 n}$ with $n \geq 2$, because $\Delta_{2_{n}}$ contains the contributions from the terms $\sim\left\langle P_{n}\right\rangle$ and $\left\langle P_{n \pm 2}\right\rangle$. The difference (splitting) $\Delta v=v_{\|}-v_{\perp}$ in the maxima $v_{j}$ of electron absorption bands $D_{j}(v)$ of uniaxial impurity molecules excited by the light polarized parallel $(j=\|)$ and perpendicular $(j=\perp)$ to $\mathbf{n}$ in a nematic matrix is such a property [8]. For impurity absorption with the dipole transition moment $\mathbf{d} \| \mathbf{l}, v_{j}$ is given by the expression [8]

$$
\begin{equation*}
v_{j}=v_{i}-S_{m} \sum_{n \geq 2} A_{n}\left(S_{m}\right)\left[\left\langle P_{n}\right\rangle+\frac{C_{j} \Delta_{2 n}}{1+C_{j} S}\right], \tag{1}
\end{equation*}
$$

where the summation goes over odd $n, C_{\|}=2, C_{\perp}=-1$, $v_{i}$ corresponds to the maximum of impurity band $D_{i}(v)$ in the isotropic LC phase, and $S_{m}$ is the orientation ordering parameter of the matrix molecules. The coefficients $A_{n}\left(S_{m}\right)=A_{n 0}+A_{n 1} S_{m}$ [5] characterize a change in the energy of anisotropic impurity-matrix interaction upon the electronic excitation of impurity, and the magnitudes and signs of parameters $A_{n 0,1}$ are determined by the contributions from different types of intermolecular interaction.

The splitting $\Delta v$ reflects the statistical character of molecular orientation ordering in a nematic phase, and its value

$$
\begin{equation*}
\Delta v=-\frac{3 S_{m}}{(1-S)(1+2 S)} \sum_{n \geq 2} A_{n}\left(S_{m}\right) \Delta_{2 n} \tag{2}
\end{equation*}
$$

depends on the balance of contributions from the dispersions $\Delta_{2 n}$ and the parameters $\left\langle P_{q}\right\rangle$ with $q \geq 4$. Since the parameters $\Delta_{2 n}$ vary with mesophase temperature and depend to varying degrees on $S$ [6], the temperature curves for $v_{j}$ should exhibit some features such as the temperature-induced sign inversion of $\Delta v$ due to the cancellation of contributions from $\Delta_{2 n}$ to $\Delta v$, which can occur only if the terms with at least $n=2,4$ and the $\left\langle P_{2-}\right.$ $\left.{ }_{6}\right)$ quantities are taken into account. At the inversion point, $v_{\|}=v_{\perp} \neq v_{i}$. This manifestation of moments $\left\langle P_{n}\right\rangle$ with $n \geq 6$ can easily be discriminated from the temper-ature-induced sign inversion of $\Delta v$ and turning $A_{q}$ to zero at this point in the case where only one term with $n=q$ is taken into account in Eq. (2), because in this case the relation $v_{j}=v_{i}$ holds.
3. To provide a sizable contribution from the dispersions $\Delta_{2 n}$ with different $n$ to $\Delta v$, one should choose molecules whose excitation brings about a change in a variety of their properties such as the dipole moment, the anisotropy of linear and nonlinear polarizabilities, etc. Among these objects are linear molecules with a $\pi$-conjugated system containing end $\pi$-electron donor and acceptor substituents with polar conjugation via the system of molecular fragments. In our work, we used the D6 dye

which satisfied these demands. 4-Butoxyphenyl ester of 4'-hexyloxybenzoic acid (BEHA [9]) was taken as a matrix,


Cr 50-N-102.5 I,
with known crystal-nematic-isotropic liquid (Cr-N-I) phase-transition temperatures ( $C$ ) and a broad temperature interval of the nematic phase. BEHA refers to nematics with high $S_{m}$ values [9], which are well approximated by the formula $S_{m}=S_{m 0}\left(1-T / T_{1}\right)^{\beta}$ with parameters $S_{m 0}=1.223, \beta=0.177$, and $T_{1}-T_{\mathrm{NI}}=0.314 \mathrm{~K}$.

The spectra of polarized optical-density components $D_{j}(v)$ in the electron absorption range of D6 were recorded in a plane-parallel cell of thickness $d=40 \mu \mathrm{~m}$ with a uniform planar director orientation and a dye weight content of $0.3 \%$ that had negligible effect on the $T_{\mathrm{NI}}$ value, the sample birefringence, and the degree of matrix ordering. The spectra were recorded and automatically processed on a PU-8800 spectrophotometer. For each spectral component, a weak background absorption of pure matrix at the high-frequency wing of impurity band was subtracted from the absorption of impure LC with the same $d$ and reduced temperature $\Delta T=T-T_{\mathrm{N} \mathrm{I}}$. The resulting $D_{j}(v)$ spectra were used for determining $D_{j}\left(v_{j}\right)$ and $v_{j}$ in the nematic and isotropic


Fig. 1. Frequency dependences of the optical-density components (1) $D_{\|}(\mathrm{V})$, (2) $D_{\perp}(\mathrm{V})$, and (3) of the dichroic ratio $0.1 D_{\|}(v) / D_{\perp}(v)$ in the nematic phase at $\Delta T=-21.5 \mathrm{~K}$ and (4) $\mathrm{D}_{i}(v)$ in the isotropic phase at $\Delta T=6 \mathrm{~K}$.
phases. Figure 1 shows the $D_{j}(v)$ spectra for $\Delta T=-21.5 \mathrm{~K}$ and $D_{i}(\mathrm{v})$ for $\Delta T=6 \mathrm{~K}$. The isolated nondegenerate long-wavelength electronic transition in D6 is polarized along the long molecular axis, and the dichroism $N_{1}(v)=D_{\| \|}(v) / D_{\perp}(v)$ is virtually independent of $v$ within the absorption band, indicating its uniform polarization and the absence of hidden unresolved vibronic transitions. Hence, the observed difference between $v_{j}$ and $v_{i}$ and between $v_{\|}$and $v_{\perp}$ is caused by a change in the anisotropic impurity-matrix interactions upon impurity excitation.

The $v_{j}(\Delta T)$ curves in Fig. 2 show some features that were previously not observed for $\mathbf{d} \| \mathbf{I}$ transitions. Over the entire mesophase range, $v_{\perp}$ is constant while $v_{\|}(\Delta T)$ strongly depends on temperature. At $\Delta T=\Delta T^{*}=-6.5 \mathrm{~K}$, $\Delta v$ inverts its sign, and the ratio between $v_{i}$ and $v_{\|}$ changes in the vicinity of $T_{\mathrm{N} \mathrm{l}}$. The $D_{\|}(v)$ and $D_{\perp}(\mathrm{v})$ bands correspond to the absorption of orthogonally polarized mutually noninteracting normal optical waves in LC, so that the observed degeneracy $v_{\|}=v_{\perp}$ at $\Delta T^{*}$ is exact. The fact that $v_{i}>v_{j}$ at $\Delta T^{*}$ indicates the presence of contributions from the dispersions $\Delta_{2 n}$ with several values $n \geq 2$ in Eq. (2) and the cancellation of these contributions to $\Delta v$ at this point.

To interpret the features observed in the $v_{j}(\Delta T)$ curves at $\Delta T$ values corresponding to the experimental values of $v_{j}(\Delta T)$ in Fig. 2, Eq. (1) was used and $S$ was determined using the expressions [10]


Fig. 2. Temperature dependences of the maxima $v_{i, j}$ of impurity bands $D_{i, j}(v)$ for the D6 dye in the BEHA nematic matrix. Solid lines are the $v_{j}$ interpolations calculated by Eq. (1) with parameters given in the text.

$$
\begin{equation*}
S=\frac{N_{1} g-1}{N_{1} g+2}, \quad g=\frac{n_{b \|} f_{b \perp}^{2}}{n_{b \perp} f_{b \|}^{2}}, \tag{3}
\end{equation*}
$$

where $N_{1}=D_{\|}\left(v_{\|}\right) / D_{\perp}\left(v_{\perp}\right), n_{b j}=n_{j}\left(v_{j}\right)$ are the matrix refractive indices (background indices in the impurity absorption), and $f_{b j}=1+L_{j}\left(n_{b j}^{2}-1\right)$ are the background tensor components of the local optical wave field in the impurity band. The $n_{j}\left(v_{j}\right)$ values were derived from the temperature dependences of $n_{j}(\lambda=546 \mathrm{~nm})$ and the dispersion relations for $n_{j}(\lambda)$ [9]. The components of Lorentz tensor $L_{j}$ were determined by the conventional procedure [10] using the dichroic relations $N_{1}$ and $N_{2}=$ $D_{\perp}\left(v_{\perp}\right) / D_{i}\left(v_{i}\right)$, the $n_{j}\left(v_{j}\right)$ values, and the densities $\rho$ and $\rho_{i}$ of the nematic and isotropic phase, respectively [9]. It was established that, over the entire range of the nematic phase, the ratio $f_{b \perp} \mid f_{b \|}=1 \pm 0.02$ and the correction to $S$ for the anisotropy of tensor $f_{b}$ is insignificant in the D6 absorption. The temperature dependences of the parameters $N_{1}, n_{j}\left(v_{j}\right), L_{j}$, and $S$ and the details of the procedure will be published elsewhere. Note that the $N_{1}(\Delta T)$ and $S(\Delta T)$ curves show no specific features in the vicinity of the $\Delta T^{*}$ point. The experiment was interpreted using the experimental values of $S$, which are well approximated by the formula $S=S_{0}\left(1-T / T_{2}\right)^{\beta}$ with parameters $S_{0}=1.026, \beta=0.124$, and $T_{2}-T_{\mathrm{NI}}=0.18 \mathrm{~K}$. For the same $\Delta T$, the parameters $S$ and $S_{m}$ are close to each other.

The parameters $\left\langle P_{n}\right\rangle$ and dispersions $\Delta_{2 n}$ in Eq. (1) were calculated using the distribution function

$$
\begin{align*}
& f(\theta)=(1 / Z) \exp \left[\lambda_{2}(S) P_{2}(\cos \theta)\right] \\
& Z=\int_{-1}^{1} \exp \left[\lambda_{2}(S) P_{2}(\cos \theta)\right] d \cos \theta \tag{4}
\end{align*}
$$

which corresponds to the experiment in [5-7] with high $S$ values for the host and impurity molecules without end chains. The parameters $\lambda_{2}(S)$ were determined from the equation $S=\partial \ln Z / \partial \lambda_{2}$. Analysis showed that the inclusion of the $n=2$ and 4 terms in Eq. (1) and the determination of fitting parameters $A_{n 0,1}$ from the $v_{j}$ values at two $\Delta T$ points or the $v_{\perp}$ values at four $\Delta T$ points yield a linear dependence $v_{\|}(\Delta T)$ with the sign inversion for $\Delta v$ at $\Delta T$ close to the midpoint of the mesophase temperature interval.

The inclusion of the $n=2-6$ terms in Eq. (1) substantially improves the agreement between theory and experiment. Figure 2 displays the $v_{j}(\Delta T)$ curves corresponding to the smallest standard deviation of the calculated $v_{j}(\Delta T)$ from their experimental values. The fitting parameters were found to be $A_{20}=2518, A_{21}=$ $2456, A_{40}=-20734, A_{41}=10563, A_{60}=38105$, and $A_{61}=-31717 \mathrm{~cm}^{-1}$. The agreement between the theory and the experiment testifies that all the above-mentioned features of $v_{j}(\Delta T)$ and their relations with $v_{i}$ are mutually self-consistent.

The discrepancy between the theoretical and experimental values of $v_{j}(\Delta T)$ is maximal at the inversion point $\Delta T^{*}$ and rapidly decreases upon moving away from it. For the distribution function (4), $\Delta_{22}(S)$ decreases monotonically with increasing $S$ in the range $S=0.503-0.795$ corresponding to the discussed system, while $\Delta_{24}(S)$ and $\Delta_{26}(S)$ change nonmonotonically and pass through the maxima at $S=0.55$ and 0.74 , respectively. Since the experimental value $S\left(\Delta T^{*}\right)=$ 0.623 is close to 0.638 , where the difference $\Delta_{22}(S)-$ $\Delta_{24}(S)$ changes sign from positive to negative with increasing $S$, the discrepancy between the calculation and experiment in the vicinity of $\Delta T^{*}$ may be due to a small difference between the real distribution function and the model function (4).

Thus, the observed temperature-induced sign inversion of $\Delta v$ and other features of the $v_{j}(\Delta T)$ curves are due to the statistical nature of the orientation ordering of impurity molecules and to the manifestation of the orientation distribution function moments $\left\langle P_{n}\right\rangle$ with $n=$ $2-8$. The spectral features of polarized impurity absorption may serve as an efficient and unique indicator of the subtle structural features in statistically ordered anisotropic molecular media.
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#### Abstract

The coincidence of Fermi contour portions with isolines of zero kinetic energy of the relative pair motion (the pair Fermi contour) is a necessary condition for superconducting pairing of carriers with a large total pair momentum. In high- $T_{c}$ cuprates, this situation can occur either due to the formation of a stripe structure or in the absence of the stripe structure when the Fermi contour satisfies the mirror nesting condition. A gradual deviation from this condition leads to a decrease in the superconducting energy gap to zero. © 2002 MAIK "Nauka/Interperiodica".


PACS number: 74.20.Mn; 74.20.Rp; 74.72.-h

1. In our recent works [1, 2], we proposed the mechanism of superconductivity in cuprates according to which the main channel of charge carrier pairing consists in forming carrier pairs with a large total momentum $K \approx 2 k_{\mathrm{F}}$ (where $k_{\mathrm{F}}$ is the Fermi momentum in the direction of the pair momentum $K$ ) with a Coulomb repulsion of carriers forming a pair, i.e., the $K$ pairing. This pairing channel is closely associated with the specific features of the phase diagram of high- $T_{c}$ cuprates in which the doping regions corresponding to the superconducting and antiferromagnetic states are immediately adjacent to one another. In this respect, an attempt was made to relate the usual Cooper pairing (at $K=0$ ) to antiferromagnetism within the framework of the $\mathrm{SO}(5)$ phenomenological model in which the two-component superconducting order parameter and the threecomponent antiferromagnetic order parameter are combined into a specific vector (superspin) in five-dimensional space [3]. This attempt necessitated considering not only the $\mathrm{U}(1)$ and $\mathrm{SO}(3)$ group generators (describing the Cooper $d$-wave pairing and antiferromagnetic ordering, respectively) but also the generators corresponding to triplet pairs with a large total momentum $\pi / a$ (where $a$ is the lattice parameter in the conducting plane)-the so-called $\pi$ operators. Earlier, the above approach justified from symmetry considerations in [3] was applied within the microscopic model of the coexistence of superconductivity and antiferromagnetism [4]. In the framework of the $\operatorname{SU}(4)$ dynamical symmetry model proposed by Guidry et al. [5], the complete set of generators making up the Lie algebra contains (in addition to the operators introduced by Zhang [3]) the operators of singlet $d$-wave pairs associated with orbital antiferromagnetism [6]. The experimental angleresolved photoemission spectra (ARPES) obtained by

Kaminski et al. [7] with the use of circularly polarized light were interpreted in terms of the spontaneous breaking of time-reversal symmetry in a pseudogap state of underdoped BSCCO thin films. This is consistent with the assumption made by Chakravarty et al. [8], according to which the phase diagram of high $-T_{c}$ cuprates contains a phase with a hidden order (from the viewpoint of the difficulties associated with its identification using the currently available experimental techniques) in the vicinity of the superconducting region. In [8], the hidden order was treated as an orbital antiferromagnetic order with $d_{x^{2}-y^{2}}$ symmetry of the order parameter, i.e., a $d$-density wave (DDW) similar to a charge-density wave in the case of $s$ symmetry. In our opinion, it is quite probable that it is these $K$ pairing and $d$-density waves that coexist in cuprates in an optimum manner.

The resonance peak observed in the neutron scattering spectra at energies close to 40 meV for high-temperature superconductor cuprates at temperatures below the superconducting transition point $T_{c}$ was assigned by Hu and Zhang [9] to the collective mode ( $\pi$ mode) corresponding to the $\pi$ operators. In [10], the incommensurate magnetic fluctuations are attributed to the dispersion of the $\pi$ mode, whose energy reaches a maximum at a commensurate antiferromagnetic momentum. The deviation from the commensurate momentum results in a softening of the $\pi$ mode; i.e., there is a tendency toward the second-order phase transition to a certain state that corresponds to a mixture of incommensurate antiferromagnetic and superconducting states and can be interpreted as a stripe state [9]. Japaridze et al. [12] considered the pairing of carriers with a large total pair momentum (the $\eta$-pairing mech-
anism introduced within the Hubbard model in [11]) in the one-dimensional model with due regard for the interaction between pairs located at neighboring sites (the Penson-Kolb-Hubbard model). These authors made the assumption that the formation of $\eta$ pairs with a total momentum equal to $\pi / a$ is accompanied by the breakdown of the one-particle band and the formation of the two-particle band of strongly correlated $\eta$-pairing states. Thus, there exists an analogy with our recent concept of the pair Fermi contour (PFC) for pairs with a large total momentum [2].
2. The momenta $k$ and $-k$ of particles forming pairs with a zero total momentum can belong to the entire momentum space inside or outside the Fermi contour by its symmetry with respect to the transformation $k \longrightarrow-k$. In this case, the particle momentum has also a meaning of the momentum of pair relative motion and the Fermi contour is defined as a zero-energy line of the relative pair motion. At a nonzero total pair momentum $K$, the presence of a populated region of the momentum space inside the Fermi contour imposes certain constraints on the size and shape of the momentum space region $\Xi_{K}$, which includes the momenta $k_{+}$and $k_{-}$of particles forming a pair with the given momentum $K=$ $k_{+}+k_{-}$( $K$ pair). For a singly connected Fermi contour, the region $\Xi_{K}$ is bounded by the Fermi contour portion and its reflection from the perpendicular to the vector $\mathbf{K}$ passing through the point $K / 2$ [1], as is shown in Fig. 1. Therefore, the relative motion momenta of particles forming pairs with the total pair momenta $k=\left(k_{+}-k_{-}\right) / 2$ belong to the region $\Xi_{K}$ with a symmetry center at the point $K / 2$, and only this region corresponds to the Fourier components involved in both the wave function for the relative pair motion and the effective energy of interaction between particles forming a pair with the given momentum $K$. The kinetic energy of the pair (reckoned from its chemical potential $2 \mu$ ) is defined as

$$
\begin{equation*}
2 \xi_{K k}=\varepsilon\left(\frac{K}{2}+k\right)+\varepsilon\left(\frac{K}{2}-k\right)-2 \mu, \tag{1}
\end{equation*}
$$

where $\varepsilon(k)$ is the dispersion law of particles forming the pair. The $\varepsilon(k)$ function becomes zero at two points $a$ and $a^{\prime}$ at the boundary of the region $\Xi_{K}$. Consequently, in contrast to the case $K=0$, this boundary is not a zeroenergy line of the relative motion of the $K$ pair.

For the momentum space with a hyperbolic metric (at different signs of effective-mass components in an extended neighborhood of the saddle points), the above zero-energy lines exist but, in general, do not coincide with the terminal Fermi contour portions; i.e., they do not separate occupied and vacant regions, which is necessary for superconducting pairing with a large total momentum at such a weak interaction as possible.

The spatially inhomogeneous stripe structure observed in high $-T_{c}$ cuprates [13] corresponds to a certain redistribution of charge carriers over the momentum space. In this case, the charge carrier transfer may


Fig. 1. Region $\Xi_{K}$ (hatched) of the momentum space involving the momenta $k_{+}$and $k_{-}$of particles forming a pair with the total momentum $K$. Line FC is a portion of the Fermi contour. Parts $\Xi_{K}^{(-)}$and $\Xi_{K}^{(+)}$of the region $\Xi_{K}$ correspond to occupied and vacant states, respectively. Lines $b c$ and $b^{\prime} c^{\prime}$ are the pair Fermi contour portions belonging to the region $\Xi_{K}$.
occur from the initially populated part of the momentum space region $\Xi_{K}$ (in Fig. 1, the part $\Xi_{K}^{(+)}$of the region $\Xi_{K}$ is bounded by the $a b c a$ and $a^{\prime} b^{\prime} c^{\prime} a^{\prime}$ lines) to states with a higher energy [2] (not shown in Fig. 1). The resultant loss of the kinetic energy of the carriers can be compensated for by either a partial restoration of the antiferromagnetic order in the real space regions vacated by excess carriers or the emergence of another order, for example, the orbital antiferromagnetic order. The states with the lowest excitation energy (i.e., the states adjacent to the Fermi contour) inside the momentum space region $\Xi_{K}$ should be depopulated first. In the case when the depopulated region $\Xi_{K}^{(+)}$is formed as a result of the transfer of a carrier pair with the total momentum $K$ to a region outside the Fermi contour in which this pair acquires a total momentum $K^{\prime}>2 k_{\mathrm{F}}$, the boundary between the region of newly vacated states and the region $\Xi_{K}^{(-)}$of as-yet occupied states can be represented by the isolines of the relative motion energy of the $K$ pair (lines $b c$ and $b^{\prime} c^{\prime}$ in Fig. 1) on which the kinetic energy (1) of this pair becomes zero. These isolines form a pair Fermi contour providing the effective superconducting pairing of carriers with the total momentum $K$ : for each relative $K$-pair motion momentum $k$ belonging to one of the isolines of the pair Fermi contour, there is a momentum $-k$ belonging to another line of this contour (Fig. 1). According to relationship (1), this line satisfies the following condition:

$$
\begin{equation*}
\varepsilon\left(\frac{K}{2}+k\right)+\varepsilon\left(\frac{K}{2}-k\right)=2 \mu=\text { const. } \tag{2}
\end{equation*}
$$



Fig. 2. Region $\Xi_{K}^{(-)}$(hatched) of the momentum space involving the momenta $k_{+}$and $k_{-}$of holes forming a pair with the total momentum $K$ and region $\Xi_{K}^{(+)}$of the momentum space including the momenta $k_{+}^{\prime}$ and $k_{-}^{\prime}$ of electrons forming a pair with the same total momentum.

In [11], condition (2) in the form $\varepsilon(k)+\varepsilon(\pi-k)=$ const was treated as a necessary condition for $\eta$ pairing. However, in the case of an ideal nesting at $K \longrightarrow 2 k_{\mathrm{F}}$, which was considered in [11], the surface area of the momentum space $\Xi_{K}$ tends to zero. Therefore, as was shown in [12], the superconducting pairing can occur only upon a sufficiently strong interaction between carrier pairs at adjacent sites.

In actual fact, relationship (2) is a generalization of the nesting condition that is necessary for dielectric pairing upon a weak interaction when $\varepsilon(k)=-\varepsilon(k+Q)$ at any momenta $k$ (belonging to the Fermi contour portion) and a specified momentum $Q$. Therefore, taking into account that, at $K \neq 0$, the range of definition of the relative motion momenta $k$ of the $K$ pair has a reflection symmetry with respect to the perpendicular to the vector $\mathbf{K}$ at the point $K / 2$ and with respect to the vector $\mathbf{K}$ itself, equality (2) can be referred to as the condition for "mirror" nesting.
3. The above scenario of the formation of the pair Fermi contour is associated with such an interaction in the system of electrons that leads to a spatially inhomogeneous distribution of charges and spins in the conducting plane of $\mathrm{CuO}_{2}$ and a corresponding change in the Fermi contour shape. The formation of a stripe structure can affect the Fermi contour shape to an extent that the electron motion in the conducting planes of high- $T_{c}$ cuprates becomes quasi-one-dimensional in
character [13]. In this respect, it can be assumed that the specific features of the crystal structure and electronelectron interactions in high- $T_{c}$ cuprates can also provide the appropriate conditions for superconducting pairing of carriers with a large total pair momentum without formation of a spatially inhomogeneous structure.

An example is provided by the two-band model which is consistent with earlier calculations of the electronic structure of high- $T_{c}$ compounds [14, 15]. This model allows for the interaction between electrons in the conducting plane of $\mathrm{CuO}_{2}$ and in a certain parallel plane, for example, in the plane containing oxygen chains (as in the YBCO compound) or belonging to a reservoir (as for BiO in $\mathrm{BSCCO}, \mathrm{HgO}$ in HBCCO , or TlO in TBCCO [16, 17]). Consequently, the Fermi contour is not singly connected, as is schematically shown in Fig. 2. This figure depicts a doubly connected holelike Fermi contour centered at the point $(\pi, \pi)$ for the BSCCO compound (a similar multiply connected structure of the Fermi contour in BSCCO was revealed by Bogdanov et al. [18] with the use of high-resolution angle-resolved photoemission spectroscopy). In the Fermi contour, a singly connected part that is centered at the point $(\pi, \pi)$ and bears a resemblance in shape to a square with rounded corners [19], which is typical of high $-T_{c}$ cuprates with hole doping, can be assigned primarily to the conducting plane of $\mathrm{CuO}_{2}$. The second (smaller sized) singly connected part, which is centered at a point of the $(0, \pi)$ type, is predominantly formed by electronic states corresponding to the BiO plane with metallic conductivity. Sufficiently long regions of these two parts o the Fermi contour are aligned nearly parallel to each other. This enables us to choose the total pair momentum $K$ in such a way that the considerable portion of the boundary separating the occupied and vacant parts in the corresponding region $\Xi_{K}$ will coincide with the Fermi contour. The direction of vector $\mathbf{K}$ should coincide with the direction of the nesting vector of the Fermi contour, i.e., with a direction of the [100] type (see Fig. 2). The magnitude of vector $\mathbf{K}$ is chosen so that the point $K / 2$ bisects the distance between the nearly parallel regions of the two singly connected parts of the Fermi contour. As a result, the region $\Xi_{K}$ consists of two regions, namely, the region $\Xi_{K}^{(-)}$filled with holes and the region $\Xi_{K}^{(+)}$free of holes.

In the case where only one band intersects the Fermi level, the Fermi contour is singly connected and its shape, which is determined from the experimental angle-resolved photoemission spectra of high- $T_{c}$ cuprates with hole doping, corresponds to a square with rounded corners, as is schematically plotted in Fig. 2. The authors of [14] noted that the observed shape of the Fermi contour can be satisfactorily described in the tight binding approximation with appropriate fitting of hopping integrals for both nearest and several
next-to-nearest neighbor atoms. The dispersion law with allowance made for three coordination spheres can be written as

$$
\begin{gather*}
\varepsilon\left(k_{1}, k_{2}\right)=2-2 t_{1}\left(\cos k_{1} a+\cos k_{2} a\right) \\
-4 t_{2} \cos k_{1} a \cos k_{2} a-2 t_{3}\left(\cos 2 k_{1} a+\cos 2 k_{2} a\right), \tag{3}
\end{gather*}
$$

where $t_{1}, t_{2}$, and $t_{3}$ are the hopping integrals for the first, second, and third coordination spheres, respectively. The hopping integrals are chosen in such a way as to provide the best agreement between the theoretical and experimental Fermi contour shapes. These integrals formally refer to sites of the conducting plane of $\mathrm{CuO}_{2}$ but actually account for the interactions between this plane and the adjacent planes (belonging to the reservoir). It can be expected that this choice of the parameters $t_{1}, t_{2}$, and $t_{3}$ leads to a correct description of the family of isolines with energies close to the Fermi level.

Figure 3 schematically depicts the Fermi contour and zero-energy isolines for relative pair motion at $K=0.94 \pi / a$ and the following ratios between the hopping integrals in relationship (3): $t_{1}=0.5, t_{2}=-03 t_{1}$, and $t_{3}=t_{1}$. As can be seen from this figure, the zero-energy isolines for the relative motion of the $K$ pair virtually coincide with the terminal portions of the Fermi contour; i.e., the mirror nesting conditions are satisfied. It seems likely that the condition $t_{3}=t_{1}$ is not typical of cuprates, because the fulfillment of this condition requires a considerable overlap of the orbitals centered at the third nearest neighbor atoms (copper atoms with oxygen in between and vice versa). However, it is not improbable that this condition can be satisfied in layered compounds with a different crystal chemical structure. This circumstance should be kept in mind when searching for new superconducting materials.
4. The mirror nesting is a sufficient condition for superconducting pairing at a large total pair momentum. We will restrict our consideration to the case when the sole significant interaction between particles forming the $K$ pair is the screened Coulomb repulsion. This effective interaction gives rise to a bound state and can be approximated by a point interaction whose force is proportional to the area of the momentum space involving the initial and final relative motion momenta of the $K$ pair [1,2]. The matrix element of the effective interaction between particles forming the $K$ pair depends on the part of the region $\Xi_{K}$ (Fig. 2) in which scattering occurs upon the interaction: $\tilde{U}^{*}\left(k-k^{\prime}\right) \sim \Xi_{K}^{(-)}$at $k$ and $k^{\prime} \in \Xi_{K}^{(-)}, \tilde{U}^{*}\left(k-k^{\prime}\right) \sim \Xi_{K}^{(+)}$at $k$ and $k^{\prime} \in \Xi_{K}^{(+)}$, and $\tilde{U}^{*}\left(k-k^{\prime}\right) \sim \Xi_{K}$ at $k \in \Xi_{K}^{(-)}$and $k^{\prime} \in \Xi_{K}^{(+)}$or, vice versa, at $k \in \Xi_{K}^{(+)}$and $k^{\prime} \in \Xi_{K}^{(-)}$. At $T=0$, the equation for the superconducting order parameter $\Delta_{K k}$, which depends


Fig. 3. Formation of the pair Fermi contour according to the one-band model (3). The thin line corresponds to $2 \xi_{K}^{(-)}=0$. The thick line illustrates the approximate fulfillment of the mirror nesting condition for the terminal portions of the Fermi contour. The relative $K$-pair motion momentum region corresponding to occupied states is hatched.
on the relative motion momentum $k$ of the $K$ pair, takes the form

$$
\begin{equation*}
\Delta_{K k}=-\frac{1}{2} \sum_{k^{\prime} \in \Xi_{K}} \frac{\tilde{U}^{*}\left(k-k^{\prime}\right) \Delta_{K k^{\prime}}}{\sqrt{\xi_{K k}^{2}+\Delta_{K k}^{2}}} . \tag{4}
\end{equation*}
$$

For repulsive interaction between the particles forming the pair under investigation, Eq. (4) has no constantsign solution similar to the Bardeen-Cooper-Schrieffer solution. In the present work, we restrict our treatment to the simplest discontinuous solution of Eq. (4) under the assumption that $\Delta_{K k} \equiv \Delta_{-}>0$ at $k \in \Xi_{K}^{(-)}$and $\Delta_{K k} \equiv$ $+\Delta_{+}<0$ at $k \in \Xi_{K}^{(+)}$. In general, the change in sign of the superconducting order parameter in passing across the pair Fermi contour is characteristic of two-band models with repulsive interaction [20]. In this respect, it should be noted that, in the models considered in [16, 17], the superconducting order parameter changes sign when passing from the $\mathrm{CuO}_{2}$ plane (in which the interaction between particles in the pair is assumed to be attractive) to the plane of oxygen chains or the reservoir plane with metallic conductivity (in which the interparticle interaction is assumed to be repulsive). Therefore, we can assume that, in the framework of the two-band models under consideration, the components of the $K$ pair are located in different parallel planes. Note also that, in the Penson-Kolb-Hubbard one-dimensional model studied in [12], the order parameter corresponding to the $\eta$ pairing changes sign when passing to every neighboring site; i.e., it is alternating and takes on constant values of opposite sign for two equivalent sublattices. Owing to quantum interference, a change in the phase of the superconducting order parameter by $\pi$ upon the transfer of $K$ pairs in the real space (and the appropriate phase change upon transfers between the regions $\Xi_{K}^{(-)}$ and $\Xi_{K}^{(+)}$in the momentum space) results in an energy
gain due to the pair exchange contribution and is similar to the Josephson effect.

The above assumptions regarding the character of the solution to Eq. (4) permit us to rewrite this equation in the form of a system of two integral equations for the parameters $\Delta_{-}$and $\Delta_{+}$[2], that is,

$$
\begin{gather*}
(1-\alpha) \Delta_{-}+\Delta_{+}=\frac{U_{K} h_{\alpha}}{2 S} \sum_{k \in \Xi_{K}^{(-)}} \frac{\Delta_{-}}{\sqrt{\xi_{K k}^{2}+\Delta_{-}^{2}}}  \tag{5}\\
\Delta_{-}+\alpha \Delta_{+}=\frac{U_{K} h_{\alpha}}{2 S} \sum_{k \in \Xi_{K}^{(+)}} \frac{\Delta_{-}}{\sqrt{\xi_{K k}^{2}+\Delta_{+}^{2}}}
\end{gather*}
$$

Here, we introduced the following notation: $\alpha \equiv \Xi_{K}^{(-)}$, $h_{\alpha}=1-\alpha-\alpha^{2}, S$ is the normalization area, $U_{K}=$ $\left(e^{2} r_{0} / 2 \pi\right) \Xi_{K} a^{2}$ [2], and $r_{0}$ is the screening length. The quantities $\alpha$ and $r_{0}$ depend on the doping level; however, we will not discuss this dependence in the present work.

In the general case, we have $\Delta_{-} \neq \Delta_{+}$; however, at $\alpha=$ $1 / 2$, when the areas of the regions $\Xi_{K}^{(-)}$and $\Xi_{K}^{(+)}$are equal to each other, the system of equations (5) proves to be invariant with respect to the transformation $\Delta_{-} \longleftrightarrow \Delta_{+}$ and, hence, is reduced to one equation for the sole parameter $\Delta \equiv \Delta_{-}=\Delta_{+}$, that is,

$$
\begin{equation*}
\frac{U_{K}}{4 S} \sum_{k \in \Xi_{K}^{(-)}} \frac{1}{\sqrt{\xi_{K k}^{2}+\Delta^{2}}}=1 \tag{6}
\end{equation*}
$$

We will restrict our consideration to this special case, which, in principle, involves all the main features in the behavior of the superconducting order parameter.
5. For mirror nesting, the solution of Eq. (6) coincides in form with the standard Bardeen-CooperSchrieffer solution. In a real electronic system, the mirror nesting condition is satisfied only approximately, and the zero-kinetic-energy line of the relative motion of the $K$ pair does not coincide with the boundary of the region $\Xi_{K}^{(-)}$(it is within this region that the summation over the relative pair motion momentum is performed in Eq. (6)). Therefore, the deviation of the boundaries of the regions $\Xi_{K}^{(-)}$and $\Xi_{K}^{(+)}$from the pair Fermi contour plays the role of a specific truncation parameter in the equation for the superconducting energy gap in much the same manner as the magnetization in weak ferromagnets [21]. For a considerable deviation of the boundaries of the regions $\Xi_{K}^{(-)}$and $\Xi_{K}^{(+)}$from the pair Fermi contour, the state with a superconducting energy gap becomes impossible. For this reason, when changing over from summation in Eq. (6) to integration with respect to the components $k_{1}$ and $k_{2}$ of the relative pair motion momentum, proper allowance must be made for the fact that the zero-kinetic-energy of the relative pair
motion [see relationship (1)] deviates from the boundary of the region $\Xi_{K}^{(-)}$by the characteristic quantity $\Omega$. It is this quantity $\Omega$ that has the meaning of the truncation parameter of integral (6) at the lower limit. Specifically, if the vector $\mathbf{k}$ runs through magnitudes corresponding to the boundary of the region $\Xi_{K}^{(-)}$, we obtain $\varepsilon(K / 2-k)=\mu$ and $\varepsilon(K / 2+k)-\mu \equiv 2 \Omega \geq 0$, which corresponds to the effective truncation of the integral at the lower limit. The truncation parameter $\Omega$ depends on the component $k_{1}$ of the relative motion momentum. As a consequence, when integrating expression (6), it is convenient to change over from the variable $k_{2}$ to another variable that is reasonably chosen to be $\xi_{k k}$. Then, expression (6) can be rewritten as

$$
\begin{equation*}
\frac{U_{K}}{4(2 \pi)^{2}} \int_{-k_{0} \Omega}^{k_{0} \varepsilon_{0}} \frac{1}{\hbar V_{\mathrm{F} 2}} \frac{d \xi d k_{1}}{\sqrt{\xi_{K k}+\Delta^{2}}}=1 \tag{7}
\end{equation*}
$$

where $\mathrm{v}_{\mathrm{F} 2}$ is the component of the Fermi velocity along the $k_{2}$ axis. This quantity only slightly depends on $k$ within the region of integration $\Xi_{K}^{(-)}$; hence, it can be replaced by a mean value and factored outside the integral sign. The quantity $2 k_{0}$ characterizes the length of the region $\Xi_{K}^{(-)}$along the $k_{1}$ axis, and the quantity $\varepsilon_{0}$ determines its energy width. Let us assume that $\varepsilon_{0} \gg \Delta$ (under this condition, the dependence of $\varepsilon_{0}$ on $k_{1}$ can be ignored) and perform elementary integration with respect to $\xi$. In order to evaluate the remaining integral over $k_{1}$, we will use the mean-value theorem and determine the truncation parameter in the form $\Omega \approx$ $v \hbar^{2} k_{0}^{2} / m$, where $v$ is the ratio between the magnitudes of the components $m_{1}$ and $m_{2}$ of the tensor of inverse effective masses ( $v \ll 1$ for the Fermi contour shape typical of high $-T_{c}$ cuprates with hole doping). Taking into account that $k_{0} /(2 \pi)^{2} \hbar v_{\mathrm{F} 2}=g_{k}$ (where $g_{k}$ is the mean density of states of the relative motion of the $K$ pair within the region $\Xi_{K}$ ), for the superconducting energy gap, we obtain

$$
\begin{equation*}
\Delta=\sqrt{\Delta_{0}\left(\Delta_{0}-2 \Omega\right)} \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{0}=2 \varepsilon_{0} \exp \left(-\frac{1}{U_{K} g_{k}}\right) \tag{9}
\end{equation*}
$$

is the energy gap under the conditions of ideal mirror nesting, i.e., in the case when the boundaries of the region $\Xi_{K}^{(-)}$completely coincide with the pair Fermi contour.
6. By assuming that the mirror nesting condition is best fulfilled at an optimum doping level $x=x_{\mathrm{op} \text {, }}$, we can draw the inference that the deviation of $x$ from $x_{\text {opt }}$ in any direction is attended by changes in the size and
shape of the Fermi contour and should result in an increase in the effective truncation parameter $\Omega=\Omega(x)$. According to expression (8), Eq. (6) has a nontrivial solution when $2 \Omega<\Delta_{0}$. Thus, two solutions of the equation $2 \Omega=\Delta_{0}$, namely, $x_{1}$ and $x_{2}$, determine the doping range $x_{1}<x<x_{2}$ in which the superconducting order parameter is nonzero.
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#### Abstract

The results of XANES spectroscopy and DFT calculations are evidence for the occurrence of anomalous $2 p_{2 / 3} \longrightarrow 6 s_{1 / 2}$ electronic transitions in lead(II) and bismuth(III) oxides. The observed transitions may be due to the tunneling of outer $6 s^{2}$ electrons. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 71.20.Ps; 78.70.Dm; 71.15.Mb

The mechanism of unusual structural distortions and symmetry lowering in some heavy $p$-element oxides occurring in low oxidation states is among the unresolved problems of condensed state physics [1, 2]. In particular, contrary to the majority of AB compounds with the simple cubic NaCl or CsCl structure, lead monoxide PbO crystallizes in two lower-symmetry modifications $\alpha-\mathrm{PbO}$ and $\beta-\mathrm{PbO}$ [3]. Although the symmetry lowering in PbO is usually attributed to a change in the state of the outer $\left(6 s^{2}\right)$ electron shell of $\mathrm{Pb}^{2+}$ ion, the mechanism of this change still remains to be clarified [1, 2]. In this work, we studied the electronic structure of $\mathrm{Pb}^{2+}$ ions by analyzing their X -ray absorption near-edge structure (XANES). For comparison, an analogous study was carried out for the bismuth compounds. The measurement results were compared with the data of DFT (density functional theory) calculations.

The XANES experiments were conducted at the Center of Synchrotron Radiation Storage Ring VÉPP-3 (Budker Institute of Nuclear Physics, Siberian Division, Russian Academy of Sciences) at the EXAFS station. In measurements, the storage ring operated at an energy of 2.00 GeV and a current of $50-100 \mathrm{~mA}$. An ionization chamber filled with $\mathrm{Ar} / \mathrm{He}$ was used as a monitoring detector. A monoblock slit silicon single crystal (\{111\} plane) was used as a double crystal monochromator. The transmission spectra were recorded for samples pressed with an inert filler (cellulose). The preparation and analysis of the $\alpha-\mathrm{PbO}$, $\beta-\mathrm{PbO}$, and $\beta-\mathrm{PbO}_{2}$ samples (rutile structure) is
described in [4]; the synthesis and properties of the cubic mixed-valence $\mathrm{BiO}_{2}\left(=\mathrm{Bi}^{\mathrm{III}} \mathrm{Bi}^{\mathrm{V}} \mathrm{O}_{4}\right)$ oxide with fluorite structure $\left(\mathrm{CaF}_{2}\right)$ are described in [5]; and the $\alpha-\mathrm{B}_{2} \mathrm{O}_{3}$ oxide was reagent grade. The BiOCl compound (reagent grade) and the PbClF compound obtained by interacting equimolar amounts of $\mathrm{Pb}\left(\mathrm{NO}_{3}\right)_{2}, \mathrm{NH}_{4} \mathrm{Cl}$, and $\mathrm{NH}_{4} \mathrm{~F}$ in an aqueous solution (both are structurally close to $\alpha-\mathrm{PbO}$ ) were also studied for comparison. Metallic lead and bismuth were used as a reference. All calculations were performed by the DFT method using the ADF program package with zero-order relativistic corrections [6].

The $L(3)$-edge fine structure of the X-ray absorption due to the electronic dipole transitions from the $2 p_{3 / 2}$ core level to the unoccupied upper levels was studied. The X-ray absorption edge for metallic Pb and Bi is caused by the allowed transitions to the $6 d_{5 / 2}$ and $7 s_{1 / 2}$ levels. The tabulated absorption edge energies are $\mathrm{Pb}^{0} L(3)=13.034 \mathrm{keV}$ and $\mathrm{Bi}^{0} L(3)=13.418 \mathrm{keV}$ [7]. In the bivalent and quadrivalent lead compounds, the main peak is shifted, respectively, by 13 and 11 eV to higher energies, and a fine structure appears at lower energies. The fine structure is more clearly seen in the second derivatives of the X-ray absorption $L(3)$-edge curves for the bivalent lead compounds and $\mathrm{PbO}_{2}$ (Fig. 1a). The results obtained for the bismuth compounds are identical (Fig. 1b).

With the aim of assigning the fine-structure components to particular electronic transitions, the transition energies $\Delta E$ were calculated for the Pb and Bi atoms and
ions. The results $\Delta E\left[\mathrm{~Pb}^{0}\left(2 p_{3 / 2} \longrightarrow 6 d_{5 / 2}\right)\right]=$ 12.9036 keV and $\Delta E\left[\mathrm{~Pb}^{0}\left(2 p_{3 / 2} \longrightarrow s_{1 / 2}\right)\right]=12.9018 \mathrm{keV}$ differ from the experimental $\mathrm{Pb}^{0} L(3)=13.034 \mathrm{keV}$ by less than $1 \%$. Similar results for bismuth gave $\Delta E\left[\operatorname{Bi}^{0}\left(2 p_{3 / 2} \longrightarrow 6 d_{5 / 2}\right)\right]=13.2866 \mathrm{keV}$ and $\Delta E\left[\operatorname{Bi}^{0}\left(2 p_{3 / 2} \longrightarrow 7 s_{1 / 2}\right)\right]=13.2948 \mathrm{keV}$, which is also close to the experimental value $\mathrm{Bi}^{0} L(3)=13.418 \mathrm{keV}$. The calculated and measured energy intervals in the X-ray absorption edge fine structure of the system are given in the table.

With such a good agreement between the calculated and experimental values of $\Delta E\left(6 s_{1 / 2}-6 p_{1 / 2}\right)$, one can conclude that the $L(3)$-edge fine structure observed for $\mathrm{PbO}_{2}$ and $\mathrm{BiO}_{2}$ can be explained by the excitation of electronic dipole transitions $2 p_{3 / 2} \longrightarrow 6 s_{1 / 2}$ and $2 p_{3 / 2} \longrightarrow 6 p_{1 / 2}$ in the $\mathrm{Pb}^{4+}$ and $\mathrm{Bi}^{5+}$ ions, respectively. The first of these transitions is allowed, whereas the second is allowed only for the inner quantum number ( $\Delta j= \pm 1$ ) but is forbidden by the rule $\Delta l= \pm 1$. It is likely that this forbiddenness is removed in the systems of interest by the strong spin-orbit interaction. In should also be noted that the $2 p_{3 / 2} \longrightarrow 6 s_{1 / 2}$-transition amplitude decreases in $\mathrm{BiO}_{2}$ (compared to the same transition in $\mathrm{PbO}_{2}$ ) because of the halving of the number of ions for which the $2 p_{3 / 2} \longrightarrow 6 s_{1 / 2}$ transitions can be observed. Such are only the $\mathrm{Bi}^{5+}$ ions ( $5 d^{10}$ configuration), whereas the corresponding transitions cannot occur in the $\mathrm{Bi}^{3+}$ ions ( $5 d^{10} 6 s^{2}$ configuration), because the $6 s^{2}$ level is filled in these ions.

Likewise, the $2 p_{3 / 2} \longrightarrow 6 s_{1 / 2}$ transitions in the $\mathrm{Pb}^{2+}$ ions ( $5 d^{10} 6 s^{2}$ configuration) should not be observed. However, the expected behavior of X-ray absorption was observed only for PbFCl (Fig. 1a) and other bivalent lead compounds $\left[\mathrm{PbSO}_{4}, \mathrm{~Pb}\left(\mathrm{NO}_{3}\right)_{2}\right.$, etc.] whose structure is undistorted. For these compounds, no anomalies were observed in the vicinity of the $2 p_{3 / 2} \longrightarrow 6 s_{1 / 2}$ transition. At the same time, the X-ray absorption in the vicinity of the $2 p_{3 / 2} \longrightarrow 6 s_{1 / 2}$ transition was observed for the $\alpha-\mathrm{PbO}, \beta-\mathrm{PbO}$ (Fig. 1a), and $\alpha-\mathrm{Bi}_{2} \mathrm{O}_{3}$ (Fig. 1b) oxides, although, physically, it cannot occur in the free ions with filled $6 s^{2}$ state. Unexpectedly, the $\mathrm{Bi}^{3+}$ ions in BiOCl showed a weak absorption


Fig. 1. Second derivatives of the X-ray absorption edge for (a) lead oxide $\operatorname{Pb} L(3)$, (b) bismuth oxide $\operatorname{Bi} L(3)$, and for PbFCl and BiOCl . The vertical lines indicate absorption peaks that are assigned to the $2 p_{3 / 2} \longrightarrow 6 s_{1 / 2}$ and $2 p_{3 / 2} \longrightarrow 6 p_{1 / 2}$ electronic transitions.
peak in the vicinity of the $2 p_{3 / 2} \longrightarrow 6 s_{1 / 2}$ transition, although this compound is structurally and electronically analogous to PbFCl .

The appearance of anomalous X-ray absorption and $2 p_{3 / 2} \longrightarrow 6 s_{1 / 2}$ transitions in the ions with configuration $5 d^{10} 6 s^{2}$ is evidence for a substantial change in the electronic structure of these ions in oxides, e.g., due to chemical bonding. However, the detailed band calculations did not reveal such bonding [1, 2]. An alternative mechanism for the modification of the electronic structure of the $\mathrm{Pb}^{2+}$ and $\mathrm{Bi}^{3+}$ ions may be associated with a nonzero probability of $6 s^{2}$-electron tunneling through a potential barrier and with the formation of a virtual energy level [8]. Because of the nonzero transparency of a potential barrier, which prevents the delocalization of $6 s^{2}$ electrons, the energy level with wave function $\Psi_{L P}\left(6 s^{2}\right)$ splits due to tunneling. The order of magnitude for this splitting can be estimated [9] from the relation $\delta E \sim k\left(h^{2} / m D^{2}\right)$, where $k$ is the barrier relative transparency, $h$ is the Planck's constant, $m$ is electron mass, and $D$ is the tunneling distance (in $\alpha-\mathrm{PbO}, D_{\mathrm{Pb}-\mathrm{Pb}}=3.83 \AA[3]$ ). Therefore, the $6 s^{2}$-pair tunneling gives rise to a nearby excited (unoc-

Calculated and experimental energy differences for the $6 s_{1 / 2}, 6 p_{1 / 2}, 6 d_{5 / 2}$, and $7 s_{1 / 2}$ levels (in eV )

| Ion or atom | $\Delta E\left(6 s_{1 / 2}-6 p_{1 / 2}\right)$ |  | $\Delta E\left(6 s_{1 / 2}-6 d_{5 / 2}\right)$ |  | $\Delta E\left(6 s_{1 / 2}-7 s_{1 / 2}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | calculation | experiment | calculation | experiment | calculation | experiment |
| $\mathrm{Pb}^{4+}$ | 10.36 | $10.5 \pm 0.5$ | 26.91 | $27 \pm 2$ | 27.22 | $27 \pm 2$ |
| $\mathrm{~Pb}^{2+}$ | 8.72 | $8.5 \pm 0.5$ | 21.68 | $20 \pm 2$ | 19.87 | $20 \pm 2$ |
| $\mathrm{~Pb}^{0}$ | 7.29 | - | 15.18 | - | 13.45 | - |
| $\mathrm{Bi}^{5+}$ | 11.72 | $12 \pm 0.5$ | 31.52 | $30 \pm 2$ | 32.94 | $30 \pm 2$ |
| $\mathrm{Bi}^{3+}$ | 10.16 | $8 \pm 0.5$ | 25.29 | $25 \pm 2$ | 24.94 | $25 \pm 2$ |
| $\mathrm{Bi}^{0}$ | 8.33 | - | 17.99 | - | 16.18 | - |
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cupied) $\Psi\left(6 s_{1 / 2}\right)^{\prime}$ level, rendering the $2 p_{3 / 2} \longrightarrow\left(6 s_{1 / 2}\right)^{\prime}$ transitions observable.

The suggested mechanism of anomalous $2 p_{3 / 2} \longrightarrow$ $6 s_{1 / 2}$ transitions in oxides is confirmed by the wellknown dependence of the barrier relative transparency on the electric field acting on atoms and ions [10]. This field is maximal precisely in the binary oxides, where the charge distribution in the cation surroundings is highly asymmetric: the cations are grouped into double layers in $\alpha-\mathrm{PbO}$ and $\beta-\mathrm{PbO}$ and into cation pairs in $\alpha-\mathrm{Bi}_{2} \mathrm{O}_{3}$ [3], while the negatively charged $\mathrm{O}^{2-}$ anions are situated on the outside of the layers and pairs. On the other hand, the $\mathrm{Pb}^{2+}$ ions in PbFCl are located at the centers of square pyramids formed by four singly charged $\mathrm{F}^{-}$ions and one apical $\mathrm{Cl}^{-}$. Such an arrangement corresponds to the more symmetric arrangement of the negatively charged ions in the $\mathrm{Pb}^{2+}$ environment and, hence, to a decrease in the electric field at the central ion. In the isostructural BiOCl , the $\mathrm{Bi}^{3+}$ ions are situated at the centers of similar square pyramids, but now they are formed by four doubly charged $\mathrm{O}^{2-}$ ions and one $\mathrm{Cl}^{-}$. According to the above crude estimates, the electric field strength at the $\mathrm{Bi}^{3+}$ ions in this case is intermediate between the fields at the $\mathrm{Pb}^{2+}$ ions in PbFCl and the $\mathrm{Pb}^{2+}$ and $\mathrm{Bi}^{3+}$ cations in binary oxides, where these fields are maximal. Thus, the intensities of anomalous $2 p_{3 / 2} \longrightarrow 6 s_{1 / 2}$ transitions in the $\mathrm{Pb}^{2+}$ and $\mathrm{Bi}^{3+}$ ions correlate with the electric field strengths at these ions in the lead(II) and bismuth(III) compounds, confirming the relevance of these transitions to the tunneling of $6 s^{2}$ electrons.

It should be noted in conclusion that the tunneling of $6 s^{2}$ electrons with the formation of virtual levels leads to energy lowering by a value on the order of $\delta E \sim$
$k\left(h^{2} / m D^{2}\right)$. Qualitatively, such an energy lowering can be sufficient to stabilize the distorted ion groups and to lower the symmetry in the $\mathrm{Pb}(\mathrm{II})$ and $\mathrm{Bi}(\mathrm{III})$ oxides and other crystals with closely related electronic structure. However, for a quantitative description of the symmetry lowering mechanism in ionic crystals, a more thorough consideration is needed with account taken of the mixed character of ionic $6 s^{2}$ states in a strong field.
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#### Abstract

Energy bounds of knotted and linked vortex states in a charged two-component system are considered. It is shown that a set of local minima of free energy contains new classes of universality. When the mutual linking number of vector order parameter of vortex lines is less than the Hopf invariant, these states have lower lying energies. © 2002 MAIK "Nauka/Interperiodica".
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A tangle of vortex filaments is a system which attracts attention for several reasons. Along with the coherent state, which is the background of this vortexfield distribution, the filament system also contains a disorder combination due to free motion of its fragments and a topological order because of the effects of knotting and linking [1, 2] of its separate parts.

The study of a soft condensed matter, whose universal behavior is determined by topological characteristics, is recognized as one of the most challenging problems of modern condensed matter physics [3]. The aim of this paper is to find the energy bounds for vortex states with a set of numbers determining the knotting and linking degree of the fields that take part in the description of the coherent state. We will use the Gin-zburg-Landau model

$$
\begin{align*}
F & =\int d^{3} x\left[\sum_{\alpha} \frac{1}{2 m}\left|\left(\hbar \partial_{k}+i \frac{2 e}{c} A_{k}\right) \Psi_{\alpha}\right|^{2}\right.  \tag{1}\\
& \left.+\sum_{\alpha}\left(-b_{\alpha}\left|\Psi_{\alpha}\right|^{2}+\frac{c_{\alpha}}{2}\left|\Psi_{\alpha}\right|^{4}\right)+\frac{\mathbf{B}^{2}}{8 \pi}\right]
\end{align*}
$$

with a two-component order parameter

$$
\begin{equation*}
\Psi_{\alpha}=\sqrt{2 m} \rho \chi_{\alpha}, \quad \chi_{\alpha}=\left|\chi_{\alpha}\right| e^{i \varphi_{\alpha}}, \tag{2}
\end{equation*}
$$

satisfying the $C P^{1}$ condition $\left|\chi_{1}\right|^{2}+\left|\chi_{2}\right|^{2}=1$. This model is used in the context of two-gap superconductivity $[4,5]$ and in the non-Abelian field theory [6, 7] (see also [8]).

It was shown in paper [4] that there exists an exact mapping of the model (1), (2) into the following version of $n$-field model:

[^7]\[

$$
\begin{gather*}
F=\int d^{3} x\left[\frac{1}{4} \rho^{2}\left(\partial_{k} \mathbf{n}\right)^{2}+\left(\partial_{k} \rho\right)^{2}\right.  \tag{3}\\
\left.+\frac{1}{16} \rho^{2} \mathbf{c}^{2}+\left(F_{i k}-H_{i k}\right)^{2}+V\left(\rho, n_{3}\right)\right] .
\end{gather*}
$$
\]

To write Eq. (3), the dimensionless units and gaugeinvariant order-parameter fields of the unit vector $\mathbf{n}=$ $\bar{\chi} \boldsymbol{\sigma} \chi\left[\bar{\chi}=\left(\chi_{1}^{*}, \chi_{2}^{*}\right)\right.$ and $\boldsymbol{\sigma}$ are the Pauli matrices $]$ and the velocity $\mathbf{c}=\mathbf{J} / \rho^{2}$ are used. The total current $\mathbf{J}=$ $2 \rho^{2}(\mathbf{j}-4 \mathbf{A})$ has a paramagnetic $\left(\mathbf{j}=i\left[\chi_{1} \nabla \chi_{1}^{*}-\right.\right.$ c.c. + $(1 \longrightarrow 2)]$ ) and a diamagnetic ( $-4 \mathbf{A}$ ) part. Besides, in Eq. (3) $F_{i k}=\partial_{i} c_{k}-\partial_{k} c_{i}$ and $H_{i k}=\mathbf{n} \cdot\left[\partial_{i} \mathbf{n} \times \partial_{i} \mathbf{n}\right] \equiv \partial_{i} a_{k}-$ $\partial_{k} a_{i}$.

Setting in Eq. (3) $\mathbf{c}=0$ we get the Faddeev-Niemi model [9]. The numerical study of the knotted configurations of the $\mathbf{n}$ field in this model was done in [10-12]. The lower energy bound in this case,

$$
\begin{equation*}
F \geq 32 \pi^{2}|Q|^{3 / 4} \tag{4}
\end{equation*}
$$

is determined [13-15] by the Hopf invariant

$$
\begin{equation*}
Q=\frac{1}{16 \pi^{2}} \int d^{3} x \varepsilon_{i k l} a_{i} \partial_{k} a_{l} \tag{5}
\end{equation*}
$$

At compactification $\mathbb{R}^{3} \longrightarrow S^{3}$ and $\mathbf{n} \in S^{2}$, the integer $Q \in \pi_{3}\left(S^{2}\right)=\mathbb{Z}$ shows the degree of linking or knotting of filamentary manifolds, where the vector field $\mathbf{n}(x, y, z)$ is defined. In particular, for two linked rings (Hopf linking) $Q=1$, the trefoil knot $Q=6$, etc. The significant point is the following: $\pi_{3}\left(C P^{M}\right)=0$ at $M>1$ and $\pi_{3}\left(C P^{1}\right)=\pi_{3}\left(S^{2}\right)=\mathbb{Z}$ [16]. In the latter case, the order parameter (2) is two-component [4], and the linked or knotted soliton configurations are labeled by the Hopf invariant (5). In the $(3+0) D$ case of free energy (3), Hopf invariant (5) is analogous to the

Chern-Simons action $(k / 4 \pi) \int d t d^{2} x \varepsilon_{\mu \nu \lambda} a_{\mu} \partial_{\nu} a_{\lambda}$ that determines strong correlations of $(2+1) D$ modes [17, 18] at semion value $k \simeq 2$.

Let us assume that $\rho$ can be found from the minimal value of the potential $V(\rho)$ and that the velocity $\mathbf{c}$ does not equal zero. Equation (3) in this case has the following form:

$$
\begin{gather*}
F=F_{n}+F_{c}-F_{\mathrm{int}} \\
=\int d^{3} x\left[\left(\left(\partial_{k} \mathbf{n}\right)^{2}+H_{i k}^{2}\right)+\left(\frac{1}{4} \mathbf{c}^{2}+F_{i k}^{2}\right)-2 F_{i k} H_{i k}\right] \tag{6}
\end{gather*}
$$

It can be seen from Eq. (6) that a superconducting state with $\mathbf{c} \neq 0$ has energy which is less than the minimum in Eq. (4) due to the renormalization of the coefficient $(=1)$ in the second term of the functional $F_{n}$. To find the lower free-energy bound in the superconducting state with $\mathbf{c} \neq 0$, we will use the following inequality:

$$
\begin{equation*}
F_{n}^{5 / 6} F_{c}^{1 / 2} \geq\left(32 \pi^{2}\right)^{4 / 3}|L| \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
L=\frac{1}{16 \pi^{2}} \int d^{3} x \varepsilon_{i k l} c_{i} \partial_{k} a_{l} \tag{8}
\end{equation*}
$$

is the degree of mutual linking [19, 20] of the velocity $\mathbf{c}$ lines and of the magnetic-field lines $\mathbf{H}=[\nabla \times \mathbf{a}]$. It is also an integral of motion [20,21].

The proof of inequality (7) employs the following set of inequalities:

$$
\begin{gather*}
|L| \leq\|\mathbf{c}\|_{6} \cdot\|\mathbf{H}\|_{6 / 5} \leq 6^{1 / 6}\|[\nabla \times \mathbf{c}]\|_{2} \cdot\|\mathbf{H}\|_{6 / 5} \\
\leq 6^{1 / 6}\|[\nabla \times \mathbf{c}]\|_{2} \cdot\|\mathbf{H}\|_{1}^{2 / 3} \cdot\|\mathbf{H}\|_{2}^{1 / 3}  \tag{9}\\
\leq\left(32 \pi^{2}\right)^{-4 / 3} F_{c}^{1 / 2} F_{n}^{2 / 3} F_{n}^{1 / 6}=\left(32 \pi^{2}\right)^{-4 / 3} F_{n}^{5 / 6} F_{c}^{1 / 2}
\end{gather*}
$$

Here, $\|\mathbf{H}\|_{p} \equiv\left(\int d^{3} x|\mathbf{H}|^{p}\right)^{1 / p}$. At the first and third steps, we used the Hölder inequality $\|\mathbf{f} \mathbf{g}\| \leq\|\mathbf{f}\|_{p} \cdot\|\mathbf{g}\|_{q}$, where $1 / p+1 / q=1$. Under the condition $\nabla \cdot \mathbf{c}=0$, the second step corresponds to the use of the Ladyzhenskaya inequality [22] $\|\mathbf{c}\|_{6} \leq 6^{1 / 6}\|[\nabla \times \mathbf{c}]\|_{2}$. The fourth step in Eq. (9) arises after comparison of the terms $\|\nabla \times \mathbf{c}\|$ and $\|\mathbf{H}\|$ with the terms $F_{c}$ and $F_{n}$ in Eq. (6). The coefficient in Eq. (9) in our case turns out to be the same as in Eq. (4) [15]. The last line in Eq. (9) also shows the contributions from the $\mathbf{n}$ and $\mathbf{c}$ parts of free energy (6) to the final result (7).

Applying the Schwartz-Cauchy-Bunyakovsky inequality to $F_{\text {int }}$ in Eq. (6) yields

$$
\begin{equation*}
F_{\mathrm{int}} \leq 2\left\|F_{i k}\right\|_{2} \cdot\left\|H_{i k}\right\|_{2} \leq 2 F_{c}^{1 / 2} F_{n}^{1 / 2} \tag{10}
\end{equation*}
$$

The equality in the r.h.s. of Eq. (10) is achieved in the limit of a small size of linked vortex configurations.

Substituting the boundary value of $F_{\text {int }}$ into Eq. (6), we get

$$
\begin{equation*}
F \geq F_{\min }=F_{n}\left(1-\sqrt{F_{c} / F_{n}}\right)^{2} \tag{11}
\end{equation*}
$$

The Hopf configuration with $Q=1$, for which the equality in Eq. (4) is reached, is two linked rings of radius $R$ and $\left(F_{n}\right)_{\text {min }}=\left.2 \pi^{2} R^{3}\left(8 / R^{2}+8 / R^{4}\right)\right|_{R=1}=32 \pi^{2}$. Accordingly, in our case, $\mathbf{c} \neq 0$, we will assume the existence of configurations satisfying the equality in Eq. (7). It is important to emphasize that, for small $\rho$ in Eq. (3) and therefore for large $\mathbf{c}$ [because all terms in Eq. (3) are of the same order], we encounter the instability of linked vortex with respect to dilatation transformations [15]. This results in the restriction of $F_{c}$ from above. Taking into account this remark, we will use for $F_{c}$ in Eq. (11) the lower bound $F_{c}^{1 / 2}=$ $(32 \pi)^{4 / 3} F_{n}^{-5 / 6}|L|$ in Eq. (7) and $F_{n}=32 \pi^{2}|Q|^{3 / 4}$ to have finally

$$
\begin{equation*}
F \geq 32 \pi^{2}|Q|^{3 / 4}(1-|L| /|Q|)^{2} \tag{12}
\end{equation*}
$$

The inequality (12) is the main result of this paper. The trivial case $Q=0$ should be considered after the limit $L=0$. Let us also pay attention to the self-dual relation $F_{n}=\alpha F_{c}$ with $\alpha \sim 1$, which follows from $F_{\text {min }}$.

It follows from Eq. (12) that for all numbers $L<Q$ the ground-state energy is less than in the model described in [9], for which inequality (4) is valid. The origin of the energy decrease can easily be understood. Even under the conditions of the existence of the paramagnetic part $\mathbf{j}$ of the current $\mathbf{J}$, the diamagnetic interaction in the superconducting state consumes its own current energy and a part of the energy relating to the $\mathbf{n}$-field dynamics for all state classes with $L<Q$.

The case where $\rho$ is not a constant for both $\mathbf{c}=0$ [23] and $\mathbf{c} \neq 0$ is of a certain interest. It is more complicated owing to certain reasons and will be considered in a separate paper (see also [24]). We only mention that in a soft case $\rho \neq$ const we must prove the compatibility of the specific value of the coefficient in the r.h.s. of Eq. (7) with the stability condition [15]. The equality in Eq. (12) under this remark should be understood as an ideal limit depending on the topological characteristics of knots and links only.

In conclusion, we have found the energy bounds of the superconducting states using the $C P^{1}$ version of Ginzburg-Landau model under conditions of the existence of linking and knotting phenomena of the $\mathbf{n}$ and $\mathbf{c}$ fields being the gauge-invariant order parameters of the considered system. We have shown that the energy space of the local minima contains new state classes with $L<Q$.
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#### Abstract

We discuss the existence, in an arbitrary frame, of a finite time for the transformation of an initial quantum state into another, e.g., in a decay. This leads to the introduction of a timelapse $\tilde{\tau}$, by analogy with the lifetime of a particle. An argument based upon the Heisenberg uncertainty principle suggests the value of $\tilde{\tau}=$ $1 / M_{0}$. Consequences for the exponential decay formula and the modifications which $\tilde{\tau}$ introduces into the Breit-Wigner mass formula are described. © 2002 MAIK "Nauka/Interperiodica".
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The subject of this paper concerns the exponential decay law and the Breit-Wigner (BW) mass-distribution formula. These formulas are a standard part of particle physics and can indeed be connected by a simple transform, as is taught in many undergraduate physics courses [1]. In recent years, the validity of the BW has been demonstrated to an unprecedented degree by the LEP data and analysis of the $Z$ gauge particle [2]. After substantial theoretical corrections for radiative effects, the predicted theoretical width (assuming three light neutrinos) and the experimental value, based upon a BW fit, agree to better than one percent. We will be interested later in a small discrepancy, but our first observation is that the agreement is quite impressive. These facts are somewhat surprising because neither the exponential decay law nor the BW mass curve is predicted rigorously within Quantum Mechanics (QM). On the contrary, we have precise QM objections to the former [3, 4] and only approximate derivations of the latter [5, 6]. Nor does a field theoretical treatment change the situation. To some, these QM results relegate our two formulas to little more than phenomenological games. We, on the other hand, start with these two formulas and argue for a modification which will in part reconcile the decay law with QM and provide an explanation for the discrepancy in the $Z$ width described above.

One of the implicit assumptions in particle physics is that decays occur instantaneously. However, as Einstein has taught us, istantaneity, for anything other than a point, can at best be valid in a single Lorentz frame. Thus, even if, say, in its rest frame, a particle decayed instantaneously, a general observer would find different times for decays at different points within the wave

[^8]packet. Of course, this could only be determined in a statistical sense since the wave function is not an observable. Thus, in general, there will exist times during which the quantum state is neither the initial nor the final state but a linear combination of both that tends towards the latter with increasing time. We shall call a measure of this time interval the "timelapse."

There is only one exception to the above observations; a measurement process may involve (ideally) the localization in space and time of a particle. This wave function collapse is instantaneous for all observers (it defines the corresponding event in each frame) and is fundamentally irreversible, since the creation of a particle at a given space-time point cannot instantaneously inflate to finite space regions without violating the limiting velocity of light. The wave function collapse is a subject of great interest in itself but will not concern us further in this paper.

Why cannot we avoid the discussion of timelapse by considering particle or state creation to be a delta function in space and time? First, because in many practical problems we know that this is not the case, e.g., as for a particle trapped in a potential well, e.g., a muon within a muonic atomic state. Second, because we often know or desire to study particles which approximate energy-momentum eigenstates, and this implies large spatial dimensions.

An earlier introduction of a type of timelapse is contained in the book by Jackson [7]. In one of the classical derivations of essentially quantum effects, Jackson introduces the "formation time" of an electron in the nuclear beta decay. Arguing that the outgoing energetic electron could be considered as accelerated from rest to its final velocity over a finite formation time, he calculates the induced spectrum of radiation by the electron
(inner bremsstrahlung). Jackson also notes that the same effect would occur if a charge was created during the same time interval. Invoking the uncertainty principle, he evaluates this time interval $\Delta t$ as

$$
\begin{equation*}
\Delta t \sim 1 / E \tag{1}
\end{equation*}
$$

where $E$ is the electron energy. Now, while acknowledging the precedence of Jackson's idea of a formation time, his approach is significantly different from ours. The use of the particle energy in Eq. (1) implies that different particles take different times for acceleration. Of course, the antineutrino does not contribute to the inner bremsstrahlung and the heavy nucleon contributions are negligible, so this may appear to be an academic question. However, to us, it is obvious that the same timelapse must occur for each of the particles in the final state, independent of their final energy or momentum. It is not conceivable that the outgoing electron is created with a certainty close to unity, while the antineutrino is, perhaps, to all extents still to be created. We will take care to define for each decay a common timelapse that depends, at most, upon the kinematics of the initial system in a preferential Lorentz frame. Of course, one must also guarantee that the timelapse of the outgoing state coincides with that of the vanishing incoming state.

Is the timelapse a function of the spatial localization of the quantum state? We believe not. There is a $\Delta t$ directly connected to $\Delta x$, but this is what we might call "passage time." Consider a single particle with a sufficiently large $\Delta x$ in the approximate $(E, p, 0,0)$ eigenstate (for simplicity we take its momentum along the $x$ axis). Using the uncertainty principle $\Delta x \Delta p \sim 1$ and the Einstein relation $E^{2}=p^{2}+M^{2}$, we find

$$
\Delta x \longrightarrow \Delta p \longrightarrow \Delta E=p \Delta p / E \sim v / \Delta x
$$

hence,

$$
\begin{equation*}
\Delta t \sim \Delta x / v, \tag{2}
\end{equation*}
$$

where $v$ is the velocity of the particle. Thus, $\Delta t$ is for our wave packet a measure of the time it takes to pass a given $y-z$ plane, hence, the name passage time. This $\Delta t$ obviously has nothing to do with a timelapse, and indeed becomes infinite in the particle rest frame. On the other hand, we expect from the approximate validity of the exponential decay law that a timelapse must be small compared to the lifetime of a particle in any frame (see below).

We believe that timelapse must be a close relative of lifetime. As for lifetime, we will define it in the rest frame of an initial single-particle state, or, more precisely, the frame in which the average velocity is null. By analogy with the lifetime $\tau$, we will denote the timelapse for a process by $\tilde{\tau}$. What does the Heisenberg uncertainty principle tell us? We have excluded a connection to $\Delta E$ and can also exclude the halfwidth $\Delta M$ for a decay particle, since this is reserved for $\tau$,

$$
\begin{equation*}
\tau=1 / \Delta M . \tag{3}
\end{equation*}
$$

This leaves us with essentially only one choice,

$$
\begin{equation*}
\tilde{\tau}=1 / M_{0}, \tag{4}
\end{equation*}
$$

for a decaying particle with central mass $M_{0}$.
Now, a decay of a composite particle such as a $J / \psi$ may be considered an annihilation and/or interaction at the quark level. Thus, a timelapse for interactions should also be defined. The natural choice for $\tilde{\tau}$ in these cases is

$$
\begin{equation*}
\tilde{\tau}=1 / E_{C M}, \tag{5}
\end{equation*}
$$

where $E_{C M}$ is the center-of-mass energy. Equation (5) would automatically include Eq. (4) if it was not for the fact that a given decay may occur at a mass diverse from $M_{0}$ due to the existence of mass curves. To reconcile the two, we should modify Eq. (4) as

$$
\begin{equation*}
\tilde{\tau}=1 / M, \tag{6}
\end{equation*}
$$

but in the subsequent applications in this paper we will employ Eq. (4) for simplicity.

How does the existence of a $\tilde{\tau}$ modify the exponential decay law? This can easily be derived after assuming a given analytic form for a state during timelapse. For simplicity and by analogy with the original decay law, we will assume this to be an exponential form. Exponential decrease $\exp [-t / \tilde{\tau}]$ is assumed for the incoming state and its complement, $1-\exp [-t / \tilde{\tau}]$, for the corresponding outgoing state. Thus, when we consider an ensemble of $N(t)$ particles with a given lifetime $\tau$ and timelapse $\tilde{\tau}$, we must divide them into two classes: $N_{u}$, the number of undecayed particles, and $N_{d}$, those that have begun the decay process but have still a residual probability of being found in a measurement of $N(t) . N_{d}$ would be zero if the instantaneous decay $(\tilde{\tau}=0)$ was valid.

The differential equation that governs $N_{u}(t)$ is the standard one

$$
\begin{equation*}
d N_{u}(t)=-\frac{1}{\tau} N_{u}(t) d t \tag{7}
\end{equation*}
$$

while that for $N_{d}(t)$ must allow for a source term proportional to $d N_{u}(t)$,

$$
\begin{equation*}
d N_{d}(t)=-\frac{1}{\tilde{\tau}} N_{d}(t) d t-d N_{u}(t) ; \tag{8}
\end{equation*}
$$

the negative sign of the last term is correct since $d N_{u}(t)<0$ for $d t>0$.

Now, solving these coupled equations and using initial condition $N_{d}(0)=0$, we find

$$
\begin{equation*}
N(t)=\frac{N(0)}{\tau-\tilde{\tau}}\left[\exp \left(-\frac{t}{\tau}\right)-\tilde{\tau} \exp \left(-\frac{t}{\tilde{\tau}}\right)\right] . \tag{9}
\end{equation*}
$$

This is the modification of the standard exponential decay law that our timelapse $\tilde{\tau}$ introduces. Note that for


Fig. 1. The decay law $N(t) / N(0)$ versus $t / \tau$ for various values of $\epsilon$.
$\tilde{\tau}=0$ we obtain the single exponential form, and the limit $\tau=0$ yields an exponential decay with lifetime $\tilde{\tau}$. Whence $\tilde{\tau}=1 / M_{0}$ sets a lower limit to the effective lifetime and, hence, an upper limit to the halfwidth.

A simple calculation yields, for the effective lifetime $\tau_{\text {eff }}$,

$$
\begin{equation*}
\tau_{\text {eff }}=\left(\tau^{3}-\tilde{\tau}^{3}\right) /\left(\tau^{2}-\tilde{\tau}^{2}\right) \tag{10}
\end{equation*}
$$

For $\tilde{\tau} \ll \tau$, we can write

$$
\begin{equation*}
\tau_{\mathrm{eff}}=\tau\left[1+\epsilon^{2}+O\left(\epsilon^{3}\right)\right] \tag{11}
\end{equation*}
$$

where $\epsilon=\tilde{\tau} / \tau$. However, we note that the decay rate $\Gamma$ remains connected to $\tau, \Gamma=1 / \tau$. This follows from our assumption that $\tilde{\tau} \sim 1 / M_{0}$, and, hence, it is independent of any interaction coupling constants, in contrast to $\Gamma$ and $\tau$, which obviously are directly dependent.

Another very interesting observation is that, for very small $t$, Eq. (9) has no linear term in $t$. Indeed for $t \ll \tilde{\tau}, \tau$

$$
\begin{equation*}
N(t)=N(0)\left[1-\frac{t^{2}}{2 \tau \tilde{\tau}}+O\left(t^{3}\right)\right] \tag{12}
\end{equation*}
$$

This reconciles, for short times, our modified decay law (no longer a single exponential) with basic quantummechanical arguments [8-10], which have led, amongst other things, to the so-called quantum Zeno effect [11,

12]. This, at least, in principle allows $\tilde{\tau}$ to be calculated from Eq. (12) and the quantum-mechanical result $P(t)=1-t^{2}(\Delta H)^{2}+\ldots$ [13]; specifically $\tilde{\tau}=$ $1 /\left[2 \tau(\Delta H)^{2}\right]=\Gamma /\left[2(\Delta H)^{2}\right]$.

In Fig. 1, we show the modification of $|\psi(t)|^{2} \equiv P(t)$ for various $\epsilon$ values. In this plot, the increase of the effective lifetime is evident, as is the annulment of $d P(t) / d t$ (insert) for $t \longrightarrow 0$ (source of the quantum Zeno effect). The direct measurement of $|\psi(t)|^{2}$ is often possible (e.g., in muon decay). However, for muons $\epsilon \sim$ $3 \times 10^{-16}$, so that no effect due to $\tilde{\tau}$ could ever be detected.

Let us now calculate the modification in the standard BW mass formula produced by Eq. (9). We have

$$
|\psi(t)| \propto \exp \left(-\frac{t}{2 \tau}\right)\left\{1-\epsilon \exp \left[\frac{t(\epsilon-1)}{\epsilon \tau}\right]\right\}^{1 / 2}
$$

Hence,

$$
\begin{gathered}
\chi(x)=\int_{0}^{\infty} d t \exp \left(i \frac{x}{2 \tau} t\right)|\psi(t)| \\
\propto \frac{1}{x+i}-\sum_{n=1}^{\infty} \frac{n!!}{2^{n} n!} \frac{\epsilon^{n}}{x+i a_{n}},
\end{gathered}
$$

where $x=2 \tau\left(M-M_{0}\right)$ and $a_{n}=1+2 n(1-\epsilon) / \epsilon$. Treating $\epsilon$ as a small quantity, we may perform an analytic calculation of $|\chi(x)|^{2}$ to the lowest order in $\epsilon$. We find our modified Breit-Wigner (MBW) as follows:

$$
\begin{align*}
& \text { MBW } \equiv|\chi(x)|^{2}=B W\left\{1-\epsilon \frac{x^{2}+a_{1}}{x^{2}+a_{1}^{2}}\right.  \tag{13}\\
& \left.+\frac{\epsilon^{2}}{4}\left[\frac{7}{2}+\frac{x^{2}+1}{x^{2}+a_{1}^{2}}-\frac{x^{2}+a_{2}}{x^{2}+a_{2}^{2}}\right]+O\left(\epsilon^{3}\right)\right\},
\end{align*}
$$

where $B W=2 \tau M_{0} /\left\{\left[\pi / 2+\arctan \left(2 \tau M_{0}\right)\right]\left(x^{2}+1\right)\right\}$ is the standard BW.

Now, $\boldsymbol{\epsilon}$ is so small for almost all weak or electromagnetic decays that one might think of passing directly to the strong decays in search of the evidence of a MBW. However, of all weak processes, a special role is played by the decays of heavy intermediate vector bosons $W$ and $Z$. These have widths of several GeV and, thus, correspond to $\epsilon$ of a few $\%$. Furthermore, the data on $Z$ are particularly precise with errors in $M_{z}$ and $\Gamma_{z}$ on the order of $10^{-5}$. The LEP data yield such precise results that there are even two standard deviations from the theory in $\Gamma_{z}$. This is expressed by two equivalent numbers [2]

$$
\Gamma_{\mathrm{inv}}=-2.7_{-1.5}^{+1.7} \mathrm{MeV}
$$

and/or

$$
N_{v}=2.9841 \pm 0.0083
$$

Now, for $Z$ we can apply the formula given above, since $\epsilon_{Z}=2.7 \%$. From this formula (see also Fig. 2) we readily see that
(1) the maximum modification to the underlying BW ( $\tilde{\tau}=0)$ occurs at $M=M_{0}$, i.e., at the peak. This effect is an increase of the peak value by $1+3 \epsilon^{2} / 8$. Note, however, that this underlying BW must not be confused with the best fit BW need to the data in the presence of a non-negligible $\tilde{\tau}$;
(2) the halfwidth of the underlying BW and the MBW are almost the same for small $\epsilon$. That of the MBW is reduced by a factor of order $\epsilon^{3}$ and not $\epsilon^{2}$, as might have been expected from Eq. (11) for the lifetime modification.

The smallest errors of the curve are around the peak value $M=M_{0}$. In a fit with a BW to data, in accord with our modified curve, one would be inclined to raise the peak value with consequently the same decrease in percentage of the halfwidth. Hence, we expect the fitted BW to yield a width lower than ours by, at most, the factor $1-3 \epsilon^{2} / 8$. Hence our estimate of $\Gamma_{\text {inv }}$ is

$$
-0.7 \mathrm{MeV} \leq \Gamma_{\mathrm{inv}}<0
$$

less than $1 / 4$ of the measured central value. It is amusing to note that, using the result $\Gamma_{\text {eff }}=\left(1+\epsilon^{2}\right) \Gamma$, one might have expected an effect on $\Gamma_{\text {inv }}$ in good agreement with the experimental value.

The modified BW can also be calculated numerically for any $\epsilon$, and in Fig. 2 we show the ratio of this with the underlying BW for various $\epsilon$ values. The width is indeed reduced. From Fig. 2, we see that, for $\epsilon \leq 0.3$ and such that $1.4>M / M_{0}>0.6$, the main modification indeed occurs at $M=M_{0}$ and is an increase on the order of a few $\%$ or less. This means that no significant evidence for the existence of $\tilde{\tau}$ from mass curves is possible until the individual errors of the data points are of this order or better.

Obviously, in looking for evidence for our modified BW, we are led to consider the largest $\epsilon$ values available. This means particles with strong interaction decays. For example, the $\rho(770)$, where $\epsilon \sim 20 \%$. However, the best data points for $\rho$ [14] are somewhat dated and are not yet precise enough to yield evidence for a $\tilde{\tau}$.

It is natural to extend the concept of timelapse from the realm of decays to interactions in general. We have already anticipated that in these cases $\tilde{\tau}=1 / E_{C M}$. However, what is $\tilde{\tau}$ to be compared with? What plays the role of $\tau$, here? The only thing available is $\sqrt{\sigma}$ the square root of the cross section. For numerical compar-


Fig. 2. Numerical calculation of the ratio of the modified and standard BW mass formulas MBW/BW versus $M / M_{0}$ for different values of $\epsilon$.
isons, we recall that $\sqrt{60 \mathrm{mb}} \sim 10^{-23} \mathrm{~s}$, while $1 \mathrm{GeV} \sim$ $6.6 \times 10^{-25} \mathrm{~s}$.

Finally, we wish to discuss briefly our motive for this investigation, which seems at first sight far removed from the content of this paper. In oscillation studies, some authors insist that a single time interval is involved. The argument is essentially that both the creation of, say, a flavor neutrino and its detection, possibly as a different flavor, occur at fixed times. Now, as we explained in our introduction, such a situation, instantaneous creation, could at most be valid in a unique Lorentz frame, which improbably coincides with the laboratory. However, the existence of an intrinsic timelapse $\tilde{\tau}$ would imply that instantaneous creation is a myth in any frame. In practice, this means that in interference studies we must deal with multiple times in a similar way that the slippage of interfering wave packets obliges us to consider multiple distance intervals between creation and observation.

In conclusion, we have argued that, in an arbitrary frame, a wave packet will take a finite time to "grow" to or decay from its full normalized value. This encouraged us to postulate the existence, in the preferential center of a mass frame, of an intrinsic timelapse $\tilde{\tau}$ by analogy with $\tau$. Such an assumption leads to a modifi-
cation of the decay formula and, consequently, of the BW mass formula. We have also suggested that $\tilde{\tau}=$ $1 / E_{C M}$ on the basis of the Heisenberg uncertainty principle. In practice, the modification of the decay formula is not experimentally detectable. However, it has, as an aside, reconciled for small times the decay law with basic quantum-mechanical arguments (at least within the hypothesis of an exponential dependence upon $\tilde{\tau}$ ). The BW mass formula is a more practical tool for detecting a $\tilde{\tau}$. Comparing the fits to the data upon $\rho$ decay suggest that, with improved experiments (precision on the order of $10^{-3}$ ), we could distinguish between the standard and modified BW. Note that with $\epsilon=$ $\Delta M / M_{0}$ the modified version has no extra free parameters. We may simply compare the best $\chi^{2}$ fits of both to the data. At the moment, the most promising source for evidence of a $\tilde{\tau}$ appears to be in the $Z$ decay. Timelapse provides a justification for the existence of a negative $\Gamma_{\text {inv }}$ But we must remember that this is experimentally only a two sigma effect.

We thank R. Anni and G. Co' for interesting discussions. One of the authors (SdL) is grateful for the hospitality of the Physics Department of Lecce University, where the paper was written. This work was supported in part by the FAEP (UniCAMP).
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#### Abstract

The kinetics of the diffusion-controlled chemical reactions $A+A+\ldots+A \longrightarrow 0$ that occur at catalytic centers periodically arranged along a straight line is considered. Modes of the behavior of reaction probability $W(t)$ were studied at different times and different densities of the catalyst. Within the Smoluchowski approximation, it was rigorously proved that at large times the function $W(t)$ is independent of the lattice period. This means that, in the given asymptotic mode, the probability of the reaction on a lattice with a catalyst placed in each lattice site is the same as on a lattice with a catalyst placed in sparse sites. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 82.20.-w

In this work, we discuss the kinetics of the polymolecular irreversible diffusion-controlled chemical reactions $A+A+\ldots+A \longrightarrow 0$ that occur at catalytic centers arranged in a periodic lattice in space. To our knowledge, the problem of the decrease in the amount of the reactant with time in catalytic diffusion-controlled chemical reactions $A+A \longrightarrow 0$ was first studied within the random phase approximation in [1].

The problem considered in this article "rests on two whales": on the one hand, it has characteristic features of the dynamics of diffusion-controlled chemical reactions, and, on the other hand, it is typical for the adsorption kinetics of particles diffusing in the medium of stationary "traps" (absorbers). Before going into the description of the model under study, let us briefly formulate the main features of its fundamental problems: diffusion-controlled chemical reactions and kinetics of the adsorption of particles on traps.

For several decades, bimolecular diffusion-controlled reactions $A+A \longrightarrow B$ served as the basic model for studying the kinetics of chemical reactions on the microscopic scale. The main ideas of the description of chemical reactions in the medium of diffusing reactants were formulated by Smoluchowski in 1917 [2]. Mean field methods, which were proposed by Smoluchowski and further developed by his numerous disciples (see, e.g., review [3]) are widely used up to now and yield reasonable results for problems related to the determination of the rate of chemical reactions and change in the concentration of the reactant with time. However, in the case of strong stirring, i.e., when the diffusion of particles is significant, mean field methods become
inappropriate because, along with pair interactions of particles, correlations that occur at triple, quadruple, etc. particle collisions should be taken into account. In works that date back to the 1980s, fluctuation effects in the kinetics of chemical reactions were included [4]. Later the range of problems under study was significantly expanded by the inclusion of problems of chemical kinetics involving macromolecules, so-called transport-controlled chemical reactions [3]. However, the comparison of the results that were obtained within the Smoluchowski approximation with exact solutions for some model systems, e.g., for a one-dimensional bimolecular reaction $A+A \longrightarrow 0$ (without catalyst) demonstrates that the mean field method provides correct scaling for the probability of particle decay at large times [5, 6], which differs from the exact solution only by a numerical coefficient.

The problems of determining the evolution of survival or decay probability for particles diffusing in $d$-dimensional space in the presence of stationary randomly arranged absorber traps is the subject of many studies in both the physicochemical and mathematical literature that have appeared over the last two decades or more. The great interest in this topic is obviously caused by its significance in studying such physical chemistry problems as photoconductivity and photosynthesis, the kinetics of binding biopolymers with ligands, and the adsorption of polymer molecules on surfaces with chemically active regions and on colloidal particles in solutions and gels. Works dating back to the 1970s [7] demonstrated that the probability of the survival of independent diffusing particles in a medium
with absorbing traps at large times cannot be described within the Smoluchowski mean field approximation and is controlled by the diffusion time of a particle in a cavity of typical size free from traps. The method that provides correct asymptotic relationships is identical to the optimal fluctuation method by I.M. Lifshitz for estimating the density of states of a disordered system in the vicinity of the band edge (so-called Lifshitz singularities). Thus, works [7,3,4] stimulated the interest of mathematicians in the problem of particle decay in a medium of randomly arranged absorbers. Subsequent studies of model systems demonstrated the relation of this problem to percolation, the statistics of polymers in a medium of random obstacles, and some aspects of supersymmetric quantum mechanics [4, 8-10].

Now, with the general notion as to what type of problem of statistical physics our problem belongs, we can turn to the discussion of the model, which, as noted above, was formulated in [1]. Let us consider a region ("reservoir") in $d$-dimensional space containing an ensemble of identical particles $A$ of finite size involved in Brownian motion and some quantity of stationary catalytic centers (traps). In the course of a random walk, there is the probability of encountering of $m$ particles. If this encounter takes place at a trap, the elementary event of the chemical reaction

$$
\overbrace{A+A+\ldots+A}^{m} \longrightarrow 0
$$

occurs and all the particles decay, i.e., are removed from the reservoir; if particles encounter outside the trap, the reaction does not occur. The task consists in calculating the probability $W(t \mid m)$ of particle decay within the given time interval $t$ depending on the spatial arrangement of the traps.

The probability of particle decay $W(t \mid m=2)$ for a bimolecular chemical reaction was estimated in [1] within the Smoluchowski mean field theory for the periodic and random arrangements of traps, and the effect of catalytic centers was included in [1] within the random phase approximation. In our work, we restrict our consideration to the case of $d=1$ and the periodic lattice of traps. For this model, the distribution function $W(t \mid m)$ can be determined exactly without any additional assumptions. We emphasize that by the exact solution we mean only the possibility of the rigorous inclusion of the effect of the spatially distributed catalyst on the probability of particle decay $W(t \mid m=2)$. Note that, from the standpoint of real physical problem when a finite concentration $c$ of a reacting particles occurs in the system, we still remain within the Smoluchowski approximation. At the end of the article, we discuss the range of applicability of the given mean field approach.

Although one-dimensional, the problem in hand has a particular physicochemical application. Chemical reactions that occur at cathodes in the presence of a catalyst (platinum particles) can be readily described
within the model under consideration [11, 12]. This is related to the fact that on the microscopic scale the cathode is a porous structure with one-dimensional channels in which the catalyst is deposited and the dif-fusion-controlled chemical reaction occurs. A problem of fundamental importance consists in the optimization of the adsorption process: increasing the rate of the chemical reaction and decreasing the concentration of the expensive catalyst.

Let $L$ be the distance between the adjacent traps in a straight line. We denote the time dependence of the coordinates of the particles under consideration by $x_{1}(t), x_{2}(t), \ldots, x_{m}(t)$. The condition that all particles at the instant of time $t$ occur at an arbitrary trap with the coordinate $n L$ is as follows: $x_{1}(t)=x_{2}(t)=\ldots=x_{m}(t)=$ $n L$. It is easy to realize that the random walk of $m$ independent particles is equivalent to the effective one-particle random walk in the $m$-dimensional Euclidean space $\mathscr{E}_{m}=\left(x_{1}, x_{2}, \ldots, x_{m}\right)$. Thus, the probability $W(t \mid m)$ of the decay of $m$ identical independent particles randomly wandering along a straight line at their simultaneous encounter at any of the traps is equivalent to the probability of the first occurrence of the random walk in the $\mathscr{E}_{m}$ space at the instance of time $t$ in an arbitrary trap located in the straight line defined by the equation $x_{1}=x_{2}=\ldots=x_{m}$. In our case, this statement of the problem is a starting point. The recurrence equation for the probability $W_{t}(\mathbf{x}) \equiv W(t \mid m, \mathbf{x})$ to find the random walk over lattice edges in the $m$-dimensional space $\mathscr{E}_{m}$ in the point $\mathbf{x}$ at the instance of time $t$ has the form

$$
\begin{equation*}
W_{t+1}(\mathbf{x})=D \sum_{\mathbf{u}} W_{t}(\mathbf{x}+\mathbf{u}) \eta(\mathbf{x}+\mathbf{u}), \tag{1}
\end{equation*}
$$

where $D=1 / 2 m$ is the diffusion coefficient in $m$-dimensional space, summation is performed over the nearest neighbors, and $\eta(\ldots)$ is the discrete $\delta$-function, which is defined as follows:

$$
\eta(\mathbf{x})=\left\{\begin{array}{l}
0 \text { if } \mathbf{x} \text { coincides with the trap; }  \tag{2}\\
1 \text { in all the other cases }
\end{array}\right.
$$

As usual in translation-invariant problems, it is convenient to transform to the momentum Fourier representation:

$$
\begin{equation*}
W_{t}(\mathbf{k})=\frac{1}{N^{m}} \sum_{\mathbf{x}} W_{t}(x) e^{i \mathbf{k} \mathbf{x}} \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{t}(\mathbf{x})=\sum_{\left|k_{1}, \ldots, k_{m}\right|<\pi} W_{t}(\mathbf{k}) e^{-i \mathbf{k} \mathbf{x}}, \quad k_{j}= \pm \frac{2 \pi s_{j}}{N} . \tag{4}
\end{equation*}
$$

As a result of the Fourier transform, Eq. (1) yields

$$
\begin{equation*}
W_{t+1}(\mathbf{k})=\frac{1}{2 m} \sum_{\mathbf{u}} e^{-i \mathbf{k} \mathbf{u}} \sum_{\mathbf{q}} W_{t}(\mathbf{q}) \eta(\mathbf{k}-\mathbf{q}), \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta(\mathbf{k})=\delta(\mathbf{k})-\frac{1}{N^{m}} \sum_{|n L|<N / 2} e^{i k_{1} n L} \tag{6}
\end{equation*}
$$

In Eq. (6), we assumed that the straight line in which the traps are located coincides with the $\left[0, x_{1}\right)$ axis in the $\mathscr{E}_{m}$ space.

Let us use the equation

$$
\sum_{n=-\frac{N}{2 L}}^{\frac{N}{2 L}} e^{i k_{1} n L}=\frac{N}{L} \sum_{|n|<\frac{L}{2}} \delta\left(k_{1}-\frac{2 \pi n}{L}\right)
$$

in which, for the sake of definiteness, we assume $[N / 2 L]=N / 2 L$. Using the latter expression, Eq. (5) can be written in the form

$$
\begin{gather*}
W_{t+1}(k)=\frac{1}{m}\left(\cos k_{1}+\ldots+\cos k_{m}\right)  \tag{7}\\
\times\left\{W_{t}(k)-\frac{1}{N^{m-1} L_{q_{2}}} \sum_{\substack{ \\
|n|<L / 2}} W_{t}\left(k_{1}-\frac{2 \pi n}{L}, q_{2}, \ldots, q_{m}\right)\right\}
\end{gather*}
$$

where

$$
-\pi \leq\left\{k_{1}, \ldots, k_{m}\right\}<\pi, \quad-\pi \leq\left\{q_{2}, \ldots, q_{m}\right\}<\pi
$$

Equations of this type are conveniently solved by the generating function method:

$$
\begin{equation*}
W(\mathbf{k}, s)=\sum_{t=0}^{\infty} W_{t}(\mathbf{k}) s^{t}, \quad W(t)=\frac{1}{2 \pi i} \int_{C} \frac{W(s) d s}{s^{t+1}} \tag{8}
\end{equation*}
$$

Multiplying both parts of expression (7) by $s^{t}$, after simple algebraic transformations we obtain

$$
W(\mathbf{k}, s)=\frac{W_{0}(\mathbf{k})}{1-A(\mathbf{k}, s)}-\frac{A(\mathbf{k}, s)}{1-A(\mathbf{k}, s)} \frac{S\left(\frac{W_{0}(\mathbf{k})}{1-A(\mathbf{k}, s)}\right)}{S\left(\frac{1}{1-A(\mathbf{k}, s)}\right)}
$$

where the following designations are introduced:

$$
\begin{gather*}
A(\mathbf{k}, s)=\frac{s}{m}\left(\cos k_{1}+\ldots+\cos k_{m}\right) \\
S(W(\mathbf{q}))=\frac{1}{N^{m-1} L_{\substack{q_{2} \\
|n|<q_{m}}}^{|n|<L / 2}}< \tag{10}
\end{gather*}
$$

Let us select uniform starting conditions, i.e., $W_{0}(\mathbf{k})=\delta\left(k_{1}\right) \ldots \delta\left(k_{m}\right)$ and proceed to limit $N \longrightarrow \infty$ :

$$
\begin{align*}
& W(\mathbf{k}, s)=\frac{\delta(\mathbf{k})}{1-A(\mathbf{k}, s)}-\frac{A(\mathbf{k}, s)}{1-A(\mathbf{k}, s)} \frac{1}{(1-s)} \\
& \times\left(\sum_{q_{1}} \int \ldots \int \frac{d q_{2} \ldots d q_{m}}{1-\frac{s}{m}\left(\cos q_{1}+\ldots+\cos q_{m}\right)}\right)^{-1} \tag{11}
\end{align*}
$$

where $q_{1}$ takes on the values $q_{1}=k_{1}-2 \pi n / L,|n|<L / 2$. The second term, which enters into the expression with the minus sign, describes particle decay at traps. We are interested in the zeroth harmonic of this term, which determines the probability of the reaction

$$
\begin{gather*}
W(s)=\frac{s}{(1-s)^{2}} \\
\times\left(\sum_{q_{1}} \int \ldots \int \frac{d q_{2} \ldots d q_{m}}{1-\frac{s}{m}\left(\cos q_{1}+\ldots+\cos q_{m}\right)}\right)^{-1} \tag{12}
\end{gather*}
$$

For further consideration of the problem, we must evaluate the integral

$$
\begin{equation*}
I(\alpha)=\int \ldots \int \frac{d q_{2} \ldots d q_{m}}{\alpha-\left(\cos q_{2}+\ldots+\cos q_{m}\right)} \tag{13}
\end{equation*}
$$

where $\alpha=m / s-\cos q_{1}$. This function can have poles only on two points $\alpha= \pm(m-1)$, i.e., $s_{1,2}=$ $\frac{m}{\cos q_{1} \pm(m-1)}, s_{1,2} \geq 1$. Integral (13) in these regions is determined by the values of $q_{i}$, which are nearly zero; therefore, $\cos (\ldots)$ in the integrand can be expanded. The change $\cos q_{i} \approx 1-\frac{1}{2} q_{i}^{2}$ corresponds to the changing from the lattice to the continuous limit with respect to the $i$ th coordinate. In the vicinity of the point $\alpha=m-1$, $\epsilon=\alpha-m+1$, we have

$$
\begin{equation*}
I_{m}(\boldsymbol{\epsilon})=2 \int \ldots \int \frac{d q_{2} \ldots d q_{m}}{2 \epsilon+q_{2}^{2}+\ldots+q_{m}^{2}} \tag{14}
\end{equation*}
$$

Changing to spherical coordinates $\left(S_{m-1}\right.$ is the area of the sphere in the $(m-1)$-dimensional space, $A$ is some constant, $A \sim \pi$ ), we obtain

$$
\begin{equation*}
I_{m}(\epsilon) \approx 2 S_{m-1} \int_{0}^{A} \frac{q^{m-2} d q}{2 \epsilon+q^{2}} \tag{15}
\end{equation*}
$$

The values of $I_{m}(\epsilon)$ at different values of $m$ are

$$
I_{m}(\epsilon)=\left\{\begin{array}{l}
\frac{2 \pi^{2}}{\sqrt{2 \epsilon}}, \text { at } m=2  \tag{16}\\
8 \pi \log \left(1+\frac{A^{2}}{2 \epsilon}\right), \text { at } m=3 ; \\
\sim A^{m-3}, \text { at } m \geq 4 .
\end{array}\right.
$$

The probability of decay at traps within these designations is

$$
\begin{equation*}
W(s)=m\left(L(1-s)^{2} \frac{1}{L} \sum_{p=-L / 2}^{L / 2} I\left(\frac{m}{s}-\cos \frac{2 \pi p}{L}\right)\right)^{-1} . \tag{17}
\end{equation*}
$$

The integrand in the function $W(t)$ has singularities $s^{t}$ and $(1-s)^{2}$. We are interested in the behavior of $W(t)$ governed by the vicinity of the point $s=1$, which corresponds to $\alpha=m-\cos q_{1}$. Hence, the expression for the generating function $W(s)$ within a numerical multiplier can be rewritten as follows:

$$
\begin{equation*}
W(s) \sim\left((1-s)^{2} \sum_{p=-L / 2}^{L / 2} I_{m}\left(\frac{m}{s}-\cos \frac{2 \pi p}{L}-m+1\right)\right)^{-1} \tag{18}
\end{equation*}
$$

The time dependence $W(t)$ is restored from the generating function $W(s)$ by inverse Laplace transformation (8). The contour integral depends on singular points of the integrand, and the pole at the point $s=1$ makes the largest contribution. Recall that the probability $W(t)$ of particle decay unambiguously characterizes the decrease in the reactant concentration with time and, thus, determines the effective rate constant of the chemical reaction.

Further calculations will be based on the Tauberian theorem, which readily provides asymptotic estimations in the cases of interest without explicit use of the inverse Laplace transformation.

Reactions with $\boldsymbol{m}=1$ and $\boldsymbol{m} \geq 4$. Retaining only the divergent part in expression (12), we obtain the asymptotics

$$
\begin{equation*}
W_{m=1}(t \longrightarrow \infty) \sim \sqrt{t} . \tag{19}
\end{equation*}
$$

In the case of $m \geq 4$, the result is also readily obtained because $I_{m} \sim$ const in the region of $s=1$. Therefore, the behavior of the function at large times is governed by the pole $1 /(1-s)^{2}$, which corresponds to

$$
\begin{equation*}
W_{m \geq 4}(t \longrightarrow \infty) \sim t . \tag{20}
\end{equation*}
$$

Reactions with $\boldsymbol{m}=\mathbf{2}$. The behavior of $W(t)$ at $m=2$ is more interesting. In this case, the generating function $W(s)$ of the absorption probability is as follows:

$$
\begin{equation*}
W(s) \sim\left((1-s)^{2} \sum_{p=-L / 2}^{L / 2}\left(2-s \cos \frac{2 \pi p}{L}-s\right)^{-1 / 2}\right)^{-1} . \tag{21}
\end{equation*}
$$

Applying the Tauberian theorem and replacing the sum with the integral, we obtain

$$
\begin{gather*}
W_{m=2}(t) \sim t \\
\times\left(\sqrt{t}+\sigma^{-1}+\frac{2 L}{\pi}\left[\log 4-\log \left(\frac{\pi}{L}+\sigma\right)\right]\right)^{-1} \tag{22}
\end{gather*}
$$

where $\sigma=\sqrt{\pi^{2} / L^{2}+1 / t}$. In the two limiting cases,

$$
W_{m=2}(t) \sim\left\{\begin{array}{l}
\frac{t}{t^{1 / 2}+\text { const }} \sim \sqrt{t}, \quad t \geqslant \frac{L^{2}}{\pi^{2}}  \tag{23}\\
\frac{t}{L \log 8 t}, \quad 1 \ll t<\frac{L^{2}}{\pi^{2}} .
\end{array}\right.
$$

Reactions with $\boldsymbol{m}=\mathbf{3}$. Expression (16) for $I_{m=3}$ gives the correct relationship; however, it contains an undefined constant, which complicates estimations. By the integration of Eq. (13) without expanding cosines in series, we can obtain the more accurate formula

$$
\begin{equation*}
I(\alpha) \approx \pi \log \left(\frac{16}{3-2 s-s \cos q}\right) \tag{24}
\end{equation*}
$$

The asymptotics for $t \longrightarrow \infty$ can be obtained directly by applying the Tauberian theorem to generating function (17), which leads to the following expression:

$$
\begin{equation*}
W_{m=3}(t) \approx \frac{t}{C+\log t-\log \left(3 / t+2 \pi^{2} / L^{2}\right)}, \tag{25}
\end{equation*}
$$

where

$$
C=5 L \log 2+4 \log \left(\frac{2 \pi}{L}\right)-4-\log \frac{4}{3} .
$$

Absorption probabilities that were obtained above are insufficient for the exact calculation of the reaction rate but are directly related to the Smoluchowski constant $K_{\text {Smol }}(t)=d W(t) / d t$. Indeed, this constant by definition is the probability of the decay of a solitary particle (i.e., without inclusion of cooperative effects) at the catalyst trap. Within the Smoluchowski approximation, the concentration of particles in the polymolecular reaction of $m$ particles is determined from the kinetic equation

$$
\begin{equation*}
d c(t) / d t=-K_{\mathrm{Smol}}(t) c_{\mathrm{tr}} c^{m}(t) . \tag{26}
\end{equation*}
$$

After simple calculations, we obtain $\left(c_{0}=c(t=0), m>1\right)$

$$
\begin{equation*}
c(t)=\left(c_{0}^{1-m}+(m-1) c_{\mathrm{tr}} W(t)\right)^{-1 /(m-1)} . \tag{27}
\end{equation*}
$$

The Smoluchowski approximation is valid in cases when stirring in the system due to the diffusion of particles is a slower process than the chemical reaction event. That is, if the motion of particles is nearly absent, the chemical reaction event involves only the particles that are occasionally the closest to each other. This is the reason why the Smoluchowski approximation is
adequate at a low density of particles in the system, when the free diffusion path of particles is sufficiently large compared to the time of the chemical reaction event.

To demonstrate the validity of the mean field approximation in the problem under consideration for any distance $L$ between the catalytic centers, it is sufficient to show that the Smoluchowski theory works in the two limiting cases: (a) at $L=1$, i.e., when the reaction occurs each time on the encounter of a pair of particles and, consequently, is independent on the position of the catalytic center; and (b) at $L \longrightarrow \infty$, i.e., when the system contains a solitary catalytic center. The exact solution of the many-particle problem in case (a) for bimolecular reactions was reported in [5, 6]. As noted in the introduction, the exact and mean-field solutions have the same asymptotics and differ only by a numerical coefficient. For the case (b), the decrease in concentration $c(t)$ because of the chemical reaction can be easily estimated ( $m \geq 2$ ):

$$
\begin{align*}
& \frac{d c_{\text {chem }}(t)}{d t}=-K_{\text {chem }} c_{\mathrm{chem}}^{m}(t) \\
& \longrightarrow c_{\text {chem }}(t) \sim \frac{c_{0}}{K_{\text {chem }}} t^{-1 /(m-1)} \tag{28}
\end{align*}
$$

In order to find the decrease in concentration $c_{\text {diff }}(t)$ because of diffusion in the case of the reaction of $m$ particles at a center, we must solve the diffusion equation in $m$-dimensional space, where each coordinate corresponds to the concentration of one of the particles involved in the reaction. As can be easily seen,

$$
\begin{gather*}
c_{\mathrm{diff}}(t) \sim c_{0} \frac{\log t}{t} \quad(m=2),  \tag{29}\\
c_{\mathrm{difff}}(t) \sim c_{0} \operatorname{const} \quad(m=3,4, \ldots) .
\end{gather*}
$$

For all $m \geq 2$, the following condition is fulfilled: after some instant of time $t=t\left(c_{0}, K_{\text {chem }}\right)$, the concentration because of diffusion is larger than the concentration because of the chemical reaction, and, consequently, the rate of diffusion is lower than the rate of the chemical reaction, which means that the Smoluchowski approximation is valid.

Of particular interest are the relationships $W_{m}(t)$ at large times (for $t \longrightarrow \infty$ ), namely, expressions (20), (23), and (25). As can be seen from the corresponding formulas, the probability of reaction $W_{m}(t)$ is independent of the period of the lattice of catalytic centers. This means that in the given asymptotic mode the probability of the reaction on the lattice with the catalyst placed in each lattice site is the same as on the lattice with the catalyst placed in sparse sites. Recall that this result was first formulated in [1] within the random phase approximation. Thus, our work can be considered as rigorous proof of the effect, which has promising technical applications.

We are grateful to G. Oshanin for helpful discussions of the work. The work was supported by the Russian Foundation for Basic Research, project no. 00-1599302.
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#### Abstract

The spatiotemporal propagation dynamics of a weak probe pulse in an optically dense medium of three-level atoms is studied in the adiabatic approximation under conditions of electromagnetically induced transparency. The atomic coherence induced at the dipole-forbidden transitions is found to be spatially localized. This effect is used for the analysis of the reversible writing (reading) of short optical pulses. The method of pulse time reversal is suggested. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: $42.50 . \mathrm{Gy} ; 42.65 . \mathrm{Tg}$

1. The phenomenon of electromagnetically induced transparency (EIT) is caused by quantum interference. It renders an absorbing medium transparent to the probe resonance radiation in the presence of a control coherent field interacting with the adjacent transition. This effect was predicted and experimentally implemented back in the late 1960s and early 1970s (nonlinear interference effect; see, e.g., [1, 2]). At present, the EIT effect is being extensively studied and widely developed, e.g., in the context of lasing without inversion [3], nonlinear optics, including the interacting radiations with energy corresponding to several photons ("one photon for one atom") $[4,5]$, subfemtosecond pulse generation [6], atomic coherence control [3, 7], etc.

EIT gives rise to unusual propagation laws for resonant pulses in a medium: matched pulses [8, 9], fielddressed pulses [10], and adiabatons [11] propagating without absorption and changing their shape at a distance exceeding linear absorption length by several orders of magnitude (see also [12-15]). EIT also leads to a giant (by $10^{7}$ times or more) decrease in the group velocity of an optical pulse ("slow light"). In recent experiments, ultraslow propagation was observed in the Bose-Einstein condensate of sodium atoms $(\sim 17 \mathrm{~m} / \mathrm{s}$ [16] and $\sim 1 \mathrm{~m} / \mathrm{s}$ [17]), in ruby vapor ( $\sim 90 \mathrm{~m} / \mathrm{s}$ [18] and $\sim 8 \mathrm{~m} / \mathrm{s}$ [19]), and in a $\operatorname{Pr}: \mathrm{Y}_{2} \mathrm{SiO}_{5}$ crystal ( $\sim 45 \mathrm{~m} / \mathrm{s}$ [20]).

Moreover, the optical pulse can be "stopped" [21] (dynamic EIT); the possibility of obtaining negative group velocity has also been the subject of discussion [22]. At low velocities (tens of $\mathrm{m} / \mathrm{s}$ and lower), the probe pulse is spatially compressed and localized in a medium. Based on this fact, the authors of [23] suggested and experimentally demonstrated a method of writing, storing, and reconstructing (reading) optical
pulses in ruby vapor in the situation where the pulse switching-on and switching-off times are much longer than the lifetime of the intermediate state. In [24], this idea was implemented in the Bose-Einstein condensate of sodium atoms.

In this work, the possibility of writing, storing, and reading light is considered for the case where the pulse duration is shorter than all relaxation times in a medium (short pulses). It is not assumed from the outset that the signal pulse is spatially localized. We consider the case where the propagation of a weak probe (signal) pulse with frequency $\omega_{p}$ in a three-level optically dense medium occurs in the presence of a strong control (write) pulse with frequency $\omega_{c}$ resonant with the frequency of an adjacent $|2\rangle-|1\rangle$ transition (Fig. 1). The lower state $|0\rangle$ is the atomic ground state and state $|2\rangle$ is metastable. The pulses are assumed to be plane waves $E_{p, c}=1 / 2 E_{p, c} \exp \left[-i\left(\omega_{p, c} t-k_{p, c} z\right)\right]+$ c.c. propagating in one direction along the $z$ axis $\left(k_{p, c}\right.$ are the moduli of wavevectors of the probe and control pulse, respectively). The intensity of the probe pulse is much lower than the intensity of the control pulse and has virtually no effect on the population of levels with which the pulse interacts. At the medium input, the pulses may have various shapes, but their duration satisfies the condition $T_{c}>T_{p}$, where $T_{c}$ and $T_{p}$ are the durations of the control and probe pulse, respectively.

In this work, the spatiotemporal evolution of the probe pulse and atomic (Raman) coherence induced at the $|0\rangle-|2\rangle$ transition in an optically dense medium under EIT conditions is analyzed. The spatial localization of atomic coherence is demonstrated and, on this basis, the possibility of writing, storing, and reading optical pulses through their transformation into atomic coherence and vice versa is considered.
2. We first consider the spatiotemporal evolution of atomic coherence under EIT conditions. The interaction of optical fields with a three-level quantum system is described by the standard system of Maxwell-Bloch equations, which is solved self-consistently. To the first order in probe field $G_{p}$, it has the following form in the coordinate system with local time $\tau=t-z / c$ :

$$
\begin{gather*}
\frac{\partial \rho_{10}}{\partial \tau}=i\left(G_{p} \rho_{0}+G_{c} \rho_{20}\right), \\
\frac{\partial \rho_{20}}{\partial \tau}=i G_{c}^{*} \rho_{10}, \quad \frac{\partial G_{p}}{\partial z}=i K_{p} \rho_{10} . \tag{1}
\end{gather*}
$$

Here, $\rho_{i j}$ and $d_{i j}$ are nondiagonal elements of the density matrix and the dipole transition moment, respectively; $2 G_{p}=d_{10} E_{p}(t) \hbar$ and $2 G_{c}=d_{12} E_{c}(t) \hbar$ are the Rabi frequencies; $K_{p}=\left(\pi \omega_{p} N\left|d_{10}\right|^{2} / c \hbar\right)$ is the propagation constant; and $N$ is the atomic concentration.

The system of Eqs. (1) is written on the assumption that the pulse carrier frequencies are resonant with the corresponding atomic transitions. At the instant the fields are switched on, all atoms are in the ground state $|0\rangle\left(\rho_{0}=1\right.$ and $\rho_{1,2}=0$, where $\rho_{0,1,2}$ are the populations of corresponding levels), and the pulse durations satisfy the following conditions: $T_{p} \ll \Gamma_{10}^{-1}, T_{c} \ll \Gamma_{20}^{-1}, \Gamma_{10} \gg$ $\Gamma_{20}$ ( $\Gamma_{10}$ and $\Gamma_{20}$ are, respectively, the halfwidths of the $|1\rangle-|0\rangle$ and $|2\rangle-|0\rangle$ transitions), $T_{c}>T_{p}$, and the adiabaticity condition $G_{c}^{0} T_{p} \gg 1$ (see, e.g., [25]).

We will assume hereafter that the Rabi frequency $G_{c}$ of the control pulse is a given time-dependent function and that it does not depend explicitly on the coordinate $z$. Numerical calculations will be carried out with the Gaussian input $(z=0)$ pulses $G_{p}(t)=G_{p}^{0} \exp \left(-\ln 2 t^{2} / 2 T_{p}^{2}\right)$ and $G_{c}(t)=G_{c}^{0} \exp \left(-\ln 2 t^{2} / 2 T_{c}^{2}\right)\left(G_{p}^{0} \ll G_{c}^{0}\right)$.

In the adiabatic approximation (with allowance for the leading nonadiabatic correction to $\rho_{10}$ ), the solutions for $\rho_{10}$ and $\rho_{20}$ in Eqs. (1) can be represented in the form

$$
\begin{equation*}
\rho_{20}=-\frac{G_{p}(\tau, z)}{G_{c}(\tau)}, \quad \rho_{10}=-\frac{i}{G_{c}^{*}(\tau)} \frac{\partial \rho_{20}}{\partial \tau} \tag{2}
\end{equation*}
$$

By differentiating $\rho_{20}$ with respect to $z$ and using the third equation in (1), one can obtain the equation for the spatial evolution of the nondiagonal density matrix elements $\rho_{20}$ :

$$
\begin{equation*}
\frac{\partial \rho_{20}}{\partial \tau}+\frac{G_{c}^{2}(\tau)}{K_{p}} \frac{\partial \rho_{20}}{\partial z}=0 \tag{3}
\end{equation*}
$$

When deriving Eq. (3), it was assumed that $G_{c}$ is a real quantity and that it does not depend explicitly on $z$. The parameter $G_{c}^{2} / K_{p}$ has the meaning of the coherence $\left(\rho_{20}\right)$ propagation velocity in a medium. The boundary


Fig. 1. Scheme of atomic levels and the configuration of interacting optical pulses at the medium input $z=0$.


Fig. 2. Time dependences of (a) atomic coherence $\rho_{20}$ and (b) normalized Rabi frequency $g_{p}=G_{p} T_{p}$ of the probe field at different points of the medium. $G_{c}^{0} T_{p}=10$ and $T_{c} / T_{p}=$ 10. Time is measured in units of probe pulse duration and length is in units of linear absorption length.
condition is written as $\rho_{20}^{0}=\rho_{20}(\tau, z=0)=-G_{p}(\tau, z=$ $0) / G_{c}(\tau)$.

Equation (3) can be solved, e.g., by the method of characteristics. The solution has the form

$$
\begin{equation*}
\rho_{20}(\tau, z)=\rho_{20}^{0}\left(Z^{-1}(Z(\tau)-z)\right), \tag{4}
\end{equation*}
$$

where $Z(\tau)=K_{p}^{-1} \int_{-\infty}^{\tau} G_{c}^{2}\left(\tau^{\prime}\right) d \tau^{\prime}$ and $Z^{-1}$ is the inverse of the function $Z(\tau)$.

The spatiotemporal evolution of atomic coherence $\rho_{20}$ and probe pulse $g_{p}=G_{p} T_{p}$ is illustrated in Fig. 2. One can see that, as the pulse propagates through the medium, it decelerates and its energy gradually decreases because of the energy transfer to the control


Fig. 3. (a) Signal $\left(G_{p}\right)$, write $\left(G_{c}\right)$, and read $\left(G_{c}^{\prime}\right)$ pulses at the medium input $z=0$. (b) Writing (circled figure 1) of the signal pulse $G_{p}$ and (circled figure 2) its reading by the pulse $G_{c}^{\prime}$. Conditions as in Fig. 2.
pulse. The coherence described by the nondiagonal element $\rho_{20}$ of the density matrix is spatially localized and its spatial profile is similar to the shape of the input signal pulse. This can also be considered as a pulseinduced phase grating in the medium. A comparison of the numerical results for $\rho_{20}$ with the data obtained using Eq. (4) shows that the agreement is good.

The results obtained have a certain relevance to the predictions of [21] but present the problem in a different aspect. The difference is that, first, we consider short pulses with duration shorter than the medium relaxation time. Second, what is more important, the boundary conditions are specified. With such an approach, it is not assumed from the outset that the probe pulse is spatially localized in the medium, as was done in [21], where the spatial distribution of the probe pulse in a medium was specified at zero time. By contrast, we specify the pulse time distribution at the boundary $z=0$, i.e., solve the boundary-value problem. In our opinion, this formulation of the problem is more natural and allows one to trace the pulse deceleration and the spatial localization of atomic coherence.
3. The spatial distribution of atomic coherence in a medium contains information on the probe pulse. This can be used for writing and storing the probe optical pulse in a medium followed by its reading. The term "writing" implies the conversion of a probe (signal)


Fig. 4. Double readout of a written pulse. (a) Signal $\left(G_{p}\right)$, write $\left(G_{c}\right)$, and read ( $G_{c}^{\prime}$ ) pulses at the medium input $z=0$. (b) Time dependences of the signal pulse $G_{p}$ in the course of (circled figure 1) writing and (circled figures 2 and 3) reading at different points of the medium. Condition are as in Fig. 2.
pulse into the atomic coherence $\rho_{20}$, whose lifetime is determined by its relaxation time and can be as long as several milliseconds or longer. If a "read" optical pulse is fed into the medium with a time delay relative to the control pulse, the output pulse will arise as a result of read pulse scattering by the atomic coherence; i.e., the atomic coherence converts back into light (reading process).

The properties of the reconstructed pulse depend on the read pulse. In the case when the read pulse is identical with the control (write) pulse and propagates in the same direction, the reconstructed (red) pulse will be the exact copy of the signal pulse, as illustrated in Fig. 3. During the atomic coherence lifetime, reading can be performed repeatedly (see Fig. 4). The curves in Fig. 4 were calculated numerically using Eqs. (1), where $G_{p}$ and $G_{c}$ imply the red (reconstructed) and read pulses, respectively. The initial and boundary conditions were taken in the form $G_{p}=0, G_{p}=G_{p}=G_{p}(\tau)$ at the boundary $z=0$, and $\rho_{20}=\rho_{20}(z)$ at the instant of time $\tau_{0}$ corresponding to the onset of reading.

For the close transition frequencies $\omega_{10}$ and $\omega_{12}$, the written pulse can be reconstructed by sending the read pulse in the direction opposite to the initial writing direction. The reading process is described by the equations of type (1), in which $G_{p}$ and $G_{c}$ should be regarded as the reconstructed and read pulses, respectively, and $\tau$


Fig. 5. Time-reversal reading. The read and write pulses propagate in opposite directions. (a) Signal $\left(G_{p}\right)$ and write $\left(G_{c}\right)$ pulses at the medium input $z=0$. (b) Time dependence of the signal pulse at different points of the medium in the course of writing (circled figure 1), and the same for the pulse reconstruction (circled figure 2).
and $z$ should be replaced by $\tau^{\prime}=t-z^{\prime} / c$ and $z^{\prime}=L-z$, respectively, where $L$ is the medium length. The boundary conditions for fields are specified at the output plane $z=L$ of the medium: the red field is zero, and the write field reflected from a mirror can be taken as a read field. The initial condition for $\rho_{20}$ is specified by the spatial distribution $\rho_{20}(\tau, z)$ induced in the course of reading. It should be written in the $\tau^{\prime}$ and $z^{\prime}$ coordinates. The result of reading is demonstrated in Fig. 5. It is worth noting that the reconstructed pulse is time-inverted; i.e., its leading and trailing edges are reversed, as is seen in the figure. The time reversal is caused by the fact that the information about the pulse leading edge is carried by the leading (spatial) front of atomic coherence, which penetrates into the medium deeper than the trailing front that carries information on the trailing (temporal) edge of the probe pulse (see Fig. 2b). Evidently, the pulse portion scattered at the tail of atomic coherence will escape the medium earlier than the portion scattered at the leading part, because the propagation velocity of the reconstructed pulse is lower than that of the read pulse. Similar results are obtained for the case $T_{c} / T_{p}<10$, with the only difference that the coherence $\rho_{20}$ is localized in a larger part of the medium.

Since the read pulse scattering by atomic coherence is independent of the pulse frequency, one can use read pulses with the carrier frequency $\omega_{1}$ differing from the frequency of the control (write) field. In this case, the frequency of the reconstructed pulse will be shifted to $\omega_{s}=\omega_{p}-\omega_{c}+\omega_{1}$.
4. In this work, the spatiotemporal evolution of a weak probe pulse with a duration shorter than all the relaxation times in a medium has been studied under conditions of electromagnetically induced transparency. The atomic (Raman) coherence was shown to be spatially localized in a medium. Its spatial profile contains information on the signal pulse. These facts were used to demonstrate the possibility of writing and reading short optical pulses. The results obtained are complementary to the results in [21] and extend the range of their applicability. Various variants of read signal pulse were considered. It was shown that the pulses can be time-reversed. Interestingly, the pulses with steep edges, including rectangular ones, can be used as write and read pulses. Similar effects also arise in the case when the signal Rabi frequency is comparable with the control Rabi frequency, as well as if the counterintuitive pulse sequence is used (the control pulse is switched on and off before the signal pulse, and the pulses partially overlap). These results will be reported in a separate publication.

The results obtained may be of interest for the quantum processing of optical signals and images.

This work was supported by the Russian Foundation for Basic Research (project no. 02-02-16325) and the program "Fundamental Research of Institutions of Higher Education in the Natural Sciences and Humanities. Russian Universities" (no. UR.01.01.003).
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#### Abstract

A new relativistic quantum cryptosystem is proposed in which the information is carried by the extended single-photon states with orthogonal polarizations and effective length exceeding the communication channel length. The light "arrest" effect is used as a procedure for the detection and preparation of extended states. The cryptosystem is secure against any eavesdropping attempts, because its states are quantized and the propagation velocity is limited. In this scheme, the preparation and detection procedures are local in space but require a finite time, depending on the extension of the states. The preparation for detecting at the receiver end begins before the state left the source at the input end. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 03.67.Dd, 03.67.Hk

The absolute security of key propagation in quantum cryptosystems is based not on the eavesdropper's technical restrictions but on the fundamental exclusions that are dictated by quantum mechanics and quantum field theory and allow the detection of any eavesdropping attempt. The detection of eavesdropping attempts in quantum cryptosystems is ensured by the exclusion of cloning quantum states and the impossibility of gaining information about the nonorthogonal states without perturbing them (the no-cloning theorem) [1, 2]. As a rule, the properties of state vectors as elements of an abstract Hilbert space $\mathscr{H}$ are only taken into account in quantum cryptosystems, while the particular realization of $\mathscr{H}$ (its relation to the coordinate space or to Minkowski spacetime in the nonrelativistic and relativistic cases, respectively) is usually not specified. The information transmission is a physical process which is realized in Minkowski spacetime by particular physical classical or quantum objects. The quantum states (vectors in $\mathcal{H}$ ) should be associated with the particular particles (photons, electrons, etc.). In quantum field theory, different particle types are described by the basis vectors belonging to the different unitary representations of the Poincaré group and inevitably having carriers (amplitudes, smoothing functions) in Minkowski spacetime. This correspondence between the unitary representations of the Poincaré group is the fundamental principle in the interpretation of quantum field theory [3].

In relativistic quantum cryptosystems, in which the spacetime structure of quantum states, their propagation in spacetime, and the existence of a limited propagation speed are explicitly taken into account, the nonorthogonality requirement, necessary for cryptosystems where only the properties of state vectors as elements of $\mathscr{H}$ are used, is not necessary [4, 5].

The orthogonal states can be distinguished with certainty and cloned only when they are entirely accessible (the spacetime domain where the state amplitude is nonzero is entirely accessible). If the orthogonal states are inaccessible as entire objects, they are indistinguishable with certainty and cannot be cloned.

This situation is not in conflict with the no-cloning theorem but, rather, reveals the validity range of this theorem. Its proof is based only on the properties of state vectors as elements of Hilbert space [2]. The theorem does not forbid one to gain information about the states without perturbing them. In this respect, the orthogonal states are similar to the classical states. For this reason, they are considered as being of little interest for the quantum information theory. However, once the existence of Minkowski spacetime is taken into account, ${ }^{1}$ the variety of situations involving the orthogonal states becomes richer. The cryptosystem considered below is an example of this kind.

Relativistic quantum protocols on the orthogonal states are organized so that the state propagating through a communication channel is never present in this channel entirely at the same time (in the domain accessible to an eavesdropper). This circumstance, together with the finiteness of the speed of light, allows the detection of any eavesdropping attempt. One should distinguish between two cases. In the first case, the states, being subject to the spacetime restriction in the channel region, become effectively nonorthogonal, and in the second case they remain orthogonal (locally orthogonal) in the domain accessible to the eavesdropper. In essence, the indistinguishability of the locally orthogonal states under conditions of incomplete access to them follows from the normalization condi-

[^9]tion for the states. Even if the states are locally orthogonal in the accessible spacetime domain, the probability of their detection is always less than unity and cannot exceed the contribution from this domain to the normalization integral. Attempts at extending the accessible domain (in space or time) inevitably result in a delay at the receiver end, which can be detected.

Since the spatiotemporal structure of states is essential for relativistic cryptographic protocols, the preparation, propagation through a communication channel, and measurement procedures should be described explicitly. The measurement of the whole extended sin-gle-photon state of a length of several tens of kilometers is a nontrivial problem. ${ }^{2}$ Formally, a measurement reliably distinguishing between a pair of extended orthogonal states $\left|\varphi_{0,1}\right\rangle$ is described by the orthogonal projectors $E_{0,1}=\left|\varphi_{0,1}\right\rangle\left\langle\varphi_{0,1}\right|$, which realize the decomposition of unity in the $\mathscr{H}$ subspace spanned by the given vectors. The decomposition of unity formally describes a physical device that must be extended in the coordinate space because of the nonlocality of the projectors. The nonlocality of a measurement described by the projectors onto the given states arises because the device must project onto the states in a certain space domain at a certain instant of time, but such a spatially nonlocal detector can technically hardly be realized.

A further idea of measuring by a spatially localized device that reliably distinguishes between a pair of orthogonal states extending over tens of kilometers is based on the use of an ancillary localized system. Such a measurement is nonlocal in time in the following sense. Because of the interaction (joint unitary evolution) between an extended single-photon state and the ancilla during the time $\Delta t \approx L / c$ ( $L$ is the effective length of the single-photon state and $c$ is the speed of light), the single-photon state transforms to the vacuum state and the ancilla undergoes transition to a certain new state depending on the input photon state. After the time $\Delta t$, one measures the new state of the ancilla. The preparation procedure is analogous. A state can be prepared by a spatially distributed device at a certain instant of time or by a spatially localized device during time $\Delta t$. Since the amplitude (smoothing function; see below) of a photon field propagating in one direction depends only on the difference $\tau=x-c t$, the requirement for "much space" $L$ can be replaced by the requirement for "much time" $L / c$.

We briefly describe a cryptography scheme that uses much space. The orthogonal states $\left|\varphi_{0,1}\right\rangle$ are prepared at a preset time $t_{A}$ in the space domain controlled by participant A. The extended single-photon states with orthogonal polarizations can be written in the form

$$
\begin{equation*}
\varphi_{\mu}^{+}(\hat{x})=\frac{1}{\sqrt{2 \pi}} \int d \hat{k} \delta\left(\hat{k}^{2}\right) \theta\left(k_{0}\right) e^{i \hat{k}\left(\hat{x}-\hat{x}_{A}\right)} a_{\mu}^{+}(k) \tag{1}
\end{equation*}
$$

[^10]where
\[

$$
\begin{gathered}
\hat{k}=\left(k, k_{0}\right), \quad \hat{x}=(x, t), \quad d \hat{k}=d k d k_{0} \\
\hat{k} \hat{x}=k x-k_{0} t, \quad\left[a_{v}^{-}(k), a_{\mu}^{+}(k)\right]=k_{0} \delta\left(k-k^{\prime}\right) \delta_{v, \mu}
\end{gathered}
$$
\]

and $\hat{x}_{A}=\left(x_{A}, t_{A}\right)$ specifies the time origin and the origin on the coordinate axis. The subscripts $\mu, v=0$ and 1 correspond to two basis polarization states. The physical states $\left|\varphi_{\mu}\right\rangle \in \mathscr{H}$ of a quantized field are obtained by smoothing the generalized operator functions with the basic functions $\varphi(\hat{x}) \in \Omega(\hat{x})(\Omega(\hat{x})$, which is the space of basic functions [3]), $\varphi_{\mu}^{+}(\hat{x})|0\rangle \in \Omega(\hat{x})^{*}$, which are the generalized eigenvectors (linear continuous functionals in $\mathscr{H}$ ), and $\Omega(\hat{x}) \subset \mathscr{H} \subset \Omega^{*}(\hat{x})$, which is the equipped Hilbert space (Gel'fand triad) [6]:

$$
\begin{gather*}
\left|\varphi_{\mu}\right\rangle=\int d \hat{x} \varphi\left(\hat{x}-\hat{x}_{A}\right) \varphi_{\mu}^{+}(\hat{x})|0\rangle \\
=\int_{-\infty} d \hat{k} \tilde{\varphi}(\hat{k}) \delta\left(\hat{k}^{2}\right) \theta\left(k_{0}\right) e^{-i\left(k x_{A}-k_{0} t_{A}\right)} a_{\mu}^{+}(k)|0\rangle \\
=\int_{-\infty}^{\infty} \frac{d k}{k_{0}} e^{-i\left(k x_{A}-k_{0} t_{A}\right)} \tilde{\varphi}\left(k, k_{0}=|k|\right)|k, \mu\rangle  \tag{2}\\
=\int_{-\infty}^{\infty} d x \varphi\left(x-x_{A}-\left(t-t_{A}\right)\right)|x-t\rangle \\
\varphi(\tau)=\int_{0}^{\infty} d k e^{-k \tau} \varphi(k), \quad \tau=x-t \\
|k, \mu\rangle=a_{\mu}^{+}(k)|0\rangle,\left\langle k^{\prime}, v \mid k, \mu\right\rangle=k_{0} \delta_{\mu, v} \delta\left(k-k^{\prime}\right)
\end{gather*}
$$

The normalization condition is

$$
\begin{gather*}
\left\langle\varphi_{\mu} \mid \varphi_{\mu}\right\rangle=\int_{-\infty}^{\infty} \frac{d k}{k_{0}}\left|\tilde{\varphi}\left(k, k_{0}=|k|\right)\right|^{2}=\int_{-\infty}^{\infty} d k|\varphi(k)|^{2}=1  \tag{3}\\
\varphi(k)=\frac{\tilde{\varphi}\left(k, k_{0}=|k|\right)}{\sqrt{k_{0}}}
\end{gather*}
$$

The states $\left|\varphi_{\mu}\right\rangle$ are specified by the amplitude $\tilde{\varphi}(\hat{k})$ at the mass shell $k_{0}=|k|$. When the information is transmitted between two participants, it is natural to consider the states propagating in one direction $(k>0)$. In this case, all quantities depend on the difference $\tau=x-t$ representing the variable in one of the light-cone branches.

The state given by Eqs. (1) and (3) can be treated as a state with amplitude $\varphi\left(x-x_{A}-\left(t-t_{A}\right)\right)$ prepared at time $t_{A}$ in the domain controlled by participant A. There are no constraints on the preparation of the state in a
certain domain at time $t_{A}$. The size of the spatial domain where the state amplitude shown in Fig. 1a is nonzero is $\sim \operatorname{size} \varphi\left(x-x_{A}\right) \neq 0$.

Strictly speaking, the amplitude is nonzero outside any compact spacetime domain, because the smoothing function $\varphi(\tau)$ belongs to the space $\Omega(\tau)$ of rapidly decreasing basic functions (for detail, see [3]). Any function belonging to $\Omega(\tau)$ can be approximated with an arbitrary accuracy by the functions with compact carriers from $\tilde{\varphi} \in \mathscr{D}(\tau)$ so that $\||\varphi\rangle-|\tilde{\varphi}\rangle \|<\delta$ for any $\delta$ (the norm is generated by the scalar product in $\mathscr{H})[3,6] .^{3}$

The propagation through a communication channel of length $L_{\mathrm{ch}}$ is described by the operator of unitary spacetime translation:

$$
\begin{align*}
& U_{\mathrm{ch}}=\bigoplus_{\mu=0,1} \int_{0}^{\infty} \frac{d k}{k} e^{-i k\left(L_{\mathrm{ch}}-t_{\mathrm{ch}}\right)}|k, \mu\rangle\langle k, \mu|,  \tag{4}\\
& \left|\varphi_{\mu}\right\rangle_{\mathrm{ch}}=U_{\mathrm{ch}}\left|\varphi_{\mu}\right\rangle \\
& =\int_{0}^{\infty} d k e^{-i k\left(x-L_{\mathrm{ch}}-x_{A}-\left(t-t_{\mathrm{ch}}-t_{A}\right)\right)} \varphi(k)|k, \mu\rangle . \tag{5}
\end{align*}
$$

At time $t_{B}=t_{A}+\operatorname{size}\left\{\varphi\left(x-t_{A}\right)\right\}+x_{A}+L_{\text {ch }}$, when the state reaches the domain controlled by participant B, the latter carries out a measurement that is described by the orthogonal decomposition of unity in terms of the projectors onto the states transmitted in the spacetime:

$$
\begin{equation*}
I=\bigoplus_{\mu=0,1}\left|\varphi_{\mu}\right\rangle_{\text {chch }}\left\langle\varphi_{\mu}\right|=U_{\text {ch }}\left\{\bigoplus_{\mu=0,1}\left|\varphi_{\mu}\right\rangle\left\langle\varphi_{\mu}\right|\right\} U_{\text {ch }}^{-1} . \tag{6}
\end{equation*}
$$

This decomposition formally describes a spatially distributed device interacting with the state simultaneously over the whole domain of its localization at the time $t_{B}$.

To ensure security and detect any eavesdropping attempt, the state must be longer than the communication channel. More formally, this requirement means that the probability of detecting the state in the spatial domain of size $L_{\mathrm{ch}}$ must be less than unity at any time instant. The corresponding probability is given by

$$
\begin{equation*}
\operatorname{Pr}\left(t, L_{\mathrm{ch}}\right)=\operatorname{Tr}\left\{\mathcal{M}\left(t, L_{\mathrm{ch}}, \mu\right)\left|\varphi_{\mu}\right\rangle\left\langle\varphi_{\mu}\right|\right\}<1, \tag{7}
\end{equation*}
$$

where the projector-valued measure is

$$
\begin{gather*}
\mathcal{M}\left(t, L_{\mathrm{ch}}, \mu\right)=\int_{L_{\mathrm{ch}}} d x\left(\int_{0}^{\infty} d k e^{i k(x-t)}|k, \mu\rangle\right)  \tag{8}\\
\times\left(\int_{0}^{\infty} d k^{\prime}\left\langle k^{\prime}, \mu\right| e^{-i k^{\prime}(x-t)}\right)
\end{gather*}
$$

[^11]
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$$
I=\bigoplus_{\mu=0,1} \mathcal{M}(t, \infty, \mu)=\bigoplus_{\mu=0,1} \int_{0}^{\infty} \frac{d k}{k}|k, \mu\rangle\langle k, \mu| ;
$$

in these expressions, time is a parameter. A formal proof of security is beyond the scope of this paper; it is given in [5]. Although the type of measurement is immaterial to the formal proof, technically, the procedure of detection at a fixed time in the "much space" regime seems to be practically unrealizable.

We now turn to the case for which the states are prepared and detected by a localized device during a certain time. Such a measurement is realized by photon "arrest" [8]. The idea is to use an ancillary spatially localized (with size $\ll L_{\mathrm{ch}}, L$ ) quantum system (a cell with atomic gas or a solid matrix doped with rare-earth elements $[9,10])$. When the single-photon state reaches the ancilla in its initial state $|\mathbf{b}\rangle$, an external classical driving field is turned on for the time $\Delta t \approx L / c$ to superpose the photon field and the atomic system. As soon as the photon field enters into the cell entirely, the external field is turned off, the atomic system occurs in a new state $\left|\mathbf{c}_{\mu}\right\rangle$, and the photon component of the quantum state occurs in the vacuum state $|0\rangle$. Here, $|\mathbf{b}\rangle$ and $\left|\mathbf{c}_{\mu}\right\rangle$ are a shorthand for the collective variables of the atomic
subsystem (for detail, see [8]). This process is described by the joint unitary evolution

$$
\begin{gather*}
\left|\varphi_{\mu}\right\rangle \otimes\left|\mathbf{b}_{\mu}\right\rangle \\
\longrightarrow \bigoplus_{\mu=0,1} U_{\mu}(\Delta t)\left(\left|\varphi_{\mu}\right\rangle \otimes\left|\mathbf{b}_{\mu}\right\rangle\right) \longrightarrow|0\rangle \otimes\left|\mathbf{c}_{\mu}\right\rangle \tag{9}
\end{gather*}
$$

Thereupon, the projection measurement $\mathscr{P}_{\mu}=\left|\mathbf{c}_{\mu}\right\rangle\left\langle\mathbf{c}_{\mu}\right|$ is carried out on the spatially localized atomic system.

The extended single-photon state can be prepared by inverting the joint unitary evolution (9):

$$
\begin{equation*}
|0\rangle \otimes\left|\mathbf{c}_{\mu}\right\rangle \longrightarrow U_{\mu}(\Delta t)\left(|0\rangle \otimes\left|\mathbf{c}_{\mu}\right\rangle\right) \longrightarrow\left|\varphi_{\mu}\right\rangle \otimes\left|\mathbf{b}_{\mu}\right\rangle \tag{10}
\end{equation*}
$$

For this reason, we will consider only the detection procedure. The unitary transformation is accomplished using the interaction of a single-photon state with the gas atoms in a magnetic field. The magnetic field splits the near-degenerate level $\{|\mathbf{b}\rangle,|\mathbf{c}\rangle\}$. The level spacing and ordering are controlled by varying the magnitude and direction of the magnetic field. The $|\mathbf{b}\rangle \longleftrightarrow|\mathbf{a}\rangle$ and $|\mathbf{c}\rangle \longleftrightarrow|\mathbf{a}\rangle$ transitions occur between the orthogonal circularly polarized (with a certain helicity) states $\sigma_{+}$ and $\sigma_{-}$. Originally, the lowest energy level $|\mathbf{b}\rangle$ (or $|\mathbf{c}\rangle$, depending on the direction of magnetic field) is singly occupied. The extended single-photon state (with narrow frequency spectrum) induces $|\mathbf{b}\rangle \longrightarrow|\mathbf{a}\rangle$ transitions due to the interaction with gas atoms, while the classical driving radiation, which can be turned on for the desired time, induces $|\mathbf{a}\rangle \longrightarrow|\mathbf{c}\rangle$ transitions from the upper excited level to the lower level. Since the transitions between $|\mathbf{c}\rangle$ and $|\mathbf{b}\rangle$ are forbidden, an electron can occupy level $|\mathbf{c}\rangle$ for an infinitely long time. The entangled state consisting of atomic levels with this configuration and a single-photon state is called dark polariton. The degree of entanglement of the atomic levels and the quantized photon field depends on the intensity of the classical driving radiation. In a cell with atoms, the entangled state, e.g., with helicity $\mu=0$ (indices $\mu=0$ and 1 correspond to the states with circular polarizations $\sigma_{ \pm}$, can be represented as

$$
\begin{gather*}
|\Psi\rangle=\cos \theta(t)\left|\mathbf{b}_{0}\right\rangle \otimes\left|\varphi_{0}(\theta(t))\right\rangle-\sin \theta(t)\left|\mathbf{c}_{0}\right\rangle \otimes|0\rangle \\
\tan \theta(t)=\frac{g \sqrt{N}}{\Omega(t)} \tag{11}
\end{gather*}
$$

where $N$ is the number of atoms in the cell, $g$ is the coupling constant of the quantized photon field to the atomic system, and $\Omega(t)$ is the so-called classical driving field frequency. The state-vector component corresponding to the quantized single-photon field in a
medium with atoms has the form (medium is assumed to be in $x>0$ )

$$
\begin{align*}
&\left|\varphi_{0}(\theta(t))\right\rangle=\int_{0}^{\infty} d x \varphi\left(x-\int_{0}^{t} d t^{\prime} \cos ^{2} \theta\left(t^{\prime}\right), 0\right)|\tau(\theta(t))\rangle  \tag{12}\\
& \tau(\theta(t))=x-\int_{0}^{t} d t^{\prime} \cos ^{2} \theta\left(t^{\prime}\right)
\end{align*}
$$

Upon changing the field such that $\theta=0 \longrightarrow \theta=\pi / 2$, the single-photon state transforms into the atomic degrees of freedom (light arrest). For $\theta \longrightarrow \pi / 2$, the propagation velocity and the amplitude of photon state tend to zero, $v=\cos ^{2}(\theta)$ (accordingly, the squared modulus of the amplitude of single-photon state $\propto \cos ^{2} \theta \longrightarrow 0$, and the vacuum component of photon field $\propto \sin ^{2} \theta \longrightarrow 1$ ). Note that, in this case, the intensity of the classical driving field $\Omega \propto \cos \theta \longrightarrow 0$ corresponds, in effect, to its absence. At first sight, this contradicts our intuition. As long as the field is turned on (its intensity is high) and the quantized photon field enters the cell with atoms (during the characteristic time $\Delta t \approx L / c$, where $L$ is the effective length of the state), the field induces $|\mathbf{b}\rangle \longrightarrow$ $|\mathbf{a}\rangle$ transitions, and the classical field induces fast $|\mathbf{a}\rangle \longrightarrow|\mathbf{c}\rangle$ transitions $(\Omega \gg g \sqrt{N})$. After the singlephoton state entered into the cell entirely, the classical field should be turned off. Otherwise, it will induce inverse electron transitions from $|\mathbf{c}\rangle$ to $|\mathbf{a}\rangle$. The light arrest is not a stop in the ordinary sense, as in the case of massive particles. As the velocity tends to zero, the amplitude of the single-photon state also tends to zero, because the photon field is massless.

The joint unitary evolution (transformation of the photon state into the atomic degrees of freedom) is not yet a measurement. The problem reduces to measuring the state of the atomic subsystem (realization of the projection measurement $\left.\mathscr{P}_{c}=|\mathbf{c}\rangle\langle\mathbf{c}|\right)$. After the time $\Delta t$ of joint unitary evolution elapses, an additional classical radiation with frequency corresponding to the transition from the bound state $|\mathbf{c}\rangle$ to the continuum is turned on. Thereafter, the current carried directly by the excited electrons or preliminary amplified to a workable level is detected. This photon-arresting scheme is a special kind of detector that allows one to distinguish between the extended single-photon states (roughly speaking, to realize the projection measurements for photons). For almost all types of photodetectors, the final stage consists in knocking out an electron from a bound state and the current detection (Fig. 1b).

Thus, the cryptographic protocol consists of state preparation, state propagation through a communication channel, and its detection.
(i) The preparation of either of the orthogonal states $\rho_{A}\left(\mathbf{c}_{v}\right)=\left|\mathbf{c}_{v}(\mathrm{~A})\right\rangle\left\langle\mathbf{c}_{v}(\mathrm{~A})\right|$ with polarization $v=0$ or 1 starts by participant A at $t_{A}$ and takes the time $\Delta t \approx L / c$. Simultaneously, participant B prepares an ancilla consisting
of two atomic systems in the mutually orthogonal states $\mu=0$ and $1: \rho_{B}\left(\mathbf{b}_{v}\right)=\left|\mathbf{b}_{v}(B)\right\rangle\left\langle\mathbf{b}_{v}(B \mid\right.$. The photon field is in the vacuum state. This stage is described as

$$
\begin{align*}
U_{\mathrm{v}}^{-1}\left(t_{A}, t_{A}+\Delta t\right) & \left(\rho_{A}\left(\mathbf{c}_{v}\right) \otimes|0\rangle\langle 0| \otimes \bigoplus_{\mu=0,1} \rho_{B}\left(\mathbf{b}_{\mu}\right)\right)  \tag{13}\\
\times & U_{\mathrm{v}}\left(t_{A}, t_{A}+\Delta t\right)
\end{align*}
$$

(ii) The state propagates through the communication channel and entirely reaches the receiver end in the time $\approx\left(L+L_{\mathrm{ch}}\right) / c$,

$$
\begin{gather*}
U_{\mathrm{ch}} U_{\mathrm{v}}^{-1}\left(t_{A}, t_{A}+\Delta t\right)  \tag{14}\\
\times\left(\rho_{A}\left(\mathbf{c}_{v}\right) \otimes|0\rangle\langle 0| \otimes \bigoplus_{\mu=0,1} \rho_{B}\left(\mathbf{b}_{\mu}\right)\right) U_{\mathrm{v}}\left(t_{A}, t_{A}+\Delta t\right) U_{\mathrm{ch}}^{-1}
\end{gather*}
$$

(iii) The arrest of the single-photon state starts at $t_{B}=t_{A}+L_{\mathrm{ch}} / c$ and lasts for the time $\Delta t \approx L / c$,

$$
\begin{align*}
& \bigoplus_{\mu=0,1} U_{\mu}\left(t_{B}, T_{B}+\Delta t\right) U_{\mathrm{ch}} U^{-1}\left(t_{A}, t_{A}+\Delta t\right) \\
& \times\left(\rho_{A}\left(\mathbf{c}_{v}\right) \otimes|0\rangle\langle 0| \otimes \rho_{B}\left(\mathbf{b}_{\mu}\right)\right) \\
& \times U_{\mu}\left(t_{B}, t_{B}+\Delta t\right)^{-1} U_{\mathrm{ch}}^{-1} U_{v}\left(t_{A}, t_{A}+\Delta t\right)  \tag{15}\\
& =\delta_{|v-\mu|, 0} \rho_{A}\left(\mathbf{b}_{v}\right) \otimes|0\rangle\langle 0| \otimes \rho_{B}\left(\mathbf{c}_{\mu}\right) \oplus \delta_{|v-\mu|, 1} \\
& \quad \times \rho_{A}\left(\mathbf{c}_{v}\right) \otimes|0\rangle\langle 0| \otimes \rho_{B}\left(\mathbf{b}_{\mu}\right)
\end{align*}
$$

(iv) Using the spatially local projection measurement

$$
\begin{equation*}
I_{\mathbf{c}}(\mathrm{B})=\bigoplus_{\mu=0,1}\left|\mathbf{c}_{\mu}(B)\right\rangle\left\langle\mathbf{c}_{\mu}(B)\right| \tag{16}
\end{equation*}
$$

participant B measures the atomic degrees of freedom $\left|\mathbf{c}_{\mu}(B)\right\rangle$.

We use in Eqs. (13)-(16) the subspace sum symbol instead of the tensor product, because our interest is only with the outcomes in one of the cells ( $\mu=0$ or 1 ) and not in both ( $\mu=0$ and 1 ).

This procedure can be implemented by preparing two cells with atoms situated, e.g., sequentially one after another so that the magnetic field differ for them in magnitude and direction. In this case, the quantized single-photon field, together with the classical driving field, induce Raman transitions in that subsystem B (with that $\mu$ value) for which these transitions are possible. Then, another classical field is turned on to induce electron transitions from the state $\left|\mathbf{c}_{\mu}\right\rangle$ to the continuum followed by the detection with an ordinary photomultiplier. Each cell is exposed to classical radiation with its own frequency that is necessary for inducing transitions to the continuum. The current signal will arise only in the cell where the Raman transitions occur (the state $\left|\mathbf{c}_{\mu}\right\rangle$ is occupied by electrons). In principle, the dead light arrest is not necessary; it suffices only to decelerate the propagation in the cell. It is desirable that the duration of a signal exciting electrons to the contin-
uum be shorter than the propagation time of the decelerated single-photon field in the cell. As compared to the dead arrest, the signal ratio in this case will be equal to $\sin ^{2} \theta$, i.e., to the filling of the state $\left|\mathbf{c}_{\mu}\right\rangle$ [see Eq. (11)].

The preparation, propagation, and detection (arrest of a single-photon state) is a unified process. Equations (13)-(15) demonstrate that the leading front starts stopping before the trailing front leaves the source. Strictly speaking, Eqs. (11) and (12) were derived in the adiabatic approximation (for detail, see [8]). However, this circumstance is not restrictive, because the classical driving field can be smoothly turned on and off at the tails of the leading and trailing fronts of a single-photon state, respectively.

An extended state can be prepared by filtering a narrow spectral band from a short-duration (broadband) state. In the above examples, the length $L$ is determined by the spectral width of atomic levels $|\mathbf{a}\rangle$ (in experiments [9], $L$ was several kilometers long). The spacetime extension of the state amplitude is determined by the spectral width $\Delta \omega$, and the probability of detection during the time $\Delta t$ [time of action of the classical driving field in Eq. (9)] is equal, with a high accuracy, to $\approx 1-O\left(e^{-\Delta \omega \Delta t}\right)$ (for exact relations, see [11]).

The well-known simple and elegant proof of the nocloning theorem [2] does not forbid the existence of a unitary operator that acts in the space $\mathscr{H}_{A} \otimes \mathscr{H}_{B}$ and transforms the ancilla to different states, depending on one of the input orthogonal states, without disturbing the latter. The fact that the unitary operator acts in $\mathscr{H}_{A} \otimes \mathscr{H}_{B}$ implies that the quantum states are accessible as entire objects. The theorem says nothing about the structure of this unitary operator. Allowing for the spacetime structure of quantum states, which inevitably exists, extends the variety of different applications for the orthogonal states. The above simple example of using orthogonal states for quantum cryptography does not exhaust all their possible applications.
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#### Abstract

A new approach to studying the influence of intense noise on the sensitivity of bistable systems detecting subthreshold signals is proposed. It is shown that the interference interaction between two identical bistable systems coherently excited by the same above-threshold noise may increase the sensitivity with respect to a subthresold signal by more than two orders of magnitude. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 75.60.Jk; 75.60.Ej

If two metastable states of a nonlinear system are separated by an energy barrier, such bistable systems are usually insensitive to the signals with amplitudes below the barrier. A different situation can take place in excited bistable systems, that is, under conditions when above-threshold excitation induces continuous transitions between the metastable states. In the case of a stochastic resonance [1, 2], joint action of the abovethreshold excitation noise of a certain intensity and a periodic subthreshold signal results in the fact that the average frequency of transitions becomes dependent on the amplitude and frequency of the subthreshold signal. As the amplitude of exciting noise grows further, the effect vanishes, after which the frequency of barrier crossing is determined only by the spectrum of abovethreshold excitation signal and is independent of the presence of subthreshold signals.

If the duration of such above-threshold excitation signals is greater than the time constant of transitions between the metastable states, the duration of the output signal due to the transition will be much shorter as compared to the period of excitation signals, and the time separation of the neighboring response signals will be much greater than the signal duration. This phenomenon opens up new possibilities for studying the dynamics of excited systems. In this paper, it is suggested that dynamic features of the barrier crossing events (barrier crossing time and duration) be studied, rather than the average frequency of transitions.

In the experiment, the transitions between metastable states were modeled by the process of magnetization reversal in a ferromagnet with a quasi-rectangular hysteresis loop. In this case, a barrier between the magnetization states $+B_{s}$ and $-B_{s}$ is represented by a coercive force $H_{c}$. The experiments were performed with a $20-\mu$ m-thick $\mathrm{Co}_{66} \mathrm{Si}_{16} \mathrm{~B}_{12} \mathrm{Fe}_{4} \mathrm{Mo}_{2}$ foil. The hysteresis loop was characterized by the parameters: $B_{s}=0.55 \mathrm{~T}$,
$H_{c} \approx 1 \mathrm{~A} / \mathrm{m}$, and $\Delta H_{c} \approx 0.3 H_{c}$. The foil was bent so as to form a closed ring and placed inside a toroidal solenoid. The input signals were determined by a magnetic field of the solenoid. The transitions between metastable states $+B_{s}$ and $-B_{s}$, that is, crossings of the barrier $H_{c}$, were detected by measuring the emf induced in a probing coil wound around the foil cross section.

The amplitude of the above-threshold excitation signal was $H_{b}^{0} \approx 6 H_{c}$, while that of the subthreshold signal was $H_{p}^{0} \leq 0.4 H_{c}$. Both signals fall within the frequency interval from 30 to 140 Hz . One period of the excitation signal $H_{b}=H_{b}^{0} \sin \omega_{0} t$ features two barrier crossings $\left(+H_{c}\right.$ and $\left.-H_{c}\right)$, the responses of which differ only in sign. Therefore, we may consider only one branch of the transitions (e.g., through $+H_{c}$ ). Since $\Delta H_{c}<H_{c} \ll$ $H_{b}^{0}$, we may assume to the first approximation that, under the action of above-threshold signal $H_{b}=$ $H_{b}^{0} \sin \omega_{0} t$, the $H_{c}$ barrier is crossed at the time instants

$$
\begin{equation*}
t_{c}^{0} \approx H_{c} / \omega_{0} H_{b}^{0}, \tag{1}
\end{equation*}
$$

and the duration of transition is

$$
\begin{equation*}
\Delta t_{c}^{0} \approx \Delta H_{c} / H_{0} \omega_{0} . \tag{2}
\end{equation*}
$$

When subthreshold signals $H_{p}=H_{p}^{0} \sin \left(\omega t+\varphi_{n}\right)\left(\omega \leq \omega_{0}\right)$ are added to the above-threshold $H_{b}$ excitation, the time instant $t_{c}^{n}$ of crossing the $H_{c}$ barrier is determined by the formula

$$
\begin{equation*}
t_{c}^{n} \approx \frac{H_{c}-H_{p}^{0} \sin \varphi_{n}}{H_{0} \omega_{0}}\left(1-\frac{H_{p} \omega}{H_{b}^{0} \omega_{0}} \cos \varphi_{n}\right), \tag{3}
\end{equation*}
$$

and the duration of transition is

$$
\begin{equation*}
\Delta t_{c}^{n} \approx \Delta t_{c}^{0}\left[1-\frac{H_{p} \omega}{H_{0} \omega_{0}}\left(\cos \varphi_{n}-\frac{\omega H_{c}}{\omega_{0} H_{0}} \sin \varphi_{n}\right)\right], \tag{4}
\end{equation*}
$$

where $\varphi_{n}$ is the subthreshold signal phase at the time instant when the phase of the above-threshold excitation signal is zero. The time of barrier crossing is counted from this point of zero phase.

Since the phases of subthreshold signals $\varphi_{n}$ are not correlated with the above-threshold excitation signals, formulas (1) and (4) indicate that averaging over time greater than $1 /\left(\omega_{0}-\omega\right)$ yields $\left\langle\Delta t_{c}^{0}\right\rangle=\left\langle\Delta t_{c}^{n}\right\rangle$. Thus, under the conditions of strong excitation, both the average frequency of barrier crossing and the average time of crossings are independent of the presence of subthreshold signals.

The influence of the subthreshold signals on the time of barrier crossing is more conveniently characterized by the quantity $S t=\left(t_{0}^{n}-t_{c}^{0}\right) / \Delta t_{c}^{0}$ having a physical meaning of the relative displacement. Using formulas (1)-(4), we obtain

$$
\begin{gather*}
S t=\frac{t_{c}^{n}-t_{c}^{0}}{\Delta t_{c}^{0}}=\frac{H_{p}^{0}}{\Delta H_{c}} \\
\times\left\{\sin \varphi_{n}+\cos \varphi_{n}\left[\frac{\omega}{\omega_{0} H_{0}}\left(H_{c}-H_{p} \sin \sigma\right)\right]\right\} . \tag{5}
\end{gather*}
$$

For determining the $S t$ value, we used an interferometric setup comprising a signal generator, two identical foil remagnetization devices (A and B), a subtractor, and a mean-square voltmeter. When identical abovethreshold signals are coherently applied to the inputs of devices A and B, the output signals of A and B simultaneously enter the subtractor and exhibit mutual compensation. If an additional subthreshold signal is applied to the input of one device (for example, A) simultaneously with the coherent identical excitation signals entering both channels, the output signals from A will enter the subtractor with a shift of $t_{c}^{n}-t_{c}^{0}$ relative to the output signal from B. As a result, a differential response will appear at the subtractor output. The magnitude and sign of this signal depend on the subthreshold signal phase and on the branch of the barrier crossing $\left(+H_{c}\right.$ versus $\left.-H_{c}\right)$. Measured with a mean-square voltmeter possessing an averaging time greater than $1 /\left(\omega_{0}-\omega\right)$, this differential signal will be proportional (except at the resonance points, where sub- and abovethreshold signals are coherent) to

$$
\frac{H_{p}^{0}}{\Delta H_{c}} f\left(\frac{\omega}{\omega_{0}}, \frac{H_{p}}{H_{0}}, \frac{H_{c}}{H_{0}}\right)
$$



Figure.
where $f\left(\omega / \omega_{0}, H_{p} / H_{0}, H_{c} / H_{0}\right)$ is a quantity on the order of unity, which is virtually independent of $\omega / \omega_{0}$, $H_{p} / H_{0}$, and $H_{c} / H_{0}$.

The advantages of the proposed method of detecting subthreshold signals can be most clearly demonstrated for noise signals. The main process characteristics remain virtually unchanged when the sinusoidal excitation is replaced by a noise excitation and a subthreshold noise is detected.

The results of measurements using a coherent excitation of A and B by the same color noise ( $30-130 \mathrm{~Hz}$ ) at an effective intensity of $6 H_{c}$ are presented in the figure. In addition to the noise excitation, a subthreshold color noise ( $30-130 \mathrm{~Hz}$ ) was applied at the input of A and B with the effective noise intensity (in $H_{c}$ units) indicated on the ordinate axis. The subthreshold noises entering A and B are mutually uncorrelated. Nor are these subthreshold signals correlated to the abovethreshold excitation noise (three different noise generators were employed). Ordinate I (curve l) shows the readings of a mean-square voltmeter measuring the signal at the subtractor output when A and B are coherently excited and receive uncorrelated subthreshold color noise signals. Ordinate II (curve 2) plots the same voltmeter readings related to the case when only subthreshold color noise signals are present, while the coherent excitation is switched off.

In order to compare the proposed approach to traditional stochastic resonance, let us consider the results of measurements using only one remagnetization device, for example, A. In this case, adding the noise excitation does not lead to any significant increase in the response to the subthreshold signal. The amplification effect is only observed with sinusoidal subthreshold signals, provided that the component of the signal spectrum with a frequency equal to that of the subthreshold signal is measured rather than the mean-
square output signal. In this experiment, the meansquare voltmeter was replaced with a spectrum analyzer of the HP3632A type. The optimum amplitude of the excitation noise was $(0.6-0.8) H_{c}$. The subthreshold signal frequency was 73 Hz . The gain factor was 5 for subthreshold signals with an amplitude of up to $0.2 H_{c}$.

A comparison of these results to the data presented in the figure (curve 2) shows that the sensitivity of the interference scheme is 10 times higher than that of the traditional one. However, the most important advantage of the interference scheme is that, in the presence of intense external noise, the combination of two identical bistable systems allows weak uncorrelated noise signals to be detected with a sensitivity increased by one to two orders of magnitude. Another important advantage is the possibility of restricting measurements to the
mean-square output signal intensity. These factors are very important for the analysis of neuron operation under noise conditions.

I am grateful to Prof. F. Mezei for his interest in this study and fruitful discussions and to B. Nemashok, N. Boil, I. Lazebnik, and V. Khavronin for their help in conducting experiments.
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[^0]:    ${ }^{1}$ In connection with this problem, we should like to point out review [8], where a difference Laplace operator factorizable in terms of the first-order operators is studied on a regular triangular lattice. Comparing the values of variables in adjacent vertices, these operators are qualitatively different from those in Eq. (8).

[^1]:    ${ }^{2}$ Such a transformation of variables is impossible for the complex depicted in Fig. 2.

[^2]:    ${ }^{3}$ Note that if the vertex $a_{i}$ were even, the set of vertices with the indices $j(i)$ could be separated into two subsets with the indices $j^{\prime}(i)$ and $j^{\prime \prime}(i)$ such that $\sum_{j^{\prime}(i)} z_{j^{\prime}+1, j^{\prime}-1} \equiv 0 \quad$ and $\sum_{j^{\prime \prime}(i)} z_{j j^{\prime \prime \prime}+1, j^{\prime \prime}-1} \equiv 0$. In this case, Eq. (16) would be identically satisfied, leading to no relations between the variables $z_{j}$.

[^3]:    ${ }^{1}$ This article was submitted by the authors in English.

[^4]:    ${ }^{\text {I }}$ This article was submitted by the authors in English.

[^5]:    ${ }^{\text {I }}$ This article was submitted by the authors in English.

[^6]:    ${ }^{1}$ A detailed discussion of the basic pros and cons of the $\eta=d-2$ hypothesis can be found in [3].
    ${ }^{2}$ The inhomogeneous spatial distribution of electrons leads not only to a disturbance of the electric field in the conductor, which is supposed to be taken into account in $\varphi$, but also to the appearance of a diffusion component in the measured density of the total current. It is this latter current that represents the response of the system to the thermal disturbance.

[^7]:    ${ }^{1}$ This article was submitted by the authors in English.

[^8]:    ${ }^{\text {I }}$ This article was submitted by the authors in English.

[^9]:    ${ }^{1}$ Otherwise, the observers, being classical objects, could not gain information about the results of measurements on quantum objects.

[^10]:    ${ }^{2}$ Modern solid-state rare-earth-doped distributed-feedback lasers compatible with optical fiber systems can produce output states with a frequency spectrum of width $\Delta \omega \sim 1 \mathrm{kHz}$. The recalculation to the effective state length gives $L \sim c / \Delta \Omega \sim 300 \mathrm{~km}$.

[^11]:    ${ }^{3}$ A decrease in the amplitude at infinity can be directly estimated [5] using the Wiener-Palley theorem [7].

