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Abstract—The influence of hydrostatic pressure on photoluminescence of SiOxNy (x = 0.25 and y = 1) films
grown on the Si substrates and implanted with Ge+ ions, with pressure applied during annealing of the films,
was studied for the first time. It is shown that hydrostatic compression leads to a tenfold increase in the photo-
luminescence intensity of the implanted SiOxNy films compared to that obtained as a result of postimplantation
annealings at atmospheric pressure. The observed increase in the photoluminescence intensity is attributed to
accelerated formation of radiative-recombination centers in the metastable-phase zones in the implanted silicon
oxynitride. These centers are tentatively related to ≡Si–Si≡ centers and to complexes involving Ge atoms (of
≡Si–Ge≡ and ≡Ge–Ge≡ types). © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In recent years, beginning with the discovery of vis-
ible photoluminescence (PL) in porous Si [1], study of
properties of structures with low-dimensional Si-based
objects has attracted great interest. One of the most
promising methods for producing such structures is the
ion-beam synthesis of Si and Ge clusters and nanocrys-
tals in SiO2 films grown thermally on Si [2–5]; these
films represent the materials most widely used in Si
technology. The silicon oxynitride (SiOxNy) layers are
also widely used in the production of silicon-based
devices and possess a number of remarkable properties
that make it possible to use these devices as compo-
nents of optical integrated circuits. When compared to
SiO2, the silicon oxynitride films feature a larger refrac-
tive index and are more suitable for the production of
optoelectronic devices. Thus, the SiOxNy-based
waveguides feature low optical losses [6]. The silicon-
oxynitride films are more stable chemically compared
to SiO2 and possess good masking properties. Recently,
it has been inferred that thermal SiO2 as a gate insula-
tor in nanometer-sized metal–insulator–semiconductor
(MIS) devices is going to be replaced by amorphous
SiOxNy films. This is due to the fact that silicon oxyni-
tride contains a lesser amount of Si–Si bonds at the sil-
1063-7826/01/3502- $21.00 © 20125
icon–insulator interface (these bonds act as hole traps)
and also possesses blocking properties for the dopant
redistribution [7]. Until recently, there have been no
published data on PL of silicon oxynitride at room tem-
perature. It is only if the temperature is lowered to 90 K
that the PL band, peaked at about "ω = 2.8 eV (the
wavelength of λ ≈ 440 nm), could be observed; the ori-
gin of this band has not been clarified [8]. Recently, the
PL spectra of amorphous SiOxNy films with various
compositions have been measured at room temperature
[9]. In the visible region of the spectrum, a band peaked
at about "ω = 3.1 eV (λ ≈ 400 nm) was observed. The
intensity of this PL band was at a maximum for the
excitation-radiation energy of ~6.3 eV (the correspond-
ing wavelength is ~200 nm). The intensity and width of
this band depended on stoichiometric composition of
the films. As the oxygen content in the film increased, a
broadening of the PL band was observed, along with a
decrease in its intensity. The origin of this band was
related to recombination at the N3Si–SiN3 bond [9]. It
has been also shown [10] that implantation of C+ ions
into SiOxNy films at room temperature results in excita-
tion of a green PL band peaked at about λ = 550 nm
("ω ≈ 2.25 eV). This band was related to recombina-
tion in complexes of Si, N, O, and C atoms, and its
intensity was highest after an annealing at Ta = 600°C.
001 MAIK “Nauka/Interperiodica”
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In spite of an ever increasing interest in the properties
of silicon oxynitride, its photoluminescent properties
and also the origin of the PL peaks observed are still not
clearly understood. The possibilities of using oxyni-
tride as a material for efficient sources of radiation have
not been adequately investigated, either. We have found
previously [11] that annealing of ion-implanted SiO2
films under the conditions of uniform compression
enhances the PL in the visible region of the spectrum at
room temperature. The objective of this study was to
gain insight into the influence of postimplantation
annealing under conditions of hydrostatic pressure on
PL of SiOxNy films implanted with Ge+ ions.

EXPERIMENTAL
For initial substrates, we used single-crystal wafers

of n-Si{100} with a resistivity of 3–10 Ω cm. A buffer
SiO2 layer 2 nm thick was then grown on silicon
wafers. The SiOxNy films (x = 0.25 and y = 1) with the
refractive index of ~1.882 and thickness of ~75 nm
were deposited onto the substrate using a mixture of the
gases SiH2C12 (50 s cm3), N2O (150 s cm3), and NH3

(150 s cm3) at a temperature of 780°C under a pressure
of 200 mTorr. The siliconoxynitride films were
implanted with Ge+ ions with an energy of 55 keV and
doses of 2.1 × 1015 cm–2 (a low dose, LD), 5.8 ×
1015 cm–2 (a medium dose, MD), and 1.7 × 1016 cm–2

(a high dose, HD). The ion energy was chosen so that
the ion projected range coincided with the midthick-
ness of SiOxNy film. The substrate temperature during
implantation was maintained at –(145–155)°C due to
cooling with liquid-nitrogen vapors. The ion-current
density was 0.5–1.0 µA/cm2. The postimplantation
annealings were performed for 5 h at temperatures of
Ta = 450–1000°C in an Ar atmosphere under conditions
of both atmospheric pressure and uniform compression
under a pressure of P = 12 kbar. In the wavelength
range of λ = 340–850 nm, the steady-state PL was
excited by an N2-laser radiation with a wavelength of
λex = 337 nm and a power of 10 mW. For measuring the
time-resolved PL, we also used an N2 laser with a pulse
duration of 7 ns and a power of 16 mW. In order to vary
the excitation power, we used neutral filters. All the
measurements were performed at T = 300 K. The
obtained spectra were normalized, with allowance
made for the spectral sensitivity of the photomultiplier.

THE RESULTS
In our experiments, the unimplanted SiOxNy films

luminesced in the violet region of the spectrum with the
intensity peak at about λ = 400 nm (Fig. 1). An anneal-
ing of unimplanted siliconoxynitride layers both under
atmospheric pressure and under P = 12 kbar did not
lead to changes in the PL spectrum. Implantation of
Ge+ ions caused a disappearance of PL in the entire
spectral region. The subsequent annealing gave rise to
an increase in the PL intensity. The positions of the PL
peaks and their intensities IPL depended heavily on the
temperature and pressure during annealing. For the
sake of comparison, Fig. 1 shows the PL spectra of
SiOxNy films implanted with LD Ge+ ions after anneal-
ing at Ta = 800 and 1100°C under pressures of P = 1 bar
and 12 kbar. An annealing under atmospheric pressure
resulted in the formation of a peak in the vicinity of λ =
520 nm. Its intensity increased with an increase in the
annealing temperature and, for Ta ≈ 800–1000°C,
became comparable to the intensity of violet PL in
unimplanted films. As a result of annealing under a
pressure of P = 12 kbar, the intensity of the green PL
band (λ ≈ 520 nm) also increased and exceeded about
tenfold that obtained after annealing of the same layers
under atmospheric pressure (see Fig. 1). Along with
formation of an intense green PL peak, annealing under
pressure also resulted in an increase in the PL intensity
in the violet region of the spectrum (λ ≈ 400 nm). After
annealing at Ta = 1000°C, the intensity of this PL was
almost twice as high as that in unimplanted samples.
The intensities of observed PL bands also increased as
the annealing temperature was raised.

In the ion-dose and annealing-temperature ranges
we used, the higher PL intensities corresponded to
lower doses of Ge+ ions. A decrease in the PL intensity
with increasing ion dose was observed for the samples
annealed both under atmospheric pressure and under
uniform compression. Figure 2 shows the PL spectra of
SiOxNy films implanted with three different doses of
Ge+ ions and then annealed at Ta = 1000°C and P =
12 kbar.

The steady-state PL spectra are shown in Fig. 3 for
various excitation intensities. It can be seen that an
increase in the excitation-radiation power (W) causes
the intensities of both the violet and green PL peaks to
increase, with positions of the peaks remaining
unchanged. The squares and shaded circles in the inset
in Fig. 3 correspond to the intensities of the 400- and
520-nm peaks in relation to W; these intensities were
obtained by decomposing the experimental spectra into
Lorentzian components. The dash-and-dot and dashed
lines represent theoretical approximations for the
experimental dependences IPL(W). An analysis shows
that these dependences are virtually linear: IPL ∝  Wγ,
where γ = 1 for the green PL band and γ = 0.97 for the
violet PL band.

Figure 4 illustrates the decay kinetics for PL inten-
sity in unimplanted siliconoxynitride films and the
films implanted with LD Ge+ ions and annealed at Ta =
1000°C under atmospheric pressure or under uniform
compression with P = 12 kbar. The inset in Fig. 4 shows
the spectra of nonsteady PL for SiOxNy films implanted
with LD Ge+ ions and annealed at Ta = 1000°C and P =
12 kbar. It can be seen that the shape of the spectra is
time-independent; only the PL intensity decreases with
time. The behavior of the nonsteady PL spectra for
SEMICONDUCTORS      Vol. 35      No. 2      2001
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Fig. 1. The PL spectra of unimplanted silicon oxynitride (unimplanted SiOxNy) and also of SiOxNy films implanted with LD Ge+

ions and then annealed for 5 h at Ta = (1, 3) 800 and (2, 4) 1000°C under the pressures of (1, 2) 1 bar and (3, 4) 12 kbar. The power

of excitation radiation was W = 10 mW/cm2, and the excitation-radiation wavelength was λex = 337 nm.
unimplanted SiOxNy layers and the films implanted
with Ge+ ions and annealed at Ta = 1000°C and P =
1 bar is similar. For unimplanted siliconoxynitride lay-
ers, the decay of PL intensity can be described by an
exponential function with characteristic relaxation time
of τ = 17 µs. For the films implanted with Ge+ ions and
then annealed at Ta = 1000°C under a pressure of P =
1 bar or 12 kbar, the PL decay does not obey the expo-
SEMICONDUCTORS      Vol. 35      No. 2      2001
nential law. In these cases, the decay curves can be
described by a power-law function IPL ~ τβ, where β =
4.22 and 4.29 for the films annealed under atmospheric
and high pressures, respectively. Characteristic times
corresponding to a decrease in the PL intensity by e
times are τ = 45 and 48 µs, respectively. It is important
to emphasize that the values of β and τ are virtually
independent of pressure during annealing.
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Fig. 2. The PL spectra of SiOxNy films implanted with Ge+ ions with the doses of (LD) 2.1 × 1015, (MD) 5.8 × 1015, and (HD)

1.7 × 1016 cm–2 and then annealed for 5 h at Ta = 1000°C under a pressure of 12 kbar. The power of excitation radiation was W =

10 mW/cm2, with the wavelength being λex = 337 nm.
DISCUSSION

Before proceeding to an analysis of the influence of
annealing under pressure on emission of light in SiOxNy

films implanted with Ge+ ions, we discuss the plausible
mechanisms and origin of PL in these films. A linear
dependence of PL intensity on the excitation intensity
demonstrates that recombination in siliconoxynitride
films occurs via recombination centers, rather than by
direct recombination of electrons and holes (e.g., inside
the Ge nanocrystals and nanoclusters formed as a result
of ion implantation and subsequent annealing). In addi-
tion, the features of the dose dependence of the PL
spectra (Fig. 2) indicate that recombination is most
probably related to the centers composed of a small
number of atoms, rather than to large Ge-atom agglom-
erates, whose formation is preferential when large
doses of Ge+ ions are used in implantation. We note that
similar PL bands (peaked at 400 and 520 nm) have been
recently observed by us in silicon nitride films [12],
both in unimplanted Si3N4 and in the films implanted
SEMICONDUCTORS      Vol. 35      No. 2      2001
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Fig. 3. The PL spectra of SiOxNy films implanted with LD Ge+ ions and then annealed for 5 h at Ta = 1000°C under a pressure of
12 kbar for the excitation radiation with a wavelength of λex = 337 nm and a power of W = (1) 16, (2) 14.4, (3) 12.2, (4) 9.6, (5) 3.2,

(6) 1.6, and (7) 0.48 mW/cm2. The inset shows the excitation-power dependences of the 400- and 520-nm PL peaks intensities
obtained by decomposing the experimental spectra into Lorentzian components (squares and shaded circles) and theoretical approx-
imations of theoretical dependences (the dash-and-dot and dotted straight lines).
with Ge+ ions. These two PL bands have been previ-
ously attributed to recombination at the ≡Si−Si≡ cen-
ters [13]. The results of this study show that, in SiOxNy,
the intensity of these bands increases only after Ge
atoms have been introduced into the matrix. Further-
SEMICONDUCTORS      Vol. 35      No. 2      2001
more, the role of Ge atoms in the recombination pro-
cesses may be dual. These atoms can be involved in for-
mation of both the centers absorbing radiation and the
radiative-recombination centers (for example, the ≡Si–
Ge≡ or ≡Ge–Ge≡ complexes). It is the latter centers



130 TYSCHENKO et al.
that are apparently responsible for the green PL band.
The violet PL band is present in the spectra of both
unimplanted films and the films implanted with Ge+

ions and then annealed under a pressure. Estimations of
the decay time for the above band yield, in both cases,
nearly the same values: τ ≈ 17 and 26 µs, respectively.
On the basis of these findings, we may infer that the PL
band peaked at 400 nm is related to recombination at
the ≡Si–Si≡ centers. It is worth noting that the PL
decay times obtained here differ from the published
values [14, 15] of characteristic times for the transition
between the excited (T1) and ground (S0) states of the
≡Si–Si≡ and ≡Ge–Ge≡ centers. This discrepancy may
be caused by the fact that, in our experiments, the PL
spectra were excited using photon energy which was
insufficient for initiating the direct (S0)  (T1) transi-
tions. In the case under consideration, a charge-carrier
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Fig. 4. The decay curves of PL intensity for (1) unimplanted
SiOxNy and implanted with LD Ge+ ions and then annealed
for 5 h at Ta = 1000°C under the pressures of (2) 1 bar and
(3) 12 kbar. The inset shows the nonsteady PL spectra of
SiOxNy implanted with LD Ge+ ions and then annealed for
5 h at Ta = 1000°C under a pressure of 12 kbar within a time
interval of 300–800 µs.
transition to the excited-state level can be effected only
via additional levels. The above-reported power-law
dependence of the PL intensity on time for implanted
films indicates that the generation and recombination of
charge carriers are more complex than those in unim-
planted films. It is also worth noting that the previously
published data on the relaxation times of the ≡Si–Si≡
and ≡Ge–Ge≡ PL centers have been obtained, as a rule,
for SiO2 (rather than SiOxNy) films.

The results show that uniform compression during
annealing of SiOxNy films implanted with Ge+ ions
does not give rise to new recombination centers in the
annealing temperature Ta range used; rather, it is only
conducive to an increase in the concentration of these
centers compared to that obtained as a result of anneal-
ing under atmospheric pressure. This hypothesis is cor-
roborated by the following facts. First, an annealing
under compression does not give rise to new peaks in
the PL spectra compared to the spectra of unimplanted
SiOxNy films or the films annealed at P = 1 bar (Fig. 1).
Only an increase in the intensity of the previously
observed PL bands (peaked at ~400 and ~520 nm) is
observed. Second, an analysis of the PL decay curves
shows that the PL relaxation times for implanted
SiOxNy layers are the same, irrespective of whether
they have been annealed under atmospheric pressure or
under P = 12 kbar. It is important that compression dur-
ing postimplantation annealing stimulates the forma-
tion of complexes responsible for both violet and green
PL bands. The origin and mechanism of this phenome-
non are still not fully understood. One of the causes of
promoted formation of the radiative-recombination
centers may be a decrease in the interatomic distance as
a result of uniform compression during annealing. The
values of P used in our experiments are approximately
an order of magnitude smaller than those initiating the
structural phase transitions in the bulk material [16].
Our experiments also show that the compression does
not give rise to additional PL-active centers in unim-
planted silicon oxynitride. New centers emerge only if
we are dealing with ion-implanted films that contain
high concentrations of excess Ge atoms and defects. It
is possible that such structural rearrangements occur
under lower pressures in the regions of ion-implanted
SiOxNy . Another explanation for promoted formation
of radiative-recombination PL centers in the course of
annealing under pressure was offered by us [11] in
terms of promoted structural transitions within individ-
ual zones of metastable phases [17]; in the case under con-
sideration, these phases are represented by nonstoichio-
metric regions of silicon oxynitrides enriched with sili-
con and germanium atoms. This means that the
activation energy corresponding to the changes in the
short-range order can be appreciably decreased if the
matrix atoms are far from the equilibrium. This
decrease in the local activation energy may be caused
by the fact that one or several vibration frequencies of
lattice atoms cease to exist in the vicinity of the insta-
SEMICONDUCTORS      Vol. 35      No. 2      2001
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bility threshold. In the case under consideration, this
may result in the formation of a large number of small
Si or Si–Ge clusters whose structure is most favorable
energetically. The question as to which of these two
mechanisms is responsible for accelerated formation of
radiative-recombination centers during annealing of
ion-implanted SiOxNy under compression requires fur-
ther investigation. One way or the other, the accelerated
formation of radiative-recombination centers in the
case under consideration occurs only in the metastable-
phase regions formed in the course of Ge+-ion implan-
tation.

CONCLUSION
We showed for the first time that the use of hydro-

static pressure in the course of the annealing of SiOxNy

films implanted with Ge+ ions results in about a tenfold
increase in the intensity of PL in the visible region of
the spectrum compared to the corresponding anneal-
ings at atmospheric pressure. Studies of the PL decay
kinetics and the dependence of the PL intensity on the
excitation-radiation power suggest that an increase in
the PL intensity as a result of annealing under compres-
sion is caused by accelerated formation of radiative-
recombination centers in the regions of metastable
phases in silicon oxynitride implanted with Ge. These
centers are presumably related to the ≡Si–Si≡ center
and the complexes of Ge atoms (e.g., the ≡Si−Ge≡ and
≡Ge–Ge≡ centers).
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Abstract—The main characteristics of quasi-local levels produced by shallow-level impurity centers (with a
screened Coulomb potential) in uniaxially compressed p-Ge were studied theoretically. Stress dependences of
positions and widths of the quasi-local impurity states were calculated. Results of the numerical computations
for the Ga impurity are presented. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Interest in uniaxially compressed p-Ge has been
aroused mainly due to the discovery of an emission
stimulated by the electric field and uniaxial pressure
applied in the parallel [1] or crossed [2] directions. An
analogous effect was observed in p-Si/GeSi nanostruc-
tures [3], which can be considered as being uniaxially
compressed in the growth direction owing to the lattice
mismatch between Ge and Si. Altukhov et al. [4] dem-
onstrated experimentally that this stimulated emission
is related to the inversion of a hole population between
two impurity levels, which occurs due to the removal of
degeneracy of the shallow-level acceptor state by
uniaxial stress (see also [2, 5]). As the stress X changes,
one of these levels remains in the band gap, and another
merges with the continuum at a certain X, and becomes
a quasi-local state. This level becomes partially filled
with holes owing to resonance scattering [6], whereas
the level lying in the band gap becomes empty as a
result of a breakdown in the electric field. This can lead
to the intracenter inversion of a hole population and, as
a consequence, to the generation of emission. Thus, for
a theoretical description of the inversion mechanism,
the stress dependences of the main characteristics of
the quasi-local impurity states (positions, broadenings,
wave functions) should be known. However, this prob-
lem still remains to be solved. For example, the posi-
tions and wave functions of levels induced by Coulomb
impurity centers can be calculated in the limit of high
or low stress [6, 7] by a procedure that requires no
explicit stress dependences of these quantities. Analytic
stress dependences of the characteristics of the quasi-
local impurity states were obtained within a zero-range
potential approximation [8, 9]. However, Odnoblyudov
et al. [9] demonstrated that this approximation can be
used for the description of Coulomb impurity centers at
relatively low stresses corresponding to a valence-band
splitting ∆ ≤ 20 meV at point p = 0 in the momentum
1063-7826/01/3502- $21.00 © 0132
space. At the same time, a great body of experimental
data for uniaxially stressed p-Ge was obtained for the
stress range corresponding to the values of ∆ of up to
60 meV. As mentioned above, these results cannot be
theoretically described, because the analytic stress
dependences of the main characteristics of quasi-local
levels produced by Coulomb impurity centers are
unknown. In this paper, we present one of the first
attempts to solve this problem.

CALCULATION OF THE MAIN 
CHARACTERISTICS OF COULOMB

IMPURITY STATES

Let us consider the Schrödinger equation for holes
at an impurity center

(1)

Here, Hp is the Luttinger Hamiltonian, E is the binding
energy of quasi-local impurity states, the one-by-four

column matrix  describes the impurity states, and
Upp' is the matrix element of the impurity potential in
the momentum representation. For a screened Coulomb
potential

γ = e2"2/(χχ0), V is the normalization volume, p0 = "/r0,
e is the elementary charge, χ is the relative permittivity,
χ0 is the permittivity of free space, and r0 is the Debye

Hp E–( )Ψp
i Upp 'Ψp '

i .
p '

∑–=

Ψp
i

Upp '
γ
V
--- 1

p p'–
2

p0
2+

------------------------------,=
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screening distance. Using the Green function gε(p) for
free holes (Upp' ≡ 0) [9, 10], we can rewrite Eq. (1) as

(2)

where ε = E + i0. In the zero-range potential approxi-
mation, p0 = pa ≈ h/ra (ra is the lattice constant), which
virtually coincides with the largest possible values of p
and p'. Taking into account that Ψp ∝  gε(p) ∝  p–2, we
can consider the denominator under the summation
sign as being independent of p and p' and replace it by
a constant. In this case, Eq. (2) takes the form of Ψp =
gε(p)N [9, 10], where N is a constant represented by a
one-by-four column matrix. For the screened Coulomb
potential p0 ! pa, it is rather difficult to find solutions
to (2) in a general form. However, taking into account
that the positions of the quasi-local states calculated
within the zero-range potential approximation agree
satisfactorily with the solutions obtained for a Coulomb
potential (for ∆ < 20 meV), we select a wave function
for the model based on a zero-range potential as a zero-
order approximation to Eq. (2). For further summation,
let us assume that

and

where ε+p and ε–p are the energies of valence bands split

by stress, and  is the direction-averaged effective
mass of holes in the ε+ and ε– bands. Let us denote
(p*)2 = 2(∆/2 + E)m–. Analyzing the expressions
obtained as a result of substitution of the above-men-
tioned approximations into Eq. (2), we find that the sum
appearing in Eq. (2) is independent of p for p > 2|p*|
and is a nonmonotonic function of p in the range of
0 < p < 2|p*|. The maximum values of this function are
about twice the value obtained for p = 2|p*| (see the
inset in Fig. 1). Thus, we may neglect the dependence
of the sum appearing in Eq. (2) on p for p > 2|p*| and
replace p under the summation sign by a certain con-
stant. As a result, the denominator will be a quadratic
function of p'. Approximating this function by the rela-
tion [α(p')2 + 1]β, where α and β are the variables of the
problem, we rewrite Eq. (2) for p > 2|p*| as

(3)

Assuming that Eq. (3) adequately describes the quasi-
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local states in the entire range of p, we obtain

(4)

The matrix λ given by Eq. (4) is diagonal, and the
energy E and the broadening Γ of the spin-degenerate
quasi-local states can be found from the equation

(5)

where the diagonal elements λ±(ε) of the matrix λ(ε)
have the form

(6)

Here, γ1 and γ ≅  γ2, 3 are the Luttinger parameters, m is
the free-electron mass, and P2(pz/p) = P2(x) = (3x2 –
1)/2. For p = 0, the splitting of the valence-band top
∆ = µX, where µ = 4 and 6 meV/kbar for the stress
applied in [111] and [001] directions, respectively. The
z-axis coincides with the direction of the applied stress.
The dispersion relations for the ε±p valence bands split
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Fig. 1. Positions of extrema of (1) ε+p and (2) ε–p valence
bands and the impurity level E (3) calculated in the zero-
range potential approximation, (4) computed for a Coulomb
potential, and (5) calculated by Eqs. (5) and (6) in relation
to the splitting of the valence-band top ∆. The inset shows
the dependence of the sum appearing in Eq. (2) on the value
of |p/p*| for the cases where the level E is located (1) in the
continuum and (2) in the band gap.
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by the stress have the form

(7)

The procedure for solving Eq. (5) was reported else-
where [9]. The equation 1 + λ–(ε) = 0 determines the
energy position of the lowest localized impurity level
and will be omitted in the present discussion.

With the known positions of the quasi-local states of
Ga in Ge (E0 = –11.5 meV for ∆ = 0 and E1 . 4.8 meV
for ∆ ≈ 50 meV [6]), the parameters α and β can be cal-
culated. We obtain α = 0.25 γ/m0E0. We did not calcu-
late β, because this parameter did not appear in the final
equations. For α = 0, Eq. (5) corresponds to the zero-
range potential approximation.

RESULTS AND DISCUSSION

Figure 1 shows the calculated positions of the quasi-
local impurity state in relation to ∆. Also shown are the
dependences calculated by Eq. (5) within the zero-
range potential approximation for α = 0 (curve 3) and
the dependence for a Coulomb impurity center
(curve 4), which was obtained by a smooth connection
of three points corresponding to (1) the depth of the
level at ∆ = 0, (2) the position of the level when it joins
the continuum (∆ ≈ 16 meV [9]), and (3) the position of
the quasi-local level at ∆ ≈ 50 meV [6]. The position of
the second point was estimated rather roughly, since the
splitting of the impurity level by deformation was
determined for ∆ ! E [7], and, even in this case, the
accuracy of the obtained estimates is difficult to evalu-
ate because of their strong dependence on the form of
chosen test wave functions. It should be noted that our
result (Fig. 1, curve 5) is in a good qualitative agree-
ment with the result obtained for a Coulomb impurity
center (Fig. 1, curve 4) in the limit of high stress (split-
ting ∆): the energy difference between the quasi-local
impurity state and the bottom of the ε+p band flattens
out [6]. In the range of 0 ≤ ∆ ≤ 50 meV, curve 5 deviates
from curve 4, since curve 4 was drawn rather roughly
(see also the above remark concerning the second

ε p±
γ1 p2

2m
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m
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2 γp2

m
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p
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 –
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Fig. 2. Broadening Γ of the level E versus valence-band
splitting ∆ calculated by Eqs. (5) and (6) for (1) α =
0.25γ/m0E0 and (2) α = 0 (zero-range potential approxima-
tion).
point), and the solution to Eq. (3) obtained for p > 2|p*|
was extended to the range of p from 0 to 2|p*|. Never-
theless, the calculated curve qualitatively and semi-
quantitatively represents the dependence of the energy
position of the quasi-local impurity state on ∆. The
computed dependence of the broadening of the quasi-
local impurity state on ∆ differs fundamentally from
that calculated in the zero-range potential approxima-
tion: as ∆ rises, the broadening passes through a maxi-
mum and then decreases (see Fig. 2). This suggests that
the quasi-local impurity state tends to localize as the
stress increases. This is physically clear, because, as the
level splitting (stress) increases, the energy difference
between the quasi-local impurity state and the lower
valence band ε–p increases, and the contribution of this
band to the formation of the quasi-local impurity state
decreases as 1/(ε+p – E).

The wave function of the quasi-local impurity state
described by Eq. (3) can be used in theoretical studies
of various transient and optical phenomena in uniaxi-
ally stressed materials.
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Abstract—It was demonstrated that plots of the imaginary part vs. the real part of the complex dielectric con-
stant ε*(λ) in relation to a wavelength for Cd1 – xZnxTe crystals grown from the melt show a series of special
features that were not observed in the plots for other II–VI compounds. These features were found to be related
to a variety of growth defects and to the considerable influence of electric and elastic-stress fields produced by
these defects on the dielectric properties of the crystals. © 2001 MAIK “Nauka/Interperiodica”.
The influence of elastic-stress fields produced by
two-dimensional (2D) structural defects on the photo-
dielectric properties of ZnSe crystals is best reflected in
the spectral dependences of the real part of the dielec-
tric constant ε' and in the dielectric-loss factor ε" repre-
sented in a complex plane as ε"–ε' plots in relation to a
wavelength λ [1]. It was found that one band in the pho-
tosensitivity spectrum may correspond to several arc-
shaped portions of the ε"–ε' plot in relation to λ, which
reflect contributions from different groups of relaxators
with close relaxation times τ to the dielectric photore-
sponse [2]. Cd1 – xZnxTe crystals grown from the melt
are promising high-resistivity semiconductor materials
for gamma-ray spectroscopy. These crystals usually
contain growth defects of various types, which strongly
affect their transport properties (the mobility and life-
time of charge carriers) [3]. However, because of the
high resistivity of the materials, it is difficult to reveal
and identify such defects as well as to determine their
influence on the generation, recombination, and trans-
port of nonequilibrium charge carriers by methods
commonly used in semiconductor research. In this
study, we applied dielectric methods to reveal and study
growth defects in Cd1 – xZnxTe crystals.

Cd1 – xZnxTe (x = 0.05–0.2) crystals were grown
from the melt at a high pressure of an inert gas (up to
100 atm) by a vertical-solidification technique under
various conditions. The shape of the solid/liquid inter-
face was determined from the shape of a curve of equal
Zn concentration. Inhomogeneities and growth defects
were studied by infrared microscopy and the shadow
method. Residual stresses produced by the growth
defects in the samples were determined by the photoelas-
ticity method. Samples for study were 11 × 11 × 2 mm
and 5 × 5 × 2 mm in dimensions. In–Ga or Au contacts
were formed at the opposite faces of the samples.
1063-7826/01/3502- $21.00 © 20135
Resistivity was measured by the four-point-probe tech-
nique. The dielectric constant ε' and the dielectric-loss
factor ε" were measured in the frequency range f =
102−107 Hz by the capacitance method.

It was found that the growth conditions have a
strong impact on the shape of the solid/liquid interface
and are responsible for a variety of types of growth
defects. Therefore, we divided all the samples into two
groups. The first group included the crystals that were
grown under conditions providing the smallest curva-
ture of the solid/liquid interface and contain only com-
paratively small voids and inclusions as well as few 2D
structural defects (twins, etc.). Investigations by the
shadow and photoelasticity methods revealed that these
crystals are optically homogeneous. In the crystals
grown under conditions providing a larger curvature of
the solid/liquid interface, we observed Te and C precip-
itates and tubular and spherical pores as well as a vari-
ety of 2D defects (intercrystallite boundaries decorated
with impurities, twins, slip bands) and composition
fluctuations. The growth defects producing nonuniform
electric and elastic-stress fields in piezoelectric crystals
are characteristic of group II samples. Their resistivity
ρ < 1010 Ω cm.

The frequency dependences of ε' and ε" measured
under irradiation with light in the photosensitivity
range showed a dispersion region of a relaxation type.
Analysis of these dependences represented in the com-
plex plane (with the use of the Cole–Cole plots) shows
that the dispersion region is most pronounced in the
dependences of group II samples. This region is char-
acterized by a continuous distribution of relaxation
times; the decrease in most probable relaxation time
with increasing photoexcitation intensity is inherent in
this distribution. Such frequency dependences of ε' and
ε" are also characteristic of ZnS1 – xSex crystals [4].
001 MAIK “Nauka/Interperiodica”
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Fig. 1. ε" versus ε' in relation to λ for (a) group I and (b–e) group II samples; f = 103 Hz, T = 293 K. Numbers on the plots represent
the wavelengths expressed in µm.
As compared with previously studied ZnSe crystals,
the dielectric photoresponses of the Cd1 – xZnxTe sam-
ples exhibit a series of special features. First of all, the
Cd1 – xZnxTe crystals show a wider variety of types of
ε"–ε' plots in relation to λ (see Fig. 1). For example, the
plots having the shape of a straight-line segment are
characteristic of group I samples having the highest
resistivity. As the intensity increases, a loop appears at
one end of the straight-line segment (Fig. 1, curve a),
which indicates that the ε' and ε" spectra become differ-
ent. The plots for group II samples consist of arclike
portions. Similar plots were observed previously for
ZnSe crystals [1]. The number of arcs, the extent to
which the arcs are pronounced, and the plot area were
found to correlate with the concentration of the growth
defects that produce residual stresses. It should be
noted that the ε"–ε' plots in relation to λ for different
crystals are dissimilar. Group II samples that are most
optically homogeneous are characterized by fewer arcs
and smaller plot areas.

The ε"–ε' plots in relation to λ for other group II
samples are more complex. First, the plots for several
crystals seem to be composed of separate plots, which
obviously reflect the contributions from isolated com-
plex centers of photosensitivity (see Fig. 1, an arrow
near curve b). Well reproducible plots consisting of sev-
eral such separate plots were observed. As a rule, the
bands in the ε'(λ) and ε"(λ) spectra corresponding to
these separate portions of the plots are virtually identical.
Second, for the most photosensitive Cd1 – xZnxTe samples,
the increase in illumination intensity not only affects the
increments of ε' and ε" under illumination, which is char-
acteristic of ZnSe, as an example, but also considerably
changes the plot shape (see Fig. 1, curves c–e). As the illu-
mination intensity increases, ε' rises, and ε" passes
through a maximum.

It is should also be noted that the shape of the plot
(number of arcs, area, ranges of increments of ε' and ε",
presence of separate plots, etc.) depends on the size and
coordinates of the optical probe. This suggests that the
revealed special features of the ε"–ε' plots are related to
an intricate nonuniform distribution of the growth
defects producing overlapping elastic-stress fields. To
verify this presumption, we measured ε' and ε" under
irradiation at a wavelength close to the intrinsic maxi-
mum in a scanning mode using an optical probe
100 µm in width. In fact, the obtained dependences of
ε' and ε" on coordinate x show a series of local extrema.
The number and the distribution of these extrema are
characteristic features of each crystal (Fig. 2, curves 1, 2).
We also found that, as the illumination intensity
increases, the ε'(x) and ε"(x) dependences change in a
complicated way: some extrema rise, others decrease,
and some maxima even become minima and vice versa
(Fig. 2, curves 3, 4). It is worth noting that the level of
residual stress in group II samples is higher, which is
attributable to the higher density of growth defects and
the overlapping of their elastic-stress fields.

All the above-listed peculiarities of the dielectric
photoresponse of the Cd1 – xZnxTe crystals point to an
intimate relationship between the distribution of relax-
ators and electric and elastic-stress fields produced by
the growth defects. On this assumption, we can explain
the variation in the ε"–ε' plot in relation to λ from sam-
ple to sample as well as the characteristic features of the
ε'(x) and ε"(x) dependences. It is reasonable to associ-
ate the extrema in the ε'(x) and ε"(x) curves with a zonal
distribution of the growth defects. This is confirmed by
SEMICONDUCTORS      Vol. 35      No. 2      2001
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the results of measurements using the photoelasticity
and shadow methods. The nature of the complex cen-
ters responsible for the separate plots observed for
some samples (Fig. 1, curve b) calls for further investi-
gations. The ε'(x) and ε"(x) dependences of these sam-
ples are indicative of the uniform distribution of these
complex centers over the sample.

The change in the shape of the ε"(λ) plots for group
II samples with increasing illumination intensity can
apparently be attributed to the fact that contributions
from nonequilibrium carriers to through conductance
and polarization are redistributed as the photoexcitation
intensity changes. Obviously, the filling of a large-scale
potential relief with nonequilibrium charge carriers in
these crystals is accompanied by a self-consistent
change in the distributions of electric and elastic-stress
fields. The character of the changes in the ε'(x) and
ε"(x) dependences with increasing intensity confirms
this conclusion. The redistribution of the above-men-
tioned contributions is responsible for the revealed spe-
cial features of the ε*(x) plots, whose character is deter-
mined by the predominant type and concentration of
the growth defects. We may presume that, at high con-
centrations of nonequilibrium charge carriers, it is elas-
tic-stress fields that are induced by the growth defects,
which produce large-scale potential fluctuations in
piezoelectric crystals, which have the primary effect on
the transport properties and make possible the prepara-
tion of crystals that are of sufficiently high quality for
the fabrication of gamma-ray detectors.

Thus, the correlation between the electric and elas-
tic-stress fields produced by growth defects and com-
position fluctuations is responsible for the special fea-
tures of the dielectric relaxation in the Cd1 – xZnxTe
crystals. Each crystal has a unique and intricate distri-
bution of these defects over the volume. As a result, the
ε"–ε' plots in relation to λ for different samples are dis-
similar, which allows us to identify the crystals on the
basis of these plots. The character of the growth-defect
distribution manifests itself in the ε'(x) and ε"(x) depen-
dences, which is of particular importance for crystals
opaque to visible light. In addition, by analyzing the
changes in the ε'(x) and ε"(x) plots with increasing pho-
SEMICONDUCTORS      Vol. 35      No. 2      2001
toexcitation intensity, we can identify some of the
growth-defect types. Based on the results obtained, we
developed a method for identifying growth defects and
diagnosing the crystal quality.

REFERENCES

1. Yu. A. Zagoruœko, V. K. Komar’, V. P. Migal’, and
O. N. Chugaœ, Fiz. Tekh. Poluprovodn. (St. Petersburg)
29 (6), 1065 (1995) [Semiconductors 29, 552 (1995)].

2. Yu. A. Zagoruœko, V. K. Komar’, V. P. Migal’, and
O. N. Chugaœ, Funkts. Mater. 1 (2), 135 (1994).

3. V. Komar, A. Gektin, D. Nalivaiko, et al., in Proceedings
of the 11th International Workshop on Room Tempera-
ture Semiconductor X- and Gamma-ray Detectors and
Associated Electronics, Vienna, 1999, p. 8.

4. V. P. Migal’, A. L. Rvachev, and O. N. Chugaœ, Fiz. Tekh.
Poluprovodn. (Leningrad) 19 (8), 1517 (1985) [Sov.
Phys. Semicond. 19, 935 (1985)].

Translated by N. Izyumskaya

36

34

32

28

26

24

2 4 6 8 10 12
x, mm

ε' ε''

10.0

7.5

5.0

2.5

3

2

1

4

Fig. 2. Dependences of (1, 3) ε' and (2, 4) ε" on x for
group II samples; f = 103 Hz and T = 293 K.



  

Semiconductors, Vol. 35, No. 2, 2001, pp. 138–143. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 35, No. 2, 2001, pp. 143–148.
Original Russian Text Copyright © 2001 by Sokolov, Starovo

 

œ

 

tova.

                                                                                                                        

ELECTRONIC AND OPTICAL PROPERTIES
OF SEMICONDUCTORS
Nickel Impurity Excitons and Photoinduced Lattice Distortion
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Abstract—A heavy dependence of the zero-phonon line of the donor Ni excitons and of a series of its phonon
replicas on the composition of ZnSe1 – ySy:Ni and Zn1 – xCdxSe:Ni solid solutions was studied. A model of non-
radiative recombination of impurity excitons with allowance made for an intermediate virtual state {d8} is dis-
cussed in detail. It is shown that this state depends on the lattice distortion induced by the Ni3+ impurity center
whose charge is positive in reference to the lattice. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The Ni impurity excitons of the donor and acceptor
types in II–VI semiconductors have been studied for a
long time [1]. A heavy dependence on various factors is
a characteristic property of the hydrogen-like excita-
tions of the Ni impurity. The impurity excitons are rea-
sonably easy to observe at the liquid-helium tempera-
ture and are almost not observed at all at the liquid-
nitrogen temperature [2, 3]. For the ZnSySe1 – y:Ni solid
solutions with y ≤ 0.01, the donor Ni [d7e] excitons are
detected with ease, whereas, for y ≥ 0.1, they are not
detected at all [4]. Such behavior of impurity excitons
is in harsh contrast with the properties of free excitons
that are observed in ZnSySe1 – y:Ni solid solutions
within a wide range of compositions at the liquid-nitro-
gen temperature. This property of Ni impurity excitons
has not yet been described in detail theoretically. Solid
solutions are ideal for further experimental study of the
impurity excitons. Large-scale potential fluctuations
affecting the hydrogen-like states of impurity excitons
are characteristic of these solid solutions. The influence
of large-scale fluctuations on free excitons has been
widely studied [5]. However, local perturbations (clus-
ters involving the impurity center and a variation in the
lattice constant according to the Verdet law, which
influences the d electrons in the impurity center) are
characteristic of solid solutions. In our opinion, a com-
parative combined study of two types of hydrogen-like
excitations (of free excitons and Ni impurity excitons in
solid solutions doped with Ni) constitutes a productive
approach to studying the properties of impurity exci-
tons that are extremely difficult to study both theoreti-
cally and experimentally.

A model of nonradiative recombination [d7e] 
(d8) as a result of tunneling transition has been sug-
1063-7826/01/3502- $21.00 © 20138
gested previously [2]. A similar idea was discussed in
[6]. In [4], a model of nonradiative recombination
[d7e]  (d8) was supplemented with the idea of the
intermediate state {d8}, although the meaning of this
state remained not quite clear. In general, the tunneling
model [2] is not quite consistent with adiabatic approx-
imation, because we have to assume that the ions near-
est to the impurity center (i.e., the heavy particles) are
involved in tunneling. It is important for a correct
understanding of the nonradiative-recombination model
to take into account that the illumination-induced forma-
tion of impurity excitons is accompanied with the lattice
distortion in the vicinity of the impurity center because of
changes in the charge state. The lattice relaxation in the
vicinity of the Ni+ or Ni3+ impurity centers charged with
respect to the lattice has been evaluated recently [7, 8].
These calculations show that, in the vicinity of a charged
impurity, there occurs a substantial change in the posi-
tions of equilibrium for the ions in the first and second
coordination shells. These results give a better insight into
the meaning of intermediate state {d8}; thus, the model of
nonradiative recombination becomes clearer and consis-
tent in terms of adiabatic approximation.

The objective of this study was to describe in more
detail the intermediate state {d8} with allowance made
for both new experimental data on the impurity exci-
tons in solid solutions and for the results of simulations.

2. EXPERIMENTAL

We studied the samples cut from the single-crystal
ZnSySe1 – y:Ni and Zn1 – xCdxSe:Ni ingots with different
compositions (ZnSe, ZnS0.26Se0.74:Ni, ZnS0.13Se0.87:Ni,
ZnS0.0005Se0.9995:Ni, ZnS0.026Se0.974:Ni, and
Zn0.99Cd0.01Se:Ni) grown from the melt under a pres-
001 MAIK “Nauka/Interperiodica”
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sure of inert gas. In order to determine x and y in the
solid solutions, we detected the free-exciton line in the
reflection spectra of all the above compounds at the liq-
uid-helium and liquid-nitrogen temperatures. The com-
position was determined from the dependence of Eg on
x (or, similarly, on y) as

(1)

The constant b characterizing the degree of perfec-
tion of the solid solution [9] was taken equal to 0.6 for
Zn1 – xCdxSe:Ni [9] and 0.67 for ZnSySe1 – y:Ni [10] at
the temperatures T = 4.2 and 77 K. Free excitons were
observed in the reflection spectra for all compositions
of the compounds. The electroreflection spectra were
measured at T = 4.2 K in the photon-energy range of
\ω = 2.60–2.90 eV. The prepared samples had the
resistivity of ρ ≈ 109–1011 Ω cm. The applied fields
were as high as ~25 kV/cm. In order to optimize the
transmission in the vicinity of the zero-phonon line of
the donor exciton Ni [d7e] and its phonon replicas, we
chose the thickness of the samples to be ~500 µm.

3. RESULTS AND DISCUSSION

3.1. A Model of Nonradiative Recombination
via Impurity Excitons

A decrease in the intensity of the peak due to the
influence of an electric field on the Ni donor exciton
constitutes the most important change in the electroab-
sorption spectrum. This can be clearly seen in Fig. 1,
where the spectra of electroabsorption α2 for ZnSe,
ZnSySe1 – y:Ni (y = 0.26, 0.13, and 0.005), and
Zn1 − xCdxSe:Ni (x = 0.01) samples at T = 4.2 K are
shown. We explain this in the following way. A Ni [d7e]
donor exciton is thought of as a structure that consists
of an impurity center (charged positively in reference to
the lattice) and an electron circulating along a hydro-
gen-like orbit; it is important, that the impurity charge
changes at the instant the exciton is formed. Thus, it is
necessary that the impurity atom is charged in reference
to the lattice for an impurity exciton to exist. The impu-
rity-center Coulomb field causes a displacement of the
nearest ions and thus distorts the lattice. The Se2– ions
are attracted to the positively charged Ni3+ center,
whereas the Zn2+ ions are repulsed from this center.
This circumstance has not been properly taken into
account in analyzing the impurity-exciton properties.
The lattice distortion has been simulated previously for
ZnSe:Ni [7]. These calculations demonstrate that the
ions in the first coordination sphere (Se2–) are displaced
by 0.24 Å and the ions in the second coordination shell
(Zn2+) are displaced by 0.017 Å. Figure 2 shows the
section of an NiSe4Zn12 cluster by the (110) plane in
order to better conceive the distortion structure.

Figure 3 shows the adiabatic potential E(q) for the
ground state 3T1 of the Ni impurity that is neutral in ref-
erence to the lattice (Ni2–, the d8 configuration). For the

Eg x( ) Eg 0( ) ax bx 1 x–( ).–+=
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sake of simplicity, the excited states of the d8 configu-
ration [1, 2, 4] are not shown. Adiabatic potential for
the [d7e] state of the donor exciton is also shown. The
adiabatic potential specifies the dependence of the
energy of electrons in the d shell on the displacement of
the nearest neighbors of the impurity atom. For the
[d7e] state, the adiabatic-potential parameters (the
steepness of the parabola branches and the coordinate
qA of the parabola’s minimum) characterize only the
d7 configuration, because the charge carrier located in a
hydrogen-like orbit barely responds to the displace-
ments of its nearest Ni neighbors (i.e., the ions in the
first and second coordination shells shown in Fig. 2),
because this orbit has a large radius. Thus, the adiabatic
potential for the donor exciton [d7e] specifies the d7

configuration of the Ni3+ ion that is charged in reference
to the lattice.

In terms of adiabatic approximation, the generally
accepted conventional description of nonradiative
recombination amounts to the fact that the configura-
tion curves for the ground and excited states intersect at
the point C. The system in the excited state ascends
along the configuration curve to the point C as the tem-
perature increases. At the point C, a transition to the
ground-state configuration curve occurs without
changes in the configurational coordinate qC in accor-
dance with adiabatic approximation. After that, a
descent along the configuration curve of the ground
state occurs accompanied by phonon emission. Basi-
cally, a tunneling transition is possible from the excita-
tion-state curve to the ground-state curve without
reaching the point C; therefore, nonradiative transition
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Fig. 1. Amplitude spectrum of the electroabsorption second
harmonic α2 measured at T = 4.2 K. The solid-solution com-
positions and the amplitudes of an ac electric field were
(1) ZnSe:Ni and 16.6 kV/cm; (2) Zn0.99Cd0.01Se:Ni and
18.5 kV/cm; (3) ZnS0.0005Se0.9995:Ni and 15 kV/cm;
(4) ZnS0.133Se0.867:Ni and 21.4 kV/cm; and
(5) ZnS0.26Se0.74:Ni and 15 kV/cm.
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may occur at a lower temperature [11]. This idea has
been used to describe the tunneling annihilation of the
impurity excitons with the aim of gaining insight into
the basic possibility of intense nonradiative recombina-
tion of the impurity excitons at temperatures of 30−40 K
as was first observed in CdS:Ni [2] and then in
ZnS:Ni [3].

However, the situation under consideration is more
complicated. A system in the excited state consists of a
localized portion (the d7 configuration of a Ni3+ ion
charged relative to the lattice) and a delocalized portion
(an electron at the hydrogen-like orbit). The system in
the ground state is represented by the d8 configuration
of the same impurity center in the state of Ni2+, which
is neutral in reference to the lattice. The tunneling
[d7e]  d8 transition does not make sense because
[d7e] and d8 represent different charge states of the
same center. We should consider a situation when an
electron can return to the d shell without changing the
configurational coordinate q, but to do so the lattice
should rearrange itself in a certain manner, similar to
that occurring at point C. Thus, the return of an electron
to the d shell should not be accompanied with a change

Zn2+ Ni3+ Zn2+

109°16′

Se2– Se2–

E(q)

q

d8
{d8}

{d7e}

A B

C

qA qB qC

Fig. 2. Schematic representation of the (110) plane of a
NiSe4Zn12 cluster in a ZnSe:Ni crystal. Positions of dis-

placed atoms and the Ni3+–Se2– and Zn2+–Se2– bonds after
the charge state of the Ni impurity atoms has been changed
as Ni2+  Ni3+ are shown by the dashed lines.

Fig. 3. Adiabatic potentials for the ground state of the
d8 configuration, the intermediate virtual state {d8}, and the
[d7e] state of Ni impurity exciton.
in the configurational coordinate q. After the return of
the electron, the d shell happens to be in one of the
d8-configuration states. Furthermore, the Se2– and Zn2+

lattice ions remain displaced; their positions corre-
spond to those of charged impurities, as is shown by the
dashed lines in Fig. 2. Therefore, it is clear that the adi-
abatic potentials for the energy terms of the d8 configu-
ration differ from those for a neutral center before ion-
ization. Such an adiabatic potential {d8} for the ground
state is shown by the dashed line in Fig. 3.

We can now interpret in the following way the high
efficiency of nonradiative recombination of impurity
excitons and its increase as the temperature is raised or
the solid-solution composition is varied (with an
increase in x and y). The origination of an impurity
exciton is accompanied with a change in the d-shell
configuration as d8  [d7e] for a donor exciton
(d8  [d9h] for an acceptor exciton) and with a dis-
placement of the ions in the nearest surroundings in
accordance with the change in the impurity-center
charge. The configuration curves {d8} exist virtually
and depend on the extent of lattice distortion governed
by a number of factors that are different for dissimilar
II–VI compounds; these factors are the ionicity of the
crystal, hybridization of the d states with the band
states, the elastic lattice constants, and so on. Thus, all
the {d8} curves for the ground and excited states will
differ from the corresponding curves for the d8 config-
uration. Therefore, we may assume that one or several
virtual curves intersect the [d7e] curve in the vicinity of
the minimum (for example, at the point B for the curve
corresponding to the [d7e] in Fig. 3). As a result of fluc-
tuations existing even at the liquid-helium temperature,
the [d7e] system may ascend along the configuration
curve to the vicinity of the intersection point. It is at this
instant of complete readiness of the lattice in the region
of the nearest surroundings of the impurity center that
the electron in the hydrogen-like state (or hole for an
acceptor center) returns to the d shell in accordance
with adiabatic approximation. The Ni impurity atoms
become neutral, the lattice distortion gradually relax,
and the {d8} curves transform into the conventional
adiabatic potential curves for the d8 configuration.
Simultaneously, a descent along the adiabatic-potential
curve for the d8 configuration occurs owing to emission
of phonons to the lattice. If the time needed for the
transformation of the intermediate state ({d8}  d8)
is shorter than the characteristic time of the descent,
then this transformation occurs without changes in the
energy and may be represented by a horizontal arrow in
an adiabatic-potential plot (as has been done previously
[4]), which may be formally perceived as tunneling. As
the temperature is raised, the [d7e] system ascends
along the configuration curve until the point of intersec-
tion with the {d8} curve is reached. As a result, the non-
adiabatic terms that induce an electron transition (hole)
from the hydrogen-like state to the d shell become more
important, the probability of the [d7e]  {d8} transi-
tion increases, the impurity-exciton lifetime decreases,
SEMICONDUCTORS      Vol. 35      No. 2      2001
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and the impurity-exciton line becomes unobservable. It
is such a situation that takes place for the donor and
acceptor Ni excitons at the liquid-nitrogen temperature
in the spectra of ZnO:Ni, ZnS:Ni, ZnSe:Ni, and
CdS:Ni.

The electroabsorption spectrum in ZnSySe1 – y:Ni
solid solutions are observed at a temperature of 4.2 K;
therefore, the [d7e] system cannot ascend along the
configuration curve. As y increases, the lattice constant
varies according to the Verdet law as a = a0 – ky. This
leads to a relative shift of the {d8} and [d7e] curves, so
that their intersection point descends progressively
closer to the minimum qA of the configuration curve
[d7e]. As a result, the probability of a charge carrier
returning from the hydrogen-like state to the d shell
increases drastically. Thus, the model of nonradiative
recombination is completely consistent with adiabatic
approximation and accounts qualitatively well for the
effects of temperature and disorder in the ZnSySe1 – y:Ni
and Zn1 – xCdxSe:Ni solid solutions on the impurity-
exciton line. If a d impurity features numerous intrac-
enter states of the dn configuration (for example, Fe2+),
there is a high probability that one or several adiabatic-
potential curves of the {dn} configuration intersect the
configuration curve dn – 1 (for Fe, this is the d5 curve); as
a result, the nonradiative donor-exciton annihilation
[d5e]  d6 occurs with high probability even at a tem-
perature of 4.2 K [12, 13]. As far as we know, the
attempts to observe the [d5e] Fe donor excitons and the
[d5h] Cr acceptor excitons in ZnSe and ZnS doped with
these impurities have failed, although the photoioniza-
tion bands corresponding to Fe2+  Fe3+ + e and
Cr2+  Cr1+ + h in ZnSe and ZnS have been observed
quite clearly.

3.2. Dependence of the Shift of the Donor-Exciton Line 
in Solid Solutions on Their Composition

The shifts of the Ni donor-exciton lines in relation to
the composition of the ZnSySe1 – y:Ni and Zn1 – xCdxSe:Ni
solid solutions make it basically possible to observe
with spectroscopic accuracy the absolute shift of the
conduction-band bottom in a solid solution as a func-
tion of composition. This reasoning has been used pre-
viously [14]. In the experimental spectra for the
Zn1 − xCdxSe:Ni (x = 0.01) and ZnSySe1 – y:Ni (y = 0.026)
solid solutions, a distinct shift of the leading line of the
Ni donor exciton to the lower and higher energies is
observed and amounts approximately to 6 and 5 meV,
respectively (Fig. 4). This corroborates the idea [14]
concerning the high accuracy inherent in the determi-
nation of absolute shifts of the band edges on the basis
of observations of impurity excitons. It is very impor-
tant to extend the ranges of x and y in the solid solu-
tions. Unfortunately, at present we do not have crystals
at our disposal with x and y in the range of 0.03−0.1,
where the impurity-exciton leading line and its phonon
SEMICONDUCTORS      Vol. 35      No. 2      2001
replicas can be still observed. For the above composi-
tion range, the leading-line shift is expected to be
larger, which will make it possible to analyze quantita-
tively the absolute shift of the conduction-band bottom
as a function of the solid-solution composition. It is of
interest to determine the parameter bc which is similar
to b in formula (1) and defines a nonlinear dependence
of only the conduction-band bottom Ec on the compo-
sition.

3.3. Influence of an Electric Field
on the Free-Exciton Line

In solid solutions, the allowed-band tails and the
tails of the density of localized states are formed owing
to a random distribution of substitutional atoms over
the lattice sites. The density of states decreases expo-
nentially with distance from an allowed-band edge. The
fundamental-absorption edge formed by the band-to-
band transitions is also described by an exponential
dependence for the photon energies smaller than the
band gap Eg (the Urbach rule); i.e., we have

(2)

If an external uniform electric field is applied to the
crystal, electrons tunnel from the valence band to the
band gap, so that transitions to the conduction band
become possible under the influence of a photon with
an energy "ω smaller than Eg (the Franz–Keldysh
effect). For an exponential edge of the fundamental
absorption, the influence of the electric field amounts to
a shift of the exponential absorption curve to lower
energies by the value E dependent on an electric field
and the parameter that specifies the steepness of the
exponential edge. The influence of the solid-solution
composition on the free-exciton line makes itself evi-
dent primarily in the absorption-line shift to the lower
or higher energies (depending on the solid-solution
type). For the solid solutions with small x and y [(x, y) ≈
0.01–0.02], a distinct contribution caused by the influ-
ence of the electric field on the free-exciton line is
observed; for solid solutions with anionic substitution,
this influence is much more pronounced, which agrees
qualitatively with the results of luminescence studies
[5]. As x (or y) increases, the absorption line shifts to
the lower energies (for ZnCdSe:Ni) or to the higher
energies (for ZnSSe:Ni). This can be easily deduced
from Fig. 1, where the electroabsorption spectra of the
ZnSe, ZnSySe1 – y:Ni, and Zn1 – xCdxSe:Ni samples are
shown. It is evident that, for ZnSySe1 – y:Ni, the peaks of
the zero-phonon Ni donor-exciton line (2.64 eV)
smooth out with increasing y; however, a large positive
peak related to the influence of the electric field on the
free-exciton line is retained and, what is more, becomes
more pronounced. For the samples with a relatively
high content of S (ZnS0.13Se0.87 and ZnS0.26Se0.74), the
spectra change quite radically: only a large-magnitude
positive peak shift to higher energies in accordance

α Eg "ω–( )/ε0–{ } .exp≈
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with an increase in Eg is observed. Figure 5 shows the
electroabsorption spectrum measured at T = 4.2 K for a
sample with y = 0.26. This spectrum is plotted on the
logarithmic scale in order to make the absorption-edge
exponential shape more clear. It can be seen that the
dependences of lnα2 on "ω fall nicely on a straight line.
We can use the slope of this straight line and the Franz–
Keldysh formula to approximately determine the value
of ε0 that specifies the fundamental-absorption edge.
We calculated the parameter ε0 for various solid solu-
tions. For the solutions with y = 0.13 and 0.26, this
parameter is about 12–15 meV at T = 4.2 K. At T =
77 K, the parameter ε0 is larger. It should be noted that
determination of the parameter ε0 from the electroab-
sorption spectrum of doped crystals is difficult because,
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Fig. 4. Amplitude spectra of the electroabsorption second
harmonic α2 measured at T = 4.2 K. The solid-solution com-
positions and the amplitudes of an ac electric field were
(1) Zn0.99Cd0.01Se:Ni and 15 kV/cm; (2) ZnSe:Ni and
16.6 kV/cm; and (3) ZnS0.026Se0.974:Ni and 16.6 kV/cm.

Fig. 5. Amplitude spectrum of the electroabsorption second
harmonic α2 for a ZnS0.26Se0.74 sample measured at T =
4.2 K. The amplitude of the ac electric field was 15 kV/cm.
in such crystals, a significant contribution of impurity
absorption exists in the tail region of the exciton line in
addition to the free-exciton absorption (2). This distorts
both the dc and ac components measured in the electro-
absorption method [1], and, ultimately, can alter the
value of the parameter ε0 that specifies only the absorp-
tion in the region of the free-exciton exponential edge.
Nevertheless, the methodical possibility of determining
the value of ε0 from the electroabsorption spectrum
appears to be useful when applied to II–VI solid solu-
tions.

4. CONCLUSION

The traditional approach to studies of the lattice dis-
tortion in the vicinity of an impurity center consists in
the observation of the infrared-absorption and Raman
spectra. Basically, the lattice distortion may also mani-
fest itself in the nuclear magnetic resonance, scattering
of phonons, and so on; however, as far as we know, no
results of such studies have been reported. We use a
new approach to studying the lattice distortion in the
vicinity of a charged center. The lattice distortion
occurring can be studied by observing the impurity
excitons, for example, by analyzing the interaction of
an impurity exciton with localized modes that emerge
as a result of the lattice distortion in the vicinity of a
charged center [7, 8]. Another approach suggested in
this paper consists in studying the nonradiative recom-
bination of impurity excitons. The intensities of the
zero-phonon line and its vibrational replicas in the elec-
troabsorption spectra decrease drastically as the tem-
perature is raised or the solid-solution composition is
varied both in the anionic and cationic sublattices. The
lattice distortion plays an important role in the model
we suggested for nonradiative recombination of Ni
impurity excitons, because it is this distortion that gives
rise to the {d8} intermediate virtual state of the Ni impu-
rity. We note in conclusion that the photoinduced vari-
ation of the lattice distortion makes it basically possible
to study the dynamics of the lattice rearrangement
immediately after the impurity atom has been ionized.
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Abstract—The effect of annealing in nitrogen plasma on the photoluminescence and photoconductivity spec-
tra, conduction type, and the surface morphology of gallium nitride films doped with zinc was studied. Emer-
gence of intense ultraviolet edge emission peaking at a wavelength of 376 nm was observed after a high-tem-
perature annealing in nitrogen plasma was detected. An appreciable suppression of blue donor–acceptor and exci-
tonic photoluminescence in annealed GaN:Zn samples was observed. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Production of high-quality n- and p-GaN films has
made it possible to develop efficient light-emitting
diodes and semiconductor lasers for the blue region of
the spectrum [1–3]. It should be noted that, in this case,
radiative recombination mainly proceeds via GaN
native point defects that form deep energy levels in the
band gap of the material [4, 5]. An improvement in sto-
ichiometry and the crystallographic quality of GaN
films would make it possible not only to shift the emis-
sion peak to the region of GaN ultraviolet excitonic
luminescence but also to significantly increase the effi-
ciency of electroluminescent structures. Our recent
studies [6] indicated that blue emission with the peak at
an energy of "ω = 2.8 eV has a donor–acceptor origin,
with a nitrogen vacancy in one of its charge states act-
ing as a donor. Consequently, annealing in nitrogen is
required to improve the stoichiometry of gallium
nitride. It can be noted that short-term high-tempera-
ture annealing in a nitrogen atmosphere does not yield
the desired result owing to damage to the film surface
and the evaporation of nitrogen from gallium nitride
[7, 8]. Thus, it is necessary to increase the effective
atomic-nitrogen pressure above the GaN film while
simultaneously decreasing the annealing temperature
in order to reduce the nitrogen evaporation rate. This is
possible when the films are annealed in a nitrogen
plasma where the fraction of atomic nitrogen is signif-
icantly larger.

Such an annealing would make it possible not only
to reduce the concentration of native donor effects that
are responsible for blue emission but would also affect
the electrical conductivity of the film. This occurs since
doping of gallium nitride with acceptor impurities (Mg
or Zn) during growth results in the formation of high-
resistivity material owing to the compensation phe-
1063-7826/01/3502- $21.00 © 20144
nomenon. It is only the use of electron-beam irradiation
after the GaN:Mg films had been grown that made it
possible [5] to obtain low-resistivity p-type samples. It
was found [5] that annealing initially insulating
GaN:Mg films at 700°C in a nitrogen ambient also
results in the conversion to hole conduction. This effect
was attributed [5] to the decomposition of electrically
inactive Mg–H complexes formed during the film
growth by the MOCVD; this decomposition leads to
the formation of isolated acceptor Mg centers that give
rise to effective hole conduction, which is necessary for
the production of semiconductor structures.

It is of interest to study the influence of the acceptor-
impurity activation on the luminescent properties of the
films. Due to a lower hole mobility, radiative recombi-
nation of charge carriers in the light-emitting structure
occurs in the p-type region. Therefore, it is the emission
from the acceptor-doped film that governs the spectral
characteristics of the devices. Thus, an increase in the
intensity of the blue emission band of GaN:Mg films
after rapid high-temperature annealing was reported
previously [9]. On the other hand, a similar annealing
of undoped films in a nitrogen atmosphere was shown
[7] to result in a decrease in the intensity of impurity
luminescence and in an increase in that of exciton lumi-
nescence. This appeared to indicate [7] that the crystal-
linity and morphology of the films improved in the
course of annealing with a simultaneous change of their
stoichiometry. In contrast, annealing under the same
conditions was reported [8] to impair the morphology
of the films and to result in an increase in the intensities
of all emission bands.

In this study, we are interested in the effect of
annealing at various temperatures in a nitrogen plasma
on the activation of p-type conduction and on the pho-
toluminescence (PL) and photoconductivity spectra of
001 MAIK “Nauka/Interperiodica”
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doped GaN:Zn films. The use of nitrogen plasma
makes it possible to change maximally the film’s
stoichiometry in the direction of an excess of nitrogen
and to improve its crystal structure at comparatively
low annealing temperatures.

EXPERIMENTAL

We used n-GaN:Zn films with an electron concen-
tration of 5 × 1014 cm–3, resistivity of 106 Ω cm, and thick-
ness of 1 µm. The Hall effect measurements showed that
the charge-carrier mobility was 100–150 cm2/(V s) in
unannealed films. The films were grown by molecular-
beam epitaxy on sapphire substrates with (0001) orien-
tation. The films were annealed for 2 h at temperatures
Ta = 300–700°C in a nitrogen plasma; a setup for radi-
cal-beam epitaxy described in detail elsewhere [10]
was used. The nitrogen plasma obtained in a high-fre-
quency field was passed through a high-strength con-
stant magnetic field in order to get rid of the ionic com-
ponent of the plasma. Thus, the annealing was per-
formed in an atmosphere of nitrogen neutral atoms
(radicals).

In order to excite the PL, we used an ILGI-503
pulsed nitrogen laser with a radiation wavelength of
337.1 nm and a pulse duration of 10 ns. The spectra
were analyzed using an MDR-6 double monochroma-
tor; the latter was computer controlled, which ensured
a spectral resolution no worse than 1 meV for the slits
used. The planar Au contacts were formed on the films
before the photoconductivity measurements. We
checked whether the contacts were nonrectifying by
measuring the forward and reverse portions of the cur-
rent–voltage characteristic. The photoconductivity was
excited by the light emitted by a 100-W halogen lamp,
modulated with a chopper, and passed through an
MDR-12 monochromator with a large aperture ratio.
During measurements, the samples were in an optical
cryostat at liquid-nitrogen temperature.

We used a Jeol-2000 electron transmission micro-
scope to study the effect of annealing on the surface
crystallinity and morphology of the GaN:Zn films.

RESULTS

Figure 1 illustrates the effect of annealing in a nitro-
gen plasma on the PL spectra of the films. It can be seen
that annealing at comparatively low temperatures
(Fig. 1a) does not cause any significant changes in the
emission spectrum. The blue emission band peaked at
an energy of "ω = 2.88 eV and the exciton band peaked
at "ω = 3.48 eV remain dominant. It is pertinent to note
that we observe an insignificant increase in the intensity
of the blue band and a decrease in its width up to the
annealing temperature of Ta = 600°C. A further increase
in the annealing temperature causes a drastic decrease
in the intensities of both the blue and exciton emission
of gallium nitride. In addition, a new ultraviolet PL
SEMICONDUCTORS      Vol. 35      No. 2      2001
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Fig. 1. Photoluminescence spectra of GaN:Zn and GaN:Mg
films. (a) The spectra of (1) initial GaN:Zn films and the
films annealed in nitrogen plasma at temperatures of (2) 400
and (3) 500°C. (b) The spectra of the GaN:Zn films
annealed in the nitrogen plasma at temperatures of (4) 600
and (5) 700°C; curve 6 represents the spectrum for a
GaN:Mg film. The spectra were measured at T = 80 K.
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band peaking at "ω = 3.27 eV becomes pronounced
(Fig. 1b, curve 5). The PL spectrum of the films
annealed at 700°C feature a shoulder at about "ω =
3.45 eV in the region of exciton emission.

Our studies indicate that annealing in nitrogen
plasma significantly affects not only the luminescent
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Fig. 2. Photoconductivity spectra of GaN:Zn films. (a) The
spectra of (1) initial films and the films annealed in nitrogen
plasma at (2) 400 and (3) 500°C. (b) The spectra of GaN:Zn
films annealed in nitrogen plasma at (4) 600 and (5) 700°C.
The spectra were measured at T = 300 K.
but also the electrical and photoelectric properties of
the films. The table lists the results of measuring the
resistivity (ρ) of the films after annealing. As the
annealing temperature is raised, an increase in resistiv-
ity is observed. Measurements of thermal emf showed
that, in all cases, the films retained the n-type conduc-
tion. Consequently, acceptor centers are activated dur-
ing annealing. However, in the case under consider-
ation, we are not dealing with conventional splitting of
the bonds between zinc and hydrogen [5] that would
inevitably be present in the material if the films were
deposited using organometallic compounds. The films
we studied were obtained by molecular-beam epitaxy
and did not contain excess hydrogen. Studies of impu-
rity photoconductivity indicate that the types and con-
centrations of native and impurity defects in gallium
nitride are affected by annealing. Even annealing at rel-
atively low temperatures (Fig. 2a) significantly changes
the photoconductivity curves. It is noteworthy that an
intense impurity-photoconductivity band peaked at
"ω = 2.0 eV emerges as a result of annealing at 400°C.
Annealing at the highest temperature (700°C) induces,
in addition, an increase in the photosensitivity of the
films in the ultraviolet region of the spectrum at "ω =
3.26 eV by almost an order of magnitude (Fig. 2b,
curve 5).

The obtained spectral dependences of the PL and
the photoconductivity indicate that the types and con-
centrations of point defects in the films change in the
course of annealing in nitrogen plasma. However,
annealing can also affect the surface morphology of the
films. In order to clarify this phenomenon, we exam-
ined the image of the film surface obtained by scanning
electron microscopy (SEM) (Fig. 3) before and after
annealing. It can be seen that, before annealing, the
GaN:Zn films had a smooth surface with protruding
smooth grains 10–20 µm in size. Roughness of the sur-
face amounted to ~1 nm. After high-temperature
annealing in nitrogen plasma at 700°C, the film surface
starts to deteriorate owing to reevaporation of the mate-
rial (Fig. 3b). By examining Fig. 3b, we can deduce that
the lateral sizes of the forming GaN islands range from
100 to 500 nm. Using the modulation mode and scan-
ning the surface at various angles, we were able to find
that the roughness of the annealed films amounted to
5−10 nm. Thus, annealing at a high temperature leads
to the formation of a fine-grained island structure at the
film surface. However, because of the relatively low
annealing temperature (700°C), the increase in the
roughness is significantly smaller than for a rapid high-
temperature annealing [8]. In our experiments, the film
surface remains optically smooth and does not lead to a
decrease in the external PL efficiency, which is espe-
cially important for the development of waveguide res-
onator structures for semiconductor lasers.
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DISCUSSION

The results we obtained indicate that annealing
GaN:Zn films in nitrogen plasma exerts a much more
profound effect on the type and concentration of point
defects than annealing in vacuum or in nitrogen vapors
does. Previously [11], only a blue-luminescence band
peaked at "ω = 2.88 eV has been observed; the inten-
sity of this band increased after a short-term high-tem-
perature annealing. This emission was caused by the
recombination of charge carriers within a donor–accep-
tor pair, in which the nitrogen vacancy acts as a donor.
As for the acceptor in this pair, it can be either the zinc
impurity or a native defect. It is due to the diversity of
the types of acceptors and various distances between
the donor and acceptor in a pair that the blue emission
of gallium nitride has the shape of an inhomogeneously
broadened band [5]. The width of this line and the posi-
tion of the corresponding peak depend, as a rule, on the
conditions of the film growth and, in our studies
(Fig. 1), on the annealing temperature which affects the
type and concentration of the point defects.

As the annealing temperature is raised, the donor–
acceptor pairs (DAPs) decompose with the involve-
ment of nitrogen vacancies, and their diffusion coeffi-
cient increases. Taking into account that nitrogen
plasma yields the highest possible partial nitrogen pres-
sure at the film surface, we may assume that nitrogen
vacancies are filled by nitrogen atoms when these
vacancies reach the surface. It is virtually only under
annealing in these conditions that the gallium nitride
stoichiometry can be shifted to an excess of nitrogen.
The number of nitrogen vacancies starts to decrease;
simultaneously, both the number of DAPs and the
intensity of the blue-emission band peaking at "ω =
2.88 eV decrease. At the same time, a new ultraviolet
band peaking at "ω = 3.27 eV emerges (Fig. 1b,
curve 5). Obviously, the zinc-impurity atom released
after decomposition of the Zn–H and zinc–(nitrogen
vacancy) DAPs (the centers responsible for blue emis-
sion) complex may be involved in formation of the cor-
responding emission centers.

An isolated defect (a zinc atom replacing a gallium
atom) yields an acceptor level located in the vicinity of
the valence-band top. Because of this, the ultraviolet
edge PL band peaked at "ω = 3.27 eV may be caused
by transitions of electrons from the conduction band to
the zinc-atom acceptor level. By analogy with the wide-
gap CdS compound that also had a hexagonal crystal
structure, we may assume that the near-band edge PL
can be caused not only by isolated acceptors but also by
their complexes with native defects if the latter reside at
SEMICONDUCTORS      Vol. 35      No. 2      2001
the neighboring lattice sites [12]. Taking into account
that the above level defines the emission peak and in
order to exactly prove the involvement of zinc impuri-
ties in the ultraviolet emission of GaN:Zn films, we per-
formed similar annealing in nitrogen plasma of GaN
films doped with another acceptor impurity, i.e., Mg. It
is clearly seen from Fig. 1b (curve 6) that, in the latter
case, the ultraviolet edge emission is prevalent in the
PL spectrum as well. However, in this case, the ultravi-
olet-band peak has a different position (3.24 eV) and its
half-width is significantly larger.

Consequently, the position of the edge-ultraviolet-
emission band depends on the type of introduced impu-
rity; i.e., the acceptor level is directly involved in the
electron recombination. We may note here [9] that the
ultraviolet peak at 3.285 eV (at T = 5 K) in the edge

2 µm

(b)

2 µm

(a)

Fig. 3. A SEM image of the surface of (a) unannealed
GaN:Zn films and (b) the films annealed at 700°C in nitro-
gen plasma. The image was obtained in the mode of detect-
ing the secondary electrons.
Dependence of resistivity of GaN:Zn films on the temperature of annealing in nitrogen plasma

Sample no. 1 2 3 4 5 6

Ta, °C Unannealed 300 400 500 600 700

ρ, Ω cm 106 1.3 × 106 2 × 106 2.3 × 106 4.3 × 106 17.8 × 106
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luminescence of the GaN films doped heavily with Mg
to the concentration of 6 × 1019 cm–3 has been previ-
ously assigned to a radiative transition of electrons
from the conduction band to the level of isolated Mg
atom. In the case under consideration, the recombina-
tion mechanism is similar; however, the acceptor level
is introduced by the zinc impurity. An interesting situa-
tion arises when the GaN films are doped with Group II
acceptors. Both an increase in the doping level and acti-
vating annealing in the presence of an excess (plasma)
of nitrogen suppress the blue emission at 2.88 eV and
give rise to ultraviolet edge luminescence. Conse-
quently, the optimal light-emitting diode structures
based on gallium nitride should produce ultraviolet
(peaked at about "ω ≈ 3.27 eV) rather than blue emis-
sion. This ultraviolet emission is not related to the
recombination of bound excitons, because the lifetime
of these excitons is very short in heavily doped p-GaN.
Thus, the intensity of the bound-exciton line at "ω =
3.49 eV decreases drastically when the edge-emission
intensity increases (Fig. 1b, curve 5).

An increase in the concentration of the levels of iso-
lated Zn acceptors in the GaN band gap as a result of
high-temperature annealing in nitrogen plasma leads to
the prevalence of the ultraviolet band peaked at 3.26 eV
in the PL spectra (Fig. 2). This band may be related to
electron transitions from acceptor levels to the conduc-
tion band. Photosensitivity in the impurity region
increases as a result of annealing almost by an order of
magnitude compared to that in unannealed films. It is
known that GaN is used at present in detectors of ultra-
violet radiation with a wavelength shorter than 350 nm.
However, our studies showed that semi-insulating and
insulating GaN:Zn films feature the photoconductivity
bands in the visible region of the spectrum as well.
Positions of the peaks for these bands correspond to the
energy spacing between the relevant levels of the intrin-
sic and impurity defects and the conduction-band bot-
tom. By controlling the GaN stoichiometry in the
course of annealing, one can adjust the GaN photosen-
sitivity in the impurity-related spectral region.

CONCLUSION

Thus, we showed that annealing GaN:Zn films in
nitrogen plasma results not only in the acceptor activa-
tion due to dissociation of Zn–H complexes formed in
the material during its growth but also in a deviation
from the stoichiometry in the direction of an excess of
nitrogen. Simultaneously, the number of donor–accep-
tor pairs that contain a nitrogen vacancy as a donor and
are responsible for the blue emission band peaking at
2.88 eV in GaN:Zn decreases. The recombination of
electrons directly from the conduction band to the ZnGa
acceptor levels becomes prevalent; this recombination
is responsible for the ultraviolet edge-luminescence
band peaked at "ω = 3.27 eV. It is the edge emission
that governs the minimal emission wavelength of diode
structures based on gallium nitride doped heavily with
acceptor impurities.

It is shown that, due to the activation of acceptors as
a result of annealing in nitrogen plasma, the films
become more insulating and retain the n-type conduc-
tion (see table). At the same time, the photosensitivity
of the films in the impurity-related region of the spec-
trum increases. It is demonstrated for the first time that
GaN is photosensitive not only in the ultraviolet but
also in the visible regions of the spectrum owing to
transitions of electrons from local levels to the conduc-
tion band.

We found that activating annealing in the nitrogen
plasma even at a temperature of 700°C impairs the sur-
face morphology to a much lesser extent than does a
short-term high-temperature annealing [8]. The emerg-
ing microirregularities with sizes of 1–10 nm leave the
film surface optically smooth, which is important for
the development of a number of light-emitting struc-
tures.
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Abstract—The plasma reflection spectra of the doped bismuth and bismuth–antimony alloyed crystals were
studied experimentally at liquid-nitrogen temperature within a range of 30–600 cm–1. Specificities in the optical
functions of the samples are revealed within the infrared range that lies on the low-frequency side of the plasma
edge and coincides with the optical-phonon frequencies in bismuth. When the plasma frequency is approached,
the character of the interaction of radiation with anisotropic electron–hole plasma changes considerably.
© 2001 MAIK “Nauka/Interperiodica”.
Study of the plasma reflection spectra [1, 2] has
shown that optical functions deviate from those pre-
dicted by the Drude model; a considerable difference
(from 1 to 2 orders of magnitude) between the optical
and static values of conductivity was also observed.
Measuring the optical transmission of bismuth within
the range λ = 10–100 µm at the temperature T = 2 K, an
interband absorption edge associated with direct inter-
band transitions was determined in the neighborhood of
λ = 17 µm (photon energy "ω = 70 meV) [3]. The influ-
ence of interband transition on Bi–Sb crystal permittiv-
ity and plasma oscillation damping was considered in
[4, 5]. More recent research on the optical transmission
of the Bi–Sb crystals [6] has shown that, for an anti-
mony content of 11.5–12.5 at. %, the samples are
opaque within the considered range "ω = 9–20 meV,
and the predicted optical band gap for these samples is
close to the longitudinal optical-phonon energy
(~12−13 meV in bismuth [7]).

In this paper, we report the results of studying the
reflection spectra of the doped Bi–Sb crystals in the
neighborhood of frequencies typical of the lattice opti-
cal modes. From a practical point of view, it is impor-
tant to clarify the cause of a pronounced decrease in
photocarrier lifetime in a number of Bi–Sb semicon-
ducting crystals that are used in the photodetectors
operating in the long-wavelength infrared range [8].

We studied Bi single-crystals doped with donor
impurity (Te) and acceptor impurity (Sn), undoped Bi
single crystals, and also Bi–Sb solid solutions obtained
by zone-melting recrystallization. Antimony concen-
tration was determined using a CAMEBAX electron
probe microanalyser; the Sb distribution over the sam-
ple was found to be uniform within 0.5 at. %. For all the
samples, resistivity components and Hall coefficients
were determined. The reflection (R) spectra were mea-
sured using an IFS-113V BRUKER Fourier spectrom-
1063-7826/01/3502- $21.00 © 20149
eter within the wave number range ν = 30–1000 cm–1

with a resolution of 2 cm–1 at temperature T = 78 K both
in unpolarized and polarized radiation for the incident
wave electrical field (E) orientations E || C3 and E ⊥ C3,
where C3 is the optical axis of the crystal. The polariza-
tion degree of radiation amounted to up to 98%. The
angle of incidence of radiation was no larger than 8°.
The necessity of using polarized radiation stems from
the bismuth-crystal high anisotropy, which causes
anisotropy of plasma reflection [3]. In general, the
reflection spectra combine the additive contributions of
the plasma independent interaction with the radiation
of two mutually perpendicular polarizations and have
two plasma-associated minima with relative intensities
depending on the mutual orientation of E and C3 [9]. In
line with this, when E || C3 or E ⊥ C3, only one plasma-
associated minimum is observed.

The reflection spectra of Bi and Bi–Sb crystals
doped with donor and acceptor impurities were mea-
sured in the optical-phonon frequency range and are
shown in Fig. 1. All the curves have a shape typical of
plasma reflection. The spectrum calculated in terms of
the Drude model is also shown for comparison. As can
be seen from Fig. 1, the position and depth of the reflec-
tion (R) minimum essentially depends on the tempera-
ture, radiation polarization, the component ratio in
solid solution Bi1 – xSbx, and the dopant (Sn or Te).

The long-wavelength portion of the spectra shown
in Fig. 1 covers the optical-phonon frequency range,
while the plasma edge lies in the higher frequency
range ν > 200 cm–1.

For all of the reflection spectra depicted in Fig. 1,
another minimum in addition to that associated with
plasma is observed in the vicinity of the wave number
with ν = 110 cm–1. The results of temperature measure-
ments, performed using an AFS-01 Fourier spectrome-
ter at the Institute of Metal Physics (Yekaterinburg),
001 MAIK “Nauka/Interperiodica”
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indicate (Fig. 1) that the discovered minimum is tem-
perature-dependent, and the reflection coefficient devi-
ates from the Drude model prediction in the long-wave-
length region.

On the basis of the presented spectra, we argue that,
in the spectral range ν = 90–120 cm–1, along with the
plasma interaction, an additional effect of radiation on
the crystal manifests itself. The spectral position of the
revealed feature is found to be independent of radiation
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Fig. 1. Reflection spectra: (1) Bi0.97Sb0.03 〈0.02 at. % Zn〉 ,
nonpolarized radiation; (2) Bi 〈0.16 at. % Sn〉 , E || C3;
(3) Bi0.97Sb0.03 〈0.07 at. % Sn〉, E || C3; (4) Bi 〈0.16 at. % Sn〉,
E ⊥ C3; (5, 6) Bi0.97Sb0.03 〈0.001 at. % Te〉 , E ⊥ C3; (7) cal-
culation following the Drude model. T = (1–4) 80, (5) 20,
and (6) 100 K.

Fig. 2. The bold curve represents the experimental reflection
spectra of (1) Bi0.97Sb0.03 〈0.1 at. % Sn〉  and
(2) Bi0.93Sb0.07〈0.15 at. % Sn〉  at T = 80 K, E ⊥ C3; the
dashed curve is derived within the Drude model in accor-
dance with (2); and the thin solid curve is derived on the
basis of the Drude–Lorentz model in accordance with (1).
polarization, carrier density, the position of the chemi-
cal potential within the energy bands, and the Sb con-
tent, up to a concentration of at least 7 at. %. However,
the additional interaction was shown to be temperature-
dependent. The body of data on the additional radia-
tion–crystal interaction suggests that, in the wave num-
ber range ν = 90–120 cm–1, the most probable mecha-
nism of this effect is the absorption of radiation by lat-
tice vibrations. The frequency of longitudinal optical
phonons at the Γ point of the Brillouin zone (100 cm–1,
12.4 meV [7]) is closest to the observed minimum.

For a more sophisticated qualitative and quantitative
analysis of the experimental spectra, we employed the
Kramers–Kronig dispersion relations linking the phase θ
and the amplitude R of the reflected wave. Proceeding
from the given frequency dependence of the reflection
coefficient, Kramers–Kronig relations enable one to
obtain spectral dependences of the real ε' and imagi-
nary ε'' parts of permittivity and also the spectral depen-
dence of the energy loss –Im(ε–1) = ε''/[(ε')2 – (ε'')2].
Further analysis of optical functions thus derived per-
mits the determination of plasma frequencies ωp,
plasma-oscillation damping time τp, and of high-fre-
quency permittivity ε∞ without sticking to any particu-
lar model for radiation–crystal interaction. The
obtained parameters were considered as initial for the
permittivity calculation within the context of a model
accounting (in adiabatic approximation) for the contri-
bution of free carriers ε(ω)fc and lattice vibrations
ε(ω)ph:

(1)

Free carrier contribution was taken into account
according to the Drude model, where, for ωpτ @ 1, the
real and imaginary parts of permittivity are expressed as

(2)

To describe the contribution of the lattice long-
wavelength optical vibrations to the real and imaginary
permittivity parts, we used the model of a damped
oscillator (the Lorentz model):

(3)

where  is the phonon-oscillator damping parameter,
ε0 is the static or low-frequency permittivity at frequen-
cies that are considerably lower than the transverse
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optical-phonon cutoff frequency ω0. The parameters ε0

and ω0 are related to the  and the transverse optical
phonon cutoff frequency ω0 by the Lyddane–Sachs–
Teller relation:

(4)

The reflection coefficient calculated according to
the presented model is shown in Fig. 2 together with the
experimental data obtained for two different samples.
As can be seen from the plot, the calculated spectral
dependence of the reflection coefficient agrees satisfac-
torily with the experiment for most of the studied fre-
quency range. The parameters ensuring the closest fit of
the simulated spectra to the experimental curves have
been calculated using an autofitting procedure and are
listed in the table. The table also presents the Drude
model parameters ensuring the best fit of calculated
spectra to the experiment and the static relaxation time
τc obtained from the measurements of electrical con-
ductivity.

As is evident from the table, the consideration of not
only the plasma but also of the lattice contribution to
permittivity changes the plasma frequencies by a factor
of 1.3 compared to those calculated by the Drude
model, reduces the discrepancy between the optical and
static relaxation times, and improves the agreement
between the calculated and experimental spectra
(Fig. 2). The above results confirm our conclusion that
the role of interaction of radiation with optical phonons
is significant.

The spectra shown in Fig. 2 indicate that the interac-
tion mechanism considered above is most pronounced
in Bi crystals and Bi–Sb alloys doped with a donor Sn
impurity. The enhanced interaction of radiation with
optical phonons in this case may be due to the ionized
impurity present in the lattice and the approach of the
plasma frequencies toward the optical-phonon fre-
quency range.

The most complex behavior of the reflection spectra
takes place for the geometry k ⊥ C3 (k is the wave prop-
agation vector) when the frequency of one or both
plasma-associated minima is close to the optical-
phonon frequency range. The spectra obtained in this
geometry essentially differ in shape from those pre-
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dicted by the Drude model (Fig. 3, curves 1, 2). More-
over, a noticeable difference is observed in the schemes
for the spectra obtained using either a polarizer or an
analyzer (the polarizer being installed between the radia-
tion source and the detector and the analyzer, between the
sample and the detector). Figure 3 shows (curves 1–4)
that in passing from the scheme involving a polarizer to
that with an analyzer, the plasma frequency changes
and the reflection spectrum acquires an additional min-
imum. It is readily seen that the additional minimum is
associated with plasma oscillations, much like the min-
imum observed in the reflection spectrum of nonpolar-
ized radiation (Fig. 1, curve 1). Apparently, spectra 3
and 4 in Fig. 3 should be interpreted as a manifestation

of the two modes  and  of anisotropic plasma,
rather than as a result of plasmon–phonon mode mix-
ing. For the interaction of nonpolarized radiation with
anisotropic plasma of charge carriers, the mutually per-
pendicular plasma modes are likely to be linked via the
interaction with optical phonons. We note that the dif-
ference between the spectra obtained using a polarizer
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Fig. 3. Reflection spectra at T = 80 K. (1–4) Bi0.97Sb0.03
〈0.1 at. % Sn〉  sample; (1, 2) in the polarizer setup, (3, 4) in
the analyzer setup; (1, 3) E || C3, (2, 4) E ⊥ C3. (5–9) The
Bi0.97Sb0.03 〈0.15 at. % Sn〉  sample; (7, 8) in the polarizer
setup, (5, 6) in the analyzer setup, and (9) with nonpolarized
radiation; (5, 7) E || C3, (6, 8) E ⊥ C3.
The parameters of the simulated reflection spectra at T = 80 K

Sample, polarization
Drude model Drude–Lorentz model

τc
ε∞ ωp τp ω1 ω0 τph ωp τp

Bi〈0.16 at. % Sn〉 , E || C3 70 3.9 1.35 2.5 2.1 1.15 3.1 75 33

Bi0.97Sb0.03〈0.1 at. % Sn〉 , E ⊥  C3 120 5.63 1.85 2.45 2.1 1.95 4.3 8 7

Bi0.93Sb0.07〈0.05 at. % Sn〉 , E ⊥  C3 105 6.3 1.22 2.4 2.0 2.05 4.1 6 4

Note: Frequencies are expressed in units of [1013 s–1]; times, in units of [10–13 s]; and τc is the static relaxation time derived from the
electrical conductivity measurements.
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and those obtained using an analyzer completely van-
ishes if the plasma frequencies shift from the optical-
phonon frequency range to the higher frequency region
(Fig. 3, curves 5–8).
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Abstract—Porous silicon carbide layers obtained by electrochemical etching of 6H-SiC at three anode current
densities were investigated. X-ray double- and triple-crystal diffractometry and scanning electron microscopy
were used to study the structure of porous SiC layers before and after high-temperature sublimation growth of
6H-SiC epilayers. The density of pores in the structure is found to be independent of the current density in elec-
trochemical etching. The effective diameter of pores increases with increasing current density, resulting in
higher porosity of the structure. High-temperature annealing modifies the structure without changing the sam-
ple porosity. The structural rearrangement is accompanied by coalescence of single pores and an increase in
their diameter. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Persisting interest in porous-silicon properties and
its industrial application inevitably stimulates studies
of porous layers of other semiconductor materials.
Among these, silicon carbide attracts special attention
due to its thermal, electrical, and mechanical character-
istics. Although porous silicon carbide (por-SiC) has
long been known, mainly its photoluminescent proper-
ties have been studied [1–3]. Only a few studies have
been devoted to the structural properties of por-SiC
itself [4, 5]. Previously, we have demonstrated the pos-
sibility of obtaining high-quality 6H-SiC films on
porous SiC, up to 10 µm thick, by vacuum sublimation
epitaxy [6].

The objective of this study was to compare the char-
acteristics of porous SiC before and after high-temper-
ature growth of thin (0.5–3 µm) epitaxial 6H-SiC films
using X-ray diffractometry and scanning electron
microscopy (SEM).

2. EXPERIMENTAL

Like porous silicon, porous SiC is obtained by elec-
trochemical anodizition [1, 7]. Parts of a commercial
6H-SiC wafer (produced by CREE with the carrier con-
centration of 3 × 1018 cm–3) misoriented by 3.5° with
respect to the c axis were used in the experiments. The
opposite faces of the wafer were treated differently. The
working (0001)Si face was polished, and the opposite
face, lapped. The samples were anodized under UV
illumination of the sample surface in HF : H2O :
C2H5OH = 1 : 1 : 2 electrolyte at three current densities:
20, 60, and 100 mA/cm2. The etching duration was cho-
sen so that the same charge passed through the sub-
strate for 15, 5, and 3 min, respectively.
1063-7826/01/3502- $21.00 © 20153
Thin (several µm) epitaxial 6H-SiC films were
grown on porous SiC in a vertical water-cooled quartz
reactor by vacuum sublimation at 2000°C. The growth
technology is described elsewhere [8].

The thickness and morphology of porous SiC were
determined from cross-sectional SEM images of the
samples.

X-ray studies were performed using double- and tri-
ple-crystal diffractometry (DCD and TCD) with CuKα1
radiation. The sample porosity was evaluated using
X-ray absorption porometry [9] (with ±5% accuracy)
and gravimetry. Macrostresses were evaluated from the
DCD-measured sample bending radii R using the
Stoney relation [10]. The bending radius was measured
by recording the angular shift of the reflection peak for
a sample in its linear X-ray scanning [11]. The struc-
tural perfection of layers was monitored by the behav-
ior of the angular full width at half-maximum (FWHM)
of a diffraction peak for the symmetric Bragg (0006)
reflection. In TCD measurements, θ- and (θ–2θ) scan-
ning modes were used.

3. RESULTS AND DISCUSSION

3.1. Scanning Electron Microscopy

The thickness of porous SiC before and after high-
temperature growth of epilayers was measured on
freshly cleaved samples. Figure 1a shows a cross-sec-
tional SEM image of porous SiC immediately after the
anodic etching of the substrate. As can be seen, not all
pores reach the sample surface, as in the case described
in [4, 5]. Near the surface, pores are nearly parallel to
it. Deeper inside the substrate, pores are aligned per-
pendicular to the surface (Fig. 1b), forming “herring-
bone” structures in cross section. The well-defined
001 MAIK “Nauka/Interperiodica”



 

154

        

SAVKINA 

 

et al

 

.

                                          
boundary between the substrate and the porous layer
allows a relatively precise determination of the porous
layer thickness. Initial porous SiC thicknesses in our
samples were 26, 18, and 16 µm for anodic etching cur-
rent densities of 20, 60, and 100 mA/cm2, respectively.
That is, the rate of the porous SiC layer growth
increased nonlinearly with current density, being,
respectively, 1.73, 3.6, and 5.33 µm/min.

(a)

(b)

20 kV 00060 100 nm

20 kV 00100 100 nm

Fig. 1. Cross-sectional SEM image of porous SiC: (a) near
the substrate surface and (b) inside the layer.
Heating to 2000°C in vacuum modifies the porous
SiC structure for all the three samples, especially at the
porous SiC–substrate interface (Fig. 2). Pores not only
become larger, but their cross section changes as well.
Porous SiC prepared at 100 mA/cm2 suffers the greatest
changes near its lower interface, while the upper inter-
face por-SiC–epilayer looks nearly the same in all the
samples.

It is necessary to note that the present technology
includes epitaxial polishing etching of a sample imme-
diately before the epilayer growth. Comparison of
porous-layer thicknesses before and after high-temper-
ature growth implies that 4 µm of the porous layer has
been removed during the sublimation etching. There-
fore, the epilayer was grown on the portion of porous
SiC where pores are aligned perpendicular to the sam-
ple surface.

3.2. X-ray Diffractometry

3.2.1. Bending and macrostresses in the samples.
Table 1 lists the curvature radii R, biaxial stresses σa,
calculated from these radii, macrostrains εz normal to
the sample surface, and half-widths of the reflection
curves obtained by DCD and TCD.

The curvature radii R in Table 1 were calculated
from the experimental radii, taking into account the ini-
tial substrate curvature before the growth process,
resulting from different types of treatment of the sub-
strate surfaces (polishing of the working silicon surface
and lapping of the back carbon surface).

During por-SiC layer fabrication on an SiC sub-
strate, the sign of the substrate curvature is reversed
(the initially concave sample becomes convex). How-
ever, sample curvature radii remain practically
unchanged under the anodic etching with increasing
current density. The biaxial tangential stresses in
porous SiC, calculated by the Stoney relation, are com-
pressive, and the strain normal to the sample surface
20 kV 00100 300 nm20 kV 00060 300 nm20 kV 00020 300 nm

(b) (c)(a)

Fig. 2. Cross-sectional SEM image of por-SiC–substrate interfaces after high-temperature epilayer growth at anode current densities
j = (a) 20, (b) 60, and (c) 100 mA/cm2.
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εz = δd/d, calculated from these stresses, has a positive
sign.

When an epitaxial SiC layer is grown on the initial
substrate, the sample curvature sign also changes, and
biaxial compressive stresses in such a layer are as high
as σa = –1.34 GPa.

Growth of 0.5–3-µm-thick epitaxial SiC layers on
porous SiC does not change the sign of the sample cur-
vature, but its absolute value slightly increases com-
pared with porous SiC on a substrate before layer
growth. Calculations show that biaxial stresses in epil-
ayers on porous SiC are lower compared with porous
SiC on a substrate for current densities of 20 and
60 mA/cm2. However, for a current density of
100 mA/cm2, stresses in the epilayer exceed those in
porous SiC.

This behavior of sample macrobending in growth of
thin epitaxial SiC layers on porous SiC may be due to a
structural transformation of the initially grown porous
SiC. The increase in biaxial stresses in the epilayer
grown on porous SiC of the highest porosity
(100 mA/cm2) may have the same origin. As mentioned
above, the SEM data for this sample were indicative of
the most significant modification of the porous-layer
structure upon vacuum annealing. It should also be
noted that in this case the epilayer is considerably thin-
ner (0.5 µm).

On the whole, biaxial compressive stresses in epil-
ayers on porous SiC are 4–6 times lower than those in
the layer grown on the initial SiC substrate.

3.2.2. Diffraction curves. Table 1 presents FWHM
values for DCD and TCD schemes of diffracted inten-
sity recording. The correction for sample curvature is
included in the FWHM values listed.

The parameters of DCD rocking curves obtained
from the initial substrate and from the SiC epilayer
deposited on it coincide. At the same time, the more
sensitive TCD method shows a minor decrease in half-
SEMICONDUCTORS      Vol. 35      No. 2      2001
width for both θ and (θ–2θ) curves taken from the epil-
ayer, related, respectively, to micro-misorientation of
diffracting planes and to the level of microstrain in the
direction normal to the surface. In this case the struc-
tural uniformity over the sample area is substantially
higher for the epilayer compared with the substrate.

DCD rocking curves for all the porous SiC samples
on SiC substrate have the same shape, consisting of a
narrow peak on a wide diffuse “pedestal” (Fig. 3). The
FWHM values of the narrow (dynamic) peak ωθ for
porous SiC, exceeding by more than a factor of 1.5
those for the initial substrate, grow insignificantly with
increasing current density. This is not surprising, since
the anodic etching is a mild process of material removal
in fabrication of porous samples without substantial
damage to the crystal matrix of the initial substrate. At
the same time, (θ–2θ) curves have the form of a narrow
symmetric peak, indicating the matching of porous SiC
and substrate lattice parameters for all the current den-
sities.

The wide low-intensity portion of the DCD rocking
curve is associated with diffuse scattering on the porous
structure [12]. DCD measurements with a narrow slit in
front of the counter demonstrated that the diffuse scat-
tering is anisotropic and extends along the θ-scanning
direction, thus reflecting the shape anisotropy of pores
oriented normal to the surface. The diffuse peak width
ωds yields the effective pore diameter. The decrease in
ωds with increasing current density reflects the fact that
this diameter grows (from 0.022 µm for 20 mA/cm2 to
0.028 µm for 100 mA/cm2). The diffuse peak shape
with a flat top is due to the interference between X-rays
scattered by neighboring pores [12].

Further growth of the epilayer on porous SiC leads
to a decrease in the half-width for both the narrow and
the diffuse peaks. Since the epilayers are thin
(0.5−3 µm), the diffraction curve is mainly determined
by the underlying porous SiC. Therefore, we ascribe
the modification of the diffraction curve parameters to
Table 1.  X-ray data for porous SiC layers before and after high-temperature epilayer growth

Sample R, m σa, GPa εz, 10–3

DCD TCD

ω/ωds, ωθ, ωθ – 2θ,

seconds of arc 

Initial substrate –3.40 22/– 20 6.8

Substrate + SiC epilayer +4.07 –1.34 +2.70 22/– 18 5.5

PSC (20 mA/cm2) +2.03 –0.21 +0.41 35/2144 34 7.9

PSC + SiC epilayer +2.28 –0.20 +0.40 28/1010 25 7.6

PSC (60 mA/cm2) +1.82 –0.33 +0.66 37/2059 34 7.5

PSC + SiC epilayer +2.14 –0.30 +0.60 30/811 24 6.5

PSC (100 mA/cm2) +1.90 –0.36 +0.72 38/1856 37 7.4

PSC + SiC epilayer +2.28 –0.42 +0.84 46/683 40 5.9

Note: PSC stands for porous SiC (anodizing current density is given in parentheses), DCD and TCD are double- and triple-crystal diffractometry.
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Fig. 3. CuKα (0006) rocking curves measured using a double-crystal diffractometer. For clarity, the curves are shifted along the ordi-
nate.
the annealing of porous SiC at 2000°C prior to epitaxial
growth. The pronounced (by a factor of 2–3) decrease in
ωds indicates a structural rearrangement in porous SiC.
The evaluated pore diameter increases to 0.052 µm for
20 mA/cm2 and 0.077 µm for 100 mA/cm2.

The modification of the diffuse peak shape is related
not only to the structural rearrangement in porous SiC,
but also to the contribution of the thin epilayer to the
obtained rocking curve. The X-ray diffraction charac-
terization of the epilayer is hindered by the fact that it
is 10–20 times thinner than porous SiC and by the coin-
cidence of their peak positions in the diffraction curve.
Nevertheless, the half-width of the dynamic peak sug-
gests that the structural characteristics of the layer are

Table 2.  Porous SiC layer characteristics before and after
high-temperature epilayer growth

j = 20 mA/cm2 j = 100 mA/cm2

before 
annealing

after 
annealing

before 
annealing

after 
annealing

h, µm 26 22 16 12

P, % 11.3 20

Ph, % µm 294 330

d, µm 22 × 10–3 52 × 10–3 28 × 10–3 77 × 10–3

V, µm3 0.986 × 10–2 4.67 × 10–2 0.986 × 10–2 5.6 × 10–2

N, cm–2 3 × 1010 0.53 × 1010 3.25 × 1010 0.43 × 1010

S, µm2 1.8 3.59 1.41 2.9

Note: h stands for the porous SiC thickness; P, the gravimetric
porosity; d, the pore diameter; V, the pore volume; N, the sur-
face density of pores; and S, the pore surface area.
not inferior to those of the initial substrate. However,
unlike the latter, the epilayer is uniform over the sample
area.

The use of asymmetrical reflections allows one to
reduce the depth of X-ray penetration into the sample,
thus increasing the contribution of the thin epilayer to

the recorded signal. Measurements for the 
reflection (the angle of incidence was 9°) demonstrated
that its half-width decreases for epilayers grown both
on the initial substrate and on porous SiC (e.g., the
reflection half-width falls from 50′′  to 40′′  for an epil-
ayer on the initial substrate), thus indicating the
improvement of the crystal quality of epitaxial SiC.

3.2.3. Sample porosity. X-ray studies yield poros-
ity characteristics close to those obtained by gravimetry
and effective pore diameters d obtained under the same
assumptions as in [12]: (1) the pore is cylindrical and
(2) pore openings on the surface form a square lattice.
From these data, the volume and the surface area of a
single pore can be obtained, along with the surface den-
sity of pores, N (Table 2). In the calculation, we have
taken into account that the removed SiC volume for all
the three samples coincides, because the charge passed
through the substrates in anodic etching was the same.
This conclusion is supported by the fact that Ph ≈ const,
where P is the layer porosity and h is its thickness. Evi-
dently, Ph = NV, where N is the number of pores per
1 cm2 of the sample surface, and V is the volume of a
single pore. It can be seen from Table 2 that the pore
volume does not grow with increasing current density
in anodic etching, and, therefore, the number of pores
remains constant in this current density range, N ≈
3 × 1010 cm–2. Hence, the increase in the porosity with

101.10
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current density is due to the growing effective pore
diameter, rather than to an increasing number of pores.
At the same time, the pore surface area becomes
smaller with increasing current density, owing to the
decrease in the porous layer thickness with the simulta-
neously growing pore diameter.

X-ray data show that, within the experimental error,
the porosity remains unchanged upon annealing of the
porous sample prior to SiC epilayer deposition. At the
same time, the number of pores decreases, and the sur-
face area and the volume of a single pore increase
(Table 2). This fact can be attributed to a structural rear-
rangement of porous SiC during high-temperature
annealing, resulting in coalescence of individual pores,
with their diameter increasing, as seen in Fig. 2. We
may assume that the structural reconstruction is associ-
ated with material sublimation inside the pores, and
also with the stresses existing in porous SiC.

4. CONCLUSION
Heating of porous silicon carbide to 2000°C and

further epilayer growth on it cause a structural transfor-
mation in porous SiC, followed by the coalescence of
individual pores and a decrease in their number. At the
same time, the 4- to 6-fold reduction of biaxial com-
pressive stresses in the epilayer on the porous SiC sur-
face, improved uniformity of the diffraction character-
istics of the epilayer over the entire sample area, and the
previously observed order-of-magnitude decrease in
the dislocation density in a thick layer [6] open up pros-
pects for application of these layers as buffers. How-
ever, further investigations are necessary to determine
SEMICONDUCTORS      Vol. 35      No. 2      2001
the optimal conditions of formation and subsequent
annealing of porous SiC.
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Abstract—Transport coefficients in (Pb0.78Sn0.22)1 – xInxTe solid solutions with indium content x = 0.03 and
0.05 additionally doped with acceptors (Tl) or donors (Cl) have been measured and analyzed. The Seebeck
coefficient S is positive for x = 0.05 in the low temperature range 77–200 K; its sign changes to negative when
the Tl acceptor is added. This unusual behavior of the thermoelectric power can be attributed to hopping con-
duction at a nonmonotonic energy dependence of the density of localized states. The density-of-states function
has been determined at x = 0.03 and 0.05 from experimental data on the thermopower. Theoretical estimates of
the Nernst–Ettingshausen coefficient are made for x = 0.03 additionally doped with Cl. The estimates are based
on taking into account, along with the hopping conduction, the contribution from electrons with energies above
the mobility edge and on using the critical electrical conductivity exponent obtained in the percolation theory.
The activation energies characterizing the temperature dependences of conductivity and Hall and Nernst–
Ettingshausen coefficients are discussed and compared. © 2001 MAIK “Nauka/Interperiodica”.
The hopping conduction via localized states related
to In impurities has been observed and studied in PbTe
semiconductor compound and in solid solutions on its
basis [1–6]. A characteristic feature of the In impurity
states in IV–VI semiconductors is strong localization
[7] characterized by an effective wave function radius
one order of magnitude smaller than the effective Bohr
radius in the semiconductors most widely studied [8].
That is why hopping conduction via In states was
observed at unusually high impurity concentrations
(x . 2–22 at. %).

The In impurity energy levels decrease owing to the
partial substitution of tin atoms for lead in PbTe, pass-
ing into the energy gap when the tin content in the solid
solution is about 20 at. %. This circumstance enables us
to study the hopping conduction via In-related local-
ized states in the Pb0.78Sn0.22Te solid solution under
more favorable conditions compared with PbTe. For
this reason, the hopping transport phenomena (electri-
cal conductivity σ, thermopower S, and Hall R and
Nernst-Ettingshausen Q coefficients) were studied in
detail only in the solid solution of the composition
mentioned above [2–6].

Analysis of the temperature dependence of electri-
cal conductivity σ(T) has shown that the electronic
transport at temperatures within the range 100–400 K is
due to electron hopping between neighboring impurity
sites [3]. The temperature dependence of the Seebeck
coefficient S is rather complicated. In particular, for an
In content x = 0.05 and higher, the thermopower
changes its sign at a temperature of about 200 K, with
positive thermopower being observed at T < 200 K.
A model of the energy spectrum of localized electrons
was proposed to explain these experimental observa-
1063-7826/01/3502- $21.00 © 20158
tions. The density of states g(ε) was assumed to be a
nonmonotonic function of energy dg/dε, having a peak
near the chemical potential µ. With changing tempera-
ture, the chemical potential passes through the peak,
which leads to a change in the sign of the derivative
dg/dε, accompanied by a change in the thermopower
sign.

In order to check our supposition concerning the
nonmonotonic shape of the density of states g(ε) we
used additional doping with electrically active impuri-
ties that create no localized states in the energy range
studied but shift the chemical potential, thereby chang-
ing the sign of the derivative dg/dε near µ. The addi-
tional doping with donors (Cl) and acceptors (Tl) at x =
0.03 [5] did not change the thermopower sign; i.e., the
g(ε) function was monotonic at this In content.

In this study, the thermopower was measured at the
indium content x = 0.05 and with additional doping
with thallium. The thermopower sign change obtained
confirms our hypothesis on the nonmonotonic behavior
of the density of states. The density of states as a func-
tion of energy is calculated at x = 0.05 and 0.03, using
the experimental results on electrical conductivity and
thermopower, obtained in this study and in [5]. Also,
theoretical estimates of the Nernst–Ettingshausen coef-
ficient in the case of additional doping with chlorine are
carried out and compared with the earlier obtained
experimental data [6]. The temperature dependence of
the reciprocal Nernst–Ettingshausen coefficient is char-
acterized by the activation energy, which is compared
with the corresponding parameters determined from
the temperature dependences of the electrical conduc-
tivity and the Hall coefficient.
001 MAIK “Nauka/Interperiodica”
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1. THERMOPOWER AND ELECTRICAL 
CONDUCTIVITY IN THE CASE OF ADDITIONAL 

DOPING WITH THALLIUM

The temperature dependence of thermopower in the
(Pb0.78Sn0.22)1 – xInxTe solid solution at x = 0.03 [2, 4] in
the nearest-neighbor hopping transport regime can be
described by the expression obtained in [9] using the
effective medium technique:

(1)

where εh is the activation energy of hopping conductiv-
ity, e is the absolute value of the electron charge, and
k is the Boltzmann constant. The agreement between the-
oretical and experimental values at x = 0.03 is achieved
under the assumption that the last multiplier in (1) is
positive and weakly dependent on temperature; then
the thermopower is negative and the sum in the paren-
theses gives the minimum value of the function |S | =
−S(T) at T ≈ 200 K [4]. With the indium content
increasing to x ≥ 0.05, we have, instead of the minimum
of |S |, a change in the thermopower sign at about 200 K,
indicating a change in the sign of the derivative
(dg/dε)ε = µ. If the chemical potential µ is close to the
density-of-states g(ε) peak, its relatively small shift can
lead to a pronounced change in thermopower. The pos-
itive sign of the thermopower at low temperatures, T <
200 K, can be explained by a shift of the chemical
potential from the peak of g(ε) to the energy range
where the derivative dg/dε is negative, i.e. toward the
soft gap in the electronic spectrum [2]. With increasing
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Fig. 1. Electrical conductivity in (Pb0.78Sn0.22)0.95 – yIn0.05TlyTe
samples vs. reciprocal temperature. Thallium content y:
(1) 0, (2) 0.5, (3) 1, (4) 1.5, and (5) 2 at. %.
SEMICONDUCTORS      Vol. 35      No. 2      2001
temperature, the chemical potential passes from the gap
to lower energies, where dg/dε > 0 and the sign of the
thermopower in the solid solution doped with indium
becomes conventional, i.e., negative.

To verify this hypothesis, we lowered the chemical
potential in samples with a fixed indium content x =
0.05 by introducing an additional acceptor impurity Tl
(from 0 to 2 at. %). Both thallium and indium substitute
cations in the crystal lattice. Although Tl impurities are
known to create resonance states in PbTe and its solid
solutions [7, 10], the related energy levels are located in
the valence band far away from the chemical potential,
and their filling with electrons ensures an acceptor-like
compensation effect. In this case every Tl atom accepts
a single electron.

Samples were fabricated using the metal-ceramic
technique and subjected to homogenizing annealing at
650°C for 100 h.

The temperature dependence of conductivity σ(T)
was exponential within the range 100–400 K. The acti-
vation energies εh of hopping conductivity were
obtained from the slope of the straight line depicting
lnσ as a function of T–1 (Fig. 1). The dependence of the
parameter εh on the thallium content was weak, within
the experimental error εh = (45 ± 5) meV in all solid
solution samples at indium content x = 0.05.

The thermopower S steadily decreased at all temper-
atures with increasing thallium content (Fig. 2). At low
temperatures this decrease lead to a change in the ther-
mopower sign from positive to negative, which con-
firms the above assumption that the density of localized
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Fig. 2. Thermopower in (Pb0.78Sn0.22)0.95 – yIn0.05TlyTe
samples vs. temperature. Thallium content y: (1) 0, (2) 0.5,
(3) 1, (4) 1.5, and (5) 2 at. %.
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states has a peak as a function of energy. In samples
with the maximum thallium content of 2 at. %, the ther-
mopower has the conventional negative sign at all tem-
peratures.

We note that the observed pattern of the ther-
mopower dependence on the concentration of the elec-
trically active impurities is absolutely uncommon for
semiconductors with wide allowed bands, to which
IV−VI semiconductors belong. Doping with large
amounts of a donor (indium) leads to an anomalous
positive thermopower at relatively low temperatures
T < 200 K. By contrast, addition of an acceptor (thal-
lium) changes the thermopower sign to the conven-
tional negative one. Such a result of doping, however,
can be properly explained taking into consideration the
hopping character of conduction at a complicated spec-
trum of localized states, containing a density-of-states
peak and a soft gap.

2. FINDING THE DENSITY
OF LOCALIZED STATES

The quantity

(2)

can be found using (1) for any composition and fixed
temperature at known thermopower S and activation
energy εh of hopping conductivity. The quantity f is a
function of electron density n in localized states. The
predominance of the hopping conduction mechanism
means that only a small proportion of electrons intro-
duced by impurities are in extended states of the con-
duction band, and, therefore, we can assume with suffi-
cient accuracy that the electron density n is equal to the
difference of the donor and acceptor concentrations:

(3)

Having a set of samples with varied thallium con-
tent, we obtain the function f(n). The fixed content of
indium producing localized states ensures an invariable
density-of-states function g(ε). Varying the chemical
potential µ, we probe the function g at different ener-
gies and can reconstruct the density of states g(ε) from
the experimentally determined function f(n).

f
d gln

dε
------------ 

 
ε µ=

=

n N In NTl– .=

Table 1.  Experimental Seebeck coefficients S at T=100 K and
the function f(n) for (Pb0.78Sn0.22)0.95In0.05Te additionally
doped with thallium

Sample no. NTl, at. % S, µV/K n, 1020 cm–3 f, eV–1

1 0 40 7.5 –3.2

2 0.5 40 6.8 –3.2

3 1.0 25 6.0 –2.0

4 1.5 –9 5.3 +0.7

5 2.0 –40 4.5 +3.2
Transforming the expression for f with the use of the
equality

(4)

gives

(5)

Obviously, at the edge of the impurity band g  0,
and, with the chemical potential approaching the edge,
n  0. This allows us to integrate (5):

(6)

Integration of (4) gives:

(7)

where n0 is the minimum of the available electron con-
centrations in samples with the maximum thallium con-
tent Tl, and µ0 is the corresponding chemical potential.
Numerical calculation of the integrals (6) and (7) gives
the functions µ(n) and g(n); i.e., the function g(µ) in the
parametric form. Because of the limited solubility of
thallium, it is impossible to reach the value n0 = 0,
which forces us to extrapolate the experimentally
obtained function f(n) to n = 0, but the result of calcu-
lation by formula (6) is qualitatively independent of the
extrapolation method. As regards the constant µ0 in for-
mula (7), it remains unknown; i.e., the energy origin is
undetermined.

The experimental data obtained at NIn = 5 at. % are
presented in Table 1 for the temperature T = 100 K.
After numerical integration using (6) and (7) we get a
curve with a peak depicting the densities of localized
states (Fig. 3).

Similar calculations were carried out for samples
with indium content of 3 at. %, using the experimental
data published in part earlier [5]. The sign of the ther-
mopower was negative in these samples at any temper-
ature. Additional doping was done both with donors
(chlorine) and acceptors (thallium). An analysis of the
temperature dependence of conductivity also demon-
strated that the activation energy εh weakly depends on
the concentration of additional impurities and can be
taken to be (35 ± 5) meV in all samples. The data
obtained from the thermopower S at room temperature
T = 300 K are presented in Table 2. Calculation of the
density-of-states function (Fig. 4) shows that this func-
tion is monotonic but has an inflection point instead of
a maximum, which is, presumably, a weak manifesta-
tion of the indium-related impurity band.
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3. NERNST–ETTINGSHAUSEN COEFFICIENT
AT x = 0.03 AND ADDITIONAL DOPING

WITH CHLORINE

Experimental data on the Nernst–Ettingshausen
effect Q in (Pb0.78Sn0.22)0.97In0.03Te additionally doped
with chlorine were presented in [6]. The data were dis-
cussed in terms of the model taking into account both
the hopping conductivity via localized states, σh, and
the band conductivity σb of electrons with energies
above the mobility edge εC. The model employed
explained the sign, the order of magnitude, and the type
of the temperature dependence of the Nernst–Etting-
shausen coefficient. At the same time, there are inaccu-
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Fig. 3. Density of localized states g as a function of energy
ε = µ in (Pb0.78Sn0.22)1 – xInxTe sample at x = 0.05, T =
100 K.
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racies in the theoretical estimates made in [6] for a sam-
ple without additional doping. Firstly, the effective
scattering parameter r was erroneously identified with
the critical exponent obtained in the percolation theory.
Secondly, the formulas used for estimation were
derived for the case when the electron density of
extended states is proportional to ε1/2, whereas it would
be more correct to assume it constant near the mobility
edge in the narrow band having a width on the order of
kT. Therefore, it is worthwhile to return to theoretical
estimates of Q in order to refine and supplement the
previous calculations by including into consideration
the data for samples with additional doping. Moreover,
the activation energy εh of hopping conductivity is
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Fig. 4. Density of localized states g as a function of energy
ε = µ in (Pb0.78Sn0.22)1 – xInxTe sample at x = 0.03, T =
100 K.
Table 2.  Experimental Seebeck coefficients S at T = 300 K and the function f(n) for (Pb0.78Sn0.22)0.97In0.03Te additionally
doped with chlorine (samples C1–C7) and with thallium (samples T1–T4)

Sample no. NTl, at. % NCl, at. % S, µV/K n, 1020 cm–3 f, eV–1

C7 3.0 –190 9.0 13.6

C6 2.5 –140 8.3 9.9

C5 2.0 –95 7.5 6.8

C4 1.5 –88 6.8 6.5

C3 1.0 –80 6.0 5.8

C2 0.5 –55 5.3 3.9

C1 0 –38 4.5 2.5

T1 0 –38 4.5 2.5

T2 0.5 –100 3.8 6.8

T3 1.0 –150 3.0 10.6

T4 1.5 –140 2.3 9.0
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obtained in the present study from the temperature
dependence of the Nernst–Ettingshausen coefficient
Q(T) and compared with similar values obtained from
the temperature dependences of conductivity σ(T) and
Hall coefficient R(T).

The model taking into account two kinds of conduc-
tion gives, after some transformations, the following
expression for the Nernst–Ettingshausen coefficient [6]:

(8)

where the measured quantities taking account of both
conductivity mechanisms are written without sub-
scripts, and the symbols with the subscript b stand for
partial quantities that could be observed with only the
band conduction mechanism. Three terms in (8) are
respectively labeled as Q1, Q2 and Q3,

The quantity Q3 is negative, its calculation by (8) cre-
ates no difficulties since the expression for Q3, contains
only directly measurable quantities: conductivity and
Hall and Seebeck coefficients.

In estimating Q2, we use the following expression
for the thermopower Sb due to extended electronic
states lying above the mobility edge:

(9)

where f0 is the Fermi–Dirac distribution σ(ε)dε is the
conductivity of electrons within the energy range dε. As
previously [6], we assume that the current flows via
percolation channels above the mobility edge, and the
function σ(ε) is proportional to (ε – εC)t, where t is the
critical conductivity exponent equal to 1.6 [8]. Further,
assuming µ < εC, we replace f0 by the Boltzmann distri-
bution at ε > εC and, using the integral representation
for the gamma-function, we get

(10)

The quantity εC – µ, equal to the activation energy εb

of band conductivity, is relatively small [6] and cannot
be found. (In the concluding part of this paper, discuss-
ing the activation energies obtained from various
kinetic coefficients, we give one more proof of the
small value of εb.) Therefore, we neglect, as before, the
second term in (10) to obtain

(11)
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The first term Q1 in (8) is proportional to the partial
Nernst–Ettingshausen coefficient Qb for delocalized
electrons. To estimate it, we must know the scattering
parameter r characterizing the energy dependence of
the relaxation time τ:

(12)

The mobility edge acts here as the edge of an allowed
band in the conventional theory of kinetic phenomena
in semiconductors. It is known from this theory that the
quantity σ(ε) appearing in the integrand for the band
conductivity is proportional to G(ε)τ(ε), where the
function G(ε) is determined by the energy dependence
of the density of states g(ε):

(13)

Assuming that the density of states weakly varies
within the layer of width kT near the mobility edge,
g(ε) ≈ const, we obtain G(ε) ∝  (ε – εC) and

(14)

On the other hand, σ(ε) ∝  (ε – εC)t; therefore, r = t –
1 = 0.6.

Calculation of Qb yields the same formula as that
furnished by the theory of kinetic phenomena in nonde-
generate semiconductors, regardless of the type of the
density-of-states function g(ε):

(15)

Using the expression for the Hall coefficient, taking
into account the hopping and band conduction mecha-
nisms, we obtain [6]

(16)

which gives, with account of (8) and (15),

(17)

Making use of formulas (8), (11), and (17), we can
estimate all the three terms in the expression for the
Nernst–Ettingshausen coefficient Q. The experimental
data on kinetic coefficients of the samples studied at
various temperatures are presented in Table 3. These
values are used for theoretical estimates of the three
terms in (8). As is evident from Table 4, the positive
term Q2 is the largest in absolute value. Only the term
Q3 is negative, and the sum of all three terms is positive
in all cases, in accordance with the experimental data.
The theoretical estimates also yield a correct order of
magnitude for Q and a temperature dependence pattern
consistent with the experiment.
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4. ACTIVATION ENERGIES OF THE HOPPING 
AND BAND CONDUCTIVITIES

Let us compare, considering only the exponential
factors in the expressions for temperature dependence
of the kinetic coefficients at predominating hopping
conduction, the activation energies of the quantities:

(18)

(19)

(20)

where εh and εb are, respectively, the activation energies
of hopping and band conductivity. The first two expres-

σ
εh

kT
------– 

  ,exp∝

R 1– εR

kT
------– 

  , εRexp∝ 2εh εb,–=

Q 1– εQ

kT
------– 

  , εQexp∝ εh εb,–=

Table 3.  Experimental data for four kinetic coefficients for
(Pb0.78Sn0.22)1 – xInxTe at x = 0.03

NCl,
at. % T, K σ,

Ω–1 cm–1 S, µV/K R, cm3/C Q/(k/e), 
cm2/(V s)

0 150 5 –80 –17 300

200 12 –41 –2.1 150

300 28 –45 –0.35 80

1 150 9 –127 –35 700

200 17 –80 –4.5 350

300 30 –80 –0.7 150

2 150 11 –180 –70 800

200 20 –120 –11 350

300 30 –125 –1.6 150

Table 4.  Results of the theoretical estimates for the Nernst–
Ettingshausen coefficient Q/(k/e) and for three components
of it in the formula (8), cm2/(V s)

NCl,
at. % T, K Q1/(k/e) Q2/(k/e) Q3/(k/e) (Q1 + Q2 + Q3)/(k/e)

0 150 50 220 –80 190

200 15 65 –12 68

300 6 25 –5 26

1 150 188 820 –465 543

200 46 199 –20 225

300 13 55 –5 63

2 150 460 2000 –1610 850

200 132 570 –307 395

300 29 125 –70 84
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sions are well known [8]; the third follows from the fact
that all the three terms in the expression for the Nernst–
Ettingshausen coefficient (8) are proportional to Rσ.

The values of εh and εR for samples not subjected to
additional doping have been compared earlier [3] (at
x = 0.03, εh = 44 meV and εR = 84 meV), and it has been
concluded that the parameter εb is relatively small and
that the activation energy εR is approximately 2εh. The
εQ value, determined from the experimental data [6], is
37 meV, i.e., close to εh, which is the second indepen-
dent proof of the smallness of εb. We determined all the
three activation energies (18)–(20) from experimental
data for samples additionally doped with chlorine. Tak-
ing into consideration the significant scatter of the
obtained parameters, we compare the values averaged
over five samples with a chlorine content Cl from 0 to
2 at. % (with 0.5 at. % increments): εh = 35 meV, εR =
93 meV, εQ = 32 meV. The relative values of these three
parameters are also in agreement with the concept that
the band conductivity is characterized by small activa-
tion energy εb and that the temperature dependence of
the Hall and Nernst–Ettingshausen coefficients is gov-
erned mainly by the activation energy εh of hopping
conductivity.
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Abstract—The data on a new phenomenon (a formation of the range of values for an electron-capture cross
section) are reported by the example of an electron trap with a discrete level of Ec – 0.2 eV in γ-La2S3 crystals;
the data were obtained by employing the thermally stimulated luminescence. The range of variations in the
cross section is as large as four orders of magnitude (10–23–10–19 cm2). A model, according to which the elec-
tron trap at Ec – 0.2 eV is a donor involved in the donor–acceptor pairs distributed in interatomic distances and
localized in the vicinity of a negatively charged dislocation, is suggested. It is shown that the formation of a
range of electron-capture cross sections is a result of a spread of the cross-section modulation factor at points
with different values of potential of the dislocation electric field. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Impurity-photoconductivity studies of fast electron
traps related to donor–acceptor pairs (DAPs) and to sin-
gle-, double-, and multiple-donor particles in II–VI
compounds [2–9] have shown that these traps possess
large electron capture cross sections (St ≥ 10–15 cm2)
characteristic of point defects with an attractive poten-
tial; in addition, it has been shown that the cross sec-
tions St decrease with increasing ionization energy (Et)
of the center in accordance with the theory of the
charge-carrier nonradiative capture [10].1 

An analysis of the known data on the kinetic prop-
erties of slow electron traps (R ! 1) makes it possible
to state that there are two groups of electron traps of
this type. Slow electron traps of the first group are char-
acterized by theoretically predictable kinetic proper-
ties, whereas the electron traps of the second group pos-
sess anomalous kinetic properties and are photoelectri-
cally inactive [9, 11]. As the results of studying the
thermally stimulated phenomena showed, these slow
traps may feature the cross sections St that (irrespective
of the electron-trap origin) decrease exponentially to
very small values on the order of 10–25 cm2 as the
energy released during electron localization decreases
(see, for example, [6, 9, 11–16]). If we hold to the con-
ventional concepts of individual properties of both
kinetic parameters and slow electron traps belonging to
the second group, then their interpretation meets seri-
ous difficulties from the standpoint of both the statisti-

1 According to the accepted concepts, the fast electron traps are the
centers for which the ratio of the probability of electron capture to
the probability of electron recombination is R @ 1 [1].
1063-7826/01/3502- $21.00 © 20164
cal aspect of the center’s charge state and the dynamic
aspect of the mechanism of capturing the charge carri-
ers by these centers.

Previously [6, 11], one of us suggested a model
according to which the electron traps with anomalous
kinetic properties are point defects located in the region
of collective electric fields within large-scale imperfec-
tions in a crystal. If the cross sections St for both the fast
and normal slow electron traps are intrinsic (unper-
turbed by other defects), then the cross sections of elec-
tron traps localized in the region of macroinhomogene-
ities become effective because of modulation by collec-
tive potential fields; to the first approximation, these
cross sections may be represented as St = St0exp(–ϕ/kT).
Here, St0 is the intrinsic cross section, and ϕ is the
recombination-macrobarrier height. This model not
only accounts for the known anomalous properties of
slow electron traps (for example, the exponential
increase in the cross sections St with increasing Et), but
also leads to a number of other inferences [11]. In par-
ticular, a discrete cross section St of a separate electron
trap may transform into a range of values without
changing the energy spectrum. A necessary condition
for this is the distribution of electron-trap atoms over
the entire volume of the macroinhomogeneity, within
which the field potential changes.

In this paper, we report for the first time the experi-
mental evidence for the existence of cross section St

expansion into the range of values; this evidence was
obtained by the method of thermally stimulated lumi-
nescence (TSL) for an electron trap with a discrete level
of Ec – 0.2 eV in γ-La2S3 crystals.
001 MAIK “Nauka/Interperiodica”
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2. PHOTOELECTRIC AND 
THERMOLUMINESCENT PROPERTIES

OF γ-La2S3

The photoconductivity spectrum of γ-La2S3 crystals
at 295 K consists of two bands, the intrinsic and impu-
rity-related (Fig. 1, curve a) bands. The photosensitiv-
ity to the light in the fundamental-absorption region
increases with decreasing temperature, whereas the
photosensitivity to impurity-absorption light first
increases, attains a maximum in the vicinity of T =
190 K, and then decreases with a deactivation energy of
0.06 eV. At 90 K, only an intrinsic band is observed in
the photoconductivity spectrum (Fig. 1, curve b).

The TSL of γ-La2S3 features a number of nontrivial
properties. These properties manifest themselves most
clearly in the measurements allowing for a variation in
the photon energy of the preliminary excitation radia-
tion. If integral light from the impurity-photoconduc-
tivity region (hν ≅  2.0–2.6 eV) is used for low-temper-
ature preliminary excitation, a single broad band with a
poorly resolved structure is observed in the TSL spec-
trum (Fig. 2, curve a). This band decomposes into a
series of daughter bands if photons belonging to the
impurity-photoconductivity region and having a certain
energy are used for excitation. The daughter band
located at the highest temperature corresponds to the
photons with the lowest energy and shifts to lower tem-
peratures as the energy hν increases within the impu-
rity-photoconductivity range (Fig. 2, curves a'–e'). The
largest TSL-band shift amounts to 85 K. Preliminary
excitation with light with a wavelength in the funda-
mental-absorption range gives rise to a TSL spectrum
with a single discrete band at Tm = 110 K of another ori-
gin (Fig. 2, the dashed curve). Under the conditions of
combined excitation with light corresponding to funda-
mental and impurity absorption, this band is adjacent to
the broad TSL band on the low-temperature side.

The γ-La2S3 TSL possesses other properties as well.
Dependence of the TSL intensity on the photon energy
within the impurity-absorption range at the peaks of the
amplitude-saturated daughter bands replicates the pro-
file of the impurity-photoconductivity band (cf. curves a
and c in Fig. 1). Preliminary excitation of γ-La2S3 with
impurity-absorption light at 90 K, which is necessary
for the observation of TSL, is not accompanied by pho-
toconductivity and photoluminescence.

The thermally stimulated currents in γ-La2S3 pos-
sess similar properties. This is also evidenced by the
results of pioneering studies of thermally stimulated
currents in γ-La2S3 [17]; unfortunately, the kinetic
parameters of electron traps were not estimated.

3. EFFECT OF EXPANDING OF THE CROSS 
SECTION St TO A RANGE VALUES

As a rule, structurally complex thermally stimulated
spectra are interpreted on the assumption that these
spectra are related to an electron-trap set corresponding
SEMICONDUCTORS      Vol. 35      No. 2      2001
to the number of bands; each of the traps is character-
ized by the discrete parameters Et and St. The γ-La2S3

TSL spectrum observed under excitation with integral
light corresponding to the impurity absorption (Fig. 2,
curve a) may be regarded as a structurally complex
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Fig. 1. Photoconductivity spectra of γ-La2S3 crystals at
(a) 295 and (b) 90 K. Curve c represents the dependence of
amplitude values of intensities of the daughter TSL bands
on the photon energy of preliminary excitation.

Fig. 2. (a) Integral TSL spectrum of the γ-La2S3 crystal
measured with preliminary excitation with integral light
belonging to the impurity band of photoconductivity (hν ≅
2.0–2.6 eV). Curves (b–f) represent the calculated TSL
spectra. The points correspond to experimental values of
TSL intensities measured using thermal purification. Curves
a'–e' represent a series of normalized daughter TSL bands
for γ-La2S3. These bands are observed under preliminary
irradiation with photons with energies hν = (a') 2.58,
(b') 2.48, (c') 2.3, (d') 2.13, and (e') 2.07 eV. The dashed line
represents the TSL observed under preliminary exposure to
the light corresponding to fundamental absorption (hν ≅
3.0 eV). The recording rate for the TSL spectra was β =
0.16 K/s. The inset shows the straight line corresponding to
the universal plot of St/S0(R + 1) vs. Et/kTm [24]; the points
correspond to characteristic parameters of the electron trap
with Ec – 0.2 eV and the daughter a'–e' bands.
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spectrum. However, analyzing it by “thermal purifica-
tion” gives rise to the concept of a new type of electron
trap with a single level Ec – 0.2 eV and a cross section
St expanded to the range of 10–23–10–19 cm2.

The energy Et = 0.2 eV is determined from the slope
of the linear logarithmic dependence of the TSL inten-
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Fig. 3. Dependences of the cross section St of the electron
trap with the level of Ec – 0.2 eV on (a) the temperature cor-
responding to the peaks of the daughter TSL bands in
γ-La2S3 and (b) the energies of excitation photons.

Fig. 4. (a) Hypothetical curves describing the variation in
the electric-field potential of a negatively charged disloca-
tion as the distance from its core increases; rc is the distance
from the dislocation core to the DAP acceptor centers; and
ϕ(rm) and ϕ( ) are the heights of recombination barriers

for electrons trapped by DAPs with rm and . (b) A section

of dislocation tube; for the sake of clarity, six arbitrary
dipoles with different interatomic distances rm are shown in
the cross-section plane.

rm'

rm'

'

sity at the initial stage of its increase on the reciprocal
temperature [18, 19]; i.e.,

(1)

In accordance with the above statement that the
electron-trap spectrum is monoenergetic (Et = Ec –
0.2 eV), the slopes of the straight lines separated within
the broad TSL band by thermal purification coincide
(cf. curves a–e in Fig. 2) and are equal to 0.2 ± 0.01 eV.
The cross sections were estimated with the formula
[20, 21]

(2)

however, formulas (1) and (2) may be used if the initial
stage of an increase in TSL can be identified. In for-
mula (2), β is the rate of sample heating in the course of
recording the TSL spectra, Nc is the effective density of
electron states in the conduction band, and v is the elec-
tron thermal velocity. The quantity Iext is the extrapo-
lated value of TSL intensity at the intersection point of
the straight line given by (1) with the ordinate corre-
sponding to T–1 = 0 under the condition that the ampli-
tude value of TSL intensity is normalized and is equal
to unity (in arbitrary units). In the case of complex
spectra, the half-width ∆T may be determined to a rea-
sonable accuracy as the doubled value of the half-width
of the low-temperature component of the discrete band
extracted by thermal purification. Under the same con-
dition of amplitude value normalization, formula (2)
can be used to estimate the St cross section using not
only the TSL method but also other thermal stimulation
methods.

The dependences of the cross section St on the pho-
ton energy in the preliminary excitation of the daughter
TSL bands and on the temperature positions Tm of the
peaks of these bands are shown in Fig. 3.

The reliability of the values of Et and St measured
using (1) and (2) is supported by good agreement
between the contours of experimental TSL bands (they
are represented by points in Fig. 2) and those of the
TSL bands calculated with the formula [22, 23]

(3)

the results of calculations are shown by continuous
lines a–f in Fig. 2. When calculating I(T), we used
experimental values Et and the frequency factor νt =

vNcSt =  [see formula (2)]. In order to prove that

the parameters Et and St are reliable and that the elec-
tron traps with Et = Ec – 0.2 eV belong to the class of
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slow electron traps, we demonstrated that these param-
eters along with the parameters of the daughter TSL
bands (see the inset in Fig. 2, the points) fall on the pre-
viously [24] suggested universal plot [St/S0(R + 1) vs.
Et/kTm] for the characteristic parameters of thermally
stimulated spectra (Tm and β) and electron traps (Et, St,
and R) in semiconductors and insulators (see the inset
in Fig. 2, the straight line) provided that the capture fac-
tor R = 0. The slope of this plot with respect to the hor-
izontal axis Et/kTm is equal to 0.45. The coordinates of
the origin point are (5, 0). The quantity S0 is defined as
S0 = β/nNcTm.

4. A MODEL OF ELECTRON TRAP
WITH Et = Ec – 0.2 eV

As a rule, the electron-trap atoms and the TSL-exci-
tation centers are spatially separated. Their wave func-
tions do not overlap, which rules out the process of
direct transfer of charge carriers between them. An
attempt to interpret correctly the nontrivial special fea-
tures of TSL in γ-La2S3 suggests that the corresponding
thermoluminescence-active centers are structurally
complex and that the nonequilibrium accumulation of
electrons at these centers may be accomplished only by
the extraband (interimpurity) mechanism.

According to the multiparameter model we suggest,
the roles of the electron trap with Et = Ec – 0.2 eV and
the corresponding excitation center (the TSL-excitation
center) are played by the donor and acceptor, respec-
tively, of the same DAPs that possess a number of
unusual properties. These DAPs are distributed in inter-
atomic distances (rm) and are located around a nega-
tively charged dislocation in such a manner that the
acceptor atoms in all the pairs occupy the quasi-equi-
distant positions relative to the dislocation core,
whereas the donor atoms are randomly distributed in
the space between this core and the acceptor atoms. The
DAPs, together with the dislocation core, form the
space charge of the dislocation tube (Fig. 4). Kinetic
parameters of the donor incorporated into the DAP are
modulated by an electric field of dislocation. The mod-
ulation factor depends on the spatial extent of the
DAPs; therefore, the latter are distributed not only in rm

and in the energy of interimpurity electron transition
hνm but also in the cross section St. The donor that acts
directly as an electron trap has an excited state Ec –
0.06 eV in addition to the ground trap state Ec – 0.2 eV.
The distribution of the DAPs in rm is such that only the
wave functions of the donor excited state (Ec – 0.06 eV)
and the acceptor ground state (Ev + 0.54 eV) overlap in
the DAPs.

It is also worth noting here that, in the polycrystal-
line sample, the role of sources of macroscopic electric
fields may be played not only by dislocations but also
by intercrystallite boundaries.
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5. INTERPRETATION OF PHOTOELECTRIC
AND THERMOLUMINESCENT PROPERTIES

In terms of the model we suggest, the impurity pho-
toconductivity of γ-La2S3 crystals is a result of two-
stage ionization of DAPs. The first (optical) stage
involves an intracenter transition of electrons from the
acceptor’s ground state to the donor’s excited state
(Fig. 5, scheme a, transition 1). In the second stage, a
thermal emission from the donor’s excited state to the
conduction band occurs (transition 2).

Thermooptical processes “freeze” as the tempera-
ture is lowered. Simultaneously, the rate of transition of
electrons (transferred optically to the donor’s excited
state) to the donor’s ground state (transition 3)
increases. According to experimental data, the impurity
photoconductivity of γ-La2S3 is thermally quenched
with a rate governed by the thermal ionization energy
of the donor’s excited state (Ec – 0.06 eV).

The spectrum of DAPs distributed in rm and hνm is
polyenergetic (Fig. 5, scheme b). The absence of the
relevant structure in the impurity-photoconductivity
spectra (Fig. 1, curve a) indicates that the half-width of
individual photoconductivity bands is much larger than
the energy spacing between the neighboring levels of
DAP.

As a result of the quantum-mechanical condition for
the overlap of the wave functions of the acceptor’s
ground state only with those of the donor’s excited
state, the electrons transferred via an intracenter transi-
tion to the donor’s ground state (Ec – 0.2 eV) at fairly
low temperatures (Fig. 5, scheme a, transitions 1, 3)
remain linked to the above states. These electrons can
be neither involved in the transitions from the donor’s
ground state to the conduction band nor involved in the
interimpurity donor  acceptor transitions. Since, in
this temperature region, not only electrons but also
holes appearing simultaneously at the acceptor atoms
with their deeper state (Ev + 0.54 eV) remain bound,
the lifetime of the excited (inversely populated) DAP
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Fig. 5. (a) A scheme of energy levels of unexcited (A– – D+)0

centers with a certain value of rm. (b) The energy spectrum

of the (A– – D+)0 DAP ground states distributed in rm. (c, d)

The energy spectrum of a DAP in the excited state (A0 –
D0)0* and in the semiexcited state (A0 – D+)+. (e) The
energy level of the recombination center. The electron tran-
sitions indicated by the arrows are described in the text.
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state may be infinitely long. Such three-level systems
are of interest for the efficient “conservation” of optical
energy.

The destruction of the inversely populated state by
heating the γ-La2S3 crystals is accompanied by TSL,
which is a result of the thermal emission of electrons
from the DAP donor atoms to the conduction band and
the subsequent radiative recombination of these elec-
trons. Studies of spectral distribution of the TSL inten-
sity suggest that the center with a level of Ec – 1.4 eV
(presumably, the lanthanum vacancy), rather than the
DAP directly responsible for the generation and accu-
mulation of stored optical energy, acts as recombina-
tion center [25]. The charge carriers released from a
DAP (Fig. 5, schemes c, d, transitions 4, 5) arrive at the
center with Ec – 1.4 eV via the allowed bands (Fig. 5,
scheme e, transitions 6, 7). The fact that DAPs are
recombinationally inactive may be caused by the fol-
lowing two mechanisms. In the range of thermal ioniza-
tion of the donor with the level of Ec – 0.2 eV, the prob-
ability of electron transitions from the excited donor
state to the conduction band is higher than the probabil-
ity of their interimpurity transition from this state to the
acceptor’s ground state. In addition, the thermal ioniza-
tion and conversion of a donor to a charged state leads
to a shift of the acceptor level towards the valence band
and to a decrease in the lifetime of the holes localized
at this level. The thermal ionization of an acceptor
(Fig. 5, scheme d, transition 5), made easier by interim-
purity interaction [26], also rules out the electron tran-
sitions from the conduction band to the acceptor DAP.
The short lifetimes of charge carriers captured sepa-
rately by a DAP make it possible to understand why
these carriers cannot be transferred to the excited
(inversely populated) state under the conditions of
γ-La2S3 irradiation with light corresponding to the fun-
damental-absorption region.

The suggested model, according to which TSL exci-
tation is responsible for the low-temperature intracenter
electron transitions in a DAP without generation of free
charge carriers, can also be used to naturally interpret
the “latent” mechanism of the TSL excitation.

A transition of a DAP to an excited state (D0 – A0)0*
upon absorption of photons with energies correspond-
ing to the impurity absorption results in the “condensa-
tion” of their A and D levels in the single-energy lines
(Fig. 5, schemes b, c). Because of this, only a single
unshifted (in depth) trap state Ec – 0.2 eV characteristic
of an isolated donor is observed.

As we pass from compact to spatially extended
pairs, the donor atoms become more and more involved
in the electric field of dislocation with an ever increas-
ing potential (Fig. 4). As a result, the height of the
potential barrier for electrons passing to the DAP donor
atoms increases, whereas the corresponding cross sec-
tion St decreases. Obviously, the donor cross section St

expands into a range of values. As rm increases, it is not
only the value of St, which governs the temperature
position of the daughter TSL bands, that decreases.
Simultaneously, the energy of interimpurity electron
transition in a DAP decreases as well. Exposure of
γ-La2S3 to photons with energies corresponding to the
impurity absorption leads to the selective excitation of
DAP with certain values of rm, hνm, and St. This circum-
stance explains the origin of the decomposition of inte-
gral TSL spectrum into daughter bands, the shape of the
functional dependences St = f(hν) and St = f(Tm) (Fig. 3),
and the consistency between spectral distribution of the
impurity-photoconductivity intensity and the intensity
amplitudes of the daughter TSL bands (Fig. 1, curves a, c).

The knowledge of cross sections limiting the range
of the values of St (Fig. 3) makes it possible to assess
the variation in the macrobarrier height ∆ϕ when pass-
ing from the most compact of the observable DAPs to
the most extended (Fig. 4). The corresponding calcula-
tions based on the assumption that St = St0exp(–ϕ/kTm)
and that the intrinsic cross section St0 is in the range of
10−15–10–17 cm–2 (as in the case of neutral donors) yield
the difference ∆ϕ = 0.21 ± 0.02 eV.

6. CONCLUSION

A number of implications follow from the suggested
model of an electron trap with a level of Ec – 0.2 eV;
when experimentally studied, these implications may
additionally validate this model. In particular, we bear
in mind the effect of the destruction of the DAP’s
inversely populated state by infrared illumination. New
studies are also necessary to clarify the DAP origin and
the cause of the quasi-equidistant arrangement of
acceptor atoms around the dislocation core.
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Abstract—Photoluminescence (PL) of n-type GaAs:Te:Cu and GaAs:Sn:Cu with an electron density of about
1018 cm–3 was studied at 77 K. A broad band with a peak at the photon energy near 1.30 eV (GaAs:Te:Cu) or
1.27 eV (GaAs:Sn:Cu) was dominant in the PL spectrum under interband excitation. This band arose from the
recombination of electrons with holes trapped by CuGaTeAs or CuGaSnGa complexes. It has been found that the
low-energy edge of the excitation spectrum of this PL band at photon energies below ~1.4 eV is controlled by
the optical ejection of electrons from a complex into the conduction band or to a shallow excited state. The PL
polarization factors upon excitation by polarized light from this spectral range suggest that the complexes have
no additional distortions caused by an interaction of a hole bound at the center in the light-emitting state with
local phonons of low symmetry. This feature makes CuGaTeAs and CuGaSnGa complexes different from those
with the Ga vacancy (VGa) instead of CuGa. The dissimilarity arises from the difference in the intensity of inter-
action of a hole localized at the orbital of an isolated deep-level acceptor in the state corresponding to its pre-

emission state in the complex (  and ) with low-symmetry vibrations of atoms. The perturbation of the
hole orbital induced by the donor in the complex practically does not affect this interaction. © 2001 MAIK
“Nauka/Interperiodica”.

CuGa
– VGa

2–
1. INTRODUCTION

It is known that the optical properties of complexes
containing a gallium vacancy (VGa) and a shallow donor
(TeAs or SnGa) in the neighboring lattice sites of GaAs
are determined to a significant extent by additional dis-
tortions, which are induced by the interaction of carri-
ers localized at the complex with noncompletely sym-
metric phonons [1–4]. A phenomenological model,
which qualitatively describes the spatial structure and
features of the optical properties of these defects,
relates their distortion to the Yahn–Teller effect that
exists in an isolated vacancy VGa [5, 6]. Studies of the
transformations of these properties by the substitution
of VGa by another deep acceptor is essential for under-
standing the effect of complex component characteris-
tics on these properties. As the objects of such studies,
CuGaTeAs and CuGaSnGa complexes can be chosen; in
n-GaAs:Te(Sn):Cu subjected to interband excitation,
these complexes give rise to a photoluminescence (PL)
band with a peak at the photon energy of ~1.3 eV [7−9].
This emission is related to the trapping of the conduc-
tion-band electron by the above complexes. The prop-
erties of PL under the polarized resonance excitation
are studied and reported in this paper. The results are
compared with the similar data for VGaTeAs and VGaSnGa
complexes.
1063-7826/01/3502- $21.00 © 20170
2. EXPERIMENTAL

The properties of the PL band studied are controlled
only by complexes resonantly excited by optical ejec-
tion to the conduction band, if all the complexes in the
initial state are occupied by electrons. This condition is
easily fulfilled if the semiconductor remains n-type
after doping with Cu. At the same time, the Cu concen-
tration should be sufficiently high to ensure intense
luminescence. We introduced Cu by diffusion. This
process is complicated by the fact that Cu forms eutec-
tic and chemical compounds with As [10], which evap-
orates from the GaAs surface during diffusion or is
introduced into the cell in order to prevent this evapo-
ration. We failed to satisfy the above conditions, which
concern the Cu concentration in GaAs, by diffusion
from the sputtered layer. Therefore, we prepared the
samples by gas-phase diffusion, for which purpose a
piece of Cu was placed in the cell. As an initial mate-
rial, the n-GaAs crystals grown by the Czochralski
method and doped with Te or Sn up to an electron con-
centration of ~1018 cm–3 were used. A broad band
peaked at the photon energy near 1.2 eV and associated
with an emission of VGaTeAs and VGaSnGa complexes
was dominant in the PL spectra of these crystals. Six
oriented samples in a rectangular-parallelepiped shape
~3 × 3 × 20 mm in size and a piece of Cu with a mass
of ~100 mg were placed in a silica cell with a volume
of ~6 cm3. The diffusion parameters (a duration of
001 MAIK “Nauka/Interperiodica”
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~80 h and a temperature of ~760°C) ensured a uniform
distribution of complexes in the bulk of the samples and
their concentration within the range required. The cell
was furnace-cooled. After diffusion, a ~100 µm thick
layer was ground off the sample surface, and the sam-
ples were polished in H2SO4 : H2O2 etchant. The PL
spectra were measured under He–Ne laser excitation
(the flux density was ~2 × 1019 s–1 cm–2). PL was
detected in the photon energy range "ωPL = 0.9–1.55 eV
using a germanium photodiode. Under the resonance
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Fig. 1. Photoluminescence spectra of (1) n-GaAs:Te:Cu and
(2) n-GaAs:Sn:Cu at 77 K for the interband excitation.
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excitation, PL was detected by a photomultiplier cooled
by liquid-nitrogen vapor with a high quantum effi-
ciency up to the photon energy of ~1.2 eV. To eliminate
the influence of the scattered exciting light, an InP filter
was placed in front of the photomultiplier. The PL
polarization was measured (similar to [2, 4, 11]) in an
orthogonal scheme for two configurations of the exper-
iment: (i) the direction of the exciting light was [110]
and the direction of the radiation detected was [001]
(configuration [110]–[001]), and (ii) the direction of the
exciting light was [100] and the direction of the radiation
detected was [001] (configuration [100]–[001]). Consis-
tent with these configurations, the faces of the samples
under study were the (110) and (001) or (100) and (001)
planes. In order to determine the PL degree of polariza-
tion ρ = (I|| – I⊥ )/(I|| + I⊥ ), we measured the intensities of
radiation I|| and I⊥  with the electric vector parallel and
perpendicular, respectively, to the sample plane. The
electric vector of the polarized exciting light was per-
pendicular or parallel to the emission direction. All the
measurements were carried out at 77 K.

3. RESULTS

As a result of diffusion, the electron concentration
in the samples barely changed, and in the PL spectra of
the crystals the 1.2 eV band disappeared, and, in its
place, a band associated with CuGaTeAs and CuGaSnGa
appeared and prevailed. The peak of this band under the
interband excitation for the samples doped with Te and
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Fig. 2. (1) Excitation spectra of the 1.3 eV photoluminescence band and dependences of its degree of polarization (2) ρ1 and
(3) ρ2 on the photon energy of the exciting light at 77 K. The photon energies of the emission detected correspond to the band peak.
(a) For n-GaAs:Te:Cu; (b) for n-GaAs:Sn:Cu.
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Sn was near photon energies of 1.3 and 1.27 eV, respec-
tively (Fig. 1). Studies have shown that this PL is also
excited in n-GaAs by photons with an energy ("ωex)
less than the band gap (Eg) (Figs. 2, 3). If the electric
vector of the exciting light was perpendicular to the
observation direction, then the PL was polarized for
certain configurations of the experiment (Figs. 2, 3).
For the electric vector of light parallel to the observa-
tion direction, the PL polarization was absent. These
facts testify that the emitting centers are anisotropic and
uniformly distributed over all the possible orientations
in the crystal, and their excitation for "ωex < Eg is at
least partially caused by optical transitions of electrons
bound at the centers to the conduction band rather than
by a hole capture. The leveling off of the spectral
dependence of the degree of polarization for fairly
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Fig. 3. Distributions of the degree of photoluminescence
polarization (1 and 2) ρ1 and (3 and 4) ρ2 inside the 1.3 eV
band. The exciting light photon energy is 1.385 eV. Lines 1
and  4 correspond to n-GaAs:Te:Cu; 2 and 3 are for
n-GaAs:Sn:Cu.

Fig. 4. Possible directions of dipole axes, which character-
ize the optical properties of (a) CuGaTeAs and (b) CuGaSnGa
complexes in GaAs. Small unshaded circles represent As
atoms; large unshaded circles, Cu atoms; and shaded circles
represent donor atom (Te or Sn).
small "ωex (Fig. 2) indicates that such resonance exci-
tation in this photon energy region is unique. As shown
in Fig. 3, the polarization degree of emission was
nearly independent of "ωPL in the region of the band
studied. This means that the contribution of centers
noticeably differing from those of the complexes under
study is insignificant in this emission. As follows from
Figs. 2 and 3, the degree of polarization of the band
under the resonance excitation by the light with the
electric vector perpendicular to the observation direc-
tion ρ1 (configuration [110]–[001]) and ρ2 (configura-
tion [100]–[001]) is ~12 and 0%, respectively, for com-
plexes CuGaTeAs and is ~8 and ~4% for complexes
CuGaSnGa.

4. DISCUSSION

The values of ρ1 and ρ2 presented in the previous
section allow us to determine the parameters of optical
dipoles, which describe the defects under study in sin-
gle-dipole approximation. Since ρ1 ≠ 0 and ρ2 = 0 for
CuGaTeAs complexes, the axis of the optical dipole for
these defects is directed along one of the 〈111〉  axes of
a crystal according to calculations [10, 12, 13]. This
could be either the axis passing through the Cu and Te
atoms, or one of the other three 〈111〉  axes (Fig. 4). The
first variant would mean that the Yahn–Teller effect is
absent. The second variant would mean that, in con-
trast, the Yahn–Teller effect is sufficiently profound,
and the combined impact of the displacement of the
complex atoms and the donor field turns out to be suf-
ficient to direct the optical dipole of a defect along the
〈111〉  axis which does not coincide with an initial
CuGa–TeAs axis. This suggestion is implausible, and,
therefore, the CuGaTeAs complex should be considered
as having no Yahn–Teller distortions. As for the
CuGaSnGa complex, one would expect its symmetry to
be monoclinic and it to have a symmetry plane (Fig. 4).
In fact, even the interaction with phonons of low sym-
metry does not lower the symmetry of the center [2, 3],
as the studies of the VGaSnGa complex show, this being
similar in its initial structure to the CuGaTeAs complex.
For such centers, ρ1 = 0 and ρ2 ≠ 0, and the magnitude
of the angle ϕ, which determines the optical dipole
direction (Fig. 4), is related to ρ1 and ρ2 by the follow-
ing formula [10]:

(1)

For the CuGaSnGa complex, ρ2/ρ1 . 0.5 and, among the
possible values of the angle ϕ determined by (1) (ϕ1 =
0 and ϕ2, 3 = ±54.8°), a value exists that corresponds to
the absence of additional distortions of a complex (ϕ =
0). Given the similarity to CuGaTeAs complexes, this
value can be assumed to be ϕ, which also corresponds
to reality for the CuGaSnGa complex. The coincidence of

ϕtan 1
2
---

ρ2

ρ1
----- 1

3ρ1

2ρ2
-------- 1+± 

 + .±=
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the optical dipole axis with the initial axis of CuGaTeAs
and CuGaSnGa complexes distinguishes these com-
plexes from the corresponding complexes containing
VGa instead of CuGa, in which the directions of the axes
indicated markedly differ due to displacements of the
defect atoms [2, 4].

We now determine the relative fraction (µ) of the
rotator in the emission and absorption of light by the
optical dipoles of the complexes under study. Accord-
ing to [2, 10], we have

(2)

Substituting into (2) the experimental values of ρ1 and
ρ2, we obtain two values of µ ~ 0.28 and ~0.82, which
are approximately equal for CuGaTeAs and CuGaSnGa
complexes and are markedly larger than the values of
~0.18 for VGaTeAs and VGaSnGa complexes [2]. Such an
enhancement of the rotator fraction may be due, at least
partially, to the absence of distortions and the related
mixing of the wave functions of the complex states,
which are split owing to the spin–orbit interaction. This
enhances the relative role of the spin–orbit interaction,
which reduces the component of the emission electric
vector, which is parallel to the axis of each center
[14, 15]. In the classic dipole approximation under con-
sideration, such a decrease in the degree of polarization
is described by the enhancement of the rotator
fraction µ.

However, it is worth noting that, within the trigonal
acceptor–donor complex model, where a state with
symmetry Γ8 becomes the ground one as a result of the
spin–orbit splitting of the initial t2-level of the acceptor
that is similar in symmetry to the GaAs valence band, a
minimal value of ρ1 is shown to be equal to 25%. This
value is twice as large as the experimental value. Such
a discrepancy between the theoretical and experimental
data may be associated with the simplification of the
model, in which the effect of random deformation and
electric fields is disregarded, as well as the mixing of
the complex ground state with states that do not arise
from the initial t2-level.

CONCLUSION

Thus, the optical properties of CuGaTeAs and
CuGaSnGa complexes in n-GaAs are described by a
model which implies the absence of additional distor-
tions induced by the interaction of carriers bound at the
complexes with the vibrations of low symmetry. This
reveals a substantial difference of these defects from
VGaTeAs and VGaSnGa complexes with similar structures;
such distortions exist in the latter and strongly affect the
emission polarization and the light absorption by the
centers. Qualitatively, such a difference can be
explained as follows. We may assume that a hole

µ 1
2
---

1
2
--- 3ρ1 2ρ2+( ) 3ρ1 2ρ2+( ) 3 ρ2–( )±

4 ρ1– 2ρ2–
------------------------------------------------------------------------------------------.+=
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appearing at the complex in an emitting state is local-
ized at the orbitals of a deep acceptor. It is known that,

in the state  (which corresponds to the acceptor
state in the complexes under study prior to the emis-
sion), a center formed by an isolated Cu atom binds the
hole, whose interaction with a noncompletely symmet-
ric vibration is minimal and does not result in the static
distortions of the center [16]. As, in the complex

( —donor), the hole state is one of the acceptor
states split under the donor influence, one can expect
that, in this case also, the situation indicated is retained.

On the other hand, the isolated VGa in the state  and

probably also in the  state, which can correspond to
the state of a deep acceptor in the (VGa–shallow donor)
complexes prior to emission, is subjected to additional
trigonal distortions [17]. These distortions themselves
split the initial VGa state, which binds a hole. The donor
effect in VGa–donor complexes is not too profound in
comparison with the influence of these distortions [2, 4,
16], and the interaction of the hole localized at such a
complex with low-symmetry vibrations is retained.
Therefore, the additional distortions are present also in
the (VGa–donor) complexes.
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Abstract—The effect of a strong electric field on the electrical conductivity of n-InSb films grown on oxidized
silicon substrates was considered. It is established that the electrical conductivity increases with increasing
charge-carrier density. The activation energy of charge carriers is estimated from experimental data. © 2001
MAIK “Nauka/Interperiodica”.
The electric conduction of the n-InSb films in strong
electric fields is poorly understood. Ling et al. [1] dealt
mainly with the scattering of charge carriers by inter-
crystallite barriers. It is also reported that the recrystal-
lized n-InSb films grown on mica substrates can be
employed as an electric-field sensor [2]. In this study,
we estimated for the first time the activation energy of
the charge carriers in such structures by measuring the
electrical conductivity in strong electric fields.

The n-InSb films were grown by discrete evapora-
tion on oxidized silicon substrates with a subsequent
thermal recrystallization. The recrystallized layers con-
sisted of a single-crystal matrix with low-resistivity
inclusions of the two-phase InSb + In system with p-
type conduction [3]. The thickness of the layers was
0.5–1.0 µm, the concentration of the charge carriers at
room temperature was (2–9) × 1017 cm–3, and the
mobility was (2–4) × 103 cm2/(V s) (300 K). The tem-
perature of the substrate during the deposition was T ≈
300°C, which gave rise to compensated layers with the
compensation factor of about 0.7–0.8 for polycrystal-
line samples and 0.5–0.6 for recrystallized ones.

In Figs. 1 and 2, the current–voltage (I–V) character-
istics for polycrystalline and recrystallized samples in
the range of intrinsic conductivity of InSb are shown. In
this temperature range, the voltage at which Ohm’ s law
no longer holds decreases with increasing temperature
(Fig. 3). Such behavior can be explained by the limiting
level of occupancy of traps, since our structures are the
compensated ones (the compensation factor was given
above). Similar arguments were considered in [4].

From the I–V characteristics measured at various
temperatures, one can determine the depth of monoen-
ergy levels Et, which is related to the voltage V0 of the
transition from the ohmic portion to a “trapped” portion
of I(V) curves by the formula [5]

V0
1– Et Ec–( )

kT
--------------------- 

  ,exp∝
1063-7826/01/3502- $21.00 © 20175
where Ec is the energy of the conduction band bottom.
The activation energy determined from the temperature
dependence of V0 (Fig. 3) is equal to 0.11 and 0.12 eV
for recrystallized and polycrystalline layers, respec-
tively.

It is known that in the majority of semiconductors,
the conductivity obeys the Frenkel law

where

is the conductivity in weak fields, β is the Frenkel coef-
ficient, E is the electric field intensity, and ∆E0 is the
activation energy of conductivity. In our samples, the
increase in conductivity with increasing electric field
sets in at E * 10–15 V/cm at 300 K.

σ σ0 β E,exp=

σ0 A
∆E0–

2kT
------------- 

 exp=

10

4
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Fig. 1. Typical I–V characteristics of a polycrystalline
n-InSb film grown on the oxidized silicon substrate at vari-
ous temperatures of (1) 290, (2) 300, (3) 330, (4) 350, and
(5) 370 K.
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Fig. 2. Typical I–V characteristics of a recrystallized n-InSb
film grown on the oxidized silicon substrate by the thermal
recrystallization at temperatures of (1) 290, (2) 300, (3) 330,
(4) 350, and (5) 370 K.

Fig. 3. Temperature dependences of the voltage correspond-
ing to transition from the ohmic portion to a “trapped” por-
tion of I–V characteristics for (1) polycrystalline and
(2) recrystallized InSb films.

Fig. 4. Activation energy of electrical conductivity ∆E of
(1) the polycrystalline and (2) recrystallized n-InSb films
grown on the oxidized silicon substrate as a function of elec-
tric-field intensity.
Substituting the expression for σ0 into the Frenkel
formula, we obtain [4]

Introducing

we obtain

where ∆E(E) is the field dependence of activation
energy ∆E.

The activation energy ∆E as a function of  is
shown in Fig. 4. It can be seen that ∆E decreases lin-

early with increasing . Extrapolation of the straight

line ∆E = f ( ) to   0 yields the activation
energy ∆E0 in a weak electric field. The activation
energy is found to be equal to ~0.12 and ~0.14 eV for
polycrystalline and recrystallized samples, respec-
tively.

Thus, our data confirm that electrical conductivity
increases in strong electric fields in accordance with the
Frenkel law. Consequently, we may state that the elec-
trical conductivity increases owing to increasing con-
centration of the charge carriers with increasing electric
field. The magnitudes of activation energy correlate
with the Hall effect data.
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Abstract—The first data on surface gettering of background impurities and defects from the bulk of single-
crystal undoped GaAs(111) wafers are reported. The wafers were 1.6 mm thick, with an initial electron density
of (1–3) × 1015 cm–3 and a mobility of 1500–2000 cm2/(V s) at room temperature. The wafers were cut from
single crystals grown by the Czochralski method from a nonstoichiometric As-enriched Ga–As melt. Gettering
was carried out during thermal treatment of the wafers in hydrogen at 400–850°C, with the preliminary depos-
ited layer of Y or SiO2 1000 Å thick. As a result of gettering, the charge carrier density decreased to
108−1010 cm–3, while the mobility increased to 7000 cm2/(V s). © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

To improve the characteristics of power devices and
detectors of X-ray and γ-radiation, as well as of the ele-
mentary particles (particularly the neutrino), it is neces-
sary to obtain specific GaAs wafers with thickness from
0.5 mm to several millimeters. The charge carrier den-
sity must be below 1010 cm–3 and be uniformly distrib-
uted over the wafer thickness, the width of the space
charge region must be larger than 100 µm, and charge
carrier mobility should be high.

The conventional way to solve this problem consists
of decreasing the concentration of the background
impurities by using ultraclean equipment and ultrapure
starting materials, namely, Ga and As of purity grade
99.99999. This makes the process considerably more
expensive and, additionally, gives no guarantees that
the charge carrier distribution across the ingot will be
uniform or that the concentrations in sequential pro-
cesses will be reproducible. It was demonstrated [1]
that the carrier density along the wafer thickness is irre-
producible and nonuniform at the shallow-level back-
ground-impurity concentration below 1015 cm–3. This is
caused by the effect of intrinsic defects on the carrier
determination from the electrical and optical properties
of the semiconductor. Monitoring the generation,
recombination, and annihilation of intrinsic defects
allows one to improve the reproducibility of results. It
is possible to thereby decrease the carrier density to
(2−6) × 107 cm–3 at mobility of 6500–7000 cm2/(V s) [2].

In this paper, we consider another method for
obtaining the pure material, which is based on surface
gettering [3–5], for preparing the bulk materials with
given properties. The advantage of this method is the
1063-7826/01/3502- $21.00 © 0177
low cost of both the materials used and the method
itself.

In this paper, the first successful results related to
the surface gettering of the background impurities from
the GaAs wafers by Y are discussed.

2. EXPERIMENTAL

Starting undoped GaAs(111) single crystals were
grown by the Czochralski method from a nonstoichio-
metric As-enriched Ga–As solution–melt. The ingot
was cut into wafers, whose thickness subsequent to pol-
ishing was 1.6 mm. The carrier density and mobility
measured by the van der Pauw method were (1–3) ×
1015 cm–3 and 1500–2000 cm2/(V s) at room temperature.

Both sides of the wafers were covered either by
pyrolithic SiO2 or by Y film thermally deposited in a
vacuum. The films deposited were 1000 Å thick. The
wafers were further thermally treated in hydrogen at
400–850°C for 0–5 h. Subsequent to treatment, the
SiO2 and Y films were removed in HF and HNO3
etchants, respectively.

The charge carrier distribution over the depth was
determined by the capacitance–voltage (C–V) method
using a Schottky Hg probe in combination with layer-
by-layer chemical etching. The temperature depen-
dences of the concentration, carrier mobility, and elec-
trical conductivity were determined from the Hall
effect measurements in the van der Pauw geometry. In
addition, measurements of microwave photoconductiv-
ity were carried out. This method was found to be well
suited for the investigation of pure silicon crystals. Spe-
cifically, the spectra of the electron spin resonance (ESR)
for recombination centers with a low concentration
1010−1012 cm–3 were determined using this method [6–8].
2001 MAIK “Nauka/Interperiodica”
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The sensitivity of the method was four orders of mag-
nitude higher than the conventional ESR method.

A microwave photoconductivity of the samples was
measured using an ESR spectrometer operating at a fre-
quency of 9 GHz. The temperature range was 3–150 K.
The samples placed into the resonator of the spectrom-
eter were irradiated using a halogen incandescent lamp
(100 W power). The Q-factor of the ESR spectrometer
resonator depended on the sample conductivity. In the
course of the experiments, voltage variation on the
microwave detector was measured. The voltage was
proportional to the Q-factor of the resonator at a fre-
quency of 80 Hz at 100% modulation of the light. Sig-
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Fig. 1. Temperature dependences of the electron density for
GaAs wafers: (1) initial wafer and (2) Y-covered wafer ther-
mally treated at 800°C for 5 h.

Fig. 2. Temperature dependence of the electron density for
initial GaAs wafer.
nals of the microwave photoconductivity were mea-
sured at various temperatures, as well as by sweeping a
magnetic field.

3. RESULTS

The first stage of the study was devoted to determin-
ing the thermal–temporal mode, which permitted both
the reduction of the carrier density and the uniform dis-
tribution of carriers. When choosing the mode, we
started from the known published data on thermal treat-
ment of GaAs [9–12]. The published data on the behav-
ior and parameters of electrically active centers are
often contradictory. However, all authors observed the
variation in the parameters and density of the electri-
cally active centers in GaAs, specifically, the EL2 cen-
ter at 800–850°C.

A comparative study of the GaAs wafers covered
with SiO2 and Y and annealed demonstrated that the
onset of variation in the carrier density for structures of
both types was at 700°C. The p-type surface region
50−100 µm thick was formed with the hole density p .
1017 cm–3. The edge photoluminescence peaked at hν =
1.48–1.49 eV (77 K).

For SiO2-covered wafers, a higher degree of com-
pensation was observed at a depth more than 100 µm.
An increase in the duration and temperature of thermal
treatment introduced no crucial changes in the pattern
observed. The carrier distribution over the depth was
nonuniform, and both n- and p-type conduction regions
with the carrier density 1014–1015 cm–3 were observed.

For Y-covered GaAs wafers, the charge carrier den-
sity subsequent to thermal treatment at 800°C at a depth
more than 100 µm was 1010–1011 cm–3. If the thermal
treatment duration was increased to 30 min and more,
the carrier density significantly decreased (to 108 cm–3),
and the n-type conduction was observed. The conduc-
tion type and carrier density remained unchanged over
the wafer thickness ~1500 µm.

The samples with an electron density lower than
1011 cm–3 were tested for uniformity of the density dis-
tribution over the thickness of wafers by the methods of
van der Pauw and microwave photoconductivity. The
temperature dependences of the electron density for
starting GaAs and Y-covered GaAs, which were ther-
mally treated for 5 h, are shown in Fig. 1, curves 1 and
2, respectively. The former dependence is shown in
Fig. 2 using another scale. The carrier mobility for
starting GaAs was 1500 cm2/(V s) at room temperature.

The analysis of the temperature dependence for
starting GaAs demonstrated that the carrier density of
2.5 × 1015 cm–3 at room temperature was determined by
the shallow-level and deep-level donors. The activation
energies for these levels were 10–12 meV and ~150 meV,
respectively. The degree of compensation was 40%,
and the acceptor concentration was 1015 cm–3. Subse-
quent to thermal treatment at 800°C for 5 h, the degree
SEMICONDUCTORS      Vol. 35      No. 2      2001
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of compensation for these wafers covered with Y
decreased to 30%. The carrier mobility increased to
7000 cm2/(V s). For this material, the temperature
dependence of carrier density was governed only by the
donor level with the activation energy of 430 meV.

The effect of gettering was also confirmed by the
data obtained from the measurements of microwave
photoconductivity. The latter was measured for GaAs
wafers before and after gettering; a method similar to
that developed for investigation of the spin-dependent
recombination in silicon was used [6–8].

The temperature dependences of the microwave
photoconductivity for pure GaAs crystals before and
after annealing are shown in Fig. 3. Prior to annealing,
the crystals had a low resistivity, which considerably
lowered the Q-factor. The photoresponse was only
observed for these samples in the temperature range
3−25 K, and it peaked at ~5–7 K (see Fig. 3, curve 1).
Thermal treatment for 0.5 h increased the resistivity of
the crystal, while the photoresponse appeared at higher
temperatures, i.e., below 70 K (Fig. 3, curve 2). The
samples thermally treated for 3 h had an increased
resistivity even at room temperature, and the photore-
sponse was clearly observed over the entire tempera-
ture range (Fig. 3, curve 3).

An increase in the dark photoconductivity for the
annealed samples could not be explained by a straight-
forward compensation of shallow-level donors with
deep-level centers. In fact, an increase in the recombi-
nation rate for photoinduced carriers was observed,
and, consequently, the photoconductivity decreased.
Specifically, this effect was observed for the Fe-doped
GaAs. For the annealed GaAs, photoconductivity
increased, and the spectra of spin-dependent recombi-
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Fig. 3. Temperature dependences of the microwave photo-
conductivity for GaAs crystals: (1) prior to the thermal treat-
ment, (2) thermally treated for 0.5 h (ShGA-6), and (3) ther-
mally treated for 3 h (ShGA-4).
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nation and ESR were absent. This could be explained
by passivation of shallow-level donors and formation of
electrically and paramagnetically inactive centers.

Schottky barriers with a diameter of 2 mm were fab-
ricated from the material obtained. The reverse portion
of the current–voltage characteristic for this barrier is
shown in Fig. 4. The current values were identical to
those reported elsewhere [2] for GaAs-based radiation
detectors, where GaAs was obtained under ultraclean
conditions.

4. CONCLUSION

Surface gettering was used for GaAs wafers 1.6 mm
thick. The initial charge carrier density and mobility
were 2.0 × 1015 cm–3 and 1500–2000 cm2/(V s), respec-
tively. Gettering allowed us to attain the carrier density
of 108–1010 cm–3 and mobility of 7000 cm2/(V s). Thus,
the first successful results were encouraging, and the
gettering method suggested here looks like a promising
method.
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Abstract—Reverse current–voltage characteristics of the Al/p-InP Schottky diodes based on Zn-doped InP
epilayers were measured in relation to bias and temperature. Temperature dependence of reverse current is char-
acterized by the activation energies of 0.75 and 0.51 eV in the high-temperature region and at temperatures
T < 280 K, respectively. Results are explained by the phonon-assisted tunneling generation of charge carriers
from the surface states of a semiconductor with regard to the Frenkel emission mechanism. It is found that, in
the low-temperature region, tunneling occurs via the centers with energy levels of 0.51 eV. Comparing experi-
mental results with theory, we estimated electric-field strength in the barrier at (5–13) × 107 V/m and the surface
density of the hole charge in the boundary layer of the semiconductor. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Semiconductor compound InP is an attractive mate-
rial for optoelectronic engineering. Metal–semicon-
ductor and metal–insulator–semiconductor structures
are widely used in various devices based on the InP
compound.

Characteristics of rectifying contacts to InP of
n- and p-type conductivity have been studied repeat-
edly [1–8]. However, it is difficult to explain some
properties of the current–voltage characteristics, espe-
cially the temperature dependences of current, in terms
of the conventional theory of current flow in the Schot-
tky diodes based on thermionic emission (TE) or ther-
mionic-field-assisted emission (TFE). For example,
temperature dependences of reverse current I in the
Al/p-InP diodes are not linear in coordinates ln(I/T2)
vs. 1/T in the low-temperature region [3, 6, 7], which
contradicts the TE theory. It was shown [4–6] that the
barrier height deduced from the capacitance–voltage
characteristics significantly exceeds the barrier height
obtained from the current–voltage (I–V) characteris-
tics. In addition, it was found [7] that the barrier height
determined from the I–V characteristics decreases with
increasing voltage more significantly than the theory
would predict. According to [7], reduction of the barrier
height causes the absence of the reverse current satura-
tion. The reverse I–V characteristics measured at differ-
ent temperatures in the Au/p-InP diodes with thin oxide
interlayer were explained in [7] on the basis of model
[9] by the charge transport mechanism. This mecha-
nism implies the existence of the interlayer, and the
voltage drop on the interlayer and the factor of transit
through it are considered in the modified TE theory.
The reverse I–V and current–temperature characteris-
tics of the Schottky diodes fabricated on some n-type
1063-7826/01/3502- $21.00 © 0181
semiconductors [10–12] were described using a model
of the phonon-assisted electron tunneling from a state
at the metal–semiconductor interface through the bar-
rier into the conduction band. It was shown [12] that
this model consistently explains the dependence of the
effective barrier height, deduced from the I–V charac-
teristics, on the reverse bias voltage. Using this model,
reverse-biased I–V characteristics of the Schottky
diodes based on n-InP measured at various tempera-
tures, as well as temperature dependences of current in
diodes with the Schottky barrier on p-InP, were ana-
lyzed in this study.

The analysis indicates that the mechanism of the
Frenkel emission, in addition to the tunneling mecha-
nism, is important in the carrier generation process at
higher temperatures. These diodes are also character-
ized by the fact that dopant centers are involved in the
charge transport at temperatures below 300 K.

RESULTS OF MEASUREMENTS
AND INTERPRETATION

Measurements were performed for the Al/p-InP
diodes fabricated on epilayers of Zn-doped InP.1 Car-
rier concentration at room temperature was of 2 ×
1016 cm–3; diameter of the barrier contact was 0.8 mm.
Reverse current dependences Ir on the bias voltage at
various temperatures and temperature dependences of
current were measured in a vacuum cryostat.

I–V characteristics are shown in logarithmic coordi-
nates in Fig. 1. It can be seen that the I–V characteristics
depend strongly on temperature: slope of the curves

1 Diodes were kindly provided by I.M. Tiginyanu, Institute of
Semiconductors, Moldova.
2001 MAIK “Nauka/Interperiodica”
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decreases as temperature increases. Temperature
dependences of current plotted as lnIr vs. 1/T and
obtained at several reverse bias voltages are shown in
Fig. 2. There are two distinct portions in the curves: the
high-temperature region that is characterized by the
activation energy higher than 0.7 eV and the low-tem-
perature region (T < 280 K) with lower activation
energy. Therefore, the current is thermally activated. It
does not level off in the high-voltage region. This type
of current dependence for diodes on n-type semicon-
ductors was explained [10–12] by the phonon-assisted
electron tunneling from the electron states into the con-
duction band of the semiconductor. We will interpret
experimental data obtained for the Al/p-InP diodes in
terms of this model.

According to this model, in the case of p-type semi-
conductors, current is controlled by the hole tunneling
from a state at the metal–semiconductor interface into
the valence band of the semiconductor. Assuming that
current across the barrier is proportional to the tunnel-
ing probability WT, we compare the current depen-
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Fig. 1. Experimental reverse current (Ir) I–V characteristics
for the Al/p-InP diode (dots), and results of calculation of
total ionization probability W (solid lines) and tunneling
ionization probability WT (dashed lines) in relation to the
electric field strength E at temperatures T = (1) 294, (2) 343,
and (3) 364 K. Calculation were performed for the parame-
ters: ∆ = 0.75 eV, the electron–phonon coupling constant
a = 6.0, effective mass  = 0.50mc, the phonon energy

"ω = 0.042 eV, ν0 = 3 × 108 s–1, and ε = 12.5. Diffusion
potential U0 = 0.5 V. 

mh*
dences on the reverse bias voltage with the dependence
of WT on the electric field strength E calculated from
formula (16) in [13]. These dependences calculated for
the hole effective mass  = 0.5me [7] are shown in
Fig. 1 (dashed lines). Comparison of the reverse I–V
characteristics with WT(E) shows that, in these diodes,
I−V characteristics are less steep, and experimental data
are in good agreement with the results of calculation
only in the region of higher voltages (fields). Especially
significant disagreement between theory and experi-
ment is observed at high temperatures. This disagree-
ment is apparently caused by the fact that, in addition
to the mechanism of tunnel emission, which is dominant
in the region of high voltages and low temperatures, there
exists another mechanism for the hole emission, which
manifests itself at lower voltages and higher tempera-
tures. Such a mechanism may involve the Frenkel emis-
sion, which is characterized by strong temperature
dependence and less pronounced dependence on the
electric field strength than those of the tunneling mech-
anism. Ionization probability of center with consider-
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Fig. 2. Experimental (dots) and calculated from formula (2)
(solid lines) dependences of reverse current Ir on 1/T at dif-
ferent voltages for the Al/p-InP diode for the hole surface-
charge density Ns = 5 × 1013 cm–2 for ∆ = 0.75 eV and for

Ns = 2 × 109 cm–2 for ∆ = 0.51 eV. W is calculated for the
same parameters as in Fig. 1.
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ation for the Frenkel emission is W = WT + WF . WF is
calculated from the relation obtained by Frenkel [14],

(1)

where %T is the energy of thermal activation, and E is
the electric field strength. Dependences of the total ion-
ization probability of center W are shown in Fig. 1
(solid lines). It can be seen that these curves fit quite
satisfactory the experimental data. If all released holes
overcome the depletion region, then

(2)

where Ns is the surface charge density, and S is the bar-
rier contact area equal to 0.5 mm2. Substituting the cur-
rent value and W from Fig. 1 into relation (2), we obtain
Ns = 5 × 1013 cm–2.

As it was mentioned above, we can distinguish two
portions in the temperature dependences of current
with different thermal activation energies. Activation
energies for the high- and low-temperature regions are
0.75 and 0.51 eV, respectively. Assuming that in the
low-temperature region the barrier current involves the
centers with the above energy levels (such centers in
Zn-doped InP were observed in [15]), we calculated
W(T) for the barrier height ∆ = 0.51 eV at T < 260 K and
for ∆ = 0.75 eV in the high-temperature region.

Comparison of the experimental dependences lnIr
vs. 1/T, obtained at different voltages, with calculations
according to formula (2) is illustrated in Fig. 2. It can
be seen that the charge transport is predominantly
defined by the Frenkel emission. Contribution of the
Frenkel emission, as can be seen from Fig. 1, is most
significant in the low-field region and at higher temper-
atures.

It should be noted that temperature variations of the
I–V characteristics obtained in this study are similar to
the results obtained for the Au/p-InP diodes [7].
Reverse-biased I–V characteristics obtained in [7] in a
wide temperature region and theoretical curves W(E)
calculated with consideration for the phonon-assisted
tunneling and the Frenkel emission are shown in Fig. 3.
In this case as well, the energy levels of centers were
assumed in calculations to be equal to 0.51 eV at tem-
peratures lower than 280 K. In the high-temperature
region, this energy is assumed to be 0.76 eV, which is
equal to the barrier height obtained in [7]. It can be seen
that experimental and theoretical I–V characteristics
are in satisfactory agreement.

Comparison of experimental data with theoretical
calculations shows that, for diodes based on p-InP, it is
necessary to take into account two competing mecha-
nisms in analyzing the charge transport at reverse bias:
tunneling and the Frenkel emission. The significant role
of the Frenkel emission in these diodes is caused, in our
opinion, by the fact that the effective mass of carriers is
too large for the tunneling processes; as a result, the

WF ν0
%T e eE/ πε0ε( )%–

kT
-------------------------------------------------– ,exp=

Ir eNsWS,=
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tunneling probability, which is relatively low, increases
with the field strength more slowly than in materials
with small effective mass (see, e.g., [16]). Due to this,
the Frenkel emission can be dominant at higher temper-
atures. This fact explains the softness of the I–V char-
acteristics. It should be noted that the apparent decrease
of the barrier height, calculated from the I–V character-
istics, with an increase in the reverse bias is caused by
tunneling current through the barrier. As shown in [12],
such a decrease completely agrees with prediction of
the phonon-assisted tunneling. Absence of the current
saturation expected at large reverse bias voltages is also
the result of tunneling, because tunneling current
through the barrier is dominant at higher voltages. The
current should not be saturated, because the tunneling
rate, as can be seen from Fig. 1, increases with the field
strength in the investigated field region.
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Fig. 3. Reverse I–V characteristics for the Au/p-InP diode
obtained in [7] (dots); reverse current dependences on the
electric field strength calculated from formula (2) with con-
sideration for the Frenkel emission (solid lines) and only
tunneling emission (dashed lines) at temperatures T = (1)
260, (2) 300, (3) 320, (4) 340, (5) 360, and (6) 380 K. Cal-
culations of W were performed for the parameters: Ns = 4 ×
1012 cm–2 for ∆ = 0.76 eV (T = 300–380 K) and Ns = 2 ×
107 cm–2 for ∆ = 0.51 eV (T = 260 K). The remaining fitting
parameters are the same as in Fig. 1. 
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In conclusion, in the p-type semiconductors as well,
the tunneling mechanism of the carrier generation is
dominant for the charge transport in the reverse biased
Schottky diodes. In this case, due to the large effective
mass of holes, it is necessary to consider additionally
the generation of carriers by the Frenkel mechanism
that may dominate over tunnel mechanism at higher
temperatures and low electric fields.
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Abstract—A method for calculating the quasi-static current–voltage characteristics for ion currents in a metal–
insulator–semiconductor structure is suggested. Theoretical and experimental peaks of ion currents in the cur-
rent–voltage characteristic were compared. The influence of a semiconductor on the characteristic current–volt-
age shape was considered. The distribution of ions in the insulator film was calculated. Formulas for determin-
ing both the background concentration of ions in the film and their concentration at the insulator–semiconductor
interface are suggested. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The ions mobile at elevated temperatures (T ≈
300−600 K) in thin (d ≈ 100–1000 Å) insulator films
can accumulate at the interfaces of thin-film structures
subjected to strong electric fields and then exert an
appreciable influence on the properties of these struc-
tures. In Si–SiO2 structures, these are typically the
alkali-metal ions whose concentration (per unit area)
may be as high as NS ≈ 1012–1013 cm–2; the fields gen-
erated by these ions may range up to % ≈ 105–106 V/cm.
The processes of trapping the ions at the surface and of
their subsequent emission, the interaction of electrons
with ions in the vicinity of the interface, and other phe-
nomena can be studied by various methods [1]. In addi-
tion, the mobile ions themselves can be used to probe
the properties of interfaces by studying the special fea-
tures introduced by these ions into the temperature and
field dependences of various parameters of the metal–
insulator–semiconductor (MIS) structures [1, 2].

In order to determine the concentration and type of
ions in the film, the dynamic (with a linear scan of the
voltage) current–voltage (I−V) characteristics that have
the form of peaks [3, 4] are often used. The points in the
quasi-static I−V characteristics (see Fig. 1) correspond
to the equilibrium (for a given voltage) distributions of
ions in the film, and the currents themselves are
induced by redistribution of ions in the film as the volt-
age Vg applied to the structure is varied; i.e., the ion-
current peaks (in the I−V characteristics of the struc-
tures) also provide information about the ion distribu-
tion itself. This information can be extracted by pro-
cessing the results using a theoretical model. In this
paper, we suggest a simple model and compare the the-
oretical and experimental peaks in the I−V characteris-
tics of silicon-based MIS structures. We also calculate
1063-7826/01/3502- $21.00 © 20185
the distribution of ions in the insulator film and suggest
formulas for the background ion concentration in the
film and their concentration at the interface for various
values of the parameters.

2. THEORY

It is convenient to determine the current density in a
MIS structure using the formula j = dσ/dt, where σ =
εi%0/4π is the charge density at the metal, %0 is the field
in the metal, and εi is the permittivity of the insulator.
For a linear (∂Vg/∂t = βV) voltage scan, the current den-
sity is given by

Using the relation (valid for the one-dimensional
configuration)

(1)

where ∆ϕ = ϕ0 – ϕS is the potential difference between
the metal (subscript 0) and semiconductor (subscript S)
and the potential is measured from its value in the semi-
conductor bulk, the expression for the current density
may be written as

(2)

(3)

(4)

Here, C0 is the capacitance (per unit area) of the insula-
tor film, j0 is the capacitive current in the film (j0 ≈ 7 ×
10–10 A/cm2 for d = 1000 Å, βV = 20 mV/s, and εi =
3.9 for a SiO2 film [5]), and j* is the current density in
the film in the absence of a semiconductor [for exam-

j εiβV /4π( )∂%0/∂Vg.=

∂%0/∂Vg α∂%0/∂ ∆ϕ( ), α 1 ∂ϕS/∂Vg,–= =

j α j*,=

j* j0d∂%0/∂ ∆ϕ( ),=

j0 C0βV , C0 εi/ 4πd( ).= =
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ple, in a metal–insulator–metal (MIM) structure, if the
voltage ∆ϕ is applied to this structure]. The normalized
currents j/j0 ( j*/j0) are independent of βV and may be
considered as functions of the voltages Vg(∆ϕ) (quasi-
static I−V characteristics), which facilitate a compari-
son with the experiment and are to be used in this study.
It is worth noting that j(Vg) represents the quasi-static
I−V characteristic of a MIS structure, whereas the
j*(∆ϕ) corresponds to the similar property of a MIM
structure.

Thus, the effect of a semiconductor on the current is
governed by the multiplier α in expression (2) and, in
addition, by the voltage shift by ϕS(Vg) and, under
actual conditions, also by the contact potential differ-
ence ϕC ~ 0.1–1 V [5] between the metal and semicon-
ductor. The multiplier α accounts for the effect of the
capacitive sharing of the voltage Vg at the structure
between the film and semiconductor. Indeed, α =
CS0/(Ci0 + CS0) (where Ci0 and CS0 are differential
capacitances per unit area of the film with ions and of
the semiconductor, respectively) and ∂%0/∂(∆ϕ) =
(4π/εi)Ci0.

When analyzing the ion distribution in the film, the
dependence j*(∆ϕ) is of interest. As for the semicon-
ductor, it exerts an obscuring effect and gives rise to
appreciable discrepancies between j*(∆ϕ) and the actu-
ally measured dependence j(Vg); these discrepancies
will be considered in what follows.

In the quasi-static mode, the distribution of singly
positively charged ions in the film N(z) is at equilibrium
at any point in time and is defined by the voltage Vg or
the field %0 (the charge density σ) in a metal in accor-
dance with the Poisson equation

(5)

where q is the elementary charge.
In the simplest case where ions in the insulator have

only a single state with the energy Ei, the energy distri-
bution of ions (in terms of the Boltzmann statistics) is
given by

(6)

(7)

where u(z) is the normalized ion energy, Fi is the ion
Fermi level, k is the Boltzmann constant, and Neff is the
effective density of ion states. For the diffusion via

interstices, we have Neff ∝ , where a0 is the charac-
teristic size of a unit cell; thus, Neff ≈ 1022–1023 cm–3.
Obviously, the Boltzmann distribution is also valid for
the band of states; in this case, the density of states will
be temperature-dependent, as in the case of electrons [5].

We note that the hydrodynamic approximation that
is often used to describe ions (see, for example, [6, 7])
is equivalent to the model under consideration if the
degeneracy effects are insignificant and there are no

εid
2ϕ z( )/dz2 4πqN z( ),–=

N z( ) Neff u z( )–[ ] ,exp=

u z( ) Ei qϕ z( ) Fi–+[ ] /kT ,=

a0
3–
additional states of the ions (for example, the states at
the interface [8]). Otherwise, the more general formu-
las of the Gibbs statistics should be used [9]. In partic-
ular, the degeneracy effects may become significant in
the vicinity of the interface for the ion concentrations of
NS ≈ 1013–1014 cm–2 [8]. In this paper, we consider the
Boltzmann statistics.

The form of solutions to Eq. (5) depends on the sign
of its first integral I [6, 7] written as

(8)

In the region of the ion-current peak, I < 0 [8] and the
solution is given by

(9)

(10)

(11)

At the point z = zm, the distribution N(z) has a mini-
mum, whereas ϕ(z) and u(z) have maxima (the z-axis is
directed from the metal to the semiconductor, with z =
0 at the boundary with the metal); rm is the Debye
radius at the point zm. In addition, we have [see (7)]
ϕ(z) – ϕm = kT[u(z) – um]/q, although ϕ(z) ≠ kTu(z)/q.

The boundary conditions for the fields %(0) = %0
and %(d) = %0 + %i at the inner (z = +0 and z = d – 0)
boundaries are given by

(12)

(13)

where %i is the ion field and %d is the characteristic
(thermal) field of the film. We can use (12) to derive the
following equation for y:

(14)

the solutions to Eq. (14) are independent of Neff and
depend on %0 (or σ) and NS. The same parameters [see
(12), (13)] define the quantities rm and zm, and also [see
(9)] ϕ0 – ϕ(z) and ϕ(z) – ϕS, where ϕ0 = ϕ(0) and ϕS =
ϕ(d). In particular, the voltage drop across the film
∆ϕ = ϕ(0) – ϕ(d) = ϕ0 – ϕS is given by

(15)

The absolute values of potential in the films are deter-
mined from the formula ϕ(z) = ϕS + [ϕ(z) – ϕ(d)] and
expression (9) and depend on the potential ϕS at the
boundary; the latter potential is equal to the magnitude
of the band bending in the semiconductor.

I εi%
2

z( )/ 8πkT( )[ ] N z( )– const.= =

u z( ) um– z zm–( )/2rm[ ]cos
2{ } ,ln=

N z( ) Neff um–( ) z zm–( )/2rm[ ] ,cos
2–

exp=

rm
2 εikT / 8πq2Neff um–( )exp[ ] .=

%0/%d y yzm/d( ),tan–=

%0 %i+( )/%d y y 1 zm/d–( )[ ] ,tan=

%i = 4πqNS/εi, %d = 2kT / qd( ), y = d/2rm,

%0 %i+( )/ %dy( )[ ]arctan

– %0/ %dy( )[ ]arctan y,=

∆ϕ kT /q( ) ""'ln=

× zm/2rm( )/ d zm–( )/2rm[ ]cos
2

cos
2{ } .
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The magnitude of the band bending ϕS(%S) in the
semiconductor depends on the field %S = (%0 + %i)εi/εS

at the interface with the semiconductor, where εS is the
relative permittivity of semiconductor (εS = 11.9 for Si
[5]). The quantity ϕS(%S) was calculated by the conven-
tional method [5] with allowance made for the charges
of electrons in the conduction band and holes (at ele-
vated temperatures, T . 500 K) in the valence band. For
large magnitudes of band bending, the degeneracy of
electrons in the conduction band and the donor level
(for more details, see [8]) was taken into account.
Numerical values of the parameters corresponded to
silicon [5]; in particular, the ionization energy of the
donor level was assumed to be Ed = 0.045 eV (for phos-
phorus atoms) and the band gap was taken as Eg =
1.12 eV.

The quantities ∂%0/∂(∆ϕ), Vg = ∆ϕ +ϕS, and ∂ϕS/∂Vg

can be now calculated in relation to %0 using formula
(15); the dependence j(Vg) can be then determined from
formulas (1)–(4).

We note that Eq. (14) has solutions only in the field
range of –(%i + %th) ≤ %0 ≤%th, where

(16)

At the end of the range, we have y(%th) = y[–(%i +%th)] = 0.
The dependence y(%0) has a maximum for %0 = −%i/2
(y ∈ [0; ymax]); this maximum corresponds to the sym-
metric distribution of the potential and ions in the film.
The inverse (two-valued) dependence %0(y) is simpler
and is given by

(17)

In the remaining range of the fields %0, the first inte-
gral (8) has the reversed sign (I > 0) and the solutions
have a different form; i.e., the trigonometric functions
are replaced by hyperbolic functions. In this case, the
analysis is similar to that outlined above and has been
reported previously [8].

A typical dependence j(Vg) calculated using the
above scheme is shown in Fig. 1 (the continuous line).
For the sake of comparison, a plot of j*(Vg) ≡
j*[∆ϕ(Vg)] is also shown (the dashed line); the quantity
j* represents the current for the same values of ∆ϕ(Vg)
in the films but in the absence of a semiconductor [see
(3)]. The values of the parameters are NS = 1012 cm–2,
d = 1000 Å, T = 500 K, and the donor concentration is
Nd = 1015 cm–3. As can be seen from Fig. 1, the presence
of a semiconductor affects the width and amplitude of
the peak and results in its shift and in the emergence of
a characteristic feature, i.e., a dip on the left-hand side
of the peak; this dip is related to voltage sharing
between the film and the semiconductor. Points 1 and 3
correspond to zero fields in the metal and the semicon-

%th %i/2– %i/2( )2 %i%d–[ ]
1/2

.+=

%0 y( ) %i/2–( )=

± %i/2( )2
y%d( )2

– y%i%d ycot+[ ]
1/2

.
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ductor, respectively; therefore, in the film, the potential
has a maximum and the ion distribution has a minimum
for any values of the voltage between the metal and the
semiconductor. In the remaining voltage range, the
maximum is either located outside the film (I < 0) or is
not present at all (I > 0) [8]; i.e., the potential varies
monotonically within the film. It is noteworthy that the
area under the ion peak in the I−V characteristic
between points 1 and 3 corresponds exactly to the con-
centration NS.

We now perform certain estimations. The ampli-
tudes of voltages and currents depend appreciably on
the parameter λ given by

(18)

this parameter is usually small. Indeed, %i ≈ 4.6 × 105 V/cm
(for NS = 1012 cm–2) and %d ≈ 0.86 × 104 V/cm (for d =
1000 Å and T = 500 K); thus, λ ≈ 10–2. At points 1 and
3, we have y1 = y3 and  =  (subscripts 1 and 3 cor-
respond to points 1 and 3); furthermore, y1 = π/(2ξ1),
where ξ1 ≈ 1 + λ in approximation (18). Then,

(19)

The approximate equalities in (19)–(22) correspond to
condition (18). Voltages at points 1 and 3 are equal to

λ %d/%i, λ  ! 1;=

j1* j3*

j1*/ j0 y1( )2γ1 π/2( )2,≈=

γ1 1 λ λ y1( )2+ +[ ] / 1 λ y1
2+( ).=

j/j0
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Fig. 1. Quasi-static current–voltage characteristic j(Vg) for
an ion current in a MIS structure. Points 1 and 3 correspond
to zero fields in the metal and semiconductor, respectively;
point 2 corresponds to symmetric distribution of ions in the
film. The dashed line represents the j*(Vg) characteristic
obtained disregarding the effect of a semiconductor on the
current amplitude; j0 is the capacitive current in the film,

NS = 1012 cm–2, d = 1000 Å, T = 500 K, and Nd = 1015 cm–3.
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Vg1 ≈ 0.628 V and Vg3 ≈ –0.306 V, whereas the voltages
at the film are ∆ϕ1 = –∆ϕ3, with

(20)

furthermore, Vg3 = ∆ϕ3 because ϕS3 = 0.
In addition, at point 2 (the corresponding subscript

is 2) in Fig. 1, we have %02 = –%i/2; [%(d)]2 = %i/2;
∆ϕ2 = 0; Vg2 = ϕS2 ≈ 0.263 V; the quantity y attains a
maximum ymax = y2 = π/ξ2, where ξ2 ≈ 1 + 4λ under con-
dition (18); and the current is given by

(21)

The height of the interior barrier in the film between the
surface (ϕ02) and the point corresponding to the maxi-
mum of potential (ϕm2) is equal to ∆ϕB = ϕm2 – ϕ02, so
that

(22)

For the actual parameters of the structure, the barriers
are not high: ∆ϕB ≈ 0.1–0.5 eV.

The impact of a semiconductor is illustrated in
Fig. 2, where a series of I−V characteristics for several
values of the dopant concentration Nd are shown;
curve 4 corresponds to a MIM structure. The values of
the parameters used were NS = 1012 cm–2, d = 1000 Å,

∆ϕ1 kT /q( ) 1 1/ λ y1( )2+[ ]ln=

≈ 2kT /q( ) λπ/2( );ln–

j2*/ j0 γ2/ 4λ( ) 1/ 4λ( ),≈=

γ2 1 2λ y2( )2+[ ] .=

∆ϕB kT /q( ) 1 1/ 2λ y2( )2+[ ]ln=

≈ 2kT /q( ) 2λπ( ).ln–

j/j0

Vg, V
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Fig. 2. The effect of a semiconductor on the current–voltage
characteristics j(Vg) for the ion current in a MIS structure.
The quasi-static characteristics were calculated for the
dopant concentrations of Nd = (1) 1014, (2) 1015, and

(3) 1016 cm–3; curve 4 is for a MIM structure; j0 is the

capacitive current in the film; NS = 1012 cm–2, d = 1000 Å,
and T = 500 K.
and T = 500 K. It is worth noting that the amplitudes of
currents depend only slightly on Nd in the range of
actual concentrations. The major changes are related to
the shift of the peak and to the suppression of the dip on
its left-hand slope, until this dip disappears completely
in the range of high concentrations.

3. DISTRIBUTION OF IONS IN THE FILM
Figure 3 shows the ion distributions N(z) plotted

using formulas (10) and (11) for typical values of the
parameters (NS = 5 × 1011 cm–2, d = 1000 Å, T = 500 K,
and Nd = 1015 cm–3) and for the voltages at the structure
Vg = (curve 1, ∆ϕ = 0) 0.205 V, (curve 2) 0 V, and
(curve 3, %0 = 0) 0.511 V.

The distributions feature a wide “background” por-
tion, and a sharp increase in concentration is observed
in the vicinity of one or both (depending on the voltage)
interfaces at a distance of about (0.1–0.2)d from these
interfaces. It follows from formulas (10) and (12) that
the concentration N(d) at the interface with the semi-
conductor can be written as

(23)

where N* is the characteristic (in the fields %(d) ~ %i)
concentration. Actually, we have N(d) ≈ N* on the
right-hand side of the peak (point 1 in Fig. 1, %0 = 0),
whereas N(d) ≈ N*/4 at the peak center point (point 2
in Fig. 1, %0 = –%i/2). It is pertinent here to write out
the following useful relation between %0 and the volt-
age at the film ∆u:

This expression follows from formulas (12) and (15).
In the region between points 1 and 3, the ion con-

centration in the film has a minimum at the point zm,
N(zm) = Nmin. Using (10) and (12), we obtain

(24)

where Nbg is a characteristic “background” concentra-
tion, with Nmin ≈ Nbg at point 2 [under condition (18)].
A plot of Nmin as a function of voltage is shown in
Fig. 4. The difference in concentrations is quite dis-
tinct: Nbg/N* = (πλ)2 ! 1. It is this condition and also
the form of the dependence N(z) [see (10)] that govern

N d( ) N* λy( )2 1 %0/%i+( )2
+[ ] ;=

N* 2πq2NS
2/ εikT( ),=

N* cm 3–[ ] 4.64 1018 NS cm 2–[ ] /1012( )2×≈

× 0.05/kT eV[ ]( ) 3.9/εi( ),

λy( )2 1 %0/%i+( )2
+

=  1 %0/%i+( )2 %0/%i( )2
–[ ] / 1 ∆u–( )exp–[ ] .

Nmin Nbg y/π( )2; Nbg πεikT( )/ 2q2d2( ),= =

Nbg cm 3–[ ] 2 1016×≈

× kT eV[ ] /0.05( ) 0.1/d µm[ ]( )2 εi/3.9( ),
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the presence of background portions in the distribution
of concentration for small Vg ≈ 0.1 V. Such portions dis-
appear and the segregation effect becomes more pro-
nounced in the region of high voltages, where the first
integral (8) has the reverse sign (I > 0).

The so-called frozen-out distributions (when the
ions that are mobile at the high-temperature technolog-
ical stage lose their mobility after rapid cooling of the
sample) may also be close to the equilibrium distribu-
tions. We note that, even in the absence of both the
external voltage and the fields of the contact potential
difference (for example, in a vacuum–insulator–semi-
conductor system), the ions by themselves are attracted
very effectively to the semiconductor. This situation
corresponds to a zero field at the outer boundary of the
film (%0 = 0, point 1 in Fig. 1, curve 3 in Fig. 3). Thus,
under actual conditions, the potential drop in an insula-
tor–semiconductor system may be significant |∆Φ| ≈
0.1–1 V. In this situation the following three types of
distributions may emerge. (i) Symmetric distributions
with a background portion and an increase in concen-
tration at the boundaries (Fig. 3, curve 1). (ii) Asym-
metric distributions with an accumulation of ions at one of
the boundaries and with a background (with a slow varia-
tion in the concentration) portion (Fig. 3, curves 2, 3).
These distributions emerge for small |∆Φ| ≈ 0.1–1 V.
(iii) Highly asymmetric distributions without back-
ground portions and with ion-localization regions of
~10–100 Å in size. These distributions exist if the val-
ues of ∆Φ are sufficiently large [8]. The distributions of
the discussed types have been observed experimentally
[5, 10]. However, the distributions of more intricate
types are also observed, which may be related to the
presence of other ions, ion traps, and inhomogeneities
in the interfaces.

It is noteworthy that negative (the minus sign at the
outer interface) values of ∆Φ are encountered rarely
[5]. Thus, in many cases, the ions accumulate at exactly
the inner boundary of the film. The ion distribution can
be changed by annealing [5, 10]; however, in order to
eliminate the ions from the interior boundary, we have
to use negative polarizing voltages or coatings that
induce negative contact potential differences (coatings
with a large work function). For the ions that are mobile
even at low temperatures (as is the case for Na), the
most radical method for eliminating such ions may
consist in introducing surface ion traps with sufficiently
high concentrations. The role of such traps can be
played by impurity atoms (for example, phosphorus)
that can form high-bonding-energy complexes with
sodium.

4. EXPERIMENT

Dynamic I−V characteristics of ion currents and
other experiments aimed at identifying the mobile ions
and studying their properties in Si–SiO2 are well known
(see review [3]). Typically, these are sodium (T >
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300 K) or potassium (T > 500 K) ions. However, at rel-
atively low temperatures (T < 500 K), the hysteresis
phenomena are observed in the experiments with ions
[4]. In addition, as the temperature increases, the
obscuring effect of leakage currents (related, for exam-
ple, to the hole injection into the film) becomes more
and more pronounced. Therefore, the realization of the
conditions for quasi-equilibrium deserves special atten-
tion.

For experiments, we used the metal–oxide–semi-
conductor (MOS) structures produced by oxidizing a
silicon KÉF-20 (n-Si:P, ρ = 20 Ω cm) substrate in a dry-
oxygen atmosphere; the oxide thickness was d =
1000 Å. The measurements were performed at 200 ≤
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Fig. 3. Distribution N(z) of ions in the film for the voltages
at the structure Vg = (1) 0.205, (2) 0, and (3) 0.511 (%0 = 0) V.

The values of the parameters are NS = 5 × 1011 cm–2, d =

1000 Å, T = 500 K, and Nd = 1015 cm–3; %0 is the field at
the exterior surface of the film.

Fig. 4. Dependence of the minimal ion concentration in the
film (Nmin) on the voltage Vg at the structure. The parame-

ters used were NS = 5 × 1011 cm–2, d = 1000 Å, T = 500 K,

and Nd = 1015 cm–3.
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Fig. 5. Temperature dependences of (1) the depolarization current I(T) and (2) the high-frequency capacitance C(T) for a Si-based
MOS structure. In the inset, we show the temperature dependences C(T) of the (1) high-frequency and (2) low-frequency capaci-
tances of the structure in the enhancement mode (the bias voltage is Vg = 5 V). The temperature-scan rate is 0.18 K/s.
T ≤ 500 K using an automated setup that made it possi-
ble to record the isothermal (dynamic) and thermally
stimulated ion currents while simultaneously measur-
ing the structure capacitance C. The latter was mea-
sured using an E7-12 digital L, C, and R meter at a fre-
quency of f = 1 MHz (high-frequency measurements
of C) or using an E7-14 immitance meter at a frequency
of f = 100 Hz (low-frequency measurements of C) for a
series equivalent scheme connecting the active and
reactive impedance components.

At first, the sample was polarized by a voltage of
Vg = 5 V at T = 500 K. After the current had decreased
to zero, the structure was cooled to T = 200 K under
application of the above voltage Vg. At this tempera-
ture, the sample was heated with a rate of βT = 0.18 K/s
under the zero bias voltage. The temperature depen-
dences of the current of thermally stimulated depolar-
ization I(T) and the high-frequency capacitance C(T)
were measured in the course of heating.

The dependences I(T) (curve 1) and C(T) (curve 2)
are shown in Fig. 5. It is noteworthy that, at T > 300 K,
the ions which were initially localized at the Si−SiO2

interface become mobile; this temperature region of the
mobility activation corresponds to sodium ions [3, 4].
At T > 400 K, an increase in the high-frequency capac-
itance is observed. The inset in Fig. 5 shows the temper-
ature dependences of the high-frequency (curve 1) and
low-frequency (curve 2) capacitances of the initially
polarized sample (the polarization conditions were T =
500 K and Vg = 5 V); these dependences were measured
under the voltage of Vg = 5 V.

It is noteworthy that, in the pronounced-enhance-
ment mode, we typically have C(T) = const to a high
accuracy, because, in this case, the semiconductor
capacitance CS is large (CS @ Cox, where Cox is the
oxide capacitance) [5] and is connected in series to the
insulator capacitance. The temperature dependence
(shown in the inset in Fig. 5) of the low-frequency
capacitance (C ≈ 418 pF) is quite consistent with the
above reasoning. Relatively small (compared to the
low-frequency C) values of the high-frequency capaci-
tance at comparatively low temperatures and the subse-
quent increase in this capacitance count in favor of the
activation (at T > 400 K) of additional electronic pro-
cesses in the insulator and semiconductor; these pro-
cesses have time to respond to the test-signal frequency
(1 MHz). We discuss possible mechanisms of this phe-
nomenon below.

Isothermal measurements at T = 400 K were per-
formed in the following manner. The sample was polar-
ized using a voltage of Vg = 5 V for a time during which
the polarization current decayed to the zero value.
When this process was terminated, the voltage Vg was
varied linearly in the direction of depolarizing biases.
The dependences I(Vg) and C(Vg) were recorded during
variations in Vg.

In the inset in Fig. 6, we show the dynamic depen-
dences C(Vg) for the high-frequency (curves 1, 2) and
low-frequency (curve 3) capacitance; these depen-
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Fig. 6. Theoretical (points) and experimental (solid line) dynamic current–voltage characteristics j(Vg) of a Si-based MOS structure;
j0 is capacitive current in the film; the rate of the bias-voltage scan was βV = 1.7 mV/s; and T = 400 K. In the inset, we show the
(1, 2) high-frequency and (3) low-frequency dynamic capacitance–voltage characteristics C(Vg) of the structure; the characteristics
were measured for the βV = (1) 16 and (2 and 3) 1.7 mV/s; T = 400 K; the points correspond to the steady-state values of the high-
frequency capacitance.
dences were obtained for the voltage (Vg) scanning
velocities βV equal to (curve 1) 16 mV/s and (curves 2, 3)
1.7 mV/s. The points correspond to steady-state values
of the high-frequency capacitance measured under a
constant bias voltage after the relaxation processes
occurring as a result of steplike variation in the voltage
Vg have been completed (the characteristic times of
these processes may amount to several minutes). It can
be seen that curve 2 is already close to the quasi-equi-
librium characteristic. Therefore, the voltage scan with
βV = 1.7 mV/s was chosen when measuring the
dynamic I−V characteristic.

Figure 6 shows an experimental dynamic I−V char-
acteristic I(Vg)/I0 (continuous line) normalized to I0 ≈
0.726 × 10–12 A (the value of current in the range of Vg ≈
2–5 V). It is worth noting that I0 ≈ βVC (for C ≈ 418 pF);
i.e., this value of current corresponds exactly to the
low-frequency capacitance. In this situation, the effec-
tive metal-electrode area determined from the value of
the capacitance (C ≈ 418 pF) for d = 1000 Å is S ≈
0.012 cm2; the latter value is consistent with the esti-
mate of the area using a microscope. Since, for a one-
dimensional configuration, we have I(Vg)/I0 = j/j0, we
also show in Fig. 6, for the sake of comparison, the the-
oretical I−V characteristic j(Vg)/j0 (the points) calcu-
lated for NS = 5.71 × 1011 cm–2, d = 1000 Å, T = 400 K,
Nd = 2 × 1014 cm–3, and ϕC = 0.138 V.
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We now discuss the results obtained. Satisfactory
agreement between the theory and experiment is
observed for the main part of the peak. We may expect
that, for this part of the peak, the actual distribution of
ions in the film is consistent with theoretical predic-
tions as well. Discrepancies between the theory and
experiment are distinct at the peak sides, especially at
its left-hand side in the region of the capacitance-
related dip. Typically, such effects are related to the
presence of traps in the film, the recharging of which
leads to a shift and an “extension” of experimental
dependences [5, 11]. In such a situation, longer relax-
ation times are caused by the tunneling character of the
recharge process and the high barriers for electrons and
holes in the insulator. Differences between curves 2 and
3 in Fig. 6 also count in favor of this mechanism.

However, another effect is also observed; this effect
manifests itself in the difference between the values of
the high- and low-frequency capacitances (see the inset
in Fig. 6) in the enhancement region. The frequency
dispersion of the voltage dependences of capacitance
may be related to various factors. One of the popular
models (the so-called two-dimensional model [11, 12])
attributes this dispersion to the presence of peripheral
(outside the metal electrode) charges at the exterior or
interior surfaces of the film. This phenomenon has been
studied most thoroughly for the p-type samples. Its
influence on the ion peaks has not been studied so far.
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Thus, the shape of quasi-static I−V characteristics in
actual samples may be affected by additional charges
and traps in the film. This effect is most pronounced at
the peak sides in which case the ions are localized at
one of the interfaces. Further studies in this area will
require additional experiments (for example, experi-
ments with samples provided with guard rings) and the
development of a theoretical model, in particular, with
allowance made for the surface ion states.

5. CONCLUSION
The quasi-static current–voltage characteristics of

the ion currents in thin insulating films of MIS struc-
tures (Figs. 1, 2) and the spatial distribution of ions in
these films (Fig. 3) were calculated in terms of a model
with a Boltzmann distribution of ions in energy. The
points in the I−V characteristic (points 1 and 3 in Fig. 1)
are identified such that the ion-peak area between these
points corresponds exactly to the ion concentration in
the film. For small potential drops across the structure
(∆Φ ≈ 0.1–1 V), the ion distribution in the film is char-
acterized by the presence of a “background” portion
and by an increase in the concentration in the vicinity
of the one or two film boundaries; depending on the
magnitude and sign of ∆Φ, this distribution may be
either symmetric (curve 1 in Fig. 3) or asymmetric
(curves 2, 3). We suggested the formulas for the back-
ground concentration [see (24) and Fig. 4] and the ion
concentration at the film boundary [see (23)]. For high
voltages, the ions are localized within distances smaller
than 100 Å from one of the interfaces, and there are no
background portions.

We reported the experimental dynamic I−V charac-
teristics of the silicon-based MOS structures and the
simultaneously measured capacitance–voltage charac-
teristics. Discrepancies between theoretical and exper-
imental I−V characteristics (Fig. 6) are mainly observed
at the ion-peak slopes and outside the peak; i.e., these
discrepancies are observed in the regions where the
ions are localized at one of the interfaces. We discussed
some plausible reasons for these discrepancies.
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Abstract—The hysteresis in the dependence of the polarization P on the electric field E was simulated for a
metal–ferroelectric–semiconductor structure with a perovskite semiconductor. The simulation is based on the
analysis of an experimental P(E) hysteresis loop observed in a metal–ferroelectric–metal structure and approx-
imated by hyperbolic tangent. Poisson’s equation is numerically integrated with consideration for the depen-
dence of the ferroelectric permittivity on electric field. The depolarizing action of the semiconductor reduces
the remanent polarization several times, with the depolarization effect more pronounced for a semiconductor
with lower impurity concentration. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION: PROBLEM FORMULATION

The use of field-effect transistors (FETs) based on
metal–ferroelectric–semiconductor (MFES) structures
was proposed as far back as in the 1960s [1–5]. At
present, this line of investigation is developing rapidly
because of technological achievements and the grow-
ing demand for memory elements [6–12].

One of fundamental difficulties encountered in cre-
ating MFES FETs is depolarization; i.e., weakening of
polarization in thin layers of a ferroelectric (FE). In a
semiconductor, the charge screening the FE polariza-
tion penetrates deep inside the material, which causes
band bending and gives rise to a surface potential ψs

and, consequently, to a depolarizing field Ef in FE
[13−19]. Reduction of depolarization is a topical task
whose solution could be aided by simulating the MFES
structures, which enables prognostication of MFES
FET properties. In [20], an MFES FET was simulated,
with the operation of the FET based on the formation of
an inversion layer in the semiconductor. However, the
matching of FE to silicon entails severe technological
difficulties (see, e.g., [11, 21]).

At present, mainly perovskite semiconductors tech-
nologically compatible with FE are used in developing
the MFES FETs [9–11, 22, 23]. In these FETs, the
channel conductance is modulated without formation
of an inversion layer in the semiconductor [9, 10]. In
[16–19], MFES and metal–ferroelectric–metal struc-
tures were simulated, and their stable equilibrium states
were calculated from the minimum in the dependence
F(P), where F is the free energy and P is the polariza-
tion. However, the F(P) dependences used in these
works had been developed for a single-domain FE
[24, 25], while actual FEs (both ceramics and films)
are, as a rule, multidomain polycrystals.

In this study, the simulation is based on an analysis
of the experimental P(E) hysteresis loop (E is the elec-
1063-7826/01/3502- $21.00 © 20193
tric field) of a metal–ferroelectric–metal (MFEM)
structure, i.e., on reliable information. This loop is
approximated by hyperbolic tangent. Then, Poisson’s
equation for the MFES structure is integrated to yield
its basic characteristics: dependences of the quantities
ψs, Qs, Es, Vf, and P on external voltage V (here ψs is the
surface potential of the semiconductor, Qs is the charge
in the semiconductor, Es is the electric field at the semi-
conductor surface, and Vf is the voltage drop across the
ferroelectric). It is assumed that the contact to FE forms
a Schottky barrier, the contact to the semiconductor is
ohmic, and both the FE and the semiconductor are
doped with shallow-level acceptors. It is also assumed
that the current through the MFES structure is small
and has no effect on the polarization.

BASIC EQUATIONS

For the semiconductor, the solution to Poisson’s
equation and also expressions for Es, Qs, and ψs are
well-known (see, e.g., [26, 27]) and, therefore, are not
presented here. We note that the concentrations of elec-
trons and/or holes were calculated using the Boltzmann
statistics for the case of depletion and the Fermi–Dirac
statistics for accumulation.

For the FE, Poisson’s equation takes the form (see,
e.g., [28])

(1)

where ψ is the potential, ε0 is the permittivity of free
space, and ρ is the volume charge density.

At the FE–semiconductor interface, the following
relation is observed

(2)

∂2ψ
∂x2
---------

ρ

ε0
∂P
∂E
------+ 

 
-----------------------,–=
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Hysteresis loops of metal–ferroelectric–metal (MFEM) and metal–ferroelectric–semiconductor (MFES) structures. Concentration
of shallow-level acceptors in the semiconductor Ns = (a) 1015 and (b) 1019 cm–3; other parameters are the same for (a) and (b); fer-

roelectric thickness w = 0.1 µm; concentration of shallow-level acceptors in the ferroelectric Nf = 1018 cm–3, εs = 10, Ps = 25 µC/cm2,

Pr = 15 µC/cm2, and Ec = 2 × 105 V/cm. (1, 2) Ascending and descending portions of the hysteresis loop of an MFEM structure;
(3, 4) ascending and descending portions of the hysteresis loop of an MFES structure; (5) V + Vbi; (6, 7) Vf for the ascending and
descending portions, respectively. Inset: FE, ferroelectric; S, semiconductor; and V, voltage applied to the structure.
Here, εs is the dielectric constant of the semiconductor,
Qss is the charge of surface states, and Ef is the electric
field in the ferroelectric.

The electric-field dependence of the polarization
P(E) was approximated at various initial conditions by
expressions (19)–(23) from [29] and (1)–(3) from [30].
The distribution of the electric field and potential in the
FE was found by numerical integration of Poisson’s
equation. The calculations were performed for a metal–
〈p-type ferroelectric〉–〈p-type semiconductor〉  struc-
ture, with voltage increasing from a value correspond-
ing to –Ps (carrier accumulation at the semiconductor
surface, Ps is the spontaneous polarization) to values
corresponding to the depletion of the semiconductor
surface, and also for a reverse sweep of the voltage.

The following parameter values were adopted:

(a) For FE, spontaneous polarization Ps = 25 µC/cm2,
remanent polarization Pr = 15 µC/cm2, coercive field
Ec = 2 × 105 V/cm, shallow-level acceptor concentra-
tion Nf = 1018 cm–3, and thickness 0.1 µm.

(b) For semiconductor, dielectric constant εs = 10,
shallow-level acceptor concentration Ns = 1015 and
1019 cm–3, and surface-state charge Qss = 0.
RESULTS OF CALCULATION
AND DISCUSSION

The main results of the calculations are shown in
Figs. 1a and 1b; also shown for comparison is a satu-
rated hysteresis loop (from –Ps to Ps and back) of an
MFES structure with the same FE, but without impuri-
ties in the FE (Nf = 0) (lines 1 and 2). In the figure, Vbi

is the contact potential difference between the contact
to the ferroelectric and the semiconductor. The surface
potential of the semiconductor ψs is calculated as the
difference between dependences 5 (V + Vbi) and 6
(Vf for the ascending portion) or dependences 5 and 7
(Vf for the descending portion).

In the case of carrier accumulation at the semicon-
ductor surface (ψs < 0), its properties approach the
properties of a metal and, therefore, the ascending por-
tions for the MFEM and MFES structures run close
(lines 1 and 3, respectively). The electric field strength
at the semiconductor surface, Es, may be as high as sev-
eral times 107 V/cm; however, such strong electric
fields exist only in a very thin layer (on the order of sev-
eral angstroms), which rules out the possibility of ava-
lanche breakdown. The carrier accumulation at the
semiconductor surface is replaced by its depletion at
E . Ec (the point of intersection of lines 5 and 6), where
Ec is the coercive field.

In the case of depletion of the semiconductor sur-
face (ψs > 0), an increase in the voltage V leads to a
SEMICONDUCTORS      Vol. 35      No. 2      2001
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higher voltage drop across the semiconductor ψs (dif-
ference between lines 5 and 6); the voltage Vf across
the FE (and, consequently, its polarization) change only
slightly. This feature is more pronounced for semicon-
ductors with lower impurity concentration (cf. run of
lines 6 in Figs. 1a and 1b). For Ns = 1018–1019 cm–3 and
voltages of several volts, the field strengths Es at the
semiconductor surface may be as high as several times
106 V/cm, i.e., exceed severalfold the breakdown elec-
tric field in silicon [27]. However, the carrier mobility
in perovskite semiconductors is much lower than that in
silicon. Therefore, there is good reason to assume that
electrons (or holes) in perovskite semiconductors will
not acquire an energy sufficient for impact ionization
along the mean free path.

Comparison of the remanent polarizations –Pr and
Pr for the ascending and descending portions of the
hysteresis loop of the MFEM structure with the corre-
sponding values for the MFES structure shows that the
depolarization under the impact of the semiconductor
strongly reduces (from two to three times) the remanent
polarization.

The hysteresis loop of the MFES structure in this
study is qualitatively similar to the experimental dark
hysteresis loop of the structure Au–〈triglycine sulfate〉–
p-Si [17], which confirms the correctness of our simu-
lation procedure. However, our results differ somewhat
from the calculated dependence P(E) from [16], which,
in particular, shows stepwise changes in depolarization
at certain fields. This discrepancy is due to the use of
different simulation methods (see above).

CONCLUSION

The hysteresis in a metal–ferroelectric–semicon-
ductor structure is simulated on the basis of an analysis
of an experimental hysteresis loop of a metal–ferro-
electric–metal structure. It is shown that the depolariz-
ing effect of the semiconductor reduces the remanent
polarization severalfold, with the depolarization effect
being more pronounced for a semiconductor with lower
impurity concentration.
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Abstract—A change in the chemical composition of the CdxHg1 – xTe surface as a result of its treatment by
atomic beams of oxygen and hydrogen was investigated. The beams were obtained by the electron impact in a
high-frequency plasma of N2O and H2 gases. The consecutive action of beams of atomic oxygen and hydrogen
was shown to result in the removal of carbon-containing compounds, a layer of native oxide, and tellurium in
its elemental state from the surface of samples. © 2001 MAIK “Nauka/Interperiodica”.
A large number of methods are used nowadays for
passivating the surface of compounds based on cad-
mium, mercury, and tellurium (CMT), with the subse-
quent formation of insulating protective films. Of wide
usage are the methods of vacuum deposition of zinc-
sulfide layers, the molecular-beam epitaxy (MBE) and
MOC-hydrate epitaxy of cadmium telluride, and the
pyrolytic and plasma-chemical deposition of silicon-
dioxide and silicon-nitride layers [1–3].

An actual surface of II–VI semiconductors is always
covered by a layer of the native oxide 1–3 nm thick,
formed as a result of the interaction of a substrate with
oxidizing components of an etchant and atmospheric
oxygen. The chemical composition of this oxide
depends substantially on the method of chemical treat-
ment of the semiconductor and the relationship
between components of the etchant and the solutions
used for rinsing the surface. In the process of the syn-
thesis of an insulator, the chemical composition of the
native oxide can also undergo considerable chemical
transformations, which ultimately exerts an adverse
effect on the parameters of photoelectronic devices.

The idea of obtaining structures on the II–VI semi-
conductors with an oxygenfree interface, i.e., with a
complete removal of the native oxide, and the subse-
quent synthesis of the insulating layer, has been
actively discussed [4]. Treatment of a semiconductor
by atomic hydrogen obtained by the method of thermal
decomposition of H2 at a heated tungsten filament was
suggested [4]. According to [4], under these conditions
(a substrate temperature is T = 80°C), the following
reducing reactions can proceed:

CdTeO3 6H CdTe 3H2O↑ ,++
1063-7826/01/3502- $21.00 © 20196
In this case, mercury in the elemental state is ther-
mally desorbed from the surface of a semiconductor.
According to the model suggested, the removal of
oxide and elemental phases from a CMT surface is the-
oretically attainable. At the same time, cleaning the
substrate surface of carbon-containing contaminations
(residues of organic solvents after rinsing, etc.) is
impossible by atomic hydrogen from the standpoint of
the chemical thermodynamics [5]. The carbon-contain-
ing particles are removed from the surface by activated
oxygen [for example, by means of a high-frequency
(HF) discharge]. As a gas reactant in such processes,
nitrogen oxide with a low dissociation energy of its
molecules (E = 1.7 eV) can be used. In our opinion, the
combination of treatments of a surface by atomic
beams of oxygen (carbon-containing contaminations
are removed) and hydrogen (the native-oxide layer is
reduced and elemental phases are removed) is promis-
ing for the technology of improving the insulator–CMT
interface.

In our study, we investigated the influence of atomic
beams of hydrogen and oxygen on a CMT surface. The
beams were obtained by electron impact in the high-
frequency (f = 13.56 MHz) plasma. The usage of a two-
chamber reactor in our technological setup with a spe-
cial separation of the substrate and the HF-discharge
zones precluded the impact of ions and electrons of the
plasma upon the surface of CMT samples [6]. This

TeO2 4H Te 2H2O↑ ,++

Te 2H TeH2↑ ,+

HgTe 2H Hg↑ TeH2↑ .+ +
001 MAIK “Nauka/Interperiodica”
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setup also made it possible to deposit an insulating
layer immediately after atomic-beam treatment, with-
out removing the sample from the reactor.

Preliminary electrical investigations of the MIS
structures manufactured on the basis of CMT show that
electrical parameters depend strongly on the conditions
existing during treatment of the semiconductor surface
(the nature of a gas reactant, a substrate temperature,
the duration of exposure to activated gas, etc.). With the
purpose of clarifying the causes of significant modifica-
tion of MIS-structure parameters, we investigated the
chemical composition of the surface of substrates.

The analysis was carried out by Auger electron
spectroscopy (AES) and X-ray photoelectron spectros-
copy (XPS). These methods are exclusively sensitive to
the upper monolayers of the sample and are mutually
complementary; their combination makes it possible to
determine both the elemental composition of the sur-
face under investigation and the chemical state of
atoms. The AES spectra of the sample surface were
obtained using an OPC-2 Riber analyzer with a relative
energy resolution ∆E/E = 0.2%. For obtaining the spec-
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Fig. 1. The Auger spectra of the surface of a Cd0.22Hg0.78Te
sample: (1) initial surface; (2) surface after the treatment by
a beam of atomic oxygen, and (3) surface after the treatment
by a beam of atomic hydrogen.
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trum of secondary electrons, they were excited by an
electron beam with an energy of 3 keV. The electron-
beam diameter amounted to 5 µm, and the beam current
was 100 nA. The XPS spectra were obtained using a
MAC-2 Riber analyzer of the two-stage cylindrical-
mirror type. For exciting the X-ray radiation, we used a
Mg-anode source with a Mg-line energy of 1253.6 eV.
The X-ray-beam diameter amounted to 5 mm, the
source power was 300 W, and the energy resolution of
the analyzer amounted to 0.5 eV and was constant
within the entire energy range measured.

The objects of investigation were p-CdxHg1 – xTe
(x = 0.22) bulk samples subjected to the mechanochem-
ical polishing (a damaged layer was removed up to a
depth of 100 µm), the dynamic chemical polishing in a
brom–ethanol etchant (a damaged layer of 10 µm was
removed), and a rinsing in three portions of acetone and
in deionized water. The treatment in gases activated by
a high-frequency discharge was performed at a sub-
strate temperature equal to 80°C. In this paper, we dis-
play the results of investigating a chemical composition
for four CMT samples:
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Fig. 2. X-ray photoelectron spectra C-1s of the surface of a
Cd0.22Hg0.78Te sample: (1) initial surface, (2) surface after
the treatment by a beam of atomic hydrogen (sample 3),
(3) surface after the treatment by a beam of atomic oxygen
(sample 2), and (4) surface after the combined treatment.
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sample 1 is the initial sample after the chemical
preparation and rinsing;

sample 2 is the sample treated in nitrogen oxide acti-
vated by the HF discharge (t = 30 s);

sample 3 is the sample treated in hydrogen activated
by the HF discharge (t = 30 s); and

sample 4 is the sample subjected consecutively to
the same treatments as samples 2 and 3 for 60 s.

For investigating the chemical composition of the
surface, all the samples were transported from the reac-
tor to the setup through atmospheric air with an identi-
cal exposure to air for each sample. On the initial sur-
faces of the samples 1–4, the peaks of elements Te, Cd,
Hg, O, and C were observed. No other elements were
detected within several atomic percent. The carbon
concentration on the surface of samples 2 and 4 is much
lower than that on the surface of samples 1 and 3
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Fig. 3. X-ray photoelectron Te-3d spectra from the surface
of a Cd0.22Hg0.78Te sample: (1) initial surface, (2) surface
after the treatment by a beam of atomic hydrogen (sample 3),
and (3) surface after the treatment by a beam of atomic oxy-
gen (sample 2).
(Figs. 1, 2), which substantiates the conclusions [5] that
it is impossible to clean the substrate surface of carbon-
containing contaminations exclusively by means of
atomic hydrogen. It is necessary to emphasize that the
use of combined treatment (sample 4) makes it possible
to fix the effect of cleaning the surface of carbon-con-
taining contaminations.

The energy position of the photoelectron peak of tel-
lurium (Te-3d5/2) (Fig. 3) observed in the XPS spectra
of the samples under investigation bears important
information. For example, for sample 2, we observe a
pronounced splitting into two peaks, with binding ener-
gies of 576.1 and 572.8 eV corresponding to oxidized
and elemental (metallic) states of tellurium [4]. Assum-
ing that the peak with lower binding energy is the sub-
strate signal weakened by a thin oxide film, it is possi-
ble to calculate a thickness of the oxide film, which
amounts to ~1.6 nm in our case. A similar calculation
for the initial sample 1 yields a value of ~0.2 nm, and
tellurium under a thin oxide layer is also observed in
the metallic state. On the surface of the sample 3,
treated by atomic hydrogen, and sample 4, subjected to
combined treatment, there is no oxide film, and tellu-
rium resides in the CdHgTe compound with a binding
energy of 572.3 eV.

Thus, the proposed combined treatment of the
CMT-sample surface by atomic beams of O and H pro-
duced using the high-frequency discharge leads to an
efficient removal of carbon atoms, the surface oxide
film, and also of tellurium in the elemental state. The
method proposed for treating the surface of CMT sub-
strates can be efficiently used in the technology of fab-
rication of CMT-based structures.
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Abstract—Special features corresponding to resonance tunneling of electrons from the Γ valley of GaAs to the
X valley of AlAs were observed in the current–voltage characteristics of single-barrier GaAs/AlAs/GaAs het-
erostructures. Tunneling both via the states related to the two-dimensional Xxy and Xz subbands and via the
related impurity states was detected. It is shown that the energy position of such impurity states is largely con-
trolled by two factors: (i) spatial confinement of the AlAs layer, which influences both the size-quantization
energy levels of the Xxy and Xz subbands and the corresponding binding energies of impurity states, and (ii) the
biaxial compression of the AlAs layer due to a mismatch of the AlAs and GaAs lattice parameters, which results
in the splitting of the Xxy and Xz valleys. This made it possible to determine directly the binding energy of the
impurity states; this energy was found to be ~50 meV for the Xz valley and ~70 meV for the Xxy valley. © 2001
MAIK “Nauka/Interperiodica”.
It is known that AlAs (unlike GaAs) is an indirect-
gap semiconductor (the minimum of the conduction
band is located in the vicinity of the X point of the Bril-
louin zone) and represents a quantum well (QW) for the
X-valley electrons and a barrier for the Γ-valley elec-
trons in AlAs/GaAs heterostructures (Fig. 1). The offset
of the conduction-band bottom between the GaAs
X valley and the AlAs Γ valley amounts to ~0.12 eV.
Such a combination of properties has rendered the
AlAs/GaAs-based heterosystems convenient objects
for experimental studies of transitions between the
states corresponding to the different symmetry points
(Γ and X) of the Brillouin zone. It has been found
experimentally that quantum states related to the X val-
ley in AlAs exert a pronounced effect on the optical and
transport properties of AlAs/GaAs-based heterosys-
tems [1–4]. This has motivated interest in the mecha-
nisms of transitions between the Γ and X states and in
the spectra of states in the X valley of AlAs and the
related impurity states.

Experimental studies of the optical [1, 2] and trans-
port [3, 4] properties of AlAs/GaAs heterosystems have
shown the following. The X valleys that are sixfold
degenerate in the bulk AlAs are transformed into two
types of two-dimensional (2D) X subbands with differ-
ent energies if thin AlAs films are considered (i.e.,
under the conditions of size quantization in a single
direction). This phenomenon is often referred to as the
splitting of the X valleys and is caused by the following.
First, for a thin AlAs layer (the X wells), the Xz and Xxy
1063-7826/01/3502- $21.00 © 20199
valleys (Fig. 1) are no longer equivalent owing to a dif-
ference in effective masses that govern the motion of
electrons in the direction perpendicular to the heter-
oboundaries (the QW walls). The effective mass is
1.1m0 for the Xz valleys, whereas it is 0.19m0 for the Xxy

valley. Therefore, the energy positions of 2D electron
subbands belonging to the Xz and Xxy valley are differ-
ent. Second, due to a 0.12% mismatch between the lat-
tice constants of AlAs and GaAs, the lattice is com-
pressed in the well plane in the AlAs layer and is
extended in the perpendicular direction in accordance
with the Poisson ratio. The compression leads to a
descent of the Xxy valley, whereas the Poisson tension
results in an ascent of the Xz valley. Thus, the Xz valley
is located below the Xxy valley for AlAs layers less than
60 Å thick; the reverse situation is observed for an AlAs
layer thicker than 60 Å [1].

The presence of donors in AlAs leads to the emer-
gence of impurity states. The ground state of a silicon
donor in bulk AlAs is triply degenerate [2]. The nature
of these states is such that each of them may be inde-
pendently related to a specific pair of X valleys. In the
conditions of a thin AlAs layer, the triplet states are
split into a doubly degenerate state (related to the
Xxy valleys) and a singly degenerate state (related to the
Xz valleys); this occurs in addition to the splitting of the
X states. The binding energies of such impurity states
have been calculated previously [5] with allowance
made for the mass anisotropy and the size-quantization
effect.
001 MAIK “Nauka/Interperiodica”
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Tunneling spectroscopy makes it possible to
directly measure the binding energy of the donor state
if we observe the tunneling both via the ground state
and via the impurity state and if we can convert the
measured voltages to the energy values (i.e., if we know
the potential distribution over the structure). Tunneling
via the Si donor state in GaAs QWs in two-barrier res-
onance-tunneling GaAs/AlxGa1 – xAs-based diodes has
been observed previously [6–8]; the experimentally
determined value of binding energy [6–8] for such a
donor state is in excellent agreement both with the cal-
culated value for a QW with corresponding width and
with the results of optical measurements. As far as we
know, there have so far been only two publications
[10, 11] (in addition to our preliminary study [9])
where the impurity states in the AlAs X valley have
been reported. However, the results of the above studies
do not give an accurate idea either of the impurity-state
structure in the X valley or of the value of the corre-
sponding binding energy.

In this study, we detected tunneling both via the
states corresponding to the 2D Xxy and Xz subbands in
the AlAs layer and via the related impurity states. This
made it possible to directly determine the binding ener-
gies of the impurity states and to demonstrate that the
energy positions of such impurity states is largely gov-
erned by the following two factors:

(i) The spatial confinement of the AlAs layer, which
influences both the size-quantization levels in the
Xxy and Xz subbands and the impurity-state binding
energies.

AlAsGaAs GaAs

0.88 eV
~ 1.0 eV

0.48 eV

[001]

[001]

[100]

[010]
Xy

Xz

Xx

(a)

(b)

Fig. 1. (a) The profile of the conduction-band bottom of a
GaAs/AlAs/GaAs heterostructure. (b) A schematic repre-
sentation of the constant-energy ellipsoids in reference to
the point X in the Brillouin zone in the k space for AlAs.
(ii) The biaxial compression of AlAs layer due to the
mismatch between the AlAs and GaAs lattice con-
stants, which results in the splitting of the Xxy and Xz
valleys by ~23 meV.

Heterostructures used in the fabrication of the sam-
ples were grown by molecular-beam epitaxy on the
heavily doped n+-GaAs(100) substrates at 570°C and
had the following sequence of layers: an n+-GaAs layer
with n = 2 × 1018 cm–3 and a thickness of 400 nm; an
n−-GaAs layer with n = 2 × 1016 cm–3 and a thickness of
50 nm; an undoped GaAs layer 10 nm thick; an
undoped AlAs layer 5 nm thick; an undoped GaAs
layer 10 nm thick; an n−-GaAs layer with a thickness of
50 nm and n = 2 × 1016 cm–3; and an n+-GaAs layer with
a thickness of 400 nm and n = 2 × 1018 cm–3. Silicon
was used as a dopant. Nonrectifying contacts were
formed by the consecutive deposition of AuGe, Ni, and
Au layers with subsequent thermal annealing at 400°C.
In order to form a mesa structure 100 µm in diameter,
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X

Fig. 2. Calculated profile of the conduction-band bottom
(for the Γ point in the Brillouin zone) for a single-barrier
GaAs/AlAs structure under a bias voltage of V = 900 mV.
The profiles of the Γ- and X-band bottoms in the vicinity of
the AlAs layer are shown in the inset. The positions of the
Fermi level εF, the size-quantization level ε0 in the 2D accu-
mulation Γ layer in GaAs, and the size-quantization energy
levels of the Xxy and Xz subbands in the AlAs barrier are
shown. The energy positions of the XxySi and XzSi impurity
states generated by the Xxy and Xz valleys in AlAs are also
shown.
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we used the conventional technology of chemical etch-
ing. The calculated profile of the conduction-band bot-
tom (for the Γ point in the Brillouin zone) in an exper-
imental structure for a bias voltage of V = 900 mV is
shown in Fig. 2. The profiles of the Γ and X bands in the
vicinity of the AlAs layers are shown in the inset.

We measured the dependences of the current I, the
differential conductance dI/dV, and the second deriva-
tive d2I/dV 2 on the bias voltage in a magnetic field with
an induction of up to 8 T at temperatures of T =
1.5−4.2 K. The dependences of differential conduc-
tance dI/dV and the second derivative d2I/dV 2 on the
bias voltage were measured using the modulation tech-
nique.

An experimental current–voltage (I–V) characteris-
tic of the sample is shown in Fig. 3a. As the voltage
increases, a drastic increase in the current is observed.
Such a shape of I–V characteristic in single-barrier
GaAs/AlAs heterostructures is unambiguously related
to tunneling via the X states in the AlAs barrier [10, 12].
For individual AlAs barriers 5 nm thick, the magnitudes
of the effect observed in this study (the current density
increases from 10 to 100 A/cm2 when the tunneling via
the X valley becomes effective) and those reported in
previous publications [10, 12] are the same. In addition,
an excess current (indicated by an arrow in Fig. 3a) is
distinct below the threshold corresponding to the onset
of tunneling via the X valley in the AlAs barrier. A sim-
ilar special feature has been observed in the I–V char-
acteristics of single-barrier GaAs/AlAs heterostruc-
tures with a δ-doped barrier and has been attributed to
resonance tunneling via the zero-dimensional impurity
states belonging to the X valley in the AlAs barrier [10].

Figure 3b shows the bias-voltage dependence of the
differential conductance dI/dV. The special features
corresponding to the transitions via the 2D X subbands
are denoted by C, D, and E. As will be shown below, the
resonance C corresponds to tunneling via the Xz1 sub-
band; we attribute the resonance D to tunneling via the
subband Xxy1 with the emission of a transverse acoustic
(TA) phonon in AlAs, and the transition E is attributed
to tunneling via the subband Xz2.

For the bias voltages below the threshold of tunnel-
ing via the ground state in the AlAs X valley, two low-
intensity peaks (A and B) are observed in Fig. 3b. These
special features are clearly distinguishable in Fig. 4,
which shows the dependence of the second derivative
of the current with respect to the voltage d2I/dV 2 on the
voltage V. We relate the peaks A and B to the resonance
tunneling via the Si donor states belonging to the Xxy

and Xz valleys, respectively, in the X-AlAs QW. It
should be noted that, in our case, the barrier was not
intentionally doped; however, the presence of impuri-
ties in the barrier was caused by the diffusion of Si from
the heavily doped regions during heterostructure
growth and also by residual (background) doping that
amounted to 1015 cm–3 in the case under consideration.
SEMICONDUCTORS      Vol. 35      No. 2      2001
The existence of a large amount of impurities in the
barrier in the structures used is verified both by the
presence of the zero-voltage anomaly (a conductance
peak) [13] and by the experimental voltage dependence
of electron concentration in the accumulation layer
(this dependence was obtained as a result of processing
the tunneling-current Shubnikov–de Haas oscillations
in a magnetic field perpendicular to the 2D electron
layer). Extrapolation of concentration to the zero exter-
nal bias indicates that a large density of built-in positive
charge (~1 × 1011 cm–2) is present in the barrier. How-
ever, the absolute value of concentration determined
from the measured period of the tunneling-current
oscillations yields only the upper bound of the built-in
charge, because the true value of the Fermi energy in a
2D layer may be smaller than the measured value [14].

In Fig. 4, the arrows indicate the calculated values of
voltages for which the Fermi level εF in the accumula-
tion layer coincides with the impurity level εi in the
AlAs-layer X well (XxySi or XzSi) or with the size-quan-
tization level (Xz1 and Xxy1); i.e., a new channel of tun-
neling becomes effective. The voltage corresponding to
the condition εF = εi is referred to as the threshold of
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0 500 1000 V, mV
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Fig. 3. (a) The I–V characteristic of GaAs/AlAs/GaAs het-
erostructure. (b) The dependence of differential conduc-
tance on the applied voltage.

×60
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tunneling via the ith level in the well [3]. The maximum
of the second derivative d2I/dV 2 corresponds to such a
condition in the I–V characteristic [15]. As can be seen
from Fig. 4, the positions of the peaks in the d2I/dV 2(V)
curve coincide with the calculated values. When calcu-
lating the thresholds of tunneling via the size-quantiza-
tion levels Xz and Xxy, the electron effective masses (the
longitudinal ml and the transverse mt ones) in the AlAs
X valley were assumed to be ml = 1.1m0 and mt = 0.19m0

and the energy difference between the GaAs Γ band
and the AlAs X band was taken to be 120 meV in accor-
dance with [3]. In addition, the influence of biaxial
compression of AlAs as a result of the mismatch
between the GaAs and AlAs lattice constants on the
energy levels in the X well was taken into account. We
note that the special features related to tunneling via the
Xxy1 level were not observed experimentally; however,
the special feature corresponding to tunneling via this
level with emission of a TA phonon with an energy of
"ωTA = 12 meV was observed in AlAs. Such a relation
between the magnitudes of experimental features corre-
sponding to tunneling transitions Γ  Xz, Γ  Xxy,
and Γ  Xxy + TA has been observed previously [3]
and has been attributed to different probabilities of the
processes  @  @ . Such aPΓ Xz→ PΓ Xxy TA+→ PΓ Xxy→

0 500 1000 1500 2000

d2I/dV2, arb. units

Xxy1

Xz1

XzSi

XxySi

Xz2

Xxy1+TA 

× 20

V, mV

Fig. 4. Dependence of the second derivative d2I/dV2 on the
applied voltage. The arrows indicate the calculated values of
voltages for which the Fermi level in the accumulation layer
coincides with the impurity level in the X well in the AlAs
layer (XxySi or XzSi) or with the size-quantization level (Xz1
or Xxy1) (i.e., when a new channel for tunneling becomes
available).
relation between the probabilities is independently sup-
ported by the experiments concerned with studying the
photoluminescence spectra for the GaAs/AlAs-based
structures [1]. A low probability of elastic transition to
the side Xxy valley is caused by the fact that, in this case,
a large change in the transverse electron momentum
(by a value of q ≈ 2π/a, where a is the lattice constant)
is required.

Voltages corresponding to tunneling via impurities
belonging to the Xz and Xxy valleys were calculated
using the results reported in [5], according to which the
binding energy of the impurity located at the center of
the 5-nm-thick AlAs barrier is 51 meV for the Xz valley
and is 68 meV for the Xxy valley. The calculated values
of the tunneling thresholds for such impurities are
551 mV for the Xz valley and 358 mV for the Xxy valley
and agree closely with the positions of the peaks in the
curve for the second derivative d2I/dV 2. It should be
noted that, in contrast to the structures with a δ-doped
layer in the AlAs-barrier center [6–8, 10], the structures
we used were randomly doped. Since the impurity
energy depends on its position in the QW [5], the reso-
nance should occur at somewhat different bias voltages
for the impurities located at different distances from the
heteroboundary. However, as has been shown previ-
ously [16], only tunneling via impurities located in the
vicinity of the barrier center contributes significantly to
the current. Thus, we may state that, in our heterostruc-
tures, the binding energy of a Si impurity is ~50 meV
for the Xz valley and is ~70 meV for the Xxy valley.

Thus, in this study, we detected for the first time tun-
neling both via the states belonging to the 2D Xxy and Xz

subbands in the AlAs layer and via the related impurity
states, which made it possible to directly measure the
binding energies of these donor states.
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Abstract—Nonlinear oscillations of field and current excited by terahertz laser radiation in semiconductor
superlattices were studied, taking into account the fact that the self-consistent internal field is multifrequncy.
Oscillatory nonlinear susceptibilities, as well as dissipative and parametric instabilities in superlattices, lead to
ambiguous and hysteresis dependences of the oscillation spectra on the external-field amplitude and frequency.
The spectrum shape features are controlled by spontaneous generation of a static field and parametric amplifi-
cation of external-field harmonics and subharmonics. The conventional approximation of single-frequency
internal field was shown to be unsatisfactory, especially for superlattices with a high electron density. © 2001
MAIK “Nauka/Interperiodica”.
When studying generation of current harmonics
arising in semiconductor superlattices (SL) exposed to
terahertz laser radiation, their internal field is, as a rule,
considered to be predetermined and of a single-fre-
quency [1–4]. This is allowed for SLs with a low elec-
tron density (ω0 ! ω1, where ω0 and ω1 are plasma and
laser field frequencies, respectively). A nonlinear cur-
rent excited by an “initial” harmonic field in SLs with a
high electron density induces strong fields at multiple
frequencies, which in turn substantially change all the
current harmonics. More important factors influencing
the oscillation spectrum in SLs may be dissipative
[5, 6] and parametric [7, 8] instabilities causing field
harmonics with frequencies not only multiple to the
external source frequency but also to those fractional
and incommensurate to it [7–10]. In this case, a static
(zero-harmonic) field often arises spontaneously in SLs
[5, 6] (spontaneous generation of a corresponding static
voltage was first observed in homogeneous gallium ars-
enide samples in [11]). These factors can substantially
expand and complicate excited current and emission
spectra. In particular, a static field spontaneously
induced in SLs causes additional generation of even
harmonics absent in the approximation of predeter-
mined internal harmonic field. Hence, the SL electron
plasma dynamics in the self-consistent multifrequency
field calls for further investigation.

Taking the above factors into account, we construct
the spectra of the field and current oscillations arising
in SLs exposed to terahertz laser radiation injected via
a microwave antenna. The electrodynamic system con-
sidered is similar to that proposed in [3]. Its equivalent
electric circuit used in calculations includes an SL that
has thickness Nd (where d is the period and N is the
number of periods in a sample) and is shunted by resis-
tance R; a voltage supply (V(t) = V0cos(ω1t)) whose
1063-7826/01/3502- $21.00 © 0204
amplitude is controlled by the laser field; external
capacitance C1 including the antenna, substrate, and
environment capacitances; and the load resistance ri
including the antenna radiation impedance and the con-
tact and voltage supply resistances. All dimensions of
the system are believed to be small compared to the
emission wavelength.

A self-consistent set of equations for the electric
current j(t), longitudinal (relative to the SL axis) kinetic
energy n〈ε3〉  of electrons, and electric field E(t) inside
the SL is written in dimensionless variables as

(1)

(2)

where

(3)

τ is the relaxation time of electron, 〈ε3〉0 is its average
equilibrium longitudinal energy, ∆ is the miniband
width, g(t) = edE(t)/"ω1 = Ω(t)/ω1 is the dimensionless
field in the SL, Ω(t) = eE(t)d/" is the instantaneous
“Bloch” frequency,  = tω1, CS = ε0S/2πNd is the SL
linear capacitance, S and ε0 are the SL cross section and
the dielectric constant (neglecting electrons), j0 =

,  =   –  is the squared

plasma frequency, n is the concentration of electrons in
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SL,  = je/j0 is the dimensionless density of the exter-
nal current dependent on the SL connection into the
external circuit, and w = (ω0/ω1)2. Equation (1) is a
complex form of the balance equations derived in [1]
for the electron current and energy with a harmonic dis-
persion, and (2) is the equation of the total current con-
stancy.

The external current je(t) in the above equivalent cir-
cuit is given by

(4)

(5)

where V1(t) is the voltage across the capacitor with
capacitance C1. We believe that the conditions ω1riC1 ! 1
and ω1RCS @ 1 implying a high Q-factor of the circuit
are satisfied. In this case, Eq. (2) takes the form

(6)

where  =  and  = .

The power of sample emission at the frequency ω is
determined from the approximate formula

(7)

where Vω is the amplitude of a harmonic of frequency
ω of the nonlinear voltage induced in the SL and Rr is
the antenna radiation resistance (ri component). For the
typical SL parameters (given in [3]): d = 100 Å, N =
100, ∆ = 0.018 eV, ri = 7 Ω , Rr = 5 Ω , CS ~ C1 = 10 fF,
ω1 = 2π × 0.7 THz, and Vω ≈ 0.1 V (corresponding to
the numerical calculation considered below), we have
Pω ~ 5 × 10–5 W.

It is readily shown that Eq. (6) also describes the SL
behavior in the predetermined external electric field

Ee(t) = E0cos(ω1t) with  = w,  = (εe/ε0)(eE0d/"ω1),
where εe is the dielectric constant of external medium.
Therefore, the results found below are also applicable
to this case.

The general solution to Eq. (1) is written as

(8)
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Φ t( ) ψ t( ) Φ 0( ) t
τ
--– 

 exp=

+
t t1–

τ
-----------– 

  ψ* t1( )exp t1d ,

0

t

∫

SEMICONDUCTORS      Vol. 35      No. 2      2001
where

(9)

and t = 0 is the time of turning the field on. Hence,
according to (3), any field E(t) excites in the SL the cur-
rent

(10)

If all the field harmonics except for the fundamental
and zero (static field) ones inside the SL are negligible,
i.e., E(t) = Ec + E1cos(ω1t), according to (10), there
arises the electric current

(11)

where Ωc = eEcd/" is the Stark frequency, g1 =
eE1d/"ω1, and Jn(g1) is the nth order Bessel function.
Formula (11) describes the transformation of the cur-
rent spectrum in time after turning the field on. Initially,
the spectrum coincides with that of Bloch oscillations
of individual electrons (i.e., it contains only frequencies
Ωc + nω1, n = 0, ±1, …). These harmonics decay in time
τ, and a steady current spectrum containing only the
field harmonics is established. A Block-oscillation
aftereffect is a resonance property of the amplitude of
current harmonics with frequencies of ω ≈ Ωc/n. Of
experimental interest is the mode of alternate sharp
turning on the static and harmonic fields, as well as fast
interband generation of carriers in the presence of the
static and harmonic fields.

If only a harmonic field exists in the SL, then
(according to (11)) the steady-state current contains
only odd harmonics with complex amplitudes

(12)

As it follows from (12) and the Bessel function proper-
ties, the current oscillation spectrum terminates at the
harmonic µ ~ g. The problem of cutoff frequency of
current harmonic generation in the predetermined sin-
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gle-frequency internal field was studied in [4]. Radia-
tion harmonic generation was studied in [3], with
regard to the ambiguous correlation between ampli-
tudes of the fundamental (and single!) harmonic in the
nondissipative SL and the external-field amplitude.
According to (6) and (12), such a correlation in the dis-
sipative SL is given by

(13)

where ϕ is the phase shift of the field fundamental har-
monic in the SL relative to the external field. For ω1τ @ 1,
we use (13) to obtain

(14)

Equation (14) differs from that used in [3] by the last
dissipative term. Figure 1 displays dependences (13)
for ω1τ = 10 and various . It is evident from (14) and
Fig. 1 that the field fundamental harmonic in the SL can

have multiple-values in relatively narrow ranges of 
for large values of ω1τ and  > 1. As  increases, these
ranges extend, and their number increases. The ambig-
uous correlation between amplitudes of the internal
field fundamental harmonic and the external field is
retained up to ω1τ ~ 1 for  @ 1. At ω1τ @ 1 and  @ 1,

this correlation begins from the value  ~ /ω1τ,
which can be great. The ambiguous fundamental-har-

Ṽ0 iϕ( )exp g1 2w̃
Jn g1( )Jn 1+ g1( )

1 inω1τ+
-------------------------------------,

n ∞–=

∞

∑–=

Ṽ iϕ( )exp g1 2w̃J0 g1( )J1 g1( )–≈

+ i
2w̃

ωτg1
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Fig. 1. Correlation between amplitudes of the first harmonic
of field in the SL and the external field at ω1τ = 10 and

 = 1 (solid curve), 2.5 (dashed curve), and 5 (dash-and-
dot curve).
w̃

monic amplitude of the internal field, relationships (7)
and (12), and the approximate equality

following from (6) all point to hysteresis and multival-
ued property of the dependences of the emission spec-
tra intensities on the power of laser radiation incident
on the lattice. The hysteresis generation pattern of the
laser-field harmonics strongly depends on dissipation
in the SL. Neglect of this factor leads to incorrect pre-
diction of field and current harmonic generation, even
in zero laser fields.

As an example, we consider nonlinear oscillations

in the SL for ω1τ = 10,  = 2.5, and  = 0.26. Accord-
ing to Fig. 1, the numerical solution to the set of
Eqs. (1) and (6) yields two stable steady oscillations
with dimensionless amplitudes of the first harmonics of

the field (  = 0.18 and  = 1.5) and current

( /j0 = 0.17 and /j0 = 0.58). The second nonlinear
oscillation contains the third appreciable (about 0.1)
current harmonic, which is small in the first oscillation.
In the above example, the current harmonic amplitudes

calculated by formula (12) with  = 0.18 and  =
1.5 conform well to those found by the numerical solu-
tion of Eqs. (1) and (6).

As was indicated above, the approximation of sin-
gle-frequency internal field is strictly valid only for SLs
with low electron concentrations (  < 1) or in weak
electric fields. However, hysteresis phenomena do not
arise in these cases (see Fig. 1) when neglecting (as in
[3]) spontaneous generation of the static field. If the
multifrequency property of the self-consistent internal
field is taken into account, new channels are revealed
for the initiation of multiple-valued spectra of nonlin-
ear oscillations. As this takes place, Eqs. (13) and (14)
and the dependences in Fig. 1 lose their meaning; i.e.,
they yield unstable and not self-consistent solutions. It
seems impossible to study nonlinear oscillations taking
into account the multifrequency electric field by analyt-
ical methods. Therefore, we solve Eqs. (1) and (6)
numerically for some values of the parameters ω1τ, ,

and  (see Figs. 2, 3). For comparison, the current
spectra also contain the results of approximate
calculations (single-frequency field in the SL) by for-
mulas (12) (asterisks) and (10) (t  ∞) taking into
account the static field (closed circles). Corresponding
field amplitudes (g1 and gc) are determined from the
numerical-calculation results. For the comparison con-
venience, amplitudes of the first harmonics of current
were normalized to the values found by solving Eqs. (1)
and (6).

Figure 2 displays the voltage and current spectra of
three steady states arising in the SL with ω1τ = 10 and

Vµω1

N"ω1

eµ j0
-------------- jµω1

, µ≈ 3 5…,,=

w̃ Ṽ0

g1
1( ) g1
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jω1
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 = 2.5 for the same  = 4.5 but under different initial
conditions. In the first state, the oscillation spectrum is
enriched by harmonics with fractional frequencies
(2n + 1)ω1/3, which virtually do not change amplitudes
of odd current harmonics. Fractional harmonics arise
due to parametrically coupled decays such as (2n +
1)ω1 = 3ω2 (n = 0, 1, 2, …, hard excitation mode),
2mω1 = (m – 2/3)ω1 + (m + 2/3)ω1 (m = 1, 3, …, soft
mode) and corresponding merging of oscillations. The
static field is absent in this state. (For other system
parameters, nonlinear oscillation spectra can be com-
plemented by other fractional harmonics, for example,
by half-integer ones arising due to coupled parametric
decays such as 2ω1 = 1/2ω1 + 3/2ω1 and then by even
harmonics arising due to merging processes such as
ω1 + 2(1/2ω1) = 2ω1.)

The second and third states are characterized by
static fields with gc = –0.99 and –2.025, respectively,
complementing the oscillation spectrum with even har-
monics. Initiation of these three states is not related to
the multiple-valued fundamental harmonic of the inter-
nal field, described by Eq. (13) (see Fig. 1). (This har-
monic is almost identical in all the three oscillations.)
This is caused by generation of the third subharmonic
(parametric resonance) and spontaneous generation of
the static field (dissipative instability). As is evident
from Fig. 2, static fields significantly decrease the third
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Fig. 2. The field and current spectra of three steady states in

the SL with ω1τ = 10 and  = 2.5 for  = 4.5: nonlinear
oscillations (a) with a tripled period and a zero static field
and with the static field of gc = (b) −0.99 and (c) −2.025;
exact (solid lines) and approximate solutions by formula
(11) with a zero field (asterisks) and with a nonzero static
field (closed circles).
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harmonic amplitude in the spectrum of current oscilla-
tions, which should be taken into account in experi-
mental studies.

Another example demonstrating the necessity of
taking into account the multifrequency internal field is
shown in Fig. 3. High SL electron concentrations (n =
6 × 1016 cm–3 for the typical SL parameters d = 100 Å
and ∆ = 0.018 eV and room temperature) cause para-
metric generation of the third field harmonic [9] with a
significant amplitude and, hence, lead to substantially
larger amplitudes of the higher field harmonics com-
pared to the single-frequency approximation. The
strong parametric coupling between harmonics in this
oscillation also decreases the amplitude of the funda-
mental field harmonic in the SL. An analysis of phase
relations between gω and g3ω shows that their contribu-
tions to currents of the highest harmonics are not syn-
chronous. Therefore, the spectra of SL nonlinear cur-
rent can be both extended and narrowed due to the mul-
tifrequency internal field.

The results obtained show that dissipative and para-
metric instabilities play a significant role in formation
of the oscillation spectra in SLs. The approximation of
predetermined internal field cannot even yield qualita-
tive results for relatively high electron concentrations.
Generation of a static field and external source subhar-
monics represents the most important method for form-
ing the multiple-valued spectra of nonlinear oscilla-
tions.
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Abstract—Using the method of measuring and analyzing the capacitance–voltage characteristics, it is found
that the n-6H-SiC/p-(SiC)1 – x(AlN)x heterostructures obtained by sublimation epitaxy of the (SiC)1 – x(AlN)x

layers on the 6H-SiC substrates have abrupt heterojunctions ~10–4 cm thick. The basic properties of heterostruc-
tures, which depend on the epilayer composition and temperature, were determined from the capacitance–volt-
age characteristics. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Among the systems with SiC-based solid solutions,
the (SiC)1 – x(AIN)x solid solution has been investigated
in most detail. This solid solution forms a continuous
series of compounds with a gradual variation of the
band gap and unit cell parameters. Corresponding val-
ues of these quantities are 3.35 eV, a = 3.076 Å, c =
5.048 Å for x = 0 and 6.2 eV, a = 3.114 Å, c = 4.986 Å
for x = 1. An indirect gap structure transforms to a
direct gap structure at x > 0.6 [1]. The problem of con-
trolling the composition and conduction type has
already been solved for a sublimation epitaxy of these
solid solutions [2]. Due to their high thermal conductiv-
ity, as well as their mechanical, chemical and radiation
resistance, these solid solutions are promising materials
for device structures. The unit cell parameters and ther-
mal expansion coefficients for SiC are close to those for
(SiC)1 – x(AIN)x, and the synthesis technologies are iden-
tical. This permits one to obtain the SiC/(SiC)1 – x(AIN)x

heterostructures with a low concentration of defects at
the heterointerface.

There is a lack of published data on the electrostatic
parameters for the (SiC)1 – x(AIN)x-based p–n struc-
tures. This paper is devoted to investigating the proper-
ties of the n-SiC/p-(SiC)1 – x(AIN)x heterostructures
using the method of capacitance–voltage (C–V) charac-
teristics.

SAMPLES AND EXPERIMENTAL
TECHNIQUE

Single-crystal epilayers of the p-(SiC)1 – x(AIN)x

solid solutions were grown on 6H-SiC substrates by
sublimation epitaxy in the temperature range of 2300–
2550 K at the pressure of the N2 + Ar mixture from 2 ×
104 to 8 × 104 Pa. The sources were hot-compacted
SiC–AlN pellets [3]. The substrates were of n-type con-
duction with Nd – Na = 6 × 1017–3 × 1018 cm–3. The epil-
1063-7826/01/3502- $21.00 © 20209
ayers were 10–30 µm thick, and the substrates were
400 µm thick.

The C−V characteristics for the n-SiC/p-(SiC)1 – x(AIN)x

heterostructures were measured using the setup based
on an E7-8 automated digital meter. The measurement
procedure was based on a bridge method with phase-
sensitive detectors of balancing. The bridge was pow-
ered by a GZ-49a external wide-band oscillator. The
amplitude of the sinusoidal signal was no larger than
300 mV. The measurements were carried out using a
parallel equivalent circuit, and the error of the capaci-
tance measurement was no larger than 1%. The C−V
characteristics were measured on the mesas formed by
ion-plasma etching with an Al mask fabricated by high-
vacuum thermal evaporation from tungsten wire. After
annealing, this mask was used as the nonrectifying con-
tact to the (SiC)1 – x(AIN)x epilayer. The contacts to the
base layer (6H-SiC substrate) were formed by the
fusion of In subsequent to spark treatment of the sur-
face. Checking the metal contacts confirmed that they
were adequately nonrectifying. The mesas under study
were installed in a two-probe cell.

To study the C−V characteristics, we selected the
p−n structures with a capacitance independent of fre-
quency up to 50 kHz. Corresponding C−V curves plot-
ted in the C–2–U coordinates were linear in the voltage
range from –10 to 0 V. The leakage current of the struc-
tures was no larger than 10–5 A in the above voltage
range.

RESULTS AND DISCUSSION

The C−V characteristics for two heterostructures
with a different AlN content in the epilayer, which were
measured at room temperature (293 K), are shown in
Fig. 1. The deviation from a straight line observed for some
experimental points is apparently related to a certain non-
uniformity of dopant distribution in the (SiC)1 − x(AIN)x
epilayer. For the n-6H-SiC/p-(SiC)0.87(AlN)0.13 and
001 MAIK “Nauka/Interperiodica”
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n-6H-SiC/p-(SiC)0.44(AlN)0.56 heterostructures, the
straight lines extrapolated to C–2 = 0 intersect the volt-
age axis at 2.95 and 3.5 V, respectively. These voltages
correspond to diffusion contact voltages Ud for the
above-mentioned structures. For comparison, the value
of Ud for the p–n homojunctions based on SiC, which
was determined from the C−V and current–voltage
characteristics, was about 2.7 V [4, 5]. It seems likely
that an increase observed in Ud with increasing AlN
content in the (SiC)1 – x(AIN)x epilayer is related to an
increase in the epilayer band gap.

Using the values of Ud obtained from C−V charac-
teristics and the expression

,

we can determine the work function Φ2 for the
(SiC)1 − x(AIN)x layers with various AlN contents. The
work function Φ1 for the (0001) face of 6H-SiC is
4.5 eV at 300 K [6]. The Φ2 value increases with
increasing AlN content in the epilayer. Thus, for exam-
ple, for p-(SiC)0.87(AIN)0.13 and p-(SiC)0.44(AIN)0.56,
Φ2 = 7.45 and 7.85 eV, respectively.

We determined the impurity concentrations in the
(SiC)1 – x(AIN)x epilayer from the slope of the C−V(U)
characteristic in the C–2–U coordinates, using the
known formula [7]

The concentration of N impurity in the 6H-SiC sub-
strate for heterostructures shown in Fig. 1 was ~9 ×
1017 cm–3. This concentration was preliminarily deter-
mined from the value of Nd – Na obtained from the C−V
characteristics for the Schottky barriers. The low-fre-
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Fig. 1. Capacitance–voltage characteristics for two n-6H-
SiC/p-(SiC)1 – x(AIN)x heterostructures at room tempera-
ture with the AlN content of x = (1) 0.13 and (2) 0.56.
quency relative permittivity ε1 of 6H-SiC for E || c and
T = 300 K is equal to 10.03 [6]. The relative permittiv-
ities ε2 for the (SiC)1 – x(AIN)x solid solutions were
determined from photoelectric measurements for the
metal–semiconductor (the (SiC)1 – x(AIN)x solid solu-
tion) contact. For 0.1 < x < 0.6, ε2 . 9.4–9.8. In our cal-
culations, we used the average value ε2 = 9.6. The area
S for p–n junctions was 2 × 10–2 cm2. The  concen-
tration determined from the slope of the C−V curves
was 9.02 × 1017 cm–3 and 7.98 × 1016 cm–3 for the
(SiC)0.87(AlN)0.13 and (SiC)0.44(AlN)0.56 epilayers,
respectively. Along with other results, this demon-
strates that the impurity concentration Na in the
(SiC)1 − x(AIN)x layers decreases with increasing x.
This conclusion was also confirmed by the fact that the
capacitance dependence on voltage was weakened at
high values of AlN content in the epilayer (Fig. 1). This
indicates that the epilayer grown has high resistivity,
and the depletion region is located mainly in its bulk.

The temperature dependences of the C−V(U) char-
acteristics for n-6H-SiC/p-(SiC)0.85(AlN)0.15, measured
in the range of 77–418 K, are shown in Fig. 2. The
capacitance cutoff voltage UC, which was found by
extrapolating the straight lines to the voltage axis, was
3.2 V at 77 K (curve 1). With increasing temperature,
the cutoff voltage initially decreases nonlinearly and
then almost linearly to 2.65 V at 418 K (curve 4). For
the linear portion, UC(T) = UC0 – αCT (Fig. 2, inset),
where UC0 is the voltage obtained by extrapolating
UC(T) to T = 0 K, and αC is the temperature coefficient
of the capacitance cutoff voltage. For the structure
under study, U = 3.46 V and α = 2.1 × 10–3 V/K. Unfor-
tunately, there is a lack of published data on the temper-
ature dependence of the Eg band gap for the
(SiC)1 − x(AIN)x solid solutions. For this reason, the
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Fig. 2. Capacitance–voltage characteristics for the n-6H-
SiC/p-(SiC)0.85(AlN)0.15 heterostructures at T = (1) 77,
(2) 273, (3) 361, and (4) 418 K. The temperature depen-
dence of the capacitance cutoff voltage UC for this hetero-
structure is shown in the inset.
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nature of the UC temperature dependence observed and,
consequently, the Ud quantity cannot be determined
unambiguously. However, knowing that the Ud(T)
dependence is more strongly pronounced than Eg(T) for
the 6H-SiC based structures [8], we may assume that
the UC(T) dependence is caused mainly by the temper-
ature dependence of the chemical potential in the n- and
p-regions. The temperature dependence of the band gap
for the components of the SiC–(SiC)1 – x(AIN)x hetero-
combination also introduces a certain contribution.

Investigation of the C−V characteristics for hetero-
structures enables the transition-region thickness W to
be determined. The dependence W = f(U) for the
n-6H-SiC/p-(SiC)0.87(AlN)0.13 heterostructure is shown
in Fig. 3. The p–n junction thickness determined from
the capacitance value at zero bias was 1.2 × 10–4 cm.
The thicknesses calculated were compared with those
evaluated from the C−V(U) characteristics (Fig. 3). The
comparison demonstrated that the experimental values
were larger than those calculated. This is apparently
related to the effect of mobile charge carriers within the
p–n junction and charged states at the interface on the
experimental capacitance values.

To clarify the mechanism of electrical breakdown
for heterostructures, which was observed at reverse
biases larger than 25 V, we calculated the largest values
of the electrical field EM(U) from the C−V characteris-
tics according to the procedure reported elsewhere [9].
The value of EM(U) in n-6H-SiC/p-(SiC)0.44(AlN)0.56

heterostructure is about 5 × 104 V/cm at the prebreak-
down voltage. Such an electric-field strength is inade-
quate to ionize the impurity via tunneling. For this rea-
son, we assumed that the mechanism of the electrical
breakdown for the structures under study is impact ion-
ization.
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Fig. 3. Thickness W of the space charge region for the n-6H-
SiC/p-(SiC)0.87(AlN)0.13 heterostructures as a function of
the voltage applied to the structure: (1) experimental and
(2) calculated.
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CONCLUSION

Using the method of the capacitance–voltage char-
acteristics, we found that abrupt heterojunctions were
formed in the heterostructures fabricated by sublima-
tion epitaxy of the p-(SiC)1 – x(AIN)x layers on the
n-6H-SiC substrates. The space charge region was
0.5−2 × 10–4 cm thick. The capacitance cutoff voltage
UC exceeded 2.9 V and increased with increasing AlN
content in the epilayers. The temperature coefficient αC

of the UC quantity is equal to (1–3) × 10–3 V/K.

The capacitance measurements demonstrated that
the concentration of noncompensated impurities Na in
the epilayers of (SiC)1 – x(AIN)x solid solutions
decreases with increasing AlN content. The largest val-
ues of the electric field EM for the prebreakdown region
were calculated for the n-SiC/p-(SiC)1 – x(AIN)x hetero-
structures from the capacitance–voltage characteristics.
The values EM(U) . 104 V/cm obtained indicate that
the mechanism of the electrical breakdown of hetero-
structures is an impact ionization in the space-charge
region.
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Abstract—It is demonstrated that the electron spectrum in ideal two-dimensional and three-dimensional quan-
tum-dot superlattices (SLs) under a constant electric field can be either discrete or continuous depending on the
field orientation with respect to the SL crystallographic axes. In the latter case, the width of the resulting trans-
verse miniband depends exponentially on the crystallographic index corresponding to the direction of the field.
The electron localization area undergoes dramatic variations with the field orientation in the vicinity of the
directions corresponding to the continuous energy spectrum. The Bloch oscillations in this kind of SL are con-
sidered. It is established that the scattering of oscillating electrons can be strongly suppressed by an appropriate
choice of the field strength and direction. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION
Techniques for growing large ordered arrays of

quantum dots (QDs) came into existence several years
ago and continue to be actively developed [1]. It can be
expected that, in the near future, progress in this tech-
nology will result in the fabrication of sufficiently per-
fect regular QD structures. However, to our knowledge,
the properties of two-dimensional (2D) and three-
dimensional (3D) QD superlattices (SLs) in a constant
electric field remain virtually unexplored. Moreover,
interesting effects related to the strong dependence of
the electron spectrum and localization region on the
field orientation should be observed in these structures.

In the absence of an electric field, the SL electron
and hole spectra consist of a set of minibands, which
appear due to an extra periodic potential that modulates
the bottom of the conduction band and the top of the
valence band in the SL material [2]. We assume that the
electric field is so weak and the resonance overlap inte-
grals between the QDs are so small that the single-
miniband approximation can be used; i.e., we assume
that there is only one quantum-confinement level in an
isolated QD.

In the first part of this paper, a formal solution to the
single-electron Schrödinger equation for an ideal QD
SL of arbitrary symmetry and dimensionality under a
constant electric field is derived. In this solution, all res-
onance overlap integrals between the QDs are
accounted for.

In the second part, the solution obtained is analyzed.
Given that the overlap integrals are small, it is possible
that, due to the 3D nature of the QD SL potential, an
1063-7826/01/3502- $21.00 © 20212
electron in a perfectly periodic lattice becomes local-
ized in the direction normal to the field orientation. This
takes place if there are no crystallographic vectors of
the QD SL normal to the field. In the opposite case,
one-dimensional (1D) or 2D arrays of QDs under the
same electric potential appear in the planes perpendic-
ular to the field direction, and a transverse miniband is
formed. The miniband width falls off exponentially
with increasing distance between the QDs in such an
array, i.e., with an increase in the crystallographic index
corresponding to the field direction. Thus, despite the
fact that the overlap integrals decrease exponentially
with increasing distance between the respective QDs,
in an ideal QD SL, any of them, under the appropriate
electric-field orientation, can become responsible for a
significant reshaping of the spectrum and carrier local-
ization region. The physical adequacy of these results
and the modifications to this pattern arising from the
QD SL imperfections are discussed (in the context of
the single-electron model).

The 3D nature of the QD SL potential has an imme-
diate impact on the specific features of the Bloch oscil-
lations, which are considered in the third part of this
paper. In contrast to 1D SLs, oscillations are character-
ized by two or three fundamental frequencies (for 2D
and 3D QD SLs, respectively) and their higher harmon-
ics (which are present with exponentially small ampli-
tudes). Fundamental frequencies can be independently
tuned by changing the electric field strength and direc-
tion [3].

It is known that, in 1D SLs, the main factor that hin-
ders the observation and practical application of Bloch
001 MAIK “Nauka/Interperiodica”
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oscillations is their fast damping caused by impurity
and phonon scattering (here, we restrict our consider-
ation to intraminiband scattering processes). In the final
part of this paper, it is demonstrated that, in contrast to
1D SLs, intraminiband scattering in QD SLs can be
strongly suppressed by an appropriate choice of electric
field strength and direction.

2. A FORMAL SOLUTION
TO THE SCHRÖDINGER EQUATION

FOR A QD SL IN A CONSTANT
ELECTRIC FIELD

To determine the electron states in a QD SL under
an electric field, we use, in a modified form, a technique
developed in [4] for 1D SLs. Since the electrons in a
QD SL under an applied electric field are localized, it is
convenient to use a basis formed by the Wannier func-
tions of the corresponding miniband, which in the tight-
binding case are close to the isolated-QD wave func-
tions. The Wannier functions are defined as follows [5]:

(1)

where N is the total number of the QD SL sites, r =
ai are the eigenvectors of the QD SL, ai are the

QD SL basis vectors k, and eikruk(r) are the Bloch

eigenfunctions of the QD SL Hamiltonian  in the
absence of an electric field; the summation is per-
formed over the allowed k wave vectors in the QD SL
first Brillouin zone. It should be noted here that, when
a single miniband is considered, it is always possible to
choose real-valued Wannier functions; then, the matri-
ces of any physical quantities calculated in the basis of
Wannier functions will be symmetric.

Matrix elements of  in the basis of Wannier func-
tions are related to the electron spectrum by the follow-
ing equation [5]:

(2)

Let us express the  matrix as a sum of diagonal and
nondiagonal parts:

(3)

(here, we have taken into account that, due to transla-

tional symmetry, the matrix element of  can only
depend on the difference r1 – r2). Substituting (3) into
(2), we can easily verify that ε0 is the miniband energy
averaged over k (in the following, we take this as the

zero energy, ε0 = 0), while I(k) =  governs the
electron dispersion law in the miniband. Using the

r| 〉 1

N
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Ĥ0

ε k( ) 1
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orthogonality of the Wannier functions and their trans-
lational properties, the coordinate matrix can be
expressed as

(4)

Vectors X0 and  do not vanish if the QD SL is
invariant under the coordinate inversion (r  –r).
The first of these vectors can be reduced to zero by a
shift of the coordinate origin; the others, as will be
shown below, determine the correction to the overlap
integrals Ir that are proportional to the field strength. In
the case of weak coupling between the QDs, Xr and Ir
are small quantities on the order of overlap between the
Wannier functions corresponding to the QD SL lattice
sites separated by vector r (i.e., they decrease exponen-
tially with |r|). We next consider the Schrödinger equa-
tion for an electron in a constant electric field

. (5)

Substituting the wave function expanded in terms of
Wannier functions, Ψ = , we obtain the fol-
lowing equation for the amplitudes Cr:

(6)

Here, ∆r = Ir + eFXr are the field-modified overlap

integrals. In the representation C(k) = , we
have

(7)

Integrating this equation, we obtain

(8)

where β|| = (1/eF)(E – eikr), g(k⊥ ) and β⊥ (k⊥ )
are unknown functions, and the subscripts || and ⊥  des-
ignate the components of the corresponding vectors in
the directions parallel and perpendicular to the field,
respectively (k⊥  and β⊥  are vectors for a 3D QD SL and
scalars for a 2D configuration).

Since coefficients Cr are defined on a discrete set of
QD SL sites, C(k) should be periodic:

(9)

Here, K = bi and bi are the basis vectors of the
reciprocal QD SL lattice.
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To satisfy this condition, b in (8) must be a direct-
lattice vector R = ai. Consequently, the electron
spectrum is given by

(10)

The summation in (10) is performed over the SL vec-
tors normal to the field. Such vectors exist for some ori-
entations of the field, and do not exist for others. Thus,
depending on the field direction, the spectrum can be
either discrete or continuous; correspondingly, the elec-
tron can be either localized or delocalized in the direc-
tion perpendicular to the field.

2.1. Irrational Field Direction1 

Let us refer to a particular field direction as irratio-
nal if Fai/Fak is an irrational quantity for any i ≠ k. For
such field orientations, there are no SL vectors normal
to the field (any equipotential plane can only pass
through a single QD) the spectrum is discrete and forms
a 2D or 3D Wannier–Stark ladder (for the case of 2D or
3D QDSL, respectively):

(11)

To determine the eigenfunctions, we just need to
find the function g(k⊥ ). It follows from (9) that it should
be periodic:

(12)

However, for an irrational field direction, bi⊥ /bk⊥  are
irrational quantities for i ≠ k, and, consequently, g(k⊥ )
is a periodic function with two or three incommensura-
ble periods, which means that g(k⊥ ) can only be a con-
stant.

Thus, the energy eigenvalues and corresponding
eigenfunctions for the electron in a constant electric
field oriented along an irrational direction are repre-
sented by the following expressions:

(13)

where |r〉  are the Wannier functions defined by (1).
To avoid confusion, it should be pointed out that,

throughout the paper, Wannier functions are designated

1 The correctness of the treatment that distinguishes between ratio-
nal and irrational field directions is discussed in the next part of
the paper. Here, we just mention that, in a spatially confined SL,
the number of rational directions is finite, and that such a treat-
ment is physically meaningful.
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by small Greek letters |r〉 , and Stark eigenstates, by
capital Latin letters |R〉 . We note also that vector R is
simultaneously the quantum number and the average
electron coordinate in the state |R〉: 〈R|r|R〉  = R.

2.2. Rational Field Direction

Next, we consider the case where the field is ori-
ented along a rational direction, i.e., Fai/Fak is a ratio-
nal quantity for, at least, one pair of indices i ≠ k. Then,
in the planes perpendicular to the field direction, the 1D
or 2D arrays of QDs appearing under the same potential
are formed. In other words, this means that there are SL
vectors normal to the field. Since, in this case, k⊥  is a
quantum number (see (10)), g(k⊥ ) is determined from
the normalization condition. Taking this into account,
we find for the case of rational field direction that

(14)

where lnorm is the normalization factor.

3. ELECTRON SPECTRUM AND LOCALIZATION 
REGION IN AN ELECTRIC FIELD

Let us now analyze the results obtained. It was men-
tioned already that, in the case of tight binding, overlap
integrals become exponentially small with increasing
distance between the QDs. Seemingly, it is possible to
take into account only a limited number and neglect
others, which can be commonly done for 1D SLs. How-
ever, as follows from (13), the shape of the spectrum
and localization regin of the electron can be dramati-
cally affected by any of the overlap integrals (however
small) for an appropriate rational direction of the field.

We illustrate this by the example of a 2D square QD
SL. Let us designate the distance between the nearest
QDs by a and the corresponding overlap integral, by ∆.
If all other overlap integrals are neglected (the nearest
neighbor approximation), the following two cases are
possible [see (12), (13)].

3.1. The Nearest Neighbor Approximation

(a) If the field is oriented along a basis vector of the
SL, a miniband of width 4∆ is formed in the direction
perpendicular to the field; the electron is localized only
in the field direction:

(15)

In weak fields, where the argument of the Bessel func-
tion λ = 2∆/eFa @ 1, the localization length in the field

εR k ⊥( ) ∆r k⊥ r( ) eFR,–cos
r F⊥
∑=
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R k ⊥( ) lnorm dk || ik r R–( )

∆r1
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------------e

ikr1

r1 F

∑+
 
 
 

,exp∫=
⊥

εN k ⊥( ) 2∆ k ⊥ a( )cos eNFa,+=
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N k ⊥( ) e

ik⊥ n⊥ a
Jn|| N– 2∆/eFa( ).=
SEMICONDUCTORS      Vol. 35      No. 2      2001



ELECTRON LOCALIZATION AND BLOCH OSCILLATIONS 215
(a) (b)
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Fig. 1. (a) The spectrum of a quantum-well SL under an electric field; due to the wide transverse spectrum, elastic (el) and inelastic
(in) transitions between the Stark-ladder states are allowed at any field strength. (b) The spectrum of a quantum-dot SL under an
electric field oriented in a rational direction; with increasing field strength or direction index, elastic and then inelastic phonon pro-
cesses become forbidden.
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Fig. 2. (a) Dependence of the electron localization area on the field strength for irrational field orientation Fx/Fy = 2/π, from top to
bottom: eFa/∆ = 1/6, 2/3, 5. (b) Dependence of the localization area on the field orientation with respect to the unit-cell diagonal,
from top to bottom: far from resonance, Fx/Fy = 2/π; very close to resonance, Fx/Fy = 0.99; exactly at resonance.
direction can be estimated at 2λa. In the opposite lim-
iting case of a strong field (λ ! 1), the electron is
mainly localized in a single QD chain with n|| = N,
SEMICONDUCTORS      Vol. 35      No. 2      2001
while the amplitudes in the adjacent chains are equal to
λ. The small width of transverse minibands distin-
guishes the QD SLs from SLs composed of quantum
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wells. In a 1D SL, the states belonging to different lev-
els of a Stark ladder are degenerate at any electric field
strength, while, in a QD SL the degeneracy is absent
even in rather weak F ≥ 4∆/ea fields (see Fig. 1).

(b) When the field is oriented at an angle to the SL
basis vectors, the spectrum is discrete in the nearest
neighbor approximation, and the electron is localized
in all directions:

(16)

(coordinate axes are oriented along a1, a2). The local-
ization region is defined by the quantities λx = 2∆/eFxa,
λy = 2∆/eFya (Fig. 2a).

3.2. The Effect of Other Overlap Integrals

We now consider the case where an electric field is
applied along the diagonal of the SL unit cell. Then, in
the nearest neighbor approximation, all the levels in the
Stark ladder become multiply degenerate (see (13)). If
the finiteness of the overlap integral across the unit-cell
diagonal ∆D is taken into account, this degeneracy is
removed, and a transverse miniband of width 4∆D

appears:

(17)

Here, d = a is the length of the QD SL unit-cell
diagonal. For an infinitesimal misorientation of the
field from the diagonal direction in an infinite ideal SL,

εNx Ny, ea NxFx NyFy+( ),=

Cnx ny,
Nx Ny,

Jnx Nx– 2∆/eFxa( )Jny Ny– 2∆/eFya( )=
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Fig. 3. Dependence of the transverse miniband width on the
rational field direction index (logarithmic scale).
the spectrum becomes discrete. In a narrow range δϕ =
∆D/∆ of field orientations close to the diagonal direc-
tion, the localization length in the transverse direction
is still determined by the diagonal overlap integral, and
localization length in the field direction, by the nearest
neighbor overlap integral. With increasing field misori-
entation, the nearest neighbor approximation becomes
valid again (Fig. 2b).

Similar reshaping of the spectrum and localization
region takes place in the vicinity of other rational direc-
tions. Together with the overlap integral in a QD chain
forming in the transverse direction, the width of the
appearing miniband depends exponentially on the
index [n, m] corresponding to the field direction
(Fig. 3):

(18)

For the field oriented normally to a high-index
direction in a QD SL, the wave function has an interest-
ing feature, which is illustrated in Fig. 4 for the case of
field orientation along the [1, 5] direction. Due to the
reduced symmetry, a QD chain is coupled to the neigh-
boring chains by different overlap integrals. Chain 0
appears to be coupled to chain 5 more strongly than to
chains 2, 3, and 4, despite larger interchain spacing in
the latter case. This is manifested most clearly in strong
fields, when the electron is almost completely localized
in a single chain.

We may conclude that the correct treatment of a 2D
QD SL requires that, in addition to the coupling
between the nearest neighbors, at least one more over-
lap integral should be taken into account, namely, the
one describing coupling between QDs that are close to
a resonance for a given orientation of the field. In a 3D
QD SL, there are two types of rational field orienta-
tions: the field can be perpendicular to the chains or
planes of QDs. Correspondingly, the maximum number
of overlap integrals that are significant at a given field
orientation increases.

The pattern discussed seems to be physically unre-
alistic, since an infinitely small variation in the field ori-
entation results in carrier localization or delocalization.
However, a physically meaningful pattern results from
the consideration of the evolution of the system: with
infinitely weak coupling in a chain of resonant QDs,
delocalization occurs in an infinite time. In addition, in
a finite QD SL, the number of rational field directions
is also finite.

Up to now, only ideal QD SLs were considered.
However, a certain spread of parameters is inevitable in
such a technologically complex structure with many
heterointerfaces, which results in the spread in quan-
tum-confinement energies and overlap integrals. In
addition, actual structures always have finite size. The
problem of an imperfect QD SL is very complicated
and can hardly be solved analytically, even if the carrier
interaction is neglected. However, it seems possible to
outline a general pattern based on the known solution to

∆ n m,[ ] α n2 m2+–( ).exp∝
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the problem of a chain of periodically arranged random
scatterers [6]. It was shown [6] that, for a weak diago-
nal disorder in a chain described by the tight-binding
approximation, an electron is localized at a length lloc =
d4∆2/〈δε2〉 , where d is the chain period and 〈δε2〉  is the
MnS variance of the quantum-confinement energy level
in a QD. Consider a finite QD SL whose linear dimen-
sion in the direction transverse to the field is L. Evi-
dently, the transverse motion spectrum will be continu-
ous only under the condition of lloc @ L @ d. For lloc < d,
complete localization in the transverse direction
occurs, and the corresponding overlap integrals may be
neglected. In the intermediate case d < lloc < L, the
localization length in the transverse direction is deter-
mined by the energy spread of the quantum-confine-
ment levels. Obviously, in any case we consider the
field to be strong enough, so that the spread in quan-
tum-confinement energies is much smaller than the
energy spacing between the Stark ladder levels and
does not influence localization in the field direction.
Thus, it can be stated that, in actual QD SLs, delocal-
ization does not occur for any rational field directions
except for several principal ones, and, in sufficiently
strong fields, the nearest neighbor approximation can
be used. If QDs are arranged in a plane (rather than a
chain) normal to the field direction (which can take
place in a 3D QD SL), strong localization does not
occur in the case of sufficiently small variance. In this
situation, the manifestation of weak localization effects
is possible.

4. BLOCH OSCILLATIONS

The phenomenon of Bloch oscillations was first
described by Bloch in 1928 [7]. It can be understood
most simply in the context of the quasi-classical model.
Let us consider an electron residing in a crystal and
occupying the state with quasi-momentum k0. If a con-
stant electric field is abruptly switched on, then, in the
absence of scattering, the electron starts to accelerate at
a constant rate in the quasi-momentum space, experi-
encing Bragg reflection each time it approaches a Bril-
louin zone boundary. In real space, this kind of motion
corresponds to oscillations with period eFd/" (where d
is the lattice constant in the direction of the field). How-
ever, in a bulk semiconductor, the electron undergoes
scattering before it can reach the zone boundary; thus,
Bloch oscillations were experimentally observed only
in the beginning of the 1990s in very pure SLs with
nearly perfect structures [8]. These studies led to a
renewed interest in Bloch oscillations: a number of
devices utilizing this phenomenon were proposed,
numerous experimental techniques were developed,
and different scattering mechanisms resulting in oscil-
lation damping were investigated [9]. Issues related to
the lifetime of Bloch oscillations are discussed in the
next section. Here, we consider the case of negligibly
small scattering.
SEMICONDUCTORS      Vol. 35      No. 2      2001
The electron dynamics in the absence of scattering
can be easily traced for different initial conditions using
the solution to the time-independent Schrödinger equa-
tion, derived above. Similar to the case of 1D SLs, elec-
tron Bloch oscillations will take place; however, they
exhibit more complex, multimode behavior.

Consider an electron in an initial state specified in
the QD SL Wannier function representation by Ψ(t = 0) =

|r〉 . Let us now use the representation of Stark
eigenfunctions (11), whose time dependence is known:

(19)

where ΩR = eFR/" are the QD SL Stark frequencies.
Then, the solution to the time-dependent Schrödinger
equation can be written as

(20)

Electron oscillations are accompanied by oscillations
of the current between the QDs:

(21)

The summation is carried out over the transitions from
all QDs in the half-space (r1)i < 0 to the QD r (in which
the current is calculated). This formula represents a
generalization to the expression for the current in a 1D
SL: jn = 2e∆a"–1 Ψn – 1, where Ψn is the wave func-
tion amplitude in the nth layer, ∆ is the overlap integral
between the adjacent SL layers, and a is the SL period.
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Fig. 4. The electron localization area for the field oriented
along the [1, 5] crystallographic direction in the QD SL.
Chains 0 and 5, 0 and 1 are coupled by the nearest neighbor
overlap integral; coupling between chain 0 and chains 2, 3,
and 4 is exponentially weaker.
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Characteristics of Bloch oscillations depend signifi-
cantly on the way in which the field is switched on.
Here, we consider two possibilities: (i) the field can be
instantly switched on from zero, while the electrons are
initially distributed over the SL Bloch states; (ii) the
field can be instantly reduced from such a large value
that an electron is initially completely localized in a
single QD

4.1. Instant Switching-on of the Field

A Bloch state is described in the Wannier represen-

tation by  = N–1/2eikr. In this case, the summation in
the expression (21) for a single-electron current with
the subsequent averaging over the initial quasi-
momenta yields the following simple result:

(22)

Amplitudes of different harmonics are independent of
electric field strength. The same expression can be
derived in the quasi-classical approximation in the
absence of scattering. For the sake of clarity, we present
the expression for the component of the current in the
field direction for the specific case of square 2D QD
SL:

(23)

.

It can be seen that there are two main oscillation com-
ponents with frequencies Ωx = eFxa/" and Ωy = eFya/";
other components (whose amplitudes are decreased
exponentially due to the reduction of the corresponding
overlap integrals) are characterized by different combi-
nations of the fundamental frequencies. Ωx and Ωy can
be tuned independently by variation of the field
strength and direction [4]. For a rational field direction,
the electron density centroid moves along a closed orbit
within the localization area, and the motion is periodic
with period T = 2π/min{Ωr}. For an irrational direc-
tion, the motion is quasi-periodic, since rational direc-
tions can be found as close to a given one as is wished;
the trajectory of the electron density centroid gradually
fills the entire localization area.
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4.2. Instant Reduction of the Field

We now consider the case where an electron is ini-

tially localized at the SL site r = 0:  = δr, 0. Then, the
so-called “breathing mode” is excited. The current dis-
tribution is antisymmetric (jr = –j–r), the electron den-
sity centroid remains at r = 0, and the dipole moment
equals zero. For rational field directions, the motion is
periodic: after “spreading” over the entire localization
area, the electron “collects” again at r = 0 after the time
period T = 2π/min{Ωr}. For irrational field directions,
the electron never returns to the initial state, but
remains close to it for the reasons explained above.

5. BLOCH OSCILLATIONS LIFETIME

To make observations and practical applications of
Bloch oscillations possible, it is necessary to ensure
that their lifetime is much longer than their period. This
cannot be attained in 1D SLs: due to the wide spectrum
of the transverse motion, strong intraminiband scatter-
ing occurs for any electric field strength. Because of the
energy overlap between the states belonging to differ-
ent levels of the Stark ladder, both elastic scattering and
inelastic scattering involving phonons is possible (see
Fig. 1).

In QD SLs, it is possible to vary the width of the
transverse miniband varying the field direction, thus
eliminating elastic scattering and greatly suppressing
phonon scattering.

Actually, if the transverse-miniband width is
smaller than the optical phonon energy and the spacing
between the levels of the Stark ladder, and the fre-
quency of the optical phonons is not a multiple of the
Stark frequency, then elastic scattering and optical-
phonon scattering is completely suppressed (see
Fig. 1).

Intraminiband acoustic-phonon scattering is possi-
ble only for the electrons whose velocity exceeds the
speed of sound; consequently, this scattering is not
allowed in sufficiently narrow transverse minibands.

Interminiband scattering in quantizing fields can
take place only with the participation of acoustic
phonons with wavelengths much smaller than the QD
size. Evidently, the interaction of electrons with such
short-wavelength phonons would be very weak.

Finally, when the field is so strong that the Stark fre-
quency exceeds the optical-phonon frequency, all sin-
gle-phonon scattering processes are forbidden.

Thus, in contrast to 1D SLs, main intraminiband
scattering channels in QDSLs can be eliminated, with
only multiphonon processes remaining.
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Abstract—The thermal stability of amorphous carbon (a-C and a-C:H) has been studied by ellipsometry and
spectrophotometry in the visible and near-UV range (1.5–5.6 eV). The dielectric function of amorphous carbon
has been derived and analyzed using the Kramers–Kronig technique. The conventional analytical approach is
shown to be insufficient for the analysis of thermally treated samples. The fundamental absorption edge is ana-
lyzed with respect to collective effects in nanoscale fragments of the graphite-like component of the amorphous
carbon structure. Two types of graphite-like clusters contributing to the spectral dependence of the fundamental
absorption edge and modified by thermal treatment are revealed. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Thin-film amorphous carbon coatings offer broad
prospects for technical applications due to their high
hardness and chemical and frictional stability [1–3].
According to the synthesis conditions, amorphous car-
bon is classified by its hydrogen content. The material
fabricated with the use of hydrogen is usually desig-
nated as a-C:H, and that obtained without hydrogen, as
a-C. Owing to its remarkable properties, amorphous
carbon finds numerous technical applications, includ-
ing some in electronics. The structure of carbon is
determined by its unique ability to form different allot-
ropic forms or modifications. As is known, the structure
and properties of amorphous carbon films are deter-
mined by the fabrication technique [1–3]. Optical spec-
troscopy of amorphous carbon films allows one to
relate the microstructure of the material to specific fea-
tures of its optical spectra and to study the influence of
fabrication conditions and thermal treatment on the
microstructure [4–8].

The optical properties of amorphous carbon films
fabricated by magnetron sputtering of graphite were
discussed earlier [8, 9]; however, many concepts of
their structure have been considerably modified since.
Lately, a quantum-dimensional approach to the
description of the relative contributions of different
structural elements to the electronic structure and, con-
sequently, to the optical properties of amorphous car-
bon has been developed [4, 7, 9, 10]. According to these
concepts, the material is based on nanometer-size struc-
tural elements containing carbon in sp2- and sp3-hybrid
states—graphite- and diamond-like fragments (clus-
ters). These fragments were first directly observed in
[10] by means of transmission electron microscopy.
The shape and position of the optical absorption edge
are determined by graphite-like nanoclusters. We note
1063-7826/01/3502- $21.00 © 20220
that, while the semimetallic electron spectrum of well-
oriented graphite is determined by the practically infi-
nite size of graphene planes, in the case of limited-size
graphite-like nanoclusters in a-C:H and a-C, the mate-
rial is a typical amorphous semiconductor.

Therefore, it should be mentioned that due to ambi-
guity the models, describing the optical absorption edge
in amorphous substances and underlying optical diag-
nostics of the material, require substantial supplementa-
tion. For the majority of amorphous materials, the opti-
cal diagnostics commonly relate the frequency depen-
dence of the absorption coefficient to the Tauc relation
[11, 12], with the energy parameter named the Tauc
edge or optical gap Eg evaluated. Several other extrap-
olation formulas are also employed to analyze optical
spectra [5, 12]. As a result of extensive work in this
direction, a vast body of experimental data has been
accumulated concerning the correlation between the
microscopic structure of amorphous carbon and the Eg

values [3, 6, 8, 10, 13]. Nevertheless, it is important to
remark that all the cited works assumed that the absorp-
tion edge is formed only by interband transitions—
HOMO–LUMO type transitions—in nanoscale struc-
tural elements of amorphous carbon with sp2-bonds. As
shown below, this approach is insufficient for the case
of amorphous carbon, especially that treated thermally.
It will be shown that a substantial contribution to the
light absorption by amorphous carbon is made by col-
lective electronic effects occurring in nanoscale struc-
ture fragments containing sp2-hybridized carbon
atoms.

The ratio of two allotropic carbon modifications
(sp2- and sp3-hybridized carbon) in a-C and a-C:H is
determined by fabrication conditions and, in particular,
by the hydrogen content in the film. The behavior of
hydrogen in the annealing of a-C:H films was studied
001 MAIK “Nauka/Interperiodica”
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in [14,15] by IR spectroscopy and UV resonance
Raman scattering. It was shown that annealing causes
modification of the hydrogen covalently bound to tetra-
hedral carbon, namely, a reversible transition from a
bound to quasi-free state. The activation energy of this
process was estimated to be 0.5 ± 0.3 eV. It is natural to
assume that a transition between the two states of
hydrogen may be accompanied by the reconstruction of
the electronic structure in the abandoned graphite-like
cluster, causing the generation or loss of one or several
π-electrons in it. Thus, it is natural to assume that the
loss of hydrogen can modify the fundamental absorp-
tion edge of the amorphous carbon. This assumption is
supported by the data of [16, 17], where a study of the
dependence of optical spectra on the annealing temper-
ature demonstrated a decrease in Eg, starting from some
critical temperature. The critical temperatures are dif-
ferent for films obtained under different fabrication
conditions, lying in the interval Ta = 300–450°C. In the
present work, the dependence of the number of π-elec-
trons on the annealing temperature is obtained from an
analysis of optical data, and an activation-type temper-
ature dependence of this parameter is demonstrated.
Two types of dependences are compared for samples
obtained by ion-plasma sputtering of graphite in argon
plasma (a-C) and in argon-hydrogen plasma (a-C:H).
The comparison of the experimental results with pub-
lished data reveals the role of hydrogen and the mecha-
nism of its influence on the formation of the optical
absorption edge.

2. EXPERIMENTAL

Amorphous carbon layers were deposited onto
fused silica substrates by dc magnetron sputtering of a
graphite target. As a working gas we used an argon–
hydrogen (1 : 4) mixture for obtaining a-C:H films, and
pure argon for a-C films. The substrate temperature
during growth was 200°C, the gas pressure in the cham-
ber was 8–9 mTorr, and the magnetron power was
maintained at 0.36 kW. The growth time for a-C and
a-C:H films was chosen to be 40 and 30 min, respec-
tively, which provided layers 770 and 740 Å thick.

Light transmission for films deposited onto fused
silica was studied in the wavelength range λ = 200–
850 nm on a “Hitachi U-3410” double-beam spectropho-
tometer. The light spot on the sample was 0.5 × 0.5 cm2.
Ellipsometry was performed in the reflection geometry
on a LEF-3M ellipsometer with photon energy "ω =
1.96 eV. The grown films were subjected to a series of
sequential isochronous (1 h) annealings (under a resid-
ual pressure of 1mTorr) at Ta = 260–475°C. The spec-
tral and ellipsometric studies were performed in air,
immediately after each annealing. According to the
ellipsometric data, the parameters of the annealed films
did not change after a month of storage in air.
SEMICONDUCTORS      Vol. 35      No. 2      2001
3. RESULTS AND DISCUSSION

Figure 1 shows the film thickness obtained from
ellipsometric data versus the annealing temperature
[18]. The dependence of a-C film thickness has a peak
at around Ta = 360°C, while the a-C:H film thickness
decreases steadily with increasing annealing tempera-
ture. We suppose that two processes are responsible for
this temperature dependence: thermal relaxation of
internal stresses in the film and thermally activated
transition from the sp3- to the sp2-phase. As known [1],
the presence of hydrogen relieves internal stresses, and,
therefore, the first process must evidently exert a con-
siderably weaker effect in a-C:H compared with that in
a-C films. As to the second process, it is evidently inde-
pendent of the hydrogen content in the film. The fact
that the curves in Fig. 1 converge at high temperature
indicates that the effect of hydrogen on both processes
is insignificant in this temperature range, since the
bound state of hydrogen in a-C:H practically disap-
pears [15] and the internal strains in a-C:H film totally
relax. We note also that the refractive index and the
extinction coefficient grow steadily with increasing
annealing temperature for both a-C and a-C:H films.

To analyze the influence of annealing on the amor-
phous carbon film structure in more detail, let us con-
sider the dispersion of the film dielectric constant. The
dispersion curves for the dielectric functions were
derived from the film transmission spectra using ellip-
sometric data, as described in [7]. In this approach, the
transmission coefficient averaged over the interference
extrema, 〈T〉 , can be written as:

(1)

where x = exp(–4πkd/λ), t12, r12 are the Fresnel coeffi-
cients for transmission and reflection at the air–film
interface; t23, r23 are the Fresnel coefficients at the film–
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Fig. 1. Thickness of a-C (1) and a-C:H (2) samples vs. the
annealing temperature.
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substrate interface; λ is the wavelength; k is the extinc-
tion coefficient of the film; d is the film thickness; and
n3 is the refractive index of the substrate. The wave-
length dependence of the extinction coefficient was
obtained from expression (1) using the ellipsometric
data for film thicknesses and the refractive indices and
extinction coefficients at the helium-neon laser wave-
length. We note that interference can be neglected in
processing the spectral data, because the film thickness
is small [18]. The wavelength dependence of the refrac-
tive index was obtained using the Kramers–Kronig
relation [19]. Figures 2 and 3 present spectral depen-
dences of the imaginary part of the dielectric constant,
ε''("ω), obtained from spectral dependences of the
refractive index and extinction coefficient. As seen
from Fig. 2 for a-C:H film, at low annealing tempera-
tures the imaginary part of the dielectric constant
depends monotonically on the energy "ω. As the
annealing temperature becomes higher, a feature
appears in the spectrum that becomes more prominent
and shifts to lower energies with further increase in the
annealing temperature. The dependence for a-C is sim-
ilar (Fig. 3).

Now we analyze the frequency dependence of the
imaginary part of the dielectric constant. It is known
that the main parameter characterizing the optical prop-
erties of amorphous materials is the optical absorption
edge Eg [11, 12] described by the Tauc relation [11]:

(2)

where "ω is the photon energy, Eg is the optical gap,
α is the absorption coefficient, and G is a constant. This
relation is usually applied to amorphous materials,
because the experimental dependence is generally
monotonic in a wide spectral range [12]. In our case,
with a feature appearing in the spectral dependence of

"ωα( )1/2 G "ω Eg–( ),=
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Fig. 2. Spectral dependences of the imaginary part of dielec-
tric function ε'' for a-C:H film. (1) Unannealed film; anneal-
ing temperatures Ta: (2) 260, (3) 310, (4) 360, (5) 415, and
(6) 475°C. Points, experimental data; curves, fitting with
relation (3).
the imaginary part of the dielectric constant, this
approach is insufficient, and various absorption mecha-
nisms affecting the formation of the optical spectrum
are to be taken into account. In this situation some
researchers apply the Tauc relation in a narrower spec-
tral range. In the present work we use the additivity of
the dielectric function to describe the dielectric con-
stant of amorphous carbon films in a wide spectral
range; we propose to describe the imaginary part of the
dielectric function, ε''(ω), by the sum of two compo-
nents:

(3)

The first component is related to an interband optical
absorption edge of the Tauc type, and can be repre-
sented as (2) rewritten in terms of the dielectric con-
stant:

(4)

The second term is related to light absorption by collec-
tive electron oscillations in graphite-like fragments. It
can be represented as a Lorentz oscillator:

(5)

where ω0 is the natural frequency of the oscillator, τ is
the relaxation time, and ωp is the plasma frequency.
Earlier, the Lorentz oscillator has been applied to
describe the electron resonance in nanoscale copper
clusters [7]. This approach has allowed an adequate
description of the frequency dependence of the dielec-
tric function for copper-modified a-C:H. Evidently, the
agreement between the experiment and the simple
oscillator model is associated with the collective
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Fig. 3. Spectral dependences of the imaginary part of dielec-
tric function ε'' for a-C film. (1) Unannealed film; annealing
temperatures Ta: (2) 260, (3) 310, (4) 360, (5) 415, and
(6) 475°C. Points, experimental data; curves, fitting with
relation (3).
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motion of electrons in the centrosymmetric field of a
graphite-like cluster.

The analytical function (3) was fitted to experimen-

tal data by varying the parameters , G, ω0, ωp, and

τ. The  and G values obtained by applying relation
(2) in a limited spectral range, where the experimental
dependence corresponds to (1), were chosen as the ini-
tial approximation. The ω0 value was determined from
the Lorentzian peak position, and ωp = ω0 and τ = 1/ω0

were taken as initial values of the remaining parame-
ters.
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Fig. 4. Deconvolution of the spectral dependence of the
imaginary part of the dielectric function ε'' for a-C:H film
annealed at 360°C (1) into two components associated with
the optical absorption edge  (2) and the Lorentz oscilla-

tor  (3).
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This model describes well all the obtained experi-
mental dependences for a-C and a-C:H films. Figure 4
shows an example of calculation using relation (3). The
calculated curve agrees well with the experimental
data. Using the proposed method, we performed a best-
fit procedure by equation (3) with experimental data on
the dielectric constant for all the samples and annealing
temperatures. Figures 2 and 3 demonstrate a good
agreement between the model and the experiment. The
parameters obtained for different annealing tempera-
tures are presented in the table. For comparison, the Eg

values calculated by the Tauc relation from the low-
energy part of the spectrum are also given.
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Fig. 5. Optical gap Eg vs. annealing temperature for a-C
(1, 2) and a-C:H (3, 4). (1, 3) Eg found from the Tauc rela-

tion (2); (2, 4)  from relation (4).Eg
*

Parameters , "ω0, "/τ, "ωp, and G1 in relation (3) for different annealing temperatures Ta and Eg values obtained from the
Tauc relation (2)

Sample Ta, °C , eV Eg , eV "ω0, eV "/τ, eV "ωp, eV G1

a-C:H 2.1 1.92 5.71 2.97 2.24 1.13

260 1.75 1.8 5.27 2.95 1.77 1.49

310 1.7 1.66 4.86 2.11 1.19 1.83

360 1.5 1.51 4.51 2.10 1.39 2.02

415 1.25 1.22 4.48 4.07 3.18 1.82

475 0.94 0.96 4.43 5.33 5.25 1.52

a-C 1.2 1.1 5.41 3.40 2.45 1.32

260 1.0 1.1 4.59 2.06 1.19 1.74

310 1.0 1.0 4.58 2.48 1.66 1.78

360 1.0 0.9 4.56 3.01 2.29 1.70

415 0.7 0.4 4.53 3.91 3.63 1.33

475 0.43 0 4.34 4.18 3.95 1.20

Eg
*

Eg
*
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Figure 5 presents the dependences of optical absorp-
tion edge energies Eg and  on the annealing temper-
ature, determined using relations (2) and (3), respec-
tively. As seen, the Tauc edge values determined from
(2) and (3) differ significantly at high annealing tem-
peratures. It is seen also that the optical gap becomes
narrower as the annealing temperature is raised. Usu-
ally, the shift of the amorphous carbon absorption edge
to lower energy upon annealing is ascribed to a struc-
tural rearrangement resulting in a higher number of
π-electrons in graphite-like fragments [4, 6, 17]. The
average number Nπ of π-electrons in graphite-like frag-
ments can be determined using the expression relating
the fundamental absorption edge to the number of
π-electrons [20]:

(6)
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Fig. 6. Average number of π-electrons vs. annealing temper-
ature for type-1 graphite-like fragments in a-C (1) and
a-C:H (2) films. The inset illustrates the activated behavior of
the number of π-electrons with the annealing temperature Ta.

Fig. 7. Average number of π-electrons vs. annealing temper-
ature for type-2 graphite-like fragments in a-C (1) and
a-C:H (2) films.
where β = 2.66 is constant, M is the number of sixfold
rings in an average graphite-like cluster, and the num-
ber of π-electrons Nπ is related to M by the Hückel rela-
tion [21]:

(7)

Figure 6 shows the obtained dependence of the aver-
age number of π-electrons on the annealing tempera-
ture. This dependence was analyzed in terms of the
model assuming an activated rise in the number of
π-electrons in amorphous carbon films with increasing
annealing temperature. In this case, by analogy with
[14], the expression for the activation dependence can
be written as:

(8)

where ∆E is the activation energy, T is absolute temper-
ature, kB is the Boltzmann constant, and C is a constant
corresponding to the initial concentration of π-elec-
trons in a cluster. Application of this relation to experi-
mental data yields activation energies of 0.69 and
0.87 eV for a-C:H and a-C, respectively. The value for
a-C:H matches within the accuracy limit the activation
energy of the thermal transition of hydrogen from
bound to a quasi-free state [14].

Let us now consider the physical model of the
Lorentz oscillator—the second term in (3). As seen
from the table, the position of the Lorentz oscillator
peak shifts steadily to lower frequencies with increas-
ing annealing temperature. This behavior can be
explained by the increasing amplitude of electron oscil-
lations in the centrosymmetric field of a graphite-like
cluster, which may be due to increasing cluster size. In
the model of a harmonic oscillator, its size can be
roughly estimated by the expression

(9)

where ω0 is the natural frequency of the oscillator, " is
the Planck constant, m = 0.2m0 is the electron effective
mass [22].

The number of carbon rings in such a graphite frag-
ment can be evaluated by the number of hexagons
inscribed in a circle of diameter D. In this approxima-
tion, the number of carbon rings of size a = 2.8 Å in a

bulk cluster of size D is determined as M = 2πD2/ a2.
The number of π-electrons in such clusters can be eval-
uated using relation (7). Figure 7 presents the obtained
dependence of the average number of π-electrons in a
sp2-cluster on the annealing temperature. The satura-
tion of the curves indicates kinetic limitations on fur-
ther increase in the cluster size. Comparison of Figs. 6
and 7 reveals the presence of two types of graphite frag-
ments responsible for the fundamental optical absorp-
tion edge in a-C:H and a-C. Clusters with a small num-
ber of π-electrons form the fundamental absorption
edge itself, and those with a higher number of π-elec-

Nπ 2 2M 1+( ).=

Nπ T( ) N0 1 C
∆E
kBT
---------– 
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D 2 2"/ω0m,=
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trons contribute to the spectral feature in the range
4.5−5.5 eV.

4. CONCLUSIONS
(1) When a feature appears in the absorption spec-

trum of amorphous carbon, the standard approach
determining the optical absorption edge by the Tauc
relation is inadequate, and the contribution of collective
electronic phenomena in graphite-like clusters should
be taken into account.

(2) The a-C and a-C:H film thicknesses behave dif-
ferently with annealing, presumably due to relaxation
of internal strains arising during film growth.

(3) Two types of graphite-like clusters exist, con-
tributing to the spectral dependence of the fundamental
absorption edge. A relatively small number—from sev-
eral to a few tens—of π-electrons is typical of clusters
of type 1; clusters of type 2 contain 120–150 π-elec-
trons.

(4) The number of π-electrons in type-1 clusters
exhibits temperature-activated behavior.

(5) The dependence of the number of π-electrons in
type-2 clusters on the annealing temperature levels off
at higher temperatures, indicating kinetic limitations on
cluster growth.
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Abstract—Photochemical transformations occurring in thin films of inorganic photoresists under UV irradia-
tion from an excimer laser are analyzed theoretically. It is shown that the optimization of the light intensity and
irradiation dose can make the transition region between the exposed and unexposed parts of a film narrower,
thereby improving the image quality in photolithography. © 2001 MAIK “Nauka/Interperiodica”.
To create high-quality integrated circuits, it is nec-
essary to achieve such a relief structure in photoresist
film that the edges of all pattern features are exactly at
their assigned positions and that the sidewalls are verti-
cal. The ideal case would be a stepwise profile of the
photoresist exposure. However, the light intensity pro-
file at a desired pattern feature boundary is a “smooth
function” [1], occasionally nonmonotonic, which is
associated with the wave properties of light (Fig. 1).
The quantitative measure of this effect is the slope of
the light intensity profile in the transition region
between light and dark features of the image—edge
gradient dI/dx. Blurring of the exposure intensity distri-
bution, statistical fluctuations in the photon distribu-
tion, and inhomogeneities arising in the course of
chemical etching may result in the edge of a pattern ele-
ment lying in a certain interval ∆x around the pre-
scribed value, which impairs the image quality [1, 2].
Studies of photochemical transformations in films of
glassy semiconductors, such as AsSe and As2Se3, under
irradiation from an excimer laser operating at 193 nm
demonstrated that the irradiation dose necessary for
photoresist exposure depends on light intensity [3], i.e.,
the process is “nonlinear.” In addition, it has been
established that images with a resolution comparable to
the wavelength of light can be obtained [4].

The aim of this work was to study the effect of this
nonlinearity on pattern formation in photolithography.

A study of the photodarkening of AsSe films under
irradiation from an ArF excimer laser made it possible
to develop a model quantitatively describing the pro-
cess of photochemical transformations [5]. In accor-
dance with the results obtained in [5], we assume that
under the action of light the film material is trans-
formed from the initial state I into the final state II.
These states are characterized by different physical
(e.g., light absorption coefficients at the wavelength of
1063-7826/01/3502- $21.00 © 20226
the excimer laser inducing photochemical transforma-
tions, α1 and α2, respectively) and chemical (e.g., solu-
bility in a certain solvent) properties of the material. In
the course of irradiation, the film material is a mixture
of materials I and II. Let us denote the relative concen-
trations of materials I and II by, respectively, ρ1 and ρ2,
so that ρ1 + ρ2 = 1 and the absorption coefficient of the
irradiated material is expressed by

(1a)

The absorption in a layer (along the z axis) follows
the Bouguer–Lambert–Beer law, so that

(1b)

where I(z, t) is the local intensity and t is time.
The change in the concentration of the original

material under the action of light is described by

(1c)

where C is the sensitivity having the dimensionality
[volume] [energy]–1. The physical meaning of the con-
stant C is the volume of material that can be trans-
formed from state I into state II upon absorption of unit
energy. The dimensionless intensity-dependent multi-
plier F(I) reflects the fact that the irradiation dose nec-
essary for material exposure depends on the intensity of
incident light.

Equations (1a)–(1c) constitute, together with the
initial condition ρ1|t = 0 = 1 and boundary condition
I(t)|z = 0 = I0(t), where I0(t) is the incident light inten-
sity), a system describing the photochemical transfor-
mations in films. Since the dependence of the rate of
photochemical transformations on light intensity has a

α α 1ρ1 α2ρ2+ α2 α1 α2–( )ρ1.+= =

I z t,( )∂
z∂

----------------- α z t,( )I z t,( ),–=

ρ1∂
t∂

-------- Cα z t,( )I z t,( )F I( )ρ1,–=
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threshold, we approximate the function F(I), as was
done in [4], by the expression

(2)

where the parameter δ characterizes the blurring of the
intensity threshold. A modeling of photodarkening in
AsSe films under irradiation from an ArF excimer laser
operating at 193 nm allowed us to determine that the
sensitivity C = 3 × 10–3 cm3/J, threshold intensity Ith =
1.7 × 104 J/(cm2 s), and blurring parameter δ =
8.5 × 103 J/(cm2 s). The absorption coefficients at the
excimer laser wavelength in states I and II α1 = 0.1 ×
105 cm–1 and α2 = 1.2 × 105 cm–1.

Upon exposure, a certain profile of the component
concentrations, ρ1(z) and ρ2(z), is established in the
bulk of the resist film, with the dissolution rate strongly
depending on the concentration. When the develop-
ment conditions (chemical composition of etchant,
temperature and duration of development) are set, we
can determine the threshold concentration ρ1S(z) sepa-
rating the exposed (dissolving) and unexposed (nondis-
solving under the given development conditions) parts
of the resist film. The material dissolves if ρ1(z) <
ρ1S(z), and otherwise does not. We denote the boundary
position by zS.

To calculate the concentration profile established in
the photoresist bulk upon exposure, it is necessary to
solve numerically the system of equations (1). How-
ever, preliminary optimization of the irradiation pro-
cess parameters can be done analytically for such
parameters as the concentration profile gradient at the
threshold value and the slope of the isoline of threshold
concentration near the sample surface.

Introducing the designation γ = (α1 – α2)/α2, we can
rewrite Eq. (1c) for the surface layer of the film (z =0)
by separating the variables to obtain

(3)

Integrating Eq. (3) and taking into account that ρ1 = 1
at the initial instant of time, we have

(4)

where T is the duration of irradiation. In the case of a
rectangular pulse of duration TP and intensity IP , the
following concentration is established at the surface:

(5)

F I( ) 1
2
--- 1

I I th–
δ

------------- 
 tanh+ ,=

ρ1d
1 γρ1+( )ρ1

---------------------------- α2CIF I( )dt.–=

ρ1 1 γ+( ) α2C IF I( ) td

0

T

∫ γ–exp
 
 
 

1–

,=

ρ1 1 γ+( ) α2CTPIPF IP( )[ ] γ–exp{ } 1– .=
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Thus, the dose HP = TPIP and intensity IP ensuring that
the threshold concentration ρ1S is reached at the sample
surface are related by

(6)

To create as sharp a boundary as possible, it is nec-
essary that dρ1/dx be highest around the threshold con-
centration ρ1S. Let b be the relative edge intensity gra-
dient (see Fig. 1)

(7)

Differentiating Eq. (5) with respect to the coordinate
x, and using relation (7), we see that the concentration

1/ρ1S γ+
1 γ+

---------------------- 
 ln α2CIPF IP( )TP.=

b
1
IP

----
IP∂
x∂

-------.=

2

1
1 2 3 4

U

I/Ith

I

IP

0 0

1

x

z

ρ1SResist

Substrate

ρ1S

ρ1(z – 0)

0

Fig. 1. Photoresist layer on substrate and light intensity pro-
file. The line of constant threshold concentration ρ1S sepa-
rates the exposed and unexposed parts in the photoresist
bulk. The solid line represents the spatial profile of the inci-
dent light intensity, and the dashed line, the concentration
profile established at the resist surface in the course of irra-
diation.

Fig. 2. Image transfer contrast enhancement as a function of
light intensity.
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gradient is proportional to the relative edge intensity
gradient with an intensity-dependent proportionality
factor:

(8)

Introducing the quantity

ρ1/ xdd b 1 γ+( )α2CTPIP α2CTPIPF IP( )[ ]exp=

× F IP( ) IP F IP( )/ IPd∂( )+[ ] / 1 γ+( ){

× α2CTPIPF IP( )[ ] γ } 2.–exp

U ρ1/ x∂∂( )
b

---------------------
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Fig. 3. (a–e) Lines of constant concentration representing
concentration profiles in the photoresist bulk upon irradia-
tion; the irradiation dose was selected in such a way that a
concentration ρ1 = 0.5 was established upon irradiation at
the point x = 150 nm on the film surface; the light intensity
at the point x = 150 nm at the film surface IP = I0/2 = 0.25Ith
(a), 0.5Ith (b), 0.803Ith (c), 1.5Ith (d), and 2Ith (e). (f) Spatial
light intensity profile (1) and the dependence of the concen-
tration ρ1 on the sample surface at IP = I0/2 = 0.25Ith (2),
0.5Ith (3), 0.803Ith (4), 1.5Ith (5), and 2Ith (6).
characterizing the “image transfer contrast enhance-
ment” at the surface and using relation (6), we have

(9)

For a function of the type (2), the following equation
can be obtained

(10)

where x = (I – Ith)/δ.
Differentiating the right-hand part of Eq. (9) and

using expression (10), we see that the concentration
gradient grows to the maximum extent at an incident
light intensity IP satisfying the relation

(11)

Thus, the best quality of pattern transfer can be
achieved at the parameters specified by relations (6)
and (11).

Figure 2 shows the intensity dependence of the pat-
tern transfer contrast enhancement. In accordance with
Eq. (11), the dependence shows a maximum at IP =
0.803Ith. By selecting an appropriate light intensity, one
can raise the concentration gradient at the boundary by
more than a factor of 2.

Figure 3 presents calculated concentration profiles
established in the film upon irradiation at varied light
intensities. The spatial profile of the incident radiation
is shown in Fig. 3f by curve 1. In the region considered,
corresponding to the boundary between the illuminated
and unilluminated parts of the film, the intensity falls
from the maximum value to 0. The irradiation dose was
chosen for each case so that a concentration ρ1 = 0.5
was established at the point x = 150 nm (in the middle
of the region in question) upon irradiation.

Figure 3c corresponds to the optimal intensity IP =
0.803Ith. Figures 3a and 3b correspond to intensities
lower than optimal, and Figs. 3d and 3e, to those higher
than the optimal value. It can be seen that the transition
region separating the exposed and unexposed parts of
the film is narrowest when the intensity IP corresponds
to the optimal value 0.803Ith.

In addition to the intensity profile, Fig. 3f shows the
dependence of the concentration ρ1 at the surface upon
the coordinate x, demonstrating a pronounced increase
in the concentration gradient at the boundary compared
with the edge gradient of the incident radiation at opti-
mized light intensity and irradiation dose.

It should be noted that if the pulse pattern is other
than rectangular the parameters ensuring the best image
quality also change somewhat, but can be determined
by numerically solving the system of equations (1).

U U0ρ ρ1S γ,( )U1 IP( ) 1 ρ1Sγ+( )ρ1S= =

×
1/ρ1S γ+

1 γ+
---------------------- 1

IP

F IP( )
-------------

F IP( )∂
IP∂

----------------+ .ln

1
F x( )
----------- F x( )∂

x∂
-------------- 2

2x( )exp 1+
-----------------------------,=

2
IP I th–

δ
---------------- 1

2IP

δ
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SEMICONDUCTORS      Vol. 35      No. 2      2001



CONTRAST ENHANCEMENT IN IMAGE TRANSFER 229
To conclude, in the case of nonlinear photoresists, in
which the rate of photochemical transformation is not
directly proportional to the incident light intensity,
appropriate choice of the incident light intensity and
irradiation dose can make narrower the transition
region between the exposed and unexposed parts,
thereby improving the quality of image transfer in pho-
tolithography.
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Abstract—A study of the surface morphology of copper-modified amorphous hydrogenated carbon films
a-C:H(Cu) by scanning tunnel microscopy (STM) is reported. An algorithm is presented for the digital analysis
of STM images to obtain the size distribution function for the longitudinal component of the surface relief.
a-C:H(Cu) films were deposited by magnetron co-sputtering of graphite and copper onto two types of sub-
strates: (100) n-Si with a heavily doped surface layer, and Si covered with a chromium layer. A mesoscopic sur-
face structure of crystalline silicon, a chromium layer, and a-C:H(Cu) film has been revealed. A correlation
between the structural elements of the film and the substrate is considered and a conclusion is made that inher-
ent grains with characteristic size of 6–8 nm are formed in the film. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Amorphous hydrogenated carbon (a-C:H) films
have a smooth chemically inert surface and exhibit high
hardness, a low friction coefficient [1–3], and a low
electron emission threshold [4]. Owing to these fea-
tures, they can be used as coatings for various techno-
logical purposes and show promise in creating cold
cathodes for field-emission displays. The attention
given to studies of metal-modified a-C:H films is due to
the possibility of a wide range of control over their
physical properties. In addition, investigations of for-
mation processes and local electronic properties of
metal-modified a-C:H films arouse interest in the con-
text of their possible application in nanoelectronics [5].

Nanometer-size objects are formed in a a-C:H(Cu)
matrix as a result of the material modification with cop-
per, and their properties affect the physical characteris-
tics of the obtained material as a whole [5]. So, a
nanometer-scale study of the surface morphology of
these materials is important. Earlier [5, 6], we have pre-
sented preliminary results of the surface morphology
investigations for a-C:H and a-C:H(Cu). In the present
paper, an emphasis is made on the study of the distribu-
tion function for the longitudinal component of the sur-
face relief in modification of a-C:H films with copper.
Further, we intend to establish a correlation between
this distribution function, on the one hand, and the sub-
strate properties and film thickness, on the other. The
distribution function for the longitudinal component of
the surface relief is obtained using the algorithm for
1063-7826/01/3502- $21.00 © 0230
digital analysis of images, described in detail in [7], and
briefly, in Section 3 of this paper.

2. EXPERIMENTAL
a-C:H(Cu) films were deposited onto two types of

substrates: (1) ~1.5-µm-thick KEF-1 (100) n-Si wafers
with a heavily doped n++-Si surface layer with carrier
concentration n ≈ 1021 cm–3 (doping was performed
from a surface source at 950°C for 1 hour in air [8]),
referred to further as Si substrates; and (2) chemically
polished KDB-20 (100) p-Si wafers, with ~200 nm
thick Cr layer deposited by rf ion-plasma sputtering—
Cr/Si substrates. a-C:H(Cu) films were deposited by
magnetron co-sputtering of graphite and copper targets
in argon–hydrogen plasma (80% Ar + 20% H2). Copper
concentration determined from Rutherford backscatter-
ing data was 18 at. %. The sputtering chamber was pre-
evacuated to 10–6 Torr. Films were deposited in a work-
ing gas flow at P = 10–2 Torr onto substrates heated to
200°C. The ion current density was 10–1 A/cm2 at 5-V
negative self-bias on the substrate. Under these condi-
tions, the growth rate of a-C:H(Cu) films was
5−6 nm/min. The film thickness was monitored with an
LEF-3M ellipsometer in the reflection geometry, with
an He–Ne laser as the radiation source.

A scanning tunnel microscope with an Ir probe was
used in the topography mode. It was assumed that the
observed STM surface image is determined by the
relief morphology, rather than by sample conductivity
fluctuations. STM measurements were done under atmo-
2001 MAIK “Nauka/Interperiodica”
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spheric pressure. The scanned area was 200 × 200 nm2,
and the corresponding surface image contained 250 ×
250 pixels, with a linear size of one pixel equal to
0.8 nm. For some of the substrates and a-C:H(Cu) films
studied, the surface image was distorted by noise in the
form of current surges appearing as bright points on the
image. To suppress this effect, 3 × 3 pixel median filtra-
tion was used in the image processing. We assume that
the relief is not distorted by the median filtration, and,
moreover, that the size of the longitudinal relief compo-
nent elements is not affected substantially.

3. IMAGE PROCESSING METHOD
To analyze structural elements constituting the

nanometer-scale surface relief, the image background
was smoothed. For this purpose, a surface with a shape
reproducing the large-scale substrate relief is con-
structed. Further, this surface is subtracted from the ini-
tial image. As a result, the structure elements are
arranged in the same plane. Figure 1 shows a typical
surface relief image for a-C:H(Cu) film deposited on a
type-1 substrate.

To obtain the information on the size distribution of
elements, the STM image has been analyzed in terms of
the model of a disordered two-dimensional (2D) field
with disk-shaped elements of random radii ai. The disks
centers are situated at points ri. Statistical indepen-
dence of the random values ai and ri, and also of sepa-
rate disk positions, is assumed. In this case, the light
scattering indicatrix Ip(θ) can be described by the rela-
tion [9, 10]:

(1)

where I0 is the light beam intensity in the absence of
scattering, θ is the scattering angle, ρ = 2πa/λ, λ is the
incident light wavelength, w(ρ) is the distribution den-
sity of the normalized disk radii, and J1 is the Bessel
function of the first kind.

Simple transformations of (1) give an expression
relating the spectral density G(f) of the image to the size
distribution density of the image elements (disks), w(a)

(2)

where f is the spatial frequency, f = , and C is
a constant.

The solution of the inverse problem is based on gen-
eralized integral transformations. In this case, we
obtain for the size distribution density:

(3)
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where C1 is a constant, and N1 is the Neumann function
of the first kind.

Expression (3) allows one to calculate the radius
distribution density of random elements of the 2D field
from its spectral density. The difficulty of the numerical
determination of w(a) from relation (3) is due to the fact
that we have a derivative of the experimental depen-
dence P(f) = f 3G(f) under the integration sign. This
poses the problem of smoothing the experimental spec-
tral density G(f) and obtaining a smooth derivative
reflecting the character of the f 3G(f) dependence, unre-
lated to random deviations of the spectral components.
It is proposed to perform smoothing in three stages. In
the first stage, the 2D spectral density of the image is
smoothed using a 2D spectral window W(fx , fy), for
example, the Bartlett window:

where ∗∗  is the convolution operation.

Since the above relations have been obtained for the
field model with randomly distributed round disks, all
the directions in the image are equivalent, and the 2D
spectral density can be averaged over several sections.
Accordingly, in the second stage we calculate

where (f) is the ith section of the G'(fx , fy) function,

f = .

G' f x f y,( ) G f x f y,( )**W f x f y,( ),=

G'' f( ) 1
n
--- Gi' f( ),

i 1=

n

∑=

Gi'

f x
2 f y

2+

Fig. 1. STM image of a-C:H(Cu) film surface (type-1 sub-
strate). Scanned area 200 × 200 nm2.



232 ZVONAREVA et al.
In the third stage, it is proposed to do the smoothing
of the G''(f) curve with the use of splines.

When a smooth enough spectral density function is

constructed, the derivative P(fk) = G(fk), k = 1, …, n
is to be calculated approximately. This is done using the
first-order difference operator

Thus, the density of the radius distribution density
of the image elements can be determined by approxi-

f k
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dP f k( )
d f k
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Fig. 2. Distribution function for Si (type-1) substrate
(points), and its decomposition into Gaussian profiles. Solid
line passing through the experimental points corresponds to
the sum of the Gaussian profiles.

Fig. 4. Size distribution of structural elements: (1) Si (type-1)
substrate, (2) 45-nm-thick a-C:H(Cu) film on Si, and
(3) 83-nm-thick a-C:H(Cu) film on Si.
mate calculation of the integral (3) for a given set of
radii ai, i = 1, …, m:

where ∆f is the interval between the adjacent spectral
components of the function G''(fk).

4. EXPERIMENTAL RESULTS
AND DISCUSSION

Using the image processing method described
above, we have obtained the size distribution functions
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------ f k J1 f kai( )N1 f kai( )
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Fig. 3. Distribution function for Cr/Si (type-2) substrate
(points), and its decomposition into Gaussian profiles. Solid
line passing through the experimental points corresponds to
the sum of the Gaussian profiles.

Fig. 5. Size distribution of structural elements for
a-C:H(Cu) on Cr/Si (type-2) substrate: (1) Cr/Si (type-2)
substrate, (2) 35-nm-thick a-C:H(Cu) film on Cr/Si, and
(3) 80-nm-thick a-C:H(Cu) film on Cr/Si.
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W of surface elements for both types of substrates
(Figs. 2, 3) and for a-C:H(Cu) films on these substrates
(Figs. 4, 5). In these figures, the abscissa is the surface
structure element radius, and the ordinate represents
the probability of finding elements of a given radius on
the image. The shape and position of the distribution
function peaks suggest that in all cases the surface
relief is formed by several groups of structural ele-
ments. For a-C:H(Cu), the element size changes with
increasing film thickness, as follows from Figs. 4 and 5.

To determine the parameters of these element
groups, we use the formalism involving decomposition
of the experimental distribution function into Gaussian
profiles, assuming a random distribution of elements
within each group. The results of this procedure are
presented as examples in Figs. 2 and 3 and, in full, in
the table, where the following parameters of the result-
ing Gaussian profiles are given: peak position; relative
area S bounded by a profile; and dispersion, or the pro-
file half-width. For the type-1 substrate, the best agree-
ment between the calculation and the experimental data
is achieved using four Gaussian profiles in the decom-
position of W(a) (Fig. 2), while for the type-2 substrate
only three specific sizes of structure elements can be
distinguished (Fig. 3). For the type-1 substrates, the
observed structure elements may reflect the structure of
point-defect clusters in the heavily doped silicon sur-
face layer. The characteristic sizes of elements are 10,
15, 20, and 25 nm (see the table). The most probable
size of elements in the main group (60% of the total
area) is 15 nm, with 4.4 nm variance.

As seen from Fig. 3 and the table, the characteristic
sizes of elements for the type-2 substrate are 11, 17, and
22 nm, differing from those for the type-1 substrate
within the variance. Narrow peaks of 11 and 17 nm are
predominant and have well-defined sizes.

Figures 4 and 5 show distribution functions of the
surface structural elements (granules) for a-C:H(Cu)
films on type-1 and type-2 substrates, respectively. As
a result of a-C:H(Cu) film deposition, smaller granule
sizes start to dominate, with the granule sizes decreas-
ing with increasing film thickness.

Thus, the heating of a-C:H(Cu) layer modifies the
mesoscopic surface structure, and the correlation
between the specific features of the layer and the sub-
strate is lost. With increasing film thickness, granules
~6–8 nm in size appear and become dominant. Within
the dispersion, larger granules on the a-C:H(Cu) sur-
face correspond, to within the variance, to minor gran-
ules on the surface of type-1 and type-2 substrates.
Consequently, we can assume that the minimal size of
granules on the a-C:H(Cu) surface corresponds to the
specific intrinsic structure of the film. In connection to
this, we note that the size of copper nanoclusters in
a-C:H(Cu), determined from optical and electron
microscopic data [11], coincides with the minimal size
of granules obtained in this work.
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We note also that all the considered W(a) curves
steeply tend to zero on the side of small granule sizes.
This effect is usually attributed to the kinetics of pro-
cesses accompanying the granule formation and
growth [12].

The formation of granules on the scale on the order
of hundreds of nanometers in thick a-C:H(Cu) films
(~1 µm) has been discussed earlier [13]. It was demon-
strated that the granules grow in size with increasing
film thickness, in good agreement with theory [12]. As
seen from Figs. 4 and 5 and the table, an opposite ten-
dency exists in the present case of thin films; evidently,
this fact must stimulate further progress in the theory of
inhomogeneity formation in films.

5. CONCLUSION

The structure of the crystal silicon surface, presum-
ably associated with the regular structure of point
defect clusters, has been determined by tunnel micros-
copy combined with mathematical image processing.
The structure of the chromium layer surface is more
uniform, with finer structural elements dominating. For
a-C:H(Cu) films deposited onto substrates of silicon or
silicon coated with chromium, the surface profile par-
tially inherits the surface structure of the substrate; nev-
ertheless, with increasing a-C:H(Cu) film thickness,
the correlation between the longitudinal components of
the substrate surface relief and the layer relief weakens,

Gaussian profile characteristics for the size distribution func-
tions of structural elements

Sample
a-C:H(Cu) 
film thick-
ness, nm

Peak posi-
tion, nm S, % Variance, 

nm

Si substrate – 10 16 1.8

15 60 4.4

20 9 2.5

25 15 2.5

Cr/Si substrate – 11 49 2.7

17 43 3.8

22 8 2.7

a-C:H(Cu) film 
on Si substrate

45 9 60 2.2

12 40 2.5

83 8 65 1.5

9 21 1.5

11 14 1.5

a-C:H(Cu) film 
on Cr/Si substrate

35 7 55 1.8

11 38 2.4

15 7 2.8

80 6 50 1.8

9 50 3.3
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and the contribution from the film structure elements
becomes prominent.
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Abstract—Results of photoluminescence (PL) studies of self-organized nanoscale InP islands (quantum dots,
QDs) in the In0.49Ga0.51P matrix, grown on a GaAs substrate by metalorganic vapor phase epitaxy (MOVPE),
are presented. Dependences of the PL efficiency on temperature in the range 77–300 K and on excitation level
at pumping power densities of 0.01–5 kW/cm2 have been obtained. The PL spectra are a superposition of emis-
sion peaks from QDs and the wetting layer. Their intensity ratio depends on the pumping power and tempera-
ture, and the emission wavelength varies in the range 0.65–0.73 µm. At 77 K and low excitation level, InP QDs
exhibit high temperature stability of the emission wavelength and high quantum efficiency. © 2001 MAIK
“Nauka/Interperiodica”.
Recently, the fundamental physical properties of
zero-dimensional objects have been studied intensively.
To such objects belong, in particular, quantum dots
(QDs)—nanoscale structures arising in heteroepitaxial
growth of semiconductors with large crystal lattice mis-
match [1]. In(Ga)As QDs in the GaAs matrix have been
used to fabricate efficient photodetectors [2] and het-
erolasers [3, 4] with threshold current density on the
order of 35 A/cm2 [4]. Of particular practical interest
are nanostructures with InP QDs, which can be used to
fabricate the shortest-wavelength laser structures emit-
ting in the red spectral range. The main technology
employed to obtain QDs is molecular beam epitaxy
(MBE), encountering, however, severe difficulties
when operating with phosphorus. InP QDs can be
reproducibly grown only by metalorganic vapor phase
epitaxy (MOVPE), even though fabrication of InP QD
lasers by MBE has also been reported [5]. These lasers
operate only in pulsed generation mode at temperatures
not exceeding 90 K.

This communication presents the results obtained in
photoluminescence (PL) studies of heterostructures
with InP QDs grown in the In0.49Ga0.51P matrix on
GaAs substrates. Measurements were done in a wide
temperature range (77–300 K) at various pumping lev-
els. Arrays of strained QDs were obtained by MOVPE
[6, 7] in anisotype heterostructures at 700°C. The layer
with QDs was confined between a 0.35-µm-thick
In0.49Ga0.51P buffer layer, lattice-matched to the (100)
GaAs substrate, and 0.04-µm-thick wide-bandgap
In0.49Ga0.51P top layer. The thickness of the layer with
InP QDs varied between 0.5 and 12 monolayers (ML).
The structures were grown in the Stranski-Krastanow
mode characteristic of systems with large lattice mis-
match (∆a/a = 3.7% at the In0.49Ga0.51P/InP interface,
where a is the lattice constant). In this mode, the so-
called wetting layer (WL) (1–3 ML of InP) first grows
layer-by-layer on the surface of the wide-bandgap
1063-7826/01/3502- $21.00 © 20235
In0.49Ga0.51P matrix, and then three-dimensional QDs
start to form.

The PL from the samples under study was excited
by an Ar+ laser with wavelength of 0.514 µm. The
exciting radiation density was varied in the range
0.01−5 kW/cm2. The signal from a heterostructure was
recorded with a photomultiplier with maximum sensi-
tivity in the wavelength range 0.35–0.9 µm.

The obtained PL spectra exhibited a strong peak
associated with the emission from InP QDs. At 77 K
and pumping power density of 50 W/cm2, this peak is
located at 1.72 eV, has a half-width of 50 meV, and
exceeds in intensity by two orders of magnitude the
emission from the matrix. Previous investigations [7]
demonstrated that the obtained InP QDs are uniform
and coherent (dislocation-free) nanoscale objects, since
the QD PL peak energy remains practically unchanged
in deposition of 2–7 ML of InP. The highest external
quantum efficiency of PL is 30% at 77 K in structures
with a nominal thickness of 6 ML of InP.

Figure 1 presents experimental temperature depen-
dences of the PL peak energy for QDs with a nominal
thickness of 5 ML and an InGaP matrix at a low excita-
tion level (50 W/cm2), together with a calculated tem-
perature dependence of the energy of main transitions
in a strongly strained 6-ML-thick (1 ML = 2.9 Å) InP
quantum well (QW). The temperature dependence of
the matrix emission wavelength follows the tempera-
ture narrowing of the energy gap in InGaP. The weakest
temperature dependence of the emission wavelength in
the temperature range 77–300 K is observed for InP
QDs.

Figure 2 shows PL spectra for structures with InP
QD at the nominal thickness of the deposited InP layer
of 3 (solid lines) and 5 ML (dashed lines) at 77 K and
varied excitation levels in the range 0.01–3.5 kW/cm2.
These peaks are a superposition of two emission peaks
related to QDs and the wetting layer. At low excitation
001 MAIK “Nauka/Interperiodica”
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levels (10 and 40 W/cm2) the spectra contain only the
QD emission line, and the PL peak positions of these
two structures coincide. At pumping power densities
exceeding 100 W/cm2, the spectra are shifted to shorter
wavelengths, which is due to the appearance and fur-
ther growth in intensity of a short-wavelength peak
associated with the WL and to the saturation of the QD
emission with increasing pumping power. The WL
emission peak energy is around 1.9 eV [7], which cor-
responds, according to our estimates, to a WL thickness
of approximately 2.5 ML (7.3 Å). Calculations show
that, in a strongly strained InP WL, the QW for holes is
1.3 times deeper than that for electrons. The QWs con-
tain one size-quantization level each. The binding
energy of electrons is less than 6 meV, and that of holes
is on the order of 100 meV. At the same time, the hole
binding energy in InP QDs is 120 meV [8]. Even at low
pumping levels (10 W/cm2), the wetting layer and QDs
are “filled” with electrons, whereas the Fermi level for
holes lies 90 meV below the top of the QW in the WL;
the hole level in the QD is filled, and that in QDs is
empty. The filling of the hole level in the WL starts only
at pumping power densities on the order of 150 W/cm2,
just when the spectra in Fig. 2 are shifted to shorter
wavelengths. It should be noted that with increasing
pumping power the intensity of emission from the wet-
ting layer grows, while that from the QDs remains
unchanged because of the saturation occurring already
at low excitation levels. However, the fraction of QD
emission in the PL spectrum of the structure with 5 ML
exceeds that for the structure with 3 ML, which is due
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Fig. 1. Experimental temperature dependences of the PL
peak energy at excitation level of 50 W/cm2:
(1) In0.49Ga0.51P matrix and (3) InP QDs (nominal depos-
ited layer thickness of 5 ML); (2) calculated values for
strongly strained InP QW 6 ML thick.
to the higher density of QDs in the former (the highest
QD PL intensity is observed for structures with 6 ML
of InP [7]). As a result, the spectral shift in Fig. 2 is
weaker in structures with 5 ML of InP, compared with
those comprising 3 ML.

The PL spectra of the heterostructure with 3 ML of
InP, taken at high pumping levels (5 kW/cm2) at differ-
ent temperatures, are shown in Fig. 3. At 110 K, the
intensity of emission from the WL exceeds that from
InP QDs. With increasing temperature, the total emis-
sion intensity decreases, with the fraction of the PL
from the wetting layer markedly decreasing compared
with the emission from QDs, which is presumably due
to a pronounced leakage of electrons from the WL into
the InGaP matrix. Thus, the quantum efficiency of the
PL from WL falls with increasing temperature much
faster than the efficiency of QD PL at 50 W/cm2, given
in Fig. 4 for a structure with nominally deposited 5 ML
of InP. At 77 K, this structure shows 30% external quan-
tum efficiency. Such a behavior points to the existence of
intense nonradiative channels, strongly enhanced by
increasing temperature. A similar dependence was
observed in [8].

Optical studies of InGaP/InP heterostructures
grown by MOVPE in the Stranski–Krastanow mode
revealed specific features of the luminescence from
these structures. At 77 K and low excitation levels, the
energy of the QD emission shows higher temperature
stability compared to the emission from the InGaP
matrix and strained InP QW. Measurements of the
quantum efficiency of emission from these structures in
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Fig. 2. PL at 77 K from structures with InP QDs at nominal
deposited layer thickness of 3 (solid lines) and 5 ML
(dashed lines) at varied excitation level: (1) 3.5, (2) 1.0,
(3) 0.15, (4) 0.04, and (5) 0.01 kW/cm2.
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Fig. 3. PL from structures with InP QDs at nominal depos-
ited layer thickness of 3 ML at pumping power density of
5 kW/cm2 and varied temperature: (1) 230, (2) 200, (3) 170,
(4) 135, and (5) 110 K.

Fig. 4. Temperature dependence of the InP QD lumines-
cence efficiency at nominal deposited layer thickness of
5 ML and excitation level of 50 W/cm2.
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relation to temperature (77–300 K) and excitation level
(0.01−5 kW/cm2) demonstrated that the PL spectra are,
as a rule, a superposition of emissions from QDs and
WL. The intensity ratio of these two kinds of emissions
depends on the pumping power and temperature, with
the wavelength varying within 0.65–0.73 µm. The
emission from only QDs can be obtained either at low
excitation levels and temperatures or at the highest (of
those studied) values of these parameters. Thus, the
obtained nanoscale heterostructures can be used to cre-
ate radiation sources readily tunable in the energy range
1.69–1.92 eV by varying the pumping power or tem-
perature.
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Abstract—Physical processes in transistors in which a new structural element (an array of bulk inclusions in
the collector region) is introduced were studied. This array gives rise to a decrease in the electric field at the
metallurgical boundary of the collector p–n junction and inhibits the development of the secondary breakdown.
© 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

When designing the transistors used in switching
circuits with inductive load, it is necessary to account

that the energy W= I2/2 stored in the inductance 
owing to the current flow I before the switch-off should
be released in the blocked transistor or in other dedi-
cated components. If pinching of the current occurs
during the transistor switch-off, and the energy W is
released in a small volume, the semiconducting mate-
rial becomes overheated, and the device is damaged.

The design tools related to modifying the emitter
structure [1] are used to prevent current pinching and
increase the secondary-breakdown voltage.

We consider one of the feasible methods for control-
ling current pinching and increasing the operating volt-
age of transistors in the common-emitter configuration.
This method is based on introduction of a planar array
of spheroidal inclusions into the collector region; these
inclusions are doped with impurities that convert the
conductivity type of the semiconductor to the conduc-
tivity-type of the base.

2. ELECTRIC FIELD IN THE COLLECTOR
p–n JUNCTION OF TRANSISTORS

WITH AN ARRAY OF VOLUME INCLUSIONS
IN THE COLLECTOR REGION

In order to prevent current pinching and increase the
breakdown voltage of switching transistors in the com-
mon-emitter configuration, an array of heavily doped
oval inclusions, whose shape is almost spherical, is
formed in the collector region at the distance H from
the metallurgical boundary of the p–n junction (Fig. 1).

The p+ inclusions are formed in n–p–n transistors;
the designation p+ is used for the array in the n–p–n–
(p+)–n transistor structure. If an array with p+ inclusions
located in the collector region at the boundary between

L̃ L̃
1063-7826/01/3502- $21.00 © 20238
the lightly doped n– layer and the buffer n layer is used
in an n–p–n––n–n+ transistor, the designation n–p–n––
(p+)–n–n+ is used for the transistors.

The n+-inclusion array is used in p–n–p– or p–n–p−–
p–p+ transistors, so that p–n–p–(n+)–p or p–n–p––(n+)–
p–p+ transistor structures are formed.

If zero or low voltage is applied to the collector p–n
junction, the thickness of the space-charge layer of the
collector p–n junction is small and the isolated inclu-
sions may be located outside this layer. In this case,
each p+ inclusion is surrounded by a double spherical
layer of the space charge (negative charge inside the
inclusion and positive charge in the adjoining layer out-
side the inclusion).

Thicknesses of the layers and the distribution of the
electric-field strength in these layers can be calculated
[2]. The net charge of the double layer is equal to zero.
The volume inclusion does not affect the electric-field
distribution in the collector region outside the related
spherical layer of the space charge.

As the blocking voltage Ucb is increased, the thick-
ness d of the space-charge layer near an abrupt p+–n
junction increases: d = [2ε(Ucb + Uc)/ρ]0.5, where ε =
ε0εr is the absolute permittivity, ε0 is the permittivity of
free space, εr is the relative permittivity, Uc is the con-
tact potential difference between the collector and the
base, ρ = qND is the space-charge density in the collec-
tor region, q is the elementary charge, and ND is the
donor concentration [3].

For a certain value of the blocking voltage, the
space-charge layer at the collector p–n junction reaches
the inclusion. The p–n junction enveloping the inclu-
sion sphere on the side closer to the base becomes con-
ducting, and the inclusion becomes charged; as a result,
the electric-field distribution in the collector region
changes.
001 MAIK “Nauka/Interperiodica”
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Calculation of the electric-field potential φ in the
space-charge layer near the collector p–n junction with
an array of inclusions in the n–p–n–(p+)–n transistors is
related to solving Poisson’s equation ∆φ = –ρ/ε.

We consider first the case where there is only a sin-
gle spherical p+ inclusion with a radius R.

We render the origin of the spherical-coordinate
system coincident with the inclusion center, and we
direct the Z-axis from the metallurgical boundary to the
depth of the collector region (Fig. 2). The problem is
axially symmetric, and Poisson’s equation ∆φ(ρ, ϑ) =
−ρ/ε in the spherical coordinate system is written as

(1)

where r and ϑ  are the radial and angular coordinates.
For the thickness of the space-charge layer d = H + h

exceeding the inclusion size and for H @ R and h @ R,
the following solution [4] satisfies Eq. (1) and the
boundary conditions (a constant value of φ at the inclu-
sion surface and the zero value of the electric-field
component Er(r, ϑ) normal to the sphere surface at the
point r = R and ϑ  = π):

(2)

Here, χ = (9h + 5R)/R.
The first two terms in expression (2) account for

contribution of the space charge, and the other three
terms account for the impact of the sphere that acquires
the following charge under the effect of the electric
field in the collector p–n junction:

(3)

In the n–p–n–(p+)–n transistors, the p+ inclusions
are negatively charged, owing to transition of holes
from these inclusions to the base; in the p–n–p–(n+)–p
transistors, the n+ inclusions are positively charged as a
result of drift of electrons to the base.

Using formula (2), we can derive the following
expression for the radial component of the electric-field
strength:

(4)

Distributions of magnitude of the electric-field
strength |E| in the p–n junction along the Z-axis are
shown in Fig. 2 for the cases of (1) the p–n junction
without inclusions and (2) the collector junction that
contains only a single inclusion (the Z-axis passes
through the inclusion center).

In the absence of inclusions, the electric-field
strength |E| varies linearly over the width of the space-
charge layer, attains a maximum |Emax| = ρd/ε = 2(Ucb +

1
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Uc)/d ≈ 2Ucb/d at the boundary of the base, and van-
ishes at the boundary of the space-charge layer in the
collector.

In a p–n junction with an inclusion, the field
strength at the metallurgical boundary to the base
decreases as a result of the charge redistribution; at the
same time, the field strength increases at the inclusion
on the junction side remote from the base (where this
strength was initially low). The field strength E(R, 0) at
the sphere surface at the point with r = R and ϑ  = 0
exceeds by a factor of 6 the mean field strength |E0| =
ρh/ε that takes place at the point corresponding to the
sphere center in the absence of inclusion in the plane
Z = 0.

In order to avoid large values of E(R, 0), the inclu-
sions are arranged at a fairly large distance from the
base; for h/d = 1/6, the field strength E(R, 0) does not
exceed that (|Emax|) at the boundary of the base in the
absence of an inclusion; consequently, formation of an
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Fig. 1. An array of inclusions in the collector region of a
transistor: the array viewed in the device plane (on the left)
and in section (on the right).

Fig. 2. Distribution of magnitude of the electric-field
strength in the space-charge layer of the collector p–n junc-
tion that (1) contains no inclusions and (2) contains a single
inclusion with a radius R along the Z-axis going through the
inclusion center.
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inclusion does give rise to regions where the field
strength is higher than |Emax|.

The influence of a spherical inclusion on the elec-
tric-field distribution is important only at small dis-
tances from the inclusion that do not exceed several
values of R. Therefore, in order to obtain a more uni-
form distribution of electric field over the entire area of
the collector p–n junction, we have to form an array of
inclusions.

For H @ L > R > L/6 and h @ R, and for a fixed thick-
ness of the space-charge layer d = H + h in transistors
with an array of inclusions in the collector region, the
highest electric-field strength at the metallurgical
boundary of the base decreases to about EG = ρH/ε,
which is lower than the highest field strength |Emax| =
ρd/ε in a transistor without inclusions. To the right of
the array (Fig. 1), the electric-field strengths along the
lines parallel to the Z-axis and equidistant from two
neighboring inclusions or from four neighboring inclu-
sions do not exceed the electric-field strength at the
same points in the absence of the inclusion array.

For a fixed value of the blocking voltage Ucb, the
distribution of the electric-field strength to the left of
the array is approximately the same as in the preceding
case where a constant value of d was specified. For a
fixed value of Ucb, the thickness of the space-charge
layer d in the transistor with an inclusion array is larger
than in that without this array. An array arranged at a

p+

Base n-Collector

Fig. 3. A representation of the collector region having the
n-type conduction and containing an array of p+-inclusions;
the paths of motion of electrons bypassing the negatively
charged p+ inclusions are also shown.
distance of H from the base leads to an increase in h and
to redistribution of the electric field in the collector
region; as a result, the electric-field strength decreases
to the left of the inclusion array and increases to the
right of the array.

3. BREAKDOWN OF TRANSISTORS
WITH AN ARRAY OF INCLUSIONS

The process of the formation of an electron ava-
lanche in the collector p–n junction and the breakdown
voltage depend heavily on the bipolar-transistor struc-
ture and on the breakdown test for this transistor.

For high voltages at the collector p–n junction, the
inclusions are charged relative to the surrounding col-
lector region in such a way that the sign of charge at the
inclusions coincides with the charge sign of the major-
ity charge carriers in the collector and emitter. This
gives rise to two effects.

First, the charge carriers, when coming to the collec-
tor from the emitter via the base, bypass the inclusions
in the collector region (Fig. 3). Thus, the inclusions pre-
vent the pinching of current from the entire collector
area to a single current filament and the development of
the secondary breakdown.

Second, geometric dimensions of the inclusion
array and physical parameters of materials forming the
transistor structure are specified in such a way that the
breakdown voltage Ucb0 of the collector–base junction
in the common-base and open-emitter modes virtually
does not change, whereas the collector–emitter break-
down voltage Uce0 increases significantly when the
transistor is connected in the common-emitter and
open-base mode and approaches the value of Ucb0.

An increase in Uce0 to the value of Ucb0 is caused by
the fact that the inclusion array gives rise to redistribu-
tion of the electric field.

In a transistor with an array of inclusions, if a volt-
age applied to the collector p–n junction is increased,
an increase in the electric-field strength at the techno-
logical base–collector boundary is stopped, so that the
electric-field strength remains lower than the maximal
electric-field strength in the absence of inclusions and
is insufficient for formation of an avalanche. Electrons
that come from the emitter pass through the base and
penetrate into the collector, bypassing the negatively
charged spheres, do not enter the strong-field region to
the right of inclusions, do not induce ionization, and are
not involved in formation of an avalanche; this does not
lead to a decrease in Uce0. Thus, in transistors with an
inclusion array, the cause of difference between the val-
ues of Uce0 and Ucb0 (as was mentioned by Miller [5]) in
the transistors with conventional structure is elimi-
nated.

This can be verified by comparing the current–volt-
age characteristics I(U) of the p–n–p––(n+)–p––p–p+

and p–n–p––p–p+ transistors or the n–p–n––(p+)–n–n+
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and n–p–n––n–n+ transistors (Fig. 4). The voltages Uce0
and Ucb0 have almost the same average values in the
transistors with an array of inclusions. The breakdown
voltage Uce0 is lower than Ucb0 in transistors without an
array of inclusions.

Theoretical analysis shows (and experimental stud-
ies of the new-type transistors verify) that good results
are obtained only if the sizes and arrangement of inclu-
sions are chosen properly. Sparsely located inclusions

‡ b b ‡
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2000 400 600 800
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Fig. 4. The current–voltage characteristics of (a) n–p–n––n–n+

transistors and (b) p–n–p––p–p+ transistors with an array of
inclusions. Curves 1 correspond to the common-emitter cir-
cuit with disconnected base, and curves 2 correspond to the
common-base circuit with disconnected emitter.
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do not affect the distribution of the electric-field
strength away from these inclusions and, therefore,
cannot be conducive to an increase in the breakdown
voltage Uce0 or Ucb0.

If the sizes and arrangement of inclusions are cho-
sen nonoptimally (the inclusions are located too close
to the base), the electric-field strength increases appre-
ciably near the inclusions, and the transistors that
include an array of inclusions have a lower value of
Ucb0 than similar devices without such an array.

The outlined theoretical concepts were used in the
development of the structure and production technol-
ogy for transistors that include an array of inclusions in
the collector region; specific features of such transistors
will be described in the succeeding publication.
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