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Abstract—The band structure, optical, photoelectric and transport properties of solids composed of fullerene
molecules linked by van der Waals bonds or forming polymers are considered. Particular attention is concen-
trated on different polymerization mechanisms. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The fullerenes discovered in 1985 [1] have been
widely investigated after a simple method of fabrica-
tion was devised [2] and after the superconductivity of
their compounds with alkali elements was discovered
[3]. Tens of thousands of scientific works have been
published as a result of the recent decade’s studies of
fullerenes. Diverse fullerene derivatives can be conven-
tionally divided into the following groups: van der
Waals crystals, polymerized fullerites, intercalated
compounds, and exohedral, endohedral, and substi-
tuted fullerenes. In the present review we consider the
problems that were not sufficiently discussed in the
monographs [4–7], i.e., the properties of fullerenes as
materials with semiconductor band structure and possi-
ble effects on these properties by the appearance of
bonds stronger than the van der Waals bond. The neces-
sity for such an approach to analysis of the existing
works can be illustrated by the fact that the experimen-
tal and theoretical energy gaps of the C60 fullerene vary
widely within a range of 1.43–2.35 eV. The paper does
not concern fullerene superconductivity, since compre-
hensive information on this problem can be found in
other reviews [8, 9].

STRUCTURAL FEATURES OF FULLERENES

Nonplanarity, Different Bond Lengths

The fullerene electronic structure is determined, as
in all carbon compounds, by the π-electron system.
Chemically, fullerenes can be considered three-dimen-
sional (3D) analogues of planar aromatic compounds,
with the essential difference that their π-electron sys-
tem is continuously conjugated. The nonplanarity of
the molecules leads to strong strains, resulting in a
lower thermodynamic stability of fullerenes in compar-
ison with graphite [6]. It is commonly accepted (for the
sake of simplicity) that carbon atoms of the fullerene
cell have the sp2 hybridization. However, such a state-
ment is not quite correct, this being possible only for
1063-7826/01/3503- $21.00 © 20243
planar structures: the nonplanarity leads to partial rehy-
bridization. For C60, admixture of σ-bonds yields the
sp2.278 state [10].

An essential characteristic of fullerenes is the bond
alternation determining both their electronic properties
and their ability to form intermolecular bonds. Bonds
linking two hexagons ([6, 6]-bond, 1.39 Å) are double
bonds shorter than single bonds at the interface
between a pentagon and a hexagon ([5, 6]-bond,
1.45 Å). Bond alternation can not be accounted for by
nonplanarity and a strained skeleton: the strain is a con-
sequence of the pyramidal structure of the σ-bonds and
has nothing to do with their length. Moreover, the dif-

ference in the bond length decreases for  and disap-

pears for  [11]. Therefore, the cause is the occu-
pancy of molecular orbitals. Sixty π-electrons of the
buckminster fullerene are distributed in the following
way. The completely filled s, p, d, f, and g shells con-
tain, respectively, 2, 6, 10, 14, and 18 electrons: in total
50. The complete filling leads to a homogeneous distri-

bution of angular momenta; the hypothetical  mol-
ecule shows no departures from the icosahedral sym-
metry and has no differences in bond lengths. The
remaining ten electrons occupy the fifth h-level, which
can accommodate twenty-two electrons. Under the
icosahedral symmetry, the state l = 5 splits into irreduc-
ible representations Hu + T1u + T2u. The lower level in
the neutral molecule Hu is completely filled with ten
electrons forming a configuration that is entirely simi-
lar to that of localized σ-orbitals directed along the
[6, 6] bonds. This leads to a weak localization of the
π-electrons along the edge between the hexagons.
Addition of twelve electrons to the empty t1u and t2u lev-
els restores the symmetry and equalizes the bond
lengths [6].

The calculated bond lengths and eigenfrequencies
of the molecule [12] are in good agreement with exper-
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iments on Raman scattering, IR absorption, and inelas-
tic neutron scattering [13, 14].

Orientational Structure of C60

The molecule orientation influences such features of
the electronic structure as degeneracy, dispersion,
bandwidth, and the position of valence and conduction
band extrema [15]. At least four different states of solid
C60 can be singled out: glass phase, simple cubic (SC)
lattice, quasi-free rotation phase [most frequently face-
centered cubic (fcc), but reports on of a close-packed
hexagonal (CPH) lattice can be found in the literature],
and polymerized phase.

It is commonly believed that molecules are rotating
freely, have a spheroidal shape, and form a fcc lattice at
temperatures above 249–260 K. However, even in this
phase the rotation is not completely free, since there is
a strong intermolecular orientational correlation. The
correlated clusters are as large as 40 Å in size near the
orientational transition temperature [16]. At low tem-
peratures, the crystal undergoes a transition to an SC
lattice with four molecules in the elementary cell. The
transition does not involve any displacement of mole-
cules, being due only to mutual ordering. The rotational
motion gives way to hopping and libration about the
equilibrium orientation [17, 18]. At a temperature of
90 K, jumps are frozen out, and a transition to the glass
phase occurs.

Ordering in the SC phase is not complete, since two
orientations of molecules are possible. Electron-satu-
rated interpentagon bonds may be directed toward the
electron-depleted pentagon faces (P-orientation) or

120100806040200

0.3

0.2

0.1

0
0.4

0.3

0.2

0.1

a = 13.6 Å

a = 14.04 Å (a)

(b)

α

Etot, eV

Fig. 1. Total energy per C60 molecule as a function of the
rotation angle in the structure Pa3 for two different lattice
constants; the value a = 13.6 Å is related to an external pres-
sure of 1.5 GPa [19].
hexagon faces (H-orientation). The energy related to
the P-orientation is 40 meV smaller than that for H-ori-
entation; the barrier between the two minima is
130 meV per molecule. The calculated orientational
dependence of the total energy of the fullerite is pre-
sented in Fig. 1 [19]. The lower minimum is related to
the P-orientation.

The orientational states undergo dramatic changes
upon applying pressure, which is considered in detail in
the review [9]. Raising the external pressure makes the
molecule rotation slower and enhances the rotational
anisotropy. Therefore, the pressure induces a transition
into the SC phase. In addition, the H- and P-orienta-
tions have different lattice constants. This accounts for
the rather small thermal expansion coefficient of fuller-
ite: the expansion is accompanied by reorientation. It
follows from Fig. 1 that both orientations are equiprob-
able for the lattice constant a = 13.6 Å, corresponding
to a pressure of 1.5 GPa.

At 260 K, the pentagon orientation amounts to 60%.
By applying pressure, the equilibrium can be shifted
toward the H-orientation, and a completely oriented
phase of C60 can be produced [20] despite the fact that
the exponential character of the P- and H-orientations
distribution, in principle, forbids the existence of any
completely oriented phase. An abrupt change of the
phase would be expected if the coherent collective
movement of all molecules is taken into account along
with the rotation of a single molecule. It seems reason-
able to assume that the crystal consists of a large num-
ber of P- and H-oriented microdomains, rather than of
a mixture of irregularly oriented molecules. Switching
into a completely oriented phase will occur when 11
out of 12 molecules are oriented. Once formed, the
H-phase can be supposed to preserve stability to the
point of the phase transition.

Electronic Structure of C60

Since the electronic structure of fullerenes is consid-
ered in practically all monographs [4–7], we present
only basic data. Data on the energy range close to the
Fermi level remain contradictory up to now. The band
structure of the fcc C60 is like the energy level distribu-
tion in an isolated C60 cluster. Fullerite C60 is a semi-
conductor with a minimum of the energy gap at the X
point of the Brillouin zone. Calculations in the quasi-
particle approximation predict a value of 2.15 eV [21]
for the HOMO–LUMO gap1 and the local density tech-
nique gives an obviously underestimated value of
1.5 eV [22] (Fig. 2). The gap values given by various
methods are presented in Fig. 3.

It can be assumed that the most reliable value for the
energy distance between HOMO and LUMO midbands
is 3.36 eV [32] at a theoretical value of 3 eV [21]. The

1 HOMO stands for the highest occupied molecular orbital, and
LUMO, for the lowest unoccupied molecular orbital.
SEMICONDUCTORS      Vol. 35      No. 3      2001
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Fig. 2. Calculation of energies of the higher occupied molecular orbitals (Hu), lower unoccupied molecular orbitals (T1u) and the
next-higher orbitals (T1g) for undoped solid C60 with Fm3 symmetry: (a) local density technique and (b) quasiparticle method [21].
ionization potential is 7.58 [33] or 7.62 eV [34], the
electron affinity equals 2.65 eV [35, 36], and the lower
triplet state energy is 1.7 eV [37]. The work function is
found to be 4.53 eV for C60 amorphous films [38].

Comparison of absorption spectra for the electronic
s-shell of C1s atom indicates an essential similarity of
the electronic structure and the electron–electron inter-
action in C60 clusters in the gas and solid states. Inter-
actions characteristic of solids are not important in this
new material, and the electron correlation effects are
mainly intramolecular [39].

The intermolecular Coulomb interaction energy U =
1.6 eV [24]. Such a U value must lead to appearance of
Frenkel excitons with energy of about 1.5–2 eV. Calcu-
lated (1.58 and 1.30 eV) and measured (1.83 and
1.55 eV) exciton energies were reported in [40]. The
formation of Frenkel excitons and charge-transfer (CT)
excitons with an excited electron and hole on different
molecules was considered in detail in [41, 42].

The band structure of fullerene films was thor-
oughly studied by surface photovoltage spectroscopy
[23, 43–45]. This method consists in measuring
changes in the surface potential, caused by illumina-
tion. The potential changes through photostimulated
emission of carriers from surface states into the bulk.
The formation of the surface signal requires both pho-
togeneration and separation of charge carriers. Thus,
the measured response contains information concern-
ing both the band gap width and characteristics of band
states. The following parameters were determined:
mobility edge 2.25 eV and optical gap 1.65 eV. In addi-
tion, there exist density-of-state tails extending into the
optical gap of C60 films and other deep states. The
acceptor level lies 0.8 eV below the conduction band
SEMICONDUCTORS      Vol. 35      No. 3      2001
tail, and the donor level, 1.25 eV higher than the
valence band tail (Fig. 4).

Annealing at moderate temperatures reduces the
density of states in the bands. Upon annealing, the pho-
tovoltage at 2.25 eV increases, and that at 1.65 eV
decreases. Improving the crystallinity decreases the
density of states outside the band, making the carrier
lifetime longer. The signal at 1.65 eV is the same in
oxygen-free and oxygenated films; therefore, oxygen is
not a reason for band tail formation. States in the gap
are more likely to be due to dynamic disorder associ-
ated with molecular rotation rather than with static dis-
order of structural, compositional, or topological
nature.

Surface photovoltage spectroscopy [23]
Photoemission [24]

EELS [25]

Microwave conductivity [26]
AC photoconductivity [27]

Real part of complex conductivity [28]

Photoconductivity [29]
Optical absorption [30]

Optical absorption [31]
Quasiparticle approach [32]

LDA calculations [22]

0 0.5
Band gap, eV
1.0 1.5 2.0

Fig. 3. Energy gaps of C60 fullerene, obtained in various
studies.
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Daylight illumination of a sample in air reduces the
surface photovoltage signal from donor states and
enhances that from donor states. An electron spin reso-
nance (ESR) study indicated that the concentration of

 paramagnetic defects increases. It is assumed that
the donor level is related to the unbound intercalated
oxygen and that the acceptor level is created in chemi-
cal reaction of oxygen with fullerene. The increase in
both the intensity of the peak at Ev + 1.25 eV and the
number of the paramagnetic centers is likely to be a
consequence of the increasing number of dangling car-
bon bonds.

OPTICAL PROPERTIES OF FULLERENES

Optical properties of C60 fullerenes are generally the
following. The infrared (IR) absorption spectrum con-
tains four lines at 527, 576, 1183, and 1429 cm–1. The
absorption spectrum in the visible and ultraviolet (UV)
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Fig. 4. Electronic structure of C60 thin films [43].

Fig. 5. Spectral dependence of the refractive index and
extinction coefficient of the C60 film grown on a silicon sub-
strate, measured by spectroscopic ellipsometry.
ranges contains peaks related to allowed optical transi-
tions at 3.5–5.6 eV and to excitons at energies below
3 eV. Collective excitations give rise to two kinds of
plasmons, π and π + σ, related to excitation of π-elec-
trons or the electronic system as a whole. Raman scat-
tering spectra (RS) contain two “breathing” Ag-modes
related to symmetric oscillations of the entire molecule
(497 cm–1) and of pentagons (1469 cm–1), and eight
Hg-modes: 270, 433, 709, 773, 1103, 1253, 1424, and
1576 cm–1. IR and Raman spectroscopies of fullerenes
were described in [4, 5, 7]. Electron transition energies
were calculated in [46–49]. Optical transitions between
the HOMO and LUMO bands are forbidden by symme-
try, and attention is mostly given in this section to the
fundamental absorption edge, which is studied using
optical absorption spectra in the visible and UV ranges
[30, 31, 50–52] and ellipsometric spectra of films
[53, 54] (Fig. 5) and single crystals [55].

The optical absorption of fullerene films can on the
whole be described in terms conventional for amor-
phous semiconductors. The optical band gap is
1.8−1.9 eV for C60 and 1.66 eV for C70 [56], an Urbach
tail and subband absorption by defects are observed.
Measurement of the absorption in the visible region as
a function of temperature, hydrostatic pressure, and
magnetic field has shown that the spectral features near
the absorption edge are due to excitons [57].

The energy region near the absorption edge was
divided in [58] into three ranges, marked by letters A,
B, and C in Fig. 6. The optical band within the A-range
is described by the equation

(1)

The absorption edge in the B-range has the characteris-
tic Urbach shape:

(2)

The values E0 = 1.7 and 1.65 eV, Urbach parameter
Eu = 30 and 37 meV were obtained at, respectively, 77
and 293 K. In the range C, a subbandgap absorption on
impurities was observed at both temperatures. The
absorption edge and the Urbach tail parameter are inde-
pendent of temperature at T < 150 K and vary gradually
at 150 K < T < 260 K and steeply at T > 260 K. Pro-
longed exposure of a film to air makes the subbandgap
absorption higher, but does not affect the Urbach tail
slope. Therefore, the Urbach tail is not a result of the
oxygen intercalation, being an inherent property of the
C60 material. The temperature dependence can be
explained in terms of a correlation between the density
of electronic states, orientational disordering of mole-
cules, and the structural phase transition. At high tem-
peratures, when C60 molecules can freely rotate, rota-
tional, librational, and intermolecular vibrational
degrees of freedom become important. Moreover, addi-
tional phonon modes related to fluctuations of intermo-
lecular states come into action. Electron-phonon inter-

α E( )hν E E0–( )2.∝

α E( ) α0 E E1–( )/Eu.exp=
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action is enhanced in the free rotation phase. The con-
tribution of thermal and structural disorder to the
Urbach tail leads to its fast enhancement at tempera-
tures above 260 K.

An accurate study of optical transitions in C60 was
done in [30] by comparing the optical spectra of C60
films on mica with the transmission of toluene, hexane,
and heptane solutions. Experimental spectra were
decomposed into the Gaussian–Lorentzian compo-
nents, and tables of electronic transitions, reproduced
in part in Table 1, were composed on their basis.

A schematic diagram of the electronic levels in C60
in solid and molecular states is presented in Fig. 7. The
strongest transitions in the optical spectrum correspond
to the D, E + F, and G bands related, respectively, to the
dipole-allowed optical transitions hg, gg  t1u, hu  hg,
hg, gg  t2u. The intensity of the D-band related to the
second and third allowed transitions is essentially lower
in doped fullerenes, owing to the filling of the lower
state in the conduction band formed by molecular states
t1u. The molecular band F in the solid phase splits into
F1 and F2 because of the splitting of the five-fold
degenerate levels (hu(hg)) into the three- and twofold
degenerate levels (tu(tg), eu(eg)) [59].

Identification of the two lower transitions, hu  t1u

and hu  t1g, is more complicated. The molecular

state t1g  is a set of electron-hole excited states withhu
1–
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Fig. 6. Optical absorption of a 5-µm-thick C60 film, mea-
sured by photothermal deflection spectroscopy. Measure-
ment temperatures: (triangles) 77 and (circles) 293 K [58].
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symmetry T1u, T2u, Hu, and Gu [60]. The lower allowed
transition hu  t1g into the excited state T1u must
occur at an energy of about 3 eV. This transition is dif-
ficult to identify experimentally for two reasons: firstly,
the oscillator strength is rather small and must be about
3% of that for the transition at 3.5 eV [61]; secondly,
phonon-induced transitions of comparable intensity
into the excited T2u, Hu, and Gu states forming the
B group must be observed within the same energy
range.
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Fig. 7. Electronic energy levels in solid C60 and in C60 solu-
tion in n-hexane [30].

Table 1.  Spectral features for C60 films and solutions. All
energies given in eV

Band C60 film C60 solution Transition

γ0 1.918 1.995 hu  t1u + Tu, 
Hu, Gz(+Hg, Ag)

γ1 2.035

γ2 1.992 2.070

γ3 2.028 2.105

γ3 2.097 2.180

A 2.41

B 2.70 hz  t1g

C 3.2

D1 3.489 3.58 hg, gg  t1u

D2 3.541 3.732

E 3.99 4.21 hz  hg

F1 4.36

F2 4.546 4.6

G1 5.500 5.437 hg, gg  t2u

G2 5.77 5.73

γ
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The A-group is attributed by the authors to the

t1g  electron–hole state parity forbidden in an iso-
lated molecule, but becoming partially allowed because
of level splitting.
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Fig. 8. Absorption (solid lines) and electroreflection (dash
dot) spectra of (a) C60 and (b) C70 films [62]; circles 77 and
triangles 293 K.

Table 2.  Main spectral features for C60 and C70 films. Elec-
troabsorption (i), i = 1, 2, 3 stands for the position of the
strongest modulations in an electroabsorption spectrum. All
energies measured in eV

C60 C70

Absorption edge 1.85 1.80
0–0 singlet electronic transition (fluorescence) 1.84 1.79
0–0 triplet electronic transition (phosphores-
cence)

1.50 1.59

Allowed optical transition 1 3.60 2.45
Onset of the luminescence quenching 2.35 1.85
Onset of carrier photogeneration 2.35 1.85
Electroabsorption 1 2.4 1.85
Electroabsorption 2 2.7 2.26
Electroabsorption 3 3.5 3.60
The γ-group arises from the forbidden molecular
transition hu  t1u. These transitions reveal them-
selves because of the excitation of the odd vibrational
mode, and higher electronic states of this group must
depend on the Jahn–Teller distortion [50].

A more refined consideration of the optical absorp-
tion edge requires taking into account the excitonic
effects [41, 62, 63]. Both the electron-hole excitations
without spin flip (singlet excitons) and triplet excitons,
having somewhat lower energies because of the
absence of the exchange interaction, should be taken
into consideration [42].

Roughly speaking, the UV and visible absorption
spectra retain characteristic features of molecules in the
gas phase or in solution. In this regard, fullerenes are
typical molecular crystals. However, the lowering of
the symmetry and the presence of a crystal field in
fullerenes affect the selection rules and the energies of
the intermolecular excitations (shift and splitting of
degenerate electronic levels). The optical properties of
fullerenes depend equally on intra- and intermolecular
processes. The former lead to the formation of Frenkel
excitons, and the latter give rise to CT-excitons in
which the two charges are localized on different mole-
cules. Excitons of these two kinds were considered in
detail in [62]. Forbidden Frenkel excitons with energies
of 1.55, 1.87, and 2.2 eV exist inside the C60 HOMO–
LUMO band. The first allowed exciton is at 3.6 eV.

The CT-exciton energy is estimated as follows

(3)

(4)

where I = 7.62 eV is the ionization potential [34]; A =
2.65 eV is the electron affinity [36]; P is the polariza-
tion energy, i.e., 2P is the energy of polarization
induced by a pair of infinitely remote charges imbedded
in the crystal; C(r) is the Coulomb interaction energy;
and ∆Peh(r) is a change in the polarization energy as a
result of charge approaching to a finite distance r. Two
CT states are essential for the fullerene C60; (1/2, 1/2, 0)
and (1, 0, 0), with electron–hole distances of, respec-
tively, 10.01 and 14.15 Å. There are six such states in
the C70 fullerene.

The specific features observed in spectral studies are
most likely due to mixing of exciton states of two kinds.
The band at 2.43 eV is a consequence of the excitation
series due to electron transfer from the HOMO state of one
molecule at the position (1, 0, 0) to the LUMO state of the
nearest neighbor situated at the position (1/2, 1/2, 0). The
next series appears at 3.5 eV. Commonly, it is not
observed experimentally because of its closeness to the
first allowed transition at 3.6 eV (T1u). The charge-
transfer states are associated with the allowed intramo-
lecular excitations and form the band at 2.7 eV.

The authors of [62] compiled a table of the optical
properties of C60 and C70 films (Table 2), based on a

Ect I A– 2P– C r( ),+=

C r( ) e2/r– ∆Peh r( ),–=
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Fig. 9. Evolution of the absorption spectra of a beam of isolated C60 microcrystals evaporated in an atmosphere of argon. The curves
are arranged so that the time increases from bottom to top. The initial spectrum is compared with the final one in the insert. Spectra
are normalized to intensity of the peak related to the transition hg–t1u [63].
study of the absorption spectra, fluorescence, and elec-
troabsorption modulation (Fig. 8).

The evolution of the C60 absorption spectra in going
from a molecular to the solid state was considered
in [63]. Only a single absorption peak at 3.76 eV (hg–t1u)
is observed in the gas phase. With increasing molecule
concentration, a shoulder appears at 3.54 eV, which
may result from a small distance between the hu and hg

levels or from splitting of the hg and t1u levels, and a
wide band emerges at energies below 3 eV at high con-
centrations. In experiments on a beam of free microc-
rystals, absorption at 4 and 3.64 eV was observed and
identified as the tail of the hu–hg transition and the tran-
sition hg–t1u (Fig. 9). Then a 2.91 eV band appeared and
rapidly increased in intensity, and also a weak band
below 2.25 eV. The band at 2.91 eV was attributed to
the CT exciton for the following reasons: it is not
observed on isolated molecules; its energy is higher
than the lowest Frenkel exciton energy; the band width
SEMICONDUCTORS      Vol. 35      No. 3      2001
exceeds 0.5 eV, i.e., the band width in solid C60. The
absorption spectra of quasi-isolated single crystals, i.e.
microcrystals deposited onto a substrate, are similar,
but the CT-exciton energy is red-shifted (2.75 eV) and
has a more complicated structure. The CT-exciton band
in the C60 film is also shifted relative to the isolated
microcrystals (2.78 eV). With increasing film thick-
ness, the band related to the transition hg–t1u is slightly
shifted to lower energies. Absorption appears at ener-
gies below 2.25 eV, with a bend at 1.98 eV. The long-
wavelength absorption by C60 films essentially varies
from sample to sample, this being presumably due to
defects [64].

Time-resolved differential absorption spectra show
that the decay dynamics can be described in terms of
the model of localized excitations. Self-trapped elec-
trons are generated by excitations and then transform
into polarons; the latter recombine in collisions occur-
ring as a result of intersite jumps [65].
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Photoinjection of electron–hole pairs, leading to an
increase in the absorption by the films in the region of
optical transitions at 1.6 and 2.3 eV and to a long-wave-
length shift of the transition at 3.5 eV [66], was
observed in C60 films. Photoinduced absorption in C60

films is due not only to optical transitions but also to
singlet and triplet excitons and polarons. The local-field
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Fig. 11. Activation energy of conductivity, obtained in mea-
surements on fullerene crystals and films in the presence
and absence of oxygen.
effects should be taken into account since intermolecu-
lar interactions partly allow optical excitation of the
singlet excitons [67].

Delocalization of electrons within a single molecule
and the isolated state of the molecules lead to the non-
linear optical properties considered in [4, 6, 68].
A third-order optical nonlinearity was observed
[69−71], and it was shown that two-phonon absorption
is the main nonlinear process at the 3.76 eV absorption
peak. Accurate measurements demonstrated that the
third-order nonlinear susceptibility is rather small,
which may be a result of screening [72]. Notwithstand-
ing the lattice inversion symmetry, a second harmonic
generation occurs in thin C60 films at a wavelength of
1.064 µm [73]. Such a phenomenon may be due not
only to the influence of the surface, but also to a contri-
bution from magnetic dipole transitions [74].

ELECTRICAL PROPERTIES
OF FULLERENES

Analysis of published data on the conductivity of
fullerenes reveals the following features: n-type semi-
conductor conduction is observed; activation energies
are essentially lower than half the energy gap, reaching
this value only at high temperatures; upon interaction
with oxygen, the conductivity falls by several orders of
magnitude. The conductivity of the crystalline material
exceeds that of the amorphous fullerene.
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Results of measurement at room temperature and
higher are mostly reported because of the high resistivity
of fullerenes (Fig. 10). The activation energy and the dark
conductivity of polycrystalline films at room temperature
are, respectively, 0.3–0.6 eV and 10–6–10–8 (Ω cm)–1

[75−78]. For amorphous films, these values fall within
the intervals 0.5–1.1 eV and 10–7–10–14 (Ω cm)–1

[29, 79–82]. The activation energies of conductivity
obtained in different works are presented in Fig. 11.

Transport Parameters

Data on the transport parameters of fullerenes are
rather scanty. The hole conductivity above and below
the phase transition was measured by the transit-time
technique, and the obtained values for, respectively,
holes and electrons were 0.5 and 1.65 cm2/(V s) [86].
At the point of the orientational phase transition, the
mobility changes abruptly by a factor of 1.5, but within
the ranges of 50–250 and 250–350 K the mobility is inde-
pendent of temperature, which necessitates caution in
using the band conduction model. The drift mobilities for
electrons [1.3 cm2/(V s)] and holes [2 × 10–4 cm2/(V s)]
and the recombination time of 1.7 × 10–6 s [87] were
obtained from the photocurrent measurement on films.

The transport mechanisms in C60 films were studied
using the field effect technique [88, 89]. A conventional
MOSFET structure was used: a C60 film on heavily oxi-
dized silicon. The results indicate that C60 is an n-type
semiconductor. The mobility and carrier density at
room temperature are, respectively, 4.8 × 10–5 cm2/(V s)
and 5.6 × 1014 cm–3 [89]; a larger mobility of 8 ×
10−2 cm2/(V s) was obtained in [90]. The mobility of
charges at the fullerene–insulator interface is estimated
at 2 × 10–3 cm2/(V s), with the values obtained varying
widely between samples [88].

The complex conductivity of C60 and C70 films was
measured in the frequency range 10–106 Hz at
10−750 K [28]. The high-frequency dielectric constant
ε∞ is 2.6 for C60 and 4.6 for C70. In the case of C70, tun-
neling of small polarons was observed.

Conductivity and Structure

There is a strong correlation between the crystal
structure of C60 films and their electrical and optical
properties. However, this is not easy to explain. Since
the molecules are linked by van der Waals bonds, the
defect structure itself does not give rise to dangling
bonds. A disruption of the molecule integrity is neces-
sary. With improving crystallinity of films, their con-
ductivity increases, and the activation energy of con-
ductivity falls [38]. It has been repeatedly mentioned
that the higher the temperature of a substrate on which
the film is deposited (which favors higher structural
perfection [91]), the higher the conductivity [92, 93].
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The effect of annealing on the conductivity of C60 films
with a chaotic domain structure was studied [83]. The
room-temperature conductivity was 6.3 × 10–10 (Ω cm)–1.
At temperatures above 423 K, an activation behavior
was observed, with the activation energy increasing
with growing film thickness (0.8 and 1.0 eV), but
remaining in strict accordance with the energy gap
obtained from absorption spectra (1.63 and 2.08 eV).
At lower temperatures, non-activated behavior domi-
nates, with its contribution decreasing upon annealing.

The effect of annealing temperature on the structure
and conductivity was studied in [94]. The conductivity
of films annealed at temperatures above 473 K was one
order of magnitude lower than that for lower annealing
temperatures. An X-ray phase analysis has shown that
at room temperature the fcc phase coexists in films with
the CPH phase and with a new phase with planes paral-
lel to the substrate surface and spaced by 0.95 nm. This
new phase could appear as a result of packing of C60
molecules between the fcc crystallites. The decrease in
the conductivity can be accounted for by the disappear-
ance of this new phase through annealing and the
resulting increase in the intercrystallite potential barri-
ers. In measuring the time dependence of the conduc-
tivity of films maintained at constant temperature, a rise
in conductivity and a decreasing amount of the CPH
phase are found. Annealing of films at high temperature
leads to their ordering, eliminates defect-related states
in the gap, and leads to higher activation energy.

The orientational state of crystalline fullerenes
strongly affects their transport properties. In the phase
transition region, changes in the activation energy are
observed [75, 85]. However, nothing definite can be
told about changes in the energy gap because of the
activation energies, attributed to the presence of an
impurity level. Measurements of the C60 film resistance
in the range 12–300 K indicated that both phase transi-
tion points T0 = 260 K and Tg = 90 K are depressed by
the action of oxygen [95].

The ac conductivity is proportional to temperature
and frequency below 150 K [96], which is characteris-
tic of hopping via localized states at the Fermi level.
Above 200 K, a fast rise in conductivity and transition
to thermally activated behavior are observed, with two
activation energies of 0.389 and 0.104 eV above and
below some temperature point, which can be accounted
for by the coexistence of the crystalline and amorphous
phases. The frequency dependence of conductivity
obeys the power law ωs (s = 0.8). Similar results were
obtained on C60 and C70 films [97]: at high temperatures
the conductivity was frequency-independent, with a
power law dependence observed at low temperatures. A
conclusion was made that with increasing temperature
the dominating mechanism changes from hopping con-
duction to thermal activation.

At high temperature, both films and single crystals
have 2Ea = 1.85 eV [84]. Similar data were obtained in
a study of the ac conductivity and contactless micro-
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wave conductivity of C60 single crystals [98]. An acti-
vation behavior with a frequency-independent activa-
tion energy Ea = 0.9 eV is observed at high tempera-
tures. At low temperatures, the conductivity is
frequency-dependent and weakly depends on tempera-
ture, which can be accounted for by the influence of
impurities. At 425 K, the conductivity of the C60 single
crystal decreases [78], which can be attributed to a
redistribution of molecules, leading to localization of
electronic states.

The conductivity of single crystals was measured
under pressures of up to 1 GPa [99]. The activation
energy decreases in the PCC phase, but is constant in
the SC phase.

Nonlinear transport properties of C60 cluster films
were observed and accounted for by a large difference
between the activation energies for the bulk and the sur-
face transport in clusters [100].

Conduction Models

Several models have been proposed for explaining
the fullerene conductivity. In the simplest model, the
mechanism of conduction in graphite along the c-axis
direction is extended to fullerene crystals [101], so that
the conductivity is estimated to be 1/60 of the graphite
conductivity in the c-axis direction, multiplied by the
fullerene to graphite density ratio ( /ρgr = 0.74).

The available experimental results [96, 97] suggest
that the fullerene conductivity can be described in
terms of the conduction mechanism of disordered semi-
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Fig. 12. Relation between the pre-exponential factor and the
activation energy of conductivity of C60 thin films exposed
to different doses of oxygen [102].
conductors. The dominating mechanism is determined
by the temperature: at low temperatures, we have vari-
able-range-hopping (VRH) conduction transforming
into hopping between nearest neighbors. At higher tem-
peratures, activated hopping via band tail states (a sort
of VRH) dominates, and only at very high temperatures
approaching the sublimation temperature can band
conduction via delocalized states be observed.

The gross statistical scatter of experimental activa-
tion energies leads to a conclusion that the Meyer–
Neldel rule must be fulfilled in fullerene materials
[102]. This rule is as follows. If a material shows the
semiconductor conduction,

(5)

then, in disordered materials, the activation energy and
the pre-exponential factor of the conductivity are
related by

(6)

where σ00 and T0 are the Meyer–Neldel parameters
(Fig. 12).

This relation is observed, e.g., for chemically close
semiconductors or different samples of the same semi-
conductor, fabricated by different techniques, i.e., hav-
ing different impurity concentrations; at different sub-
strate temperatures; under different oxygen pressures in
annealing; etc. [103]. The relation is valid for amor-
phous and polycrystalline semiconductors, and materi-
als with electronic, ionic, and polaronic types of con-
duction. This universal rule requires that only a single
condition should be met: there must exist inhomogene-
ity of some kind. The transport in inhomogeneous sys-
tems can be described as multiple trapping of carriers
on localized states with their subsequent thermal
release. The carrier mobility is not constant, but shows
dispersion: µ(T) = µ00(ωt), with µ00 being a micro-
scopic mobility normalized to the density of states.
Thus, the pre-exponential factor of conductivity con-
tains the time of carrier release from the deepest trap,
which is inversely proportional to the number of traps
within the given energy range. The experimentally
measured activation energy is the depth of the deepest
trap that captures a carrier at a distance equal to the
mean free path. The Meyer–Neldel rule is fulfilled if the
trap depths are distributed exponentially. This supposition
has been confirmed experimentally by measurements of
the surface photovoltage [44] and non-stationary photo-
conductivity. The following values were obtained for,
respectively, C60 and C70: σ00 = 1.5 × 10–3 (Ω cm)–1,
T0 = 0.044 eV, σ00 = 1.25 × 10–5 (Ω cm)–1, and T0 =
0.027 eV [104].

Effect of Oxygen on Conductivity

It has been repeatedly noted that the conductivity of
single crystals [85] and films HAMED93 LEE94 C60
[76, 105] is 3–6 orders of magnitude lower under the

σ σ0 Ea/kT–( ),exp=

σ0 σ00 Ea/kT0–( ),exp=
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Fig. 13. Temperature dependence of (a) C60 and (b) C70 films at different oxygen pressures. The figures at curves give the oxygen
pressures, Torr.
action of oxygen. The spectral dependence of the pho-
toconductivity of films in an atmosphere of oxygen
atmosphere coincides qualitatively with that in oxygen-
free films, but its absolute values are much lower [105].
The effect of oxygen on the conductivity and photocon-
ductivity of fullerenes C60 [106–108] and C70 [109] is
most often accounted for by assuming that the interca-
lated oxygen creates trap levels for carriers and neutral-
izes defects forming localized electronic states.

Keeping C60 films in an atmosphere of argon, nitro-
gen, or helium has no effect on the conductivity, while
exposure to oxygen induces an abrupt fall of the con-
ductivity by several orders of magnitude [76]. The
properties of films are practically restored on heating in
a vacuum to 160–180°C. However, interaction with
oxygen under illumination leads to irreversible changes
in conductivity: its room temperature value falls to
10−14 (Ω cm)–1, with the activation energy increasing to
0.95 eV. The effect of oxygen on the conductivity can
be understood in terms of the creation of a random
potential that localizes electronic states at the HOMO–
LUMO band edges and the role of oxygen as a trap for
electrons. Under illumination, oxygen enters into a
chemical reaction to form C–O bonds.

The conductivity of C70 films exposed to oxygen
decreases with time by the power law, with three differ-
ent time intervals observed, each characterized by its
own exponent. Evidently, this is associated with different
mechanisms of oxygen interaction with fullerene [110].

The temperature dependence of the C60 and C70 film
conductivity was measured in [111] at 77–500 K under
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oxygen pressures in the range 10–1–10–6 Torr (Fig. 13).
At high temperatures, band conduction is observed in
both materials, with hopping via localized states at the
Fermi level dominating at low temperatures. In addi-
tion, the contribution of a third mechanism, associated
with hopping via localized states at the conduction and
valence band edges, should be taken into account in the
whole temperature interval. This mechanism is charac-
terized by activation energies increasing from 0.2 to
0.4 eV, with growing oxygen pressure in the measuring
chamber. It was shown that oxygen negligibly affects
the band conduction mechanism, but effectively
quenches the hopping mechanisms.

Penetration of oxygen into fullerene films was stud-
ied by dielectric spectroscopy [112]. Changes in the
frequency and temperature dependences of the low-fre-
quency complex dielectric function ε(ω) under the
action of oxygen were interpreted in the following way.
Rather weak charge transport occurs between C60 and
O2 molecules occupying interstices. Owing to the large
size of the C60 molecule, a large dipole moment is
formed, related to the applied ac field via the diffusion-
controlled relaxation mechanism. This leads to an
essential increase in the dielectric constant, giving rise
to a wide peak of dielectric losses. With increasing oxy-
gen content, the interstices become completely filled,
intersite hopping is suppressed, and the dielectric loss
peaks disappear along with the increased polarization.

The oxygen penetration into the C60 films was stud-
ied by the optical absorption methods [58]. The sub-
bandgap absorption strongly increases under the action
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of oxygen, and an absorption peak noticeable at 77 K
appears. The subbandgap absorption is closely related
to the electron spin density. The spin-related signal may
come from unpaired electrons of C60O, being induced
by charge transfer between the C60 molecule and oxy-
gen.

Conductivity of Doped Fullerenes

Doping with alkali metals is not considered in the
present review, with the exception of the cases when
doped fullerenes form polymers. Transport properties
of AxC60 compounds (with A standing for an alkali or
alkaline-earth metal) have been described in numerous
reviews [8, 113–119] and in original papers [25, 26,
120–129].

Doping of C60 films with metal impurities (In, Sb)
markedly increases the conductivity, with the semicon-
ducting character of conduction retained; the activation
energy is within 0.1–0.17 eV. The change in the con-
ductivity can be accounted for by an increase in both
the carrier density and the mobility [79, 82]. Exposure
to oxygen leads to similar changes in the conductivity
of doped and undoped films, which can be accounted
for by the formation of a trap level lying 0.7 eV below
the conduction band bottom.

In Sn-doped C60 films, a new ESR signal appears,
increasing with the Sn concentration. The conductivity
increases, and the activation energy decreases. Hall
effect measurements indicate an n-type conduction
[130, 131].

C60 films prepared by deposition from an ionized
cluster beam were implanted with phosphorus, argon,
and helium ions. Collisions with ions lead to amor-
phization of the film and disintegration of molecules.
The resistivity of the film decreases with increasing
irradiation intensity. Phosphorus-doped films feature
n-type conduction. Films fabricated by simultaneous
sputtering of fullerene and aluminum had p-type con-
ductivity; the addition of aluminum improved their
photoelectric properties [132].

Al–oxide–C60–Pb and Pb–oxide–C60–Pb structures
are studied by tunneling spectroscopy. A narrow
6−7-meV-wide semiconductor band is observed at low
temperatures. The band corresponds to a semiconduc-
tor created by Pb-doping of the fullerene [133].

Sm6C60 fulleride was synthesized with a use of a
high-temperature solid-state reaction. Its transport
properties at temperatures below 180 K are described in
terms of the theory of metal granules; a weak tempera-
ture dependence of the resistivity is observed at high
temperatures [134].

The Sr0.56C60O1.5 compound has ionic conductivity
with extremely low absolute value [135], which clearly
distinguishes it from Sr-doped C60 exhibiting metallic
properties [136].
PHOTOCONDUCTIVITY

Photoconductivity spectra of fullerenes are, on the
whole, similar to the absorption spectra. The main
spectral features are related to excitons, rather than to
interband transitions; carrier generation mechanisms
under consideration include charge separation in the
bulk and at the surface, exciton–exciton interactions,
exciton photoionization, and release of charges from
traps. The similarity of the absorption and photocon-
ductivity spectra indicates that the Frenkel and CT
excitons may relax into the same lower state of the
Frenkel exciton. Excitons dissociate and create charge
carriers scattering on surfaces, lattice oscillations,
impurities, and defects. Since the Frenkel exciton has
energy less than the energy gap, the conduction is
phonon-assisted [63]. The photocurrent in C60 films is
proportional to light intensity and applied voltage and
increases with decreasing modulation frequency, which
may be due to the effect of deep traps.

C70 shows higher quantum yield than C60. The C60
energy gap was found from Fowler plots to be 1.7 [29,
137] and 1.6 eV [138]; the value for C70 is 1.5 eV [29].
Arrhenius behavior is observed above room tempera-
ture, with activation energy of 0.50 eV for dark conduc-
tivity and 0.20 eV for photoconductivity. At lower tem-
peratures, the conductivity is almost temperature inde-
pendent [137]. The photoconductivity of fullerenes
essentially depends on the degree of crystallinity [138].
Similar to the case of dark conductivity, a strong effect
of oxygen on the photoconductivity is observed
(Fig. 14). Formation of deep traps due to the interaction
of fullerenes with oxygen is assumed to reduce the car-
rier lifetime, which leads to a photoconductivity drop
by 3−6 orders of magnitude [106, 108].

A strong peak at 1.65 eV, related to a weak absorp-
tion band, is observed in the photoconductivity spec-
trum of a C60 single-crystal [139]. The peak differs
from the wide photoconductivity band near 1.8 eV in its
dependence on temperature and on illumination inten-
sity: the photoconductivity shows a superlinear charac-
ter in contrast to the sublinear dependence for the wide
band. Within the energy range centered at 1.65 eV, a
negative photoconductivity is found with photore-
sponse time of 0.01 s, transforming into positive photo-
conductivity at longer pulses [140]. The positive photo-
conductivity decreases, and the negative increases as
temperature is lowered. This is interpreted as resulting
from coexistence of traps with small thermal emission
rate and Stockman’s fast recombination centers.

A bandgap of 1.85 eV at 300 K was obtained from
AC photoconductivity measurements on C60 films with
gold electrode, with the band gap increasing with
decreasing temperature to become 1.91 eV at 250 K, in
correspondence with a change in the crystal structure
[27]. The strong temperature dependence of the opti-
cally allowed direct band Eg(T) was described in terms
of the electron-phonon interaction via localized C60
phonon modes [141].
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Remanent internal photopolarization was observed
in thin C60 films [142]. The effect differs from the pho-
toelectret state observed in other materials in the
absence of fast photodepolarization. The model of pho-
togenerated carrier trapping by deep centers was con-
sidered together with the suppression of their recombi-
nation by a distortion of the C60 molecule, caused by
the presence of a localized charge. Defect states in C60
single crystals were determined using the persistent
photoconductivity spectra [143]. It was assumed that
the energy level of the defect lies 0.48 eV below the
conduction band bottom. The conclusion that states are
present in the gap was also based on a study of the IR
photoconductivity of C60 single crystals [144]. Calcula-
tions based on a supposition that there is a peak of the
density of localized states, originating from the Frenkel
exciton band, inside the gap [145] were carried out in
order to explain the obtained temperature dependence
of the exponent γ for the C60 film photoconductivity.

The photoconductivity was studied as a function of
the applied field, wavelength, and illumination inten-
sity [146]. The photocurrent depends on the polarity of
the illuminated electrode, with the asymmetry depend-
ing both on the applied voltage and on the light pene-
tration depth. The effect can be accounted for by the
difference in electron injection from the Al-cathode and
by different electron and hole mobilities. The depen-
dence of the photoconductivity of C60 films on the illu-
mination intensity was found to obey the power law
[147]. The model of a continuous distribution of states
in the gap was applied to describe this dependence.

The increase in photoconductivity in a dc magnetic
field was explained by the effect of the field on the mul-
tiplicity of the electron-hole pair states [148]. Light
generates pairs in short-lived singlet states, which can
transit under the action of, e.g., spin-orbit interaction,
into a significantly longer-lived triplet state, which
reduces the recombination probability and increases
the dissociation efficiency. The role of the magnetic
field can be reduced to raising the triplet state filling.

The dynamics of photoexcited carriers was studied
by the methods of nonstationary photoconductivity and
nonstationary photoinduced absorption [149, 150]. The
transport is described in terms of the model of multiple
trapping; the creation of deep traps quenching the con-
ductivity is accounted for by the action of oxygen. The
thermally activated long-lived component of the photo-
conductivity is frozen out at low temperatures. The
time-resolved nonstationary photoconductivity has a
local maximum at T = 240 K, i.e. at the phase transition
point. The presence of disorder is indicated by the
existence of long-lived thermally activated photocon-
ductivity component.

Time-resolved photoconductivity shows that the
photogeneration process in C60 films can be described
by the Onsager pair generation model. The quantum
yield depends on the photon energy, electric current,
temperature. The product of the mobility by the life-
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time with respect to electron trapping was determined:
µτ = 4 × 10–10 cm2 V–1 [151].

PHOTOLUMINESCENCE

The peak at 1.69 (1.68) eV, related to emission from
the C60 bulk, and a few weak features identified as
emission by Frenkel excitons residing on the X-center
[152] were found. The peak at 1.76 eV is related to the
surface exciton X-centers. The luminescence peak at
1.68 eV decreases due to a laser illumination. Evi-
dently, a lowering of symmetry due to distortion of
molecules is observed. However, this peak increases
due to illumination in a presence of oxygen [153].

Absorption spectra of the C60 films taken at 7 K
meet the photoluminescence spectra at the point 1.8 eV
taken to be the optical gap. Peaks at 1.69 and 1.52 eV
and weak features in the range 1.76–1.42 eV [63] were
observed in the photoluminescence spectra (Fig. 15).

Photoluminescence depends on the morphology of
fullerene films. The photoemission peak is shifted to
lower energies for films of high crystallinity [93]. The
luminescence, electroluminescence, and photoconduc-
tivity spectra are influenced by the intermolecular exci-
tation with charge transport [62, 154, 155]. The singlet
and triplet excitons trapped by crystal defects are
assumed to give the main contribution to C60 single-
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Fig. 14. Spectral dependence of photoconductivity (T =
260 K) of 13-nm-thick C60 films oxygen-free, oxygen-satu-
rated, and heated in an atmosphere of oxygen [135].
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crystal photoluminescence [156]. The symmetry viola-
tion is so strong for C60 molecules on defects that it
makes the oscillator strength of phonon-free optical
transitions comparable with the strongest optical tran-
sitions assisted by intramolecular vibrations.
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Fig. 15. Absorption and emission spectra of a C60 film [63].
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Fig. 16. Luminescence spectra of C60 films, taken at small
illumination intensity [158].
Strong distinctions are observed between C60 crystal
luminescence spectra, depending on the presence of
physical or chemical defects, strains in the crystal, and
other specific features related to the process of fabrica-
tion. Under laser irradiation, peaks at 1.73 and 1.76 eV
appear in the visible range, interpreted as emission
from metastable defects [157]. The temperature depen-
dence of the photoluminescence spectra is given in
[158] (Fig. 16).

The complex structure of the absorption and lumi-
nescence spectra in the long-wavelength region may be
a consequence of a combination of the intra- and inter-
molecular vibrations. The broad shifted band is
accounted for by the model of a self-trapped exciton. If
the photogenerated Frenkel exciton stays on the mole-
cule longer than the molecular vibration period, it can
be trapped by the lattice. The exciton recombines emit-
ting light and exciting intra- and intermolecular vibra-
tions. That is why the emission is observed at lower
energies than the absorption, and the spectrum has a
complex structure with a great number of phonon peaks
[63]. An alternative explanation of the spectrum is also
possible [159]: some defects, such as oxygen, higher
fullerenes, and structural disorder, can make the transi-
tion t1u–hu allowed.

POLYMERIZATION OF FULLERENES

Enhancement of Intermolecular Interaction

Intermolecular interactions must essentially influ-
ence electrical and optical properties of solids com-
posed of the fullerene molecules. This may occur in
two ways. The enhancement of the interaction may lead
to a metallic, or even superconducting state, as in the
case of silicon. However, one has to take into account
the ability of carbon to form various hybridized states.
If, for some reason, the sp2 hybridization is changed to
sp3, this will lead to the formation of a diamond-like
solid. Measurements on granulated C60 [160] have
shown that the sample volume decreases with increas-
ing pressure, which is accompanied by a decrease in the
resistivity and the gap. Nevertheless, the transition to
the metallic state was not observed, since an abrupt
transition to a more insulating phase took place instead,
most likely induced by the formation of covalent inter-
molecular bonds. A similar result was obtained in
[161], where dependence of the absorption edge on the
applied pressure was measured. Extrapolation of the
absorption edge shift under pressure predicted a transi-
tion to the metallic state at 33 GPa. However, an irre-
versible transition into a transparent phase occurred in
the range of 17–25 GPa (it should be noted that this
experiment has never been reproduced, notwithstand-
ing numerous attempts). Raman spectra indicated a
transition into a new carbon phase having nothing in
common with C60, graphite, or diamond. A linear shift
of the optical absorption edge under pressure with a
slope of 0.14 eV/GPa was observed [162]. A transition
SEMICONDUCTORS      Vol. 35      No. 3      2001
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to the amorphous carbon phase occurred at 20 GPa,
with this phase being no more transparent than the
amorphous carbon obtained using other methods.

Theoretical calculations of the C60 behavior with
decreasing intermolecular distances were carried out
[163]. The band structure was calculated as a function
of the C60 lattice constant and was expressed in terms of
pressure, using the compression modulus. It follows
from the calculations that pressure induces a decrease
in the energy gap at the X and Γ points and an increase
in the static dielectric constant. The gap decreases
almost linearly under pressure with a slope ∂Eg/∂lna =
9.2 eV, where a is the lattice constant. The charge-den-
sity map evidences that covalent bonds can be formed
at a pressure of 13 GPa. The calculated energy gap at
this point is 0.69 eV and, therefore, metallization under
pressure is unachievable.

More recently, studies were reported, confirming
experimentally the appearance of the covalent bonds
between fullerene molecules. Under the action of visi-
ble or UV radiation C60 transits into the photopolymer-
ized phase [164], which is insoluble in toluene or other
C60 solvents. Doping with alkali metals was found to
lead, under certain conditions, to the formation of lin-
ear chains [165]. The structure of the linear polymer
RbC60 was determined by X-ray diffraction analysis to
be orthorhombic below 350 K. The orthorhombic phase
o-AC60 was studied with other alkali metals (A =
K, Rb, Cs) [166]. A single crystal of (KC60)N [167] a
few millimeters long was grown; the degree of poly-
merization exceeded 100000. It was shown that C60 can
be transformed into another structure under high pres-
sure and temperature [168]. The structure of this mate-
rial was determined as rhombohedral, with lattice
parameters a = 9.22 Å and c = 24.6 Å. The intermolec-
ular distance in such a phase was about the carbon bond
length, which implied that covalent bonds can be
formed between molecules.

Dimerization of substituted [169] and endohedral
[170] fullerenes was observed. The presence of an
unpaired electron was the driving force in these cases.

Thus, there are three ways for fullerene polymeriza-
tion: photo-excitation, charge transfer, and the action of
pressure.

What Occurs in Photoexcitation?

Oxygen-free C60 films were transformed into a pho-
topolymerized state [164] under the action of UV and
visible light. The process occurred only in the fcc
phase, i.e., at temperatures above 260 K. The authors
assumed that the phototransformation goes by the
cycloaddition mechanism [2 + 2], with the double
intramolecular bonds broken and a four-atom carbon
ring formed (Fig. 17). The following requirement to the
topology of reacting molecules must be fulfilled for the
reaction to proceed: the molecules must be close
enough to each other, and their double bonds must be
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parallel. This requirement can be only met in the phase
of free molecular rotation.

The configuration depicted in Fig. 17 can also be
denoted by 66/66. This means that every molecule has
double bonds between two hexagons. If, e.g., a mole-
cule has one bond along the mutual edge of the penta-
gon and hexagon broken, such a configuration will be
denoted by 56/66. In principle, such a configuration is
possible like many others, but all of them are less ther-
modynamically stable than the monomer [170, 171].

A conclusion was made, based on a study of the
photo-polymerization reaction kinetics, that the reaction
occurs between the monomer C60 in an excited (triplet)
state and another monomer in the ground state [172].

Since oxygen quenches the triplet state [173], the
reaction does not occur in its presence. The C70
fullerene is significantly less liable to polymerization
than C60 for geometrical reasons, and a radiation dose
inducing a complete transformation of C60 created only
disordered dimers in C70. Both materials return to the
initial state under heating.

Illumination in the presence of oxygen leads to
another process, photo-assisted diffusion [173]. The
oxygen diffusion rate increases about tenfold. Pro-
longed illumination leads to the stoichiometric C60O2.
This phase is also insoluble in toluene. The efficiency
of photopolymerization and photoassisted diffusion is
essentially lowered if femtosecond pulses are used
instead of the continuous illumination [174].

The polymerization reaction takes place within the
temperature range 260–400 K, and the type of polymer-
ization, identified using the Raman spectra, is deter-
mined by temperature [175, 176]. It was shown by
atomic-force microscopy of C60 films deposited on
mica that films illuminated at temperatures above
350 K form dimers and trimers with an unusually short
intermolecular distance of 8.8 ± 0.1 Å (Fig. 18a). At
temperatures below 320 K, polymer chains appear on
the illuminated surface. They include mostly six mole-
cules with an intermolecular distance of 9.2 Å. Strains in
the film lead to the formation of undulate patterns on the
surface, looking like a herring bone (Fig. 18b) [177].

The photo-polymerized phase is difficult to obtain
in large volume because of the strong absorption and
small penetration depth of light. C60 polymerization
methods yielding colloid solutions [178] and water sus-
pensions were proposed [179, 180]. The phototrans-
formed C60, obtained in the form of powder, had an fcc
lattice with a parameter 0.25 Å smaller than that in the
monomer [181]. This material is assumed to consist of
trimers and tetramers.

Polymerization of fullerenes can also be accom-
plished by plasma treatment [182] and the action of an
ion [183] or electron [184] beam, which is promising
for its use as a resist [185]. The idea of such treatment
is as before: to create an excited state of the fullerene
molecule. This can be done in another way: by adding
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a chemical element that readily donates its electron to
unoccupied molecular orbitals, i.e., using intercalation.

What Occurs in Intercalation?

An intercalation compound is a material in which
atoms, ions, or molecules are captured in between the
crystal lattice layers [186]. Formally, there is no chem-
ical bonding between the intercalants and the host lat-
tice [187]. Fullerenes belong to a 3D variety of the
intercalation compounds. Voids in the lattice are large
enough to accommodate any chemical element. How-
ever, not all elements can form 3D intercalation com-
pounds [188]. They are mainly alkali, alkaline-earth,
and rare-earth metals. It is believed that the key factor
regarding the possibility of formation of 3D intercala-
tion compounds is the sum of the metal work function
eφ and the cohesion energy Ecoh. If this sum is less than
the energy of the lower unfilled molecular orbital, eφ +
Ecoh < Elumo, then the intercalation energy Eintc = Elumo –
eφ – Ecoh is positive, and 3D intercalation compounds
can be formed [189].

The interest in intercalation of fullerenes appeared
just after Krachmer’s discovery of the possibility of
obtaining fullerenes in macroscopic amounts. The
intercalation of alkali metals was found to lead to
metallic properties [190] and superconductivity [3].
The best account, in our opinion, of the fullerene super-
conductivity was given in a review [8].

In the initial state, C60 has an upper filled band hu

and a lower unfilled band t1u; the latter can take up no
more than six electrons. Based on a simplest band-
model consideration, one would assume that the com-
pound A6C60 must be an insulator, while any lower sto-
ichiometry must lead to metallic properties. This is not
quite correct. Adding one [191–193] or three [190]
atoms leads to metallic properties, while A4C60 is a
band insulator [194].

The compounds AC60 were extensively studied
because of their interesting phase diagram [195, 196]
and quasi-1D behavior [197]. The possibility of their
polymerization placed them in a new class of supercon-
ductors: linear polymers [198]. Under fast cooling of
AC60 (A = Cs or Rb), a new conducting phase appears
[195]. The following transformations are observed
upon heating from 4 to 473 K. A 3D conducting ori-

Fig. 17. Schematic representation of a fullerene dimer.
ented phase with an SC lattice exists at low tempera-
tures. At temperatures below 150–125 K, a transition
into a dimerized insulating phase takes place; then it
transforms into a 1D conducting phase and then into the
fcc lattice. Phase diagrams of RbC60 and KC60 were stud-
ied by ESR spectroscopy [196, 199, 200]. A schematic of
a 1D polymer KC60 is presented in Fig. 19 [201].

As in the case of photopolymerization, the initial
state for a transition into the polymer phase is always
the fcc lattice, and molecular disordering of C60 is a
good starting point for polymerization.

What Occurs under Pressure?

The first polymer obtained under pressure had a
rhombohedral structure [168]. In later experiments, C60
was found to transform upon heating under pressure
into three different phases: orthorhombic, tetragonal,
and rhombohedral [202]. The phases were identified
using their X-ray spectra. A more precise identification
of these structures was done later [203].

The pressure–temperature phase diagram was stud-
ied systematically by several groups [9, 204–206]. Suc-
cessive transitions from the fcc to a polymerized
orthorhombic and then to a 2D polymerized phase
occur with increasing temperature. At 800–900 K, the
C60 cage disintegrates to form an amorphous sp2-coor-
dinated phase. A mixture of R and T phases is formed
at 2–4 GPa and 673–1073 K, and a pure R-phase, at
4−8 GPa and the same temperatures [207]. Partial coales-
cence of molecules may occur in polymerization [208].

Changes in the structure and electronic states on
applying a pressure of up to 50–55 GPa to the C60
fullerene at room temperature were considered in
[209]. The fcc structure is nearly unchanged at the
beginning, but the π-plasmon becomes forbidden
because of a decrease in the intercluster distance; then
the basic structure stays unchanged and intercluster
bonds are created. In the third stage, the fullerene struc-
ture disintegrates to become amorphous, and sp3 bonds
are created. In the fourth stage, a diamond-like phase
without long-range order is created.

The C60 and C70 polymerization and amorphization
under pressure [210] were studied by X-ray diffraction
analysis and scanning tunneling microscopy (STM).
The previously studied photopolymerization of these
substances aided in understanding the difference in
their behavior. Polymerization is accompanied by a
shrinkage of the C60 molecule, but expansion of the C70
molecule. This determines their dissimilar behavior in
amorphization. The amorphization of C60 under pres-
sure is irreversible since it is accompanied by polymer-
ization distorting the molecule shape. The C70 mole-
cules have smaller compressibility and are less liable to
polymerization. That is why the amorphization of C70 is
reversible.
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Fig. 18. Atomic force microscopy with molecular resolution for C60 fullerene films photopolymerized at different temperatures:
(a) T = 360 K, no long-range order, only dimers and trimers can be seen; intermolecular distances 8.8 Å. (b) T = 300 K, linear chain
up to six molecules long; surface having a herring backbone structure; intermolecular distances 9.2 Å [177].
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At certain combinations of pressure and tempera-
ture a 3D polymerization is observed. At a non-hydro-
static pressure P = 6.5–13 GPa, T = 300–2100 K, super-
hard and ultrahard forms of carbon were obtained
[211]. The crystal structure was identified as distorted
volume-centered cubic lattice. A transition to the dia-
mond structure can be traced. The 3D nature of poly-
merization was revealed in experiments with the syn-
chrotron radiation [212]. The super- and ultrahard
3D-polymerized fullerenes differ in their properties,
such as the mass density, specific heat, velocity of sound,
elasticity modulus, and electrical properties both from
diamond and from other modifications of carbon. Ultra-
hard fullerite exceeds diamond in hardness [213].

INTERMOLECULAR BONDS

Some of the basic questions in studying fullerene
polymers is the following: Are intermolecular bonds
really covalent, and how do they appear?

Evidence in favor of the appearance of covalent
bonds in AC60 compounds, with A standing for K, Rb,
or Cs, was obtained from X-ray spectra. The calculated
atomic positions in [2 + 2]-cycloaddition agree with
experimental data [197].

The orthorhombic phase o-A1C60 (A = K, Rb, or Cs)
was studied and a mechanism of ion-induced [2 + 2]-
cycloaddition suggested in [166]. The [2 + 2]-cycload-
dition of two neutral fullerene molecules is thermally
forbidden by the Woodward–Hoffmann rules.2 A reac-
tion of this kind is allowed between an excited mole-
cule and a molecule in the ground state. Interaction of
a singly occupied π*-orbital of the photo-excited mol-
ecule with an unoccupied π*-orbital of the molecule in
the ground state leads to a symmetrically allowed and
energetically favorable transition (Fig. 20). The interac-
tion of two C–C double bonds can be described as fol-
lows. When a negative ion reacts with a molecule in
neutral ground state, the interaction of the singly occu-
pied and the vacant π*-orbitals results in a lower energy

2 Woodward–Hoffmann rules: the rules regulating the product for-
mation in organic chemical reactions. They are derived from a
consideration of ways by which reagent’s orbitals transform into
the those of the reaction product and also from the conservation
of the orbital symmetry during the process [187].

C60

K

9.0 Å

14.3 Å

Fig. 19. Schematic of the KC60 linear polymer [201].
transition state. In the case of C60 ions, π*-orbitals are
replaced by triply degenerate t1u orbitals; therefore, the
stabilizing interactions of singly occupied and vacant
orbitals may also be effective between two ions. That is
why the [2 + 2]-cycloaddition reactions of two ions are
thermally allowed as well.

The fullerene structure polymerized under pressure
was later described using the same kind of bonds as in
the case of A1C60 polymer chains. The obtained results
[168] were interpreted as a rhombohedral polymer; a
calculation of the X-ray spectra was done taking into
account the creation of bonds and the distortion of the
molecule [214]. The [2 + 2]-cycloaddition mechanism
is also characteristic of polymerization under pressure:
such a result was obtained by comparing experimental
and model NMR spectra, with account taken of the
polymer configuration and the appearance of nonequiv-
alent carbon atoms because of the molecule distortion
[215–217].

X-ray photoelectron spectroscopy (XPS) confirm
the hypothesis that the sp2 hybridization changes to sp3

upon polymerization. A decrease in the density of
π*-states is clearly seen in the C1s excitation spectrum
of the Rb1C60 compound [218]. This cannot be
explained only in terms of the carbon cage distortion
and the electronic charge transfer from Rb5s to the car-
bon molecular orbital. The charge density additionally
decreases, owing to four sp3-hybridized carbon atoms
localized at the connection point of the molecules.
A decrease in the C1s peak intensity is also observed for
photopolymerized C60 films [219, 220]. The mecha-
nism of the [2 + 2]-cycloaddition reaction was studied
theoretically [221]. The spatial arrangements of the
neutral and anionic dimers were calculated; barriers for
reactions were found on this basis. The barriers were
found to disappear for the anionic dimer, first singlet,
and first triplet excited states of the neutral dimer,
which clears the way for a spontaneous polymerization.
A critical distance of 2.12 Å was found to exist, at
which the [2 + 2] cycloaddition occurs as a mutual
exchange of positions in the energy spectrum between
HOMO and LUMO.

The polymerization is a result of the mutual
exchange between HOMO and LUMO of two mole-
cules. The lower unoccupied orbitals (LUMO), i.e.,
bonds between the C60 molecules, are stabilized when
the molecules approach each other, and they become
occupied at the critical intermolecular distance via
energy level exchange between molecular orbitals and
the HOMO. In the case of photopolymerization, the
system is stimulated to transition because the bonding
molecular orbital between molecules is occupied by a
photo-excited electron. In the case of an alkali metal, its
electronic charge is transferred to the bonding intermo-
lecular orbital, which leads to spontaneous polymeriza-
tion.

The photopolymerized phase and the polyanionic
reaction have one feature in common: the electrons
SEMICONDUCTORS      Vol. 35      No. 3      2001
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occupy levels that were not occupied before. In the case
of laser irradiation, the electrons are transferred from
the occupied part of the molecular orbital spectrum. In
intercalation, electrons are transferred from alkali met-
als. The explanation of the intermolecular reaction
mechanism relies on the fact that the electronic charge
redistribution stimulates reactions of this type.

However, later experimental results have shown that
the above-described mechanism of [2 + 2]-cycloaddi-
tion is not unique. A single, rather than double, C–C
bond was found in RbC60 and KC60 dimers [222].

Calculations of the optimal geometry and total
energy of the neutral and charged C60 dimers indicate
that the 66/66 cycloaddition is stable in the former case,
and the single intermolecular bond, in the latter [223].
In the neutral case, no minimum energy was found for
the isomer with a single bond [224].

The theoretical supposition that the fullerene chains
are connected by the [2 + 2] cycloaddition is based on
the extrapolation of calculations for the neutral dimer
(C60)2. A report of a single bond in RbC60 and KC60
[229] demonstrated that the picture is not so simple.
A system with a single bond has an advantage over the

bound [2 + 2] isomer only if doubly charged ( )2 are
considered instead of the neutral dimers. This puts seri-
ous restrictions on various extrapolations both from
neutral to charged systems and from dimers to poly-

mers. A study of the ( )p polyanion stability [225]
indicated that polymers bound by a single bond are
becoming more stable with charge increasing up to
n = 3. The theoretical consideration was confirmed by
X-ray analysis of the Na2RbC60 and Na4C60 com-
pounds.

The whole body of experimental data and theoreti-
cal concepts gives good reason to state that the charge
state determines the arrangement of polymer bonds
[226]. An answer to the question as to why one
fullerene is bound by double, and another by single
bonds will be the first step on the way to understanding
the polymerization mechanisms.

The binding mechanism is controlled by the charge
state. The covalent interfullerene double bonds require
two electrons per bond. The [2 + 2]-cycloaddition reac-
tion does not require any additional electrons. There-
fore, the neutral fullerene photopolymerizes, is com-
pressed, or chemically dimerized only in accordance
with the [2 + 2] mechanism, irrespective of how many
neighbors are linked.

The class ( )n is characterized by the presence of
a single unpaired electron. Therefore, after one inter-
fullerene C–C bond is formed, the reaction halts, and
polymerization in this way is impossible. However, if

there are electrons in the ( ) state with j > 1, poly-
merization becomes possible. That is why the single

C60
–

C60
n–

C60
1–

C60
j–
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bond is possible in the dimer, but not in the polymer
phase RbC60.

The system Na4C60 with single bonds is unique:

every  anion is involved in four interfullerene single
bonds in it [227]. The 2D polymer phase with single
bonds is stable only when the C60 molecule is doped
with four electrons [228]. The polymer Na4C60 trans-
forms into the monomer phase at 500 K [229]. The
transition is reversible; the high-temperature phase is
similar to other compounds but has shorter inter-
fullerene distances.

The following remark is appropriate in conclusion.
The evidence for the complete transition of sp2- into
sp3-hybridization and, therefore, for the blocking of the
π-conjugation of the electronic system at the joining
point of molecules does not seem convincing to the
author. First, one can estimate from Fig. 17 that cova-
lent angles of the four-fold coordinated carbon atoms
are not equal to 109.47°, as is the case in diamond (their
values are close to 90° and 118°). Second, the forma-
tion energy of this bond is estimated at 1.6 eV, which is
much less than in diamond [230]. Similar to the
fullerene molecule having sp2.278 rather than sp2 hybrid-
ization, the intermolecular bonds can have hybridiza-
tion other than sp3, and, therefore, the change in the ful-
lerite properties can be not so dramatic as that predicted
by theories. The orbital hybridization at the joining
point of molecules plays a decisive role in considering
the transport properties of fullerites.

POLYMERIZATION MECHANISMS

A wide variety of structures appear upon polymer-
ization. Examples of doped polymers bound by single
bonds, both 1D [228, 231] and 2D [227], indicated that
the valence of molecule plays a decisive role in deter-
mining the nature of intermolecular bonds and type of
polymerization. In the case of undoped polymers, inter-
molecular bonds are always [2 + 2]-cycloadditions,
with various polymer structures obtained by varying
the synthesis conditions. The type of polymerization
can be changed by a slight variation of the synthesis

C60
4–

(a) (b) (c)

π*

π

π* π* π* π* π*

π π π π

Fig. 20. Diagrams of interaction of molecular orbitals in
[2 + 2]-cycloaddition. (a) Thermally forbidden reaction
between two molecules in the ground state, (b) photo-chem-
ically allowed reaction between molecules in the ground
and excited states, and (c) assumed thermally allowed ionic
reaction [166].

π
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temperature; i.e., all polymer structures exist in a nar-
row temperature range. What is the driving force of
polymerization?

It is natural to assume that the formation of inter-
fullerene bonds stabilizes the fullerite. Calculations
[232] predicted an increase in the stability of O, T, and
R phases with a growing number of bonds. This result
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Fig. 21. Differential scanning calorimetry (DSC) of the
dimer and 2D rhombohedral polymer in heating at a rate of
10°C/min. All materials have transformed into the monomer
phase after completion of the DSC experiment [235].

Fig. 22. Comparison of the depolymerization rates for 1D
and 2D C60 polymers, C60 dimers, C70 polymers, and pho-
topolymerized C60 films [237].
took no account of distortions or interchain and inter-
sheet interactions. To estimate the energy gain per
intercluster bond, the total energy of the system was
considered, having four components [233, 234]:
(i) energy of a distorted C60 molecule, (ii) van der
Waals energy of intersheet interaction, (iii) van der
Waals intrasheet interaction energy, and (iv) energy of
formation of C–C intercluster bonds. Both for the tet-
ragonal and for the rhombohedral phases, the calcula-
tion yields 1.6 eV per bond.

The following experimental facts are to be taken
into consideration when analyzing the polymerization
mechanisms.

1. Polymerization of the neutral C60 is thermally for-
bidden by the Woodward–Hoffmann rule. However, it
proceeds under a pressure of several GPa.

2. Depolymerization occurs under rather mild con-
ditions, such as heating to 200°C and normal pressure,
while polymerization requires high pressure and tem-
perature.

3. Measurements by differential scanning calorime-
try (DSC) indicated that depolymerization is an endot-
hermic reaction. This means that the polymer phase is
more stable than the monomer phase, in complete
accordance with the theoretical concepts.

4. The most energetically unfavorable is the rhom-
bohedral phase and, at the same time, it most frequently
occurs in polymerization under pressure.

In other words, the transformation into a more stable
polymer phase requires more severe conditions, while
that into an unstable phase is easier.

A calorimetric study [235] has shown that polymers
are more stable than monomers. It may be assumed that
formation of polymer bonds lowers the total energy. All
polymer forms transform into monomers on heating to
200°C. The depolymerization reaction is endothermic,
which the higher stability of polymers in comparison
with monomers (Fig. 21).

The bond dissociation of the photopolymer obeys
the Arrhenius law with an activation energy of 1.25 eV
[236]; the activation energy is 1.75 ± 0.05 eV for a
dimer obtained under pressure and 1.9 ± 0.1 eV for 1D
and 2D piesopolymers [237]. Despite the activation
energies being very close, the rate of dimer depolymer-
ization is four orders of magnitude faster than that for
the 1D and 2D polymers (Fig. 22). It has been reported
that the thermal stabilities of the heavily and weakly poly-
merized fullerenes are fundamentally different [238].

Calculations show that the optimal dimer energy is
lower than the total energy of two separate molecules
by 0.47 eV, the infinite polymer chain has energy gain
per molecule of 0.44 eV [170].

However, according to the DSC data, the stabiliza-
tion energy decreases with increasing number of inter-
molecular bonds per molecule (Fig. 21). All polymer
phases are more stable than monomers, and they exist
in the temperature range one order of magnitude nar-
SEMICONDUCTORS      Vol. 35      No. 3      2001



ELECTRICAL AND OPTICAL PROPERTIES OF PRISTINE 263
rower than the energy difference between the fullerene
and graphite. The energy diagram of several crystalline
phases of pure carbon is presented in Fig. 23. The most
stable phase is graphite. The energies of diamond and
fullerene, reckoned from the graphite level, are, respec-
tively, 0.020 and 0.42 eV per carbon atom. The differ-
ence between the polymer and monomer forms of C60
is much smaller. The existence of distinct phases within
the narrow energy range is a very interesting feature of
fullerenes as an allotropic form of carbon.

In addition, it is seen from Figs. 21 and 23 that the
polymer phase energy grows with increasing number of
[2 + 2] bonds. Experimental data indicate that not only
the gain in energy through bonding, but also the energy
loss caused by distortions of molecules should be taken
into account when analyzing the energy balance of the
polymer forms. If the first component dominates, the
energy of the polymer form is lower. However, the
intermolecular bonding leads to a significant deforma-
tion of the molecular cage. In the case of a dimer, the
distortion energy is compensated for by intramolecular
relaxation. With an increasing number of intermolecular
bonds, the distortion becomes much more pronounced,
the stabilization is less effective, and the total energy of
the polymer grows with the increasing number of bonds.

The next surprising fact is that polymers, rather than
dimers, are commonly formed in C60 compression,
despite the fact that the dimer is the most stable fuller-
ite. At the same time, the most common phase is the
energetically unfavorable rhombohedral form [202].
This result indicates that polymerization under pressure
is not controlled only energetically.

The dynamic aspect of polymerization was consid-
ered in [239]. The polymerization of crystalline C60 was
studied theoretically, and a conclusion was made that
the distortion of molecules plays a key role in the poly-
merization under pressure [239]. The molecular
dynamics of C60 collisions and disintegration were cal-
culated, with particular attention paid to the symmetry
of molecular orbitals, an indicator of the creation of
intermolecular bonds in collisions.

The barrier height for the interfullerene bond cre-
ation is twice the destruction barrier: 4.15 eV vs.
2.83 eV. The local density approximation calculations
give a slightly smaller value of 2.4 eV. Qualitatively,
this can be attributed to the significant difference of the
molecular distortions in collisions and disintegration.
The contraction and extension along the intermolecular
bond are critical for the explanation of the difference in
the polymerization and depolymerization conditions.
When a dimer is forming, the double bonds on the mol-
ecule equator are extended. External pressure cannot
extend the molecule. It slightly draws them together
without essential distortion. Molecules are distorted by
the arising internal stresses. When the internal stress
equilibrates the external force, a dimer is formed.

Model calculations show that the stability of a mol-
ecule against distortions leads to high activation ener-
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gies for polymerization under pressure. The return of
the molecule into its initial state and relaxation of
bonds require less energy and, therefore, the activation
energy for bond rupture is lower than that for bond cre-
ation.

The unique properties of the fullerene polymeriza-
tion reaction stem from the large number of molecular
degrees of freedom, leading to existence of various
polymeric forms within a narrow energy range. Ori-
ented molecular packing with reactive double bonds
being in close contact with one another plays an essen-
tial role in the creation of a certain polymerized phase.
In the ideal form, such contacts are possible neither in
the fcc nor in any of the oriented phases P or H. How-
ever, theoretical calculations [203, 204] indicate that
any polymerized phase is preceded by the correspond-
ing molecular precursor state. While this state is
achieved by polymerization in the oriented H-phase [9]
for the rhombohedral phase, a two-stage process is
required for the tetragonal phase [241].

The mechanism of the photopolymerization reac-
tion, stages of photopolymerization stages, and the role
of excitons in the process were studied in [242]. For the
dimerization process to begin, two fullerene molecules
(denoted by digits 1 and 2 in Fig. 24a) must come close
enough one to another, to a distance ∆Rt. This shifts
other molecules, particularly the nearest neighbors,
denoted by digits 3–6, to a distance ∆ . Fourteen
more molecules, surrounding the above-mentioned six,
will suffer a pronounced shift.

In addition, there will be changes in the relative
arrangement of molecules. Two positions are the most
energetically favorable: the double bonds of the
fullerene molecule may be directed toward the hexagon
or pentagon of the neighboring molecules (as shown in
the inset in Fig. 24b; see also Fig. 1). However, dimer-
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Fig. 24. Different distortions of the cage after photoinduced dimerization of crystalline C60. (a) Center of mass shifts for every mol-
ecule shown by black circles; (b) rotation of molecules until double bonds become parallel, thick and thin lines represent, respec-
tively, molecules nos. 1 and 2; (c) shift of carbon atoms in the direction normal to the molecule surface; and (d) cage distortion along
the dimer axis after completion of the cycloaddition reaction [242].
ization can not occur in such a configuration, since one
of the molecules must be rotated by an angle ∆φ to
make the double bonds parallel.

After rotation into a proper position for dimeriza-
tion, the molecule changes its shape (Fig. 24c). The
double bonds involved in the reaction shift in the direc-
tion normal to the molecule surface. The carbon atoms
shift accordingly to a distance ∆rt.

Finally, dimerization essentially distorts the mole-
cules. The dimer is stretched along its axis, owing to
release of the stress energy. The elliptic distortion of the
cage is designated in Fig. 24d as a shift ∆li of each li car-
bon atom along the dimer axis. A calculation of the
most stable dimerized structure gave the following
parameters: ∆Rt = 0.65 Å; ∆  = –0.20 Å; ∆φ = 0.375π;
∆rt = 0.195 Å. A simple expression for calculating the
shift of each atom along the dimer axis is presented.

It is believed [242] that an essential condition for the
onset of the dimerization process is the formation of the
CT exciton. Calculations imply that the CT exciton has

Rt'
a significantly stronger interaction with the lattice
phonons than does the Frenkel exciton.

Illumination of the fullerene crystal induces photo-
generation of free excitons producing some deforma-
tion of the lattice. During the relaxation process, the CT
exciton is forming, located on neighboring molecules
and inducing their attraction. Previously, the fast decay-
ing component of the luminescence spectrum was
shown [243] to be due to the CT-exciton self-trapping.
The energy released in the self-trapping is transferred
to the lattice. Certainly, the capture of an exciton is not
enough to overcome the energy barrier between the
monomer and dimer phases, and a multiphoton excita-
tion is required. It was shown that 105 photons are nec-
essary to create a single bond, [244]. The exciton cre-
ated by the first photon relaxes mainly on the structural
defects creating the precursor stage of the dimerization
process. This state is long-lived and can be excited by
the next photons. Successive multiphoton excitations
lead to essential structural changes, and dimerization
occurs when the energy of the metastable state exceeds
the potential barrier.
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BAND STRUCTURE OF POLYMERIZED 
FULLERENES

Changes in the fullerene band structure are the most
interesting aspect of the polymerization. There exists a
vast body of sometimes contradictory theoretical and,
to a lesser extent, experimental data on this problem.

Band Structure of Photopolymers

Dimers or short chains comprising up to six [177] or
seven molecules [245] appear in photopolymerization.
It was shown in [220] that when analyzing the C1s line
satellite intensity photopolymerization saturates at six
bonds per molecule, but characteristics of the obtained
polymer were not given. The Raman spectra of films
taken in polymerization saturation under similar condi-
tions indicate unambiguously a linear polymerization
[244]. 2D polymerization is unlikely, since it is accom-
panied by a strong distortion of molecules and an
increase in the total energy of the system, which is only
possible under a strong external action.

If the C60 molecules had true graphite-like
sp2-bonds, the polymerization would be energetically
unfavorable. The “superfluous” electrons leading to
alternation of double and single bonds ensure the sta-
bility of the dimer, a nucleus of the polymerized phase.

Symmetry lowering leads to splitting of the strongly
degenerated spectrum of the C60 molecule into eight
different representations transformed as s, x, y, z, xy, yz,
zx, xyz. However, in the case of dimers and linear
chains, the perturbations directed along the x and y axes
are rather weak, which gives rise to quasi-degenerate
states [246]. The density of electronic states of the C60
dimer is presented in Fig. 25. The lower unoccupied
molecular orbital T1u splits into two degenerate
(x, y)-states and a z-state, which manifests itself in the
spectrum as a double peak. Similar to the case of an iso-
lated molecule, the upper occupied orbital is Hu, and
the distance between the HOMO and LUMO is smaller
than that in the monomer C60.

Band Structure of Piezopolymers

The band structure of 2D (rhombohedral and tetrag-
onal) fullerenes was calculated [233, 234] using the
local density approximation technique. It was empha-
sized that the electronic structure of these phases
retains its 3D nature because of the small interlayer
spacing and strong interaction between the layers.

The following processes occur in fullerene poly-
merization in the rhombohedral phase.

1. Twelve sp3-like carbon atoms involved in inter-
molecular bonding appear at each molecule.

2. Molecules are distorted, their diameter in the
direction normal to the polymerization plane decreases.
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3. The intermolecular distances become shorter not
only within the polymerization plane, but between the
planes as well.

4. Atoms retaining π state are separated into two
groups: those lying above and below the polymeriza-
tion plane (Fig. 26).

As a result, the electronic structure has nothing in
common with the initial one. The basic features are as
follows (Fig. 27).

1. The valence band top is at the Z point, and the
conduction band bottom, at the F point. The energy gap
is 0.35 eV. Despite that the polymerization transforms
sp2 into sp3, the energy gap does not approach that of
diamond; by contrast, it becomes 0.7 eV narrower.

C24
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Fig. 25. Density of electronic states of C60 dimer. States of
the lower unoccupied molecular orbital T1u split into a
quasi-doublet and singlet states, while the upper occupied
molecular orbital Hu mixes with the lower Gg and Hg levels,
which leads to a general broadening of the spectrum [246].

Fig. 26. Schematic of the geometric structure of the π-elec-
tron system in the rhombohedral phase of the C60 fullerene.
Hemispherical C24 clusters form a triangular lattice above
and below the polymerization planes [234].
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Fig. 27. Band structure of the C60 rhombohedral phase. Energy is measured from the valence band center at the Z point. The sym-
metry points and lines of the first Brillouin zone are shown [233].
2. In the case of molecular C60, the triply degenerate
states form an isolated conduction band, while in the
rhombohedral case the lower branch of the conduction
band is separated from all higher states.

3. The dispersion of bands is significantly stronger
than in the fcc C60 case.

4. All unoccupied states form a single conduction
band.

5. Although the system has a 2D packing, large dis-
persion along the Λ line indicates that electronically
this is a 3D system. The effective mass (m*/m0) compo-
nents in the three directions are on the same order of
magnitude: 0.2, 0.7, and 0.9 for electrons; 0.5, 0.6, and
1.8 for holes.

6. A strong dispersion is observed deep inside the
valence band related to the σ states, which is due to the
formation of the intercluster bonds.

The strong distinctions in the electronic structure
are due to the fact that characteristics of the lower con-
duction and higher valence bands are determined by the
topology of the π-electron system. Only forty-eight
atoms out of sixty are in the π-state in the rhombohedral
structure. Moreover, these atoms are divided into two
equivalent groups, each comprising twenty-four atoms,
lying above and below the polymerization plane.
Therefore, when considering the π-band, twenty-four-
atomic clusters, and not the molecule, play the role of
the structural element. Since the most important states
around the gap are π-states, it is quite natural that the
band structure drastically differs from the initial one.

Fifty-two atoms are in the π-state in the tetrahedral
phase. The electronic structure is basically similar to
the rhombohedral case. The distance between the
valence band top at the Z point and the conduction band
bottom lying on the Σ-line is 0.72 eV. This phase is also
characterized by a separated branch of the conduction
band. All unoccupied states strongly overlap, constitut-
ing a continuous conduction band. A strong dispersion
along the Σ and ∆ lines, i.e. along the polymerization
directions, is clearly seen for the lower, i.e., σ-states.
A pronounced dispersion along the Λ line indicates that
the tetragonal system also has a 3D nature. The effec-
tive mass components at the conduction band bottom
are: (m*/m0) = 1.2, 0.4, and 1.1; those at the valence
band top: 0.5, 0.5, and 0.8.

The charge density in the intercluster C–C bond is
the same as in the intracluster bond. The atoms linking
polymerized molecules do have a quadruple coordina-
tion, as in the case of diamond. However, the angles
significantly differ from the classical values of 109°47′
(90° and 118°). The interfullerene chemical bond
energy in the polymerized material is less than 2 eV,
which is significantly smaller than the value for the
ideal bond between sp3-hybridized carbon atoms [230].

The charge density distribution in the perpendicular
direction drastically differs from that within the plane:
no noticeable charge density is present in the interpla-
nar space. Thus, the interlayer interaction in 2D C60
polymers is considered as being of the van der Waals
type, similar to graphite.

Calculations indicate that in contrast to 2D-poly-
merized polymers, the electronic structure of the 3D
polymer is metal-like [247]. The metal–insulator struc-
tural transition is predicted at a pressure of about
20 GPa. The metallic state is created through a com-
SEMICONDUCTORS      Vol. 35      No. 3      2001



ELECTRICAL AND OPTICAL PROPERTIES OF PRISTINE 267
plete change of the π-electronic system, resulting from
the distortion of molecules and overlapping of the
π-like states of the triply coordinated atoms with the
hybridization essentially different from sp2. The 3D
polymer has a large density of states at the Fermi level,
estimated to be 7.7 states per C60 molecule for each
spin. On this basis, one would expect superconducting
properties of the material.

Calculations based on the extent of π-conjugation
between isolated molecules were carried out [248, 249].
It was assumed that the conjugation parameter is zero
for isolated molecules and unity for those covalently
bound. The HOMO and LUMO bands are shown to
move toward each other with increasing conjugation
parameter. The increase in the conjugation parameter
leads to a semiconductor–metal transition. Formation
of both T- and H-polymers was considered. The
expected metallic state is a result of band crossover,
related to the wave function symmetry [250]. Calcula-
tions based on the π electron conjugation predict that

the 1D polymer  is always a metal, while the 
polymer transits from the nondirect-gap to direct-gap
semiconductor with increasing conjugation parameter.
Doping must reduce the HOMO–LUMO bandwidth
because of the polaronic effects. In the author’s opin-
ion, these calculations are valid only for small conjuga-
tion parameters, since at the instant of covalent bond
formation the π-electronic system changes, and the
conjugation parameter is bound to abruptly fall. On the
other hand, the author considers as another extreme
case calculations based on the complete localization of
the electrons in polymerization. An adequate calcula-
tion is bound to take into account the presence of the
π-conjugated regions in the polymerized fullerene.

The geometric structure and the energy spectrum of
the rhombohedral phase, calculated using the tight-
binding approximation method [232], also indicate that
the new phase must be a semiconductor. However, the
presence in a solid of defective intermolecular bonds
(e.g., those linked in a different way) can affect this
conclusion. Examples of molecule linking to dimers
are given in [171]. The 66/66 bond (Fig. 17) joins in the
standard way, but the 56/56, 56/65, 56/66 bonds (where
56 and 65 stand for bonds between the neighboring
pentagons and hexagons) may appear as well. The den-
sity of states for the 66/66 dimer and hexagonal C60 are
similar (bands at 1.3 and 1.0 eV, the same energy posi-
tions). However, the density of states of dimers linked
via pentagons is essentially different, and tails of
HOMO and LUMO extend into the gap (Fig. 28).
Surely, the 66/66 dimer is more stable. Nevertheless,
the 56-bond inevitably appears if an improperly ori-
ented molecule appears in the polymer.

Defects of this kind may lead to the synthesis of a
material with semi-metallic properties. The presence of
a single 56-bond in [2 + 2]-cycloaddition strongly

C60
1– C60

2–
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affects the electronic properties, smearing the HOMO-
LUMO gap.

Band Structure of Intercalated Polymers

For a charged linear polymer, theories predict both
quasi-1D [165] and 3D nature [166, 251], both metallic
[252, 253] and insulating properties resulting from a
Peierls transition [254], or Fermi surface nesting [255,
256] or reduction of the transfer integral along the poly-
mer chains [257].

The energy gap of the linear polymer obtained in
[166] must be, according to calculations, 0.3 eV for the
neutral polymer and 0.13 eV for the charged one [258].
On the other hand, it was assumed [165] that the linear
polymer RbC60 can be considered a quasi-1D metal.
This conclusion was based on analysis of an exception-
ally narrow ESR line, which is a measure of the rate of
the spin-lattice relaxation rate, combined with wide
X-ray lines indicating a strong disorder. Disorder is
bound to increase the relaxation rate, the same is caused
by the presence of heavy rubidium ions. The narrowing
of the ESR line indicates quasi-one-dimensionality,
since in this case the spin relaxation remains weak even
if the disorder is strong.

At temperatures below 50 K, the elementary cell of
the linear polymers is distorted. A quasi-1D metal is
unstable with respect to formation of a spin- or charge
density wave. The charge density wave appears in the
following way. In the initial state, the lower unoccupied
fullerene molecular orbital is six-fold degenerate. The
orthorhombic ligand field splits them into three doubly
degenerate states. The lower level is half-occupied, and
the charge density wave is related to the elementary cell
doubling through alternation of longer and shorter
bonds. Thus, addition of an electron from an alkali
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Fig. 28. Density of states for a dimer linked according to the
56/66 scheme [233].
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metal atom to C60 leads to the formation of a half-filled
conduction band.

If the spin density wave is formed, the magnetic
interaction doubles the elementary cell along the a
direction. In both cases, a gap opens at the Fermi level,
and the density of states obtained by measuring the spin
susceptibility decreases at low temperatures.

Experimental data indicate that the spin density
rather than charge density wave appears in doped
fullerenes. Temperature dependences of the ESR line
width and g-factor are characteristic of antiferromag-
netic (AFM) correlations and confirm the hypothesis of
the spin density wave. This idea is supported by the
observation of an increase in spin-lattice relaxation rate
in the metal phase, which may result from AFM fluctu-
ations. In quasi-1D systems, fluctuations may persist up
to temperatures significantly above that of the Peierls
transition.

The phase diagram of charge and spin density waves
in the C60 polymers was calculated in [254]. The model
calculations predict a spin density wave at a distance
between the molecular surfaces exceeding 1.5 Å and a
charge density wave, which is the C60-sphere polariza-
tion wave, at shorter distances. Coexistence of both the
waves is predicted for the experimentally found dis-
tances.

However, the opposite arguments have been put for-
ward as well. It has been noticed [166] that the quasi-
1D nature of the polymer system is not obvious, since
the π-electron conjugation is interrupted in the four-
member ring linking the molecules. The maximal
π-electron overlapping occurs not between the nearest
neighbors but between the next sp2-coordinated carbon
atoms that are not bound directly and lie significantly
farther than the sp3-atoms of the σ-conjugated pair.
However, the molecules are so closely located along the
polymer chains that the intrachain overlap of the
π-electrons may exceed that for electrons of the carbon
atoms belonging to different chains. The distance
between the nearest sp2-coordinated atoms is estimated
to be 3.05 Å, while the smallest possible distance
between atoms of neighboring chains is 3.25 Å.

It was stated [251] that the electronic structure of
linear polymers remains essentially three-dimensional,
and magnetic fluctuations favor creation of an uncom-
mon AFM-ordered structure with a semi-metallic elec-
tronic spectrum.

Band structure calculations indicated that the dis-
persion along the chains is comparable in magnitude to
that across the chains. Electron hops in the structure are
practically isotropic; the Fermi surface is three-dimen-
sional. The band t1u splits into three conduction sub-
bands as a result of symmetry lowering. The degree of
symmetry violation is significant in comparison with
the conduction band width of 0.5 eV. The lower band is
almost half-occupied because of the charge transfer, but
stays essentially three-dimensional.
Qualitatively similar dispersions along and across
the chains follow from the two structural features.

1. Valent orbitals of the nearest intermolecular car-
bon atoms are rehybridized from 3-coordinated into
4-coordinated in order to join two neighboring C60 mol-
ecules. Therefore, the conduction π-band in this poly-
merized phase contains only a minor contribution from
the nearest neighbors on adjacent molecules, and the
dispersion in this direction depends on the interaction
of next-nearest neighbors.

2. Even at relatively weak interchain hops, the dis-
persion across the chains is ensured by the high coordi-
nation of molecules in the transverse direction. At a
larger interchain distance this feature will be lost, and
hopping along the chains will dominate.

It seems likely that the quasi-1D character of the lin-
ear polymers is possible if the interchain distance will
be increased by intercalation with large-size atoms.
Such a transition from the 3D to 1D behavior would be
extremely interesting.

The calculation of the electronic structure of a linear
fullerene polymer based on the optimized fullerene tri-
mer geometry [252] indicates the presence of both dis-
persion and non-dispersion bands, which indicates the
existence of localized and delocalized (extended)
states. The states at the Fermi level are localized. How-
ever, there exists a very narrow gap of 0.2–0.3 eV, sep-
arating these states from the unoccupied dispersion
band. This gap may become a pseudogap or even disap-
pear under the influence of neighboring ions or chains,
which will manifest itself in the appearance of metallic
conduction via lower localized states.

There exist other approaches to the assessment of
the electronic structure. The electronic structure of the

 linear polymer was calculated using the tight-bind-
ing approximation method taking into account both σ
and π electrons [257]. The linear polymer remains a
semiconductor with an energy gap of 1.1 eV, with the
degeneracy of the lower unoccupied band lifted. The
unoccupied band is an order of magnitude narrower
than that in the A3C60 compounds, indicating that the

 polymer (orthorhombic RbC60) is a strongly corre-
lated system. However, the lower unoccupied band is
very narrow (0.01 eV), which indicates that the transfer
integral t is small along the chain. A strong decrease in
the transfer integral between the molecules leads to the
insulating A1C60 phase.

It was shown in [255, 256] that the dimensionality
of a system strongly affects its properties. In the case of
AC60 (A = K, Rb, Cs) the instability with respect to the
spin density wave formation is due to the nearly ideal
nesting of the 3D Fermi surface. The RbC60 and CsC60
compounds are unique systems, since the instability of
the metallic phase in them results from the half-filling
of the conduction band, rather than from their lowered
dimensionality. The disappearance of the instability in
the potassium compound is related to a strong deviation
from half-filling of the band.

C60
1–

C60
1–
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Fig. 29. Experimental (thick lines) and calculated (thin lines) X-ray diffraction patterns for the rhombohedral phase (a, b), a mixture
of rhombohedral and tetragonal phases (c, d), and purely orthorhombic phases (e, f) [202].
Not only the intermolecular bond formation, but
also changes inside the molecule itself are to be taken
into account in band structure calculations. With a
semi-empirical model applied to the π electrons and
lattice relaxation taken into account, properties of the
neutral and charged linear polymers have been studied
[259]. In both cases the intramolecular bonds are
stretched. The appearance of polaron-like objects or
charge density waves, which can play the role of charge
carriers, is assumed in the charged polymer case. The
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linking bonds are stretched by 0.03 Å, and the internal
bonds contract. In total, the majority of double bonds
are stretched, thereby losing to some extent their dou-
ble character. The cage distortion is located near the
equator. The superfluous electron is localized at the
joint region. It occupies an orbital that has bonding
intramolecular and antibonding intermolecular compo-
nents. It is this fact that accounts for changes in bond
lengths.
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PROPERTIES OF POLYMERIZED FULLERENES

Structure of Polymers

The structure of the obtained polymers was studied
by X-ray methods used to reveal the arrangement of
atoms and determine distances between them (Fig. 29)
[202]. Further studies demonstrated that various kinds
of packing of the ABC planes are possible in the rhom-
bohedral phase, that tetragonal packing is distinguished
by 90° rotation of each layer relative to the preceding
one [203, 240], and that there are two orthorhombic
phases differing in structure [260]. The linear polymers
KC60 and RbC60 have different chain orientations [261].

An X-ray analysis of a polymerized C60 single crys-
tal indicated that in the case of an orthorhombic poly-
merization, not only do the distances along the chain
decrease, but also the (111) planes are shifted, with the
(111) distance becoming shorter [262].

An X-ray analysis of the 3D C60 polymer indicated
that the molecules are linked, in addition to the conven-
tional bond, by a new type of bond: [3 + 3]-cycloaddi-
tion, oriented along the body diagonal and the shape of
the molecule is strongly distorted [263, 264].
Mechanical Properties

Under certain conditions of fullerene polymeriza-
tion, an unusually hard phase may appear [265, 266].
A study by acoustic spectroscopy of the ultrahard ful-
lerites fabricated at 13 GPa indicated that the longitudi-
nal velocity of sound (17–26 km/s) in them exceeds
that in any other solid [267]. The transverse velocity of
sound is about 7.2–9.6 km/s. The compression modulus
of 1 TPa is higher than that in diamond. An uncommon
combination of the high strength and high plasticity of
the C60 polymers was found [268].

Under a pressure of 3.5–8 GPa, the mechanical
properties of the material are mostly determined by the
synthesis temperature, rather than by pressure [269].
The formation of superhard phases at high pressure is
due to the 3D ordering of the sp2-hybridized structure.
High synthesis temperature leads to 3D polymerization
and formation of a disordered network with high den-
sity of sp3-states and further to formation of a diamond-
like structure.

An increase in hardness was also observed for pho-
topolymers [270]. The maximal effect was achieved at
a wavelength of 700 nm; the occurrence of the maxi-
mum is accounted for by the rise in the photopolymer-
ization efficiency with increasing wavelength, with
simultaneously decreasing light penetration depth [271].
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Spectroscopy of Polymers

The symmetry lowering in polymerization influ-
ences the IR absorption and Raman scattering spectra.
Vibrations of the [C60]N oligomer with N = 2, 3, and 4
were calculated together with the intensities of Raman
lines [272]. Calculations of the intramolecular modes
and IR absorption spectra of C60 dimers were carried
out [246]. The Raman spectra of the C60 dimers and
dimer-like C60O, C60O2 oxides were studied experi-
mentally [273].

Raman spectra were studied for photopolymers and
the rhombohedral, tetragonal, and orthorhombic pieso-
polymer phases [274] (Fig. 30). The H1g and F1u modes
are split in polymerization, and the intramolecular
mode is softened, which is due to a decrease in the
number of the C–C bonds in the cage. The pentagonal
pinch-mode splits into six lines whose relative intensity
is sensitive to the type of polymerization. The frequen-
cies of the Ag(2) and F1u(4) modes depend linearly on
the molecule coordinates: softening is observed with
slopes of about 19 and 58 cm–1/Å, respectively. The dif-
ference between the symmetries of linear chains and
2D polymers clearly manifests itself in the IR absorp-
tion spectra (Fig. 31) of the linear polymer RbC60 and
rhombohedral C60 [275].

The Raman spectra of photopolymerized C60 films
and those polymerized under low pressure are very
similar, but the photopolymer spectra contain a greater
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Fig. 31. IR absorption spectra of C60, RbC60, and rhombo-
hedral phase of C60 [275].
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number of features. In particular, the 1454 cm–1 line can
be interpreted as one due to a branched polymer chain
[276, 277].

The EELS spectrum shows an extension of intra-
band transitions in laser phototransformation of C60,
with the energy gap remaining unchanged [278]. At the
same time, exposure to an electron beam leads to a
decrease in the gap and in the π-plasmon energy in the
C60 fullerite [279].
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Fig. 32. Comparison of PL spectra taken at 15 K for various
kinds of polymerized C60 [158].

1.0 1.5 2.0 2.5
Photon energy, eV

0

5

10

ln(1/T)

Pristine C60

Tsyn = 320°C

Tsyn = 670°C

Tsyn = 870°C

Fig. 33. Transmission spectra for the 1D and 3D fullerenes
obtained at 6 GPa [282].
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Fig. 34. Temperature dependence of the conductivity in the polymerization plane (a) and across polymerized planes (b) for highly
oriented rhombohedral polymerized C60 phase [285].

Fig. 35. Resistivity under standard conditions for phases obtained from the C60 fullerene: 3D polymer (triangles), amorphous carbon
(circles), diamond-like nanocrystal phase (rhombs). Abscissa: synthesis temperature Tsyn [282].
Optical Absorption and Luminescence

Optical absorption and photoluminescence (PL)
spectra of polymerized fullerenes have essentially
broader bands compared with those in monomeric sam-
ples [280]. In addition, the optical absorption ranges
and PL peaks are shifted to the lower energies. The
results are interpreted in terms of symmetry lowering.
PL spectra of various phases of the polymerized C60

were compared in [158] (Fig. 32). Oxygen-containing
polymeric fullerene films demonstrate strong lumines-
cence in the near-IR and visible ranges (1.50–2.36 eV)
[281]. Annealing reduces the PL intensity.

The transmission spectra of 1D and 2D polymers
indicate that they retain their semiconductor properties
with energy gaps of, respectively, 1.1 and 1.4 eV; rais-
ing the polymerization temperature shifts the absorp-
tion edge to longer wavelengths (Fig. 33) [282].

Electrical Properties

The transport properties of polymers have been
studied inadequately, except for intercalation polymers.
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(KC60)n has metallic conductivity, whereas (RbC60)n,
and (CsC60)n are conductors at high temperatures, but
exhibit a metal–insulator transition at 50 and 40 K
[198]. The properties of RbxC60 films (mainly at x = 1)
strongly depend on the kind of thermal treatment. Fast
cooling leads to a metastable metallic phase, while
slow cooling results in a phase transition between two
conducting phases [283].

Polymerization at low pressures (up to 2.5 GPa)
leads to a rise in conductivity and makes lower the
slope of the semiconductor-like temperature depen-
dence [284]. However, the domain nature of structures
obtained upon polymerization leads to a competition of
the intra- and interdomain conduction mechanisms.
Thus, the experimentally measured activation energy is
not a parameter related to the band gap. The activation
energy and the pre-exponential factor are related by the
Meyer–Neldel formula, which points to a trap-con-
trolled conduction mechanism [285]. Polymerization
under pressures of 6–8 GPa leads, as mentioned above,
to the formation of an oriented rhombohedral phase,
and this phase shows a gigantic conductivity anisotropy
(Fig. 34). If a 2D polymer is formed at a temperature
above the limiting skeleton disintegration temperature
(about 800°C), the conductivity abruptly increases by
four orders of magnitude [286].

The superhard phases formed under pressure from
C60 molecules possess high conductivity coinciding at
room temperature with that of vitreous carbon, but the
temperature dependence is very weak and has a metal-
lic character [287]. However, a tendency for the resis-
tivity to decrease is replaced under more severe struc-
ture formation conditions by an abrupt rise in resistivity
at the instant of the amorphous diamond phase forma-
tion (Fig. 35) [282].

CONCLUSION

In this review, an attempt was made to consider sol-
ids based on fullerenes as semiconductor materials and
to collect all physical properties characterizing them in
this regard. Evidently, notwithstanding the vast body of
data on this problem, there still exist large unstudied
fields; in particular, this concerns the experimental data
on the properties of fullerenes in the polymerized state.
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Abstract—Epitaxial CdTe and CdS films were grown by condensation in vacuum on substrates cooled to sub-
zero temperatures on the Celsius scale. The films were examined by X-ray and electron diffraction. Temperature
dependences of the growth rate were measured at various incident fluxes. Conditions under which the films
grew with anomalously low rates were identified. These conditions were found to correlate with the structural
perfection of the films. The obtained results were compared with the experimental data for epitaxial Au films
grown under highly nonequilibrium conditions. The experimental results are consistent with the soliton-based
model for heteroepitaxy. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

It is commonly accepted that heteroepitaxy is possi-
ble only at high temperatures. However, a surprising
result has been recently obtained. Belyaev et al. [1, 2]
reported that vapor-phase heteroepitaxial growth of
CdTe films can be accomplished on substrates cooled to
subzero Celsius temperatures (highly nonequilibrium
conditions). A model was proposed explaining this phe-
nomenon by the initiation of nonlinear waves of the
soliton type, which are induced by misfit dislocations at
the interface between the growing film and the sub-
strate. Belyaev et al. [3] reported also that some sam-
ples prepared under highly nonequilibrium conditions
exhibit unusual properties. In this paper, we report new
experimental data that support the soliton-based model
and improve our understanding of processes of conden-
sation under highly nonequilibrium conditions.

EXPERIMENTAL

Films were synthesized on muscovite-mica sub-
strates cooled by liquid nitrogen in a quasi-closed sys-
tem [2]. The film thickness varied from 1 to 2 µm. The
incident flux was adjusted by changing the sublimation
temperature. The growth rate was calculated from the
film thickness and the growth time.

Film thicknesses were measured using an MII-4
microinterferometer. Electron diffraction patterns were
taken with an ÉMR-100 electron diffractometer. Phase
composition was determined by X-ray diffraction using
a DRON-2 diffractometer. The X-ray diffraction pat-
terns were interpreted using the ASTM database.
1063-7826/01/3503- $21.00 © 20279
RESULTS

We studied the formation of CdTe, CdS, and Au
films under highly nonequilibrium conditions. The
main experimental results are summarized in Figs. 1–4.

Figure 1 shows a semilogarithmic plot of the growth
rate versus inverse substrate temperature for the CdTe
films prepared under highly nonequilibrium conditions.
This plot is characterized by two temperature ranges in
which the films grow with anomalously low rates
(regions I and II in Fig. 1). The layers grown in these
temperature ranges have perfect structures, which is
illustrated by the typical electron diffraction patterns of
the CdTe films synthesized at substrate temperatures
Tr = 220 and 180 K (Figs. 2a and 2b, respectively). For
comparison, Fig. 2c presents the electron diffraction
pattern of the film prepared under different highly non-
equilibrium conditions (Tr = 260 K).

The films grown in temperature ranges I and II differ
in phase composition. The layers grown in temperature
range I have a cubic structure, whereas the films pre-
pared in range II contain cubic and hexagonal phases.
This is confirmed by X-ray diffraction patterns shown
in Fig. 3.

Figure 1 also illustrates the effect of the incident
flux on the process of the film formation under highly
nonequilibrium conditions. Curves 1, 2, and 3 were
measured at fluxes R = 1.8 × 1017, 8.0 × 1017, and 8.5 ×
1018 cm–2 s–1, respectively. Comparing these curves, we
can see that, as the incident flux increases, the curves
become smoother, and the temperature ranges of low-
rate oriented growth shift to higher temperatures. The
structural perfection of the films deteriorates with
increasing R.
001 MAIK “Nauka/Interperiodica”
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Similar experimental results were obtained for CdS
films. The plot of the growth rate versus inverse sub-
strate temperature also shows two temperature ranges
of low-rate oriented growth: from 230 to 240 K and
from 140 to 150 K. Single- and two-phase epitaxial
films were grown in the first and the second tempera-
ture ranges, respectively (see Figs. 4a, 4b). The struc-
tural perfection of the layers prepared under other con-
ditions was considerably worse. The increase in the
incident flux also impairs the crystal perfection of the
films. The only difference between the experimental
results for CdTe and CdS is that the CdS films grown in
the first temperature range have a hexagonal structure
instead of cubic one.

For comparison, we studied the formation of Au
films under highly nonequilibrium conditions. The plot
of the growth rate versus inverse temperature shows
that there is only one temperature range in which ori-
ented films grow with an anomalously low rate (from
150 to 160 K). The films have a cubic structure.

DISCUSSION

As shown previously [1, 2, 4], the film formation
under highly nonequilibrium conditions involves sev-
eral steps: nucleation (formation of disperse particles in
the vapor phase), condensation of the disperse particles
on the substrate surface, incorporation (orientation of
the disperse particles in a potential field of the sub-
strate), coalescence of the disperse particles, and the
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Fig. 1. Growth rate versus inverse substrate temperature for
the CdTe films prepared under highly nonequilibrium con-
ditions at incident fluxes R = (1) 1.8 × 1017, (2) 8.0 × 1017,
and (3) 8.5 × 1018 cm–2 s–1.
formation of a continuous film. From the standpoint of
crystal perfection, the crucial stage is the incorporation.
Incorporation on a cooled substrate results in the epi-
taxial alignment of the disperse particles only under
certain conditions and needs virtually no activation.

In connection with this, Belyaev et al. [1] proposed
a fundamentally new hypothesis for the incorporation
mechanism (soliton-based model). This model implies
that the disperse particles are oriented in the substrate
field due to nonlinear soliton-type waves initiated by
misfit dislocations and able to accomplish mass transfer
virtually without dissipation of energy. For the solitons
to arise, lattice parameters of the disperse particles,
b(Tf), and the substrate, a(Tr), should satisfy the follow-
ing inequality:

(1)

Here, f and λ are the parameters accounting for the
forces acting between atoms of the disperse particles

a Tr( ) b T f( )–
b T f( )

--------------------------------- 2/π( )3/2 f /λa Tr( ).>

(a)

(b)

(c)

Fig. 2. Representative electron diffraction patterns of the
CdTe films synthesized under highly nonequilibrium condi-
tions at an incident flux R = 1.8 × 1017 cm–2 s–1 and sub-
strate temperatures Tr = (a) 220, (b) 180, and (c) 260 K.
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Fig. 3. Representative X-ray diffraction patterns of the CdTe films synthesized under highly nonequilibrium conditions at an incident
flux R = 1.8 × 1017 cm–2 s–1 and substrate temperatures Tr = (a) 220 and (b) 180 K.
and atoms of the substrate and between atoms of the
substrate, respectively. If b(Tf) is close to a(Tr), this
condition can be met by varying the temperature of the
substrate, Tr , or the disperse particles, Tf.

Let us consider the experimental results in terms of
the soliton-based model. Figure 1 presents the plot of
the growth rate versus inverse temperature. This plot
shows the ranges of low-rate growth in which the films
with the best structural quality are obtained. However,
it is the soliton-based model that suggests the presence
of such ranges. In this model, the temperature of the
disperse particles remains high for a finite time after
their condensation on a substrate [1]. Apart from other
factors, this time depends on whether nonlinear oscilla-
tions are initiated in the system. If solitons do not arise,
energy is dissipated fast, reevaporation of atoms and
molecules from the disperse particles is virtually
absent, and the growth rate is high; however, the struc-
tural perfection of the prepared films is poor. To the
contrary, if solitons are initiated in the system, kinetic
energy of the disperse particles remains high for long
periods, atoms and molecules reevaporate intensely
from the disperse particles, the growth rate is low, and
the film structure is perfect due to the high mobility of
the disperse particles.

A necessary condition for the initiation of solitons is
inequality (1), which seemingly does not suggest the
presence of several temperature ranges of epitaxial
growth. However, inequality (1) does not take into
account that II–VI compounds can crystallize in both
cubic and hexagonal structures with essentially differ-
ent lattice parameters [5]. With allowance made for this
fact, the presence of two temperature ranges of epitax-
ial growth is evident from inequality (1). One range
corresponds to the cubic structure; another, to the hex-
agonal structure.
SEMICONDUCTORS      Vol. 35      No. 3      2001
The experimental results are in agreement with the
above reasoning. Two ranges of heteroepitaxial growth
are revealed for the CdTe and CdS films. In the first
temperature range, single-phase (cubic CdTe and hex-
agonal CdS) films are grown. In the second temperature
range, two-phase films (containing cubic and hexago-
nal phases) are obtained (see Figs. 2–4). At the same
time, only one range of oriented growth is found for
gold, which crystallizes only in a cubic structure.

(b)

(a)

Fig. 4. Representative electron diffraction patterns of the
CdS films synthesized under highly nonequilibrium condi-
tions at an incident flux R = 1.2 × 1018 cm–2 s–1 and sub-
strate temperatures Tr = (a) 235 and (b) 145 K.
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Let us consider now the effect of the incident flux on
the temperature dependence of the growth rate in terms
of the soliton-based model. First of all, let us recall that
we increased the incident flux by raising the sublima-
tion temperature. This means that, as the incident flux
increases, its average temperature rises, which, in turn,
increases the temperature of the disperse particles. As a
result, the lattice parameter of the disperse particles
changes, which, according to the soliton-based model
[inequality (1)], should shift the range of oriented
growth. The experimental data (Fig. 1) confirm this
conclusion.

Moreover, the fact that the range of oriented growth
shifts to higher temperatures also agrees with the soli-
ton-based model. In terms of this model, the low-tem-
perature boundary of the range of oriented growth cor-
responds to a certain ratio between lattice parameters of
the disperse particles and the substrate, which is
achieved at a certain ratio between their temperatures.
Consequently, if the temperature of the disperse parti-
cles increases (as the incident flux rises), the substrate
temperature at which the oriented growth becomes pos-
sible should also increase.

The effect of the incident flux on the temperature
dependence of the growth rate manifests itself in
smoothing of the curves and in the corresponding
change in the crystal perfection of the films.

In fact, according to the soliton-based model, the
formation of nonlinear waves orienting the disperse
particles on the substrate takes a finite time. As the inci-
dent flux increases, the rate of condensation of the dis-
perse particles on the substrate also increases, and the
nonlinear waves have no time to form. The disperse
particles can coalesce before they become best oriented
in the potential field of the substrate.
CONCLUSION

Based on the above, we made the following conclu-
sions.

1. The growth of II–VI films under highly nonequi-
librium conditions involves processes that allow for the
formation of epitaxial structure.

2. The conditions for the epitaxial growth correlate
with the conditions for initiation of nonlinear waves
predicted by the soliton-based model for heteroepitaxy.

3. The temperature dependences of the growth rate
for II–VI films prepared under highly nonequilibrium
conditions can be understood in terms of the soliton-
based model.
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Abstract—Structural properties of Ge1 – xSnx substitutional solid solutions were investigated using a molecu-
lar-dynamics simulation with the Tersoff three-particle potential. Composition dependences were calculated for
pair distribution functions, the total energy of the system, and bond lengths in compositional-disordered alloys.
A satisfactory agreement was obtained between the calculated and experimental values of lattice constants. The
Vegard law was shown to be obeyed for x < 0.7. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, many experimental and theoretical
studies have been devoted to investigating the physical
properties of semiconductors and semimetals with tet-
rahedral bonds. A search for optoelectronic direct-gap
materials on the basis of Group IV semiconductors
stimulated the development of new crystal-growing
technologies such as molecular-beam epitaxy and laser
crystallization. The research efforts follow several
basic lines. One of them includes the artificial destruc-
tion of the cubic symmetry and combination of states of
the lower conduction band at the point Γ (for example,
Si–Ge superlattices [1]); the second method consists in
growing metastable alloys with a diamond structure
and fundamental energy gap at the point Γ (for exam-
ple, Ge–Sn alloys [2]). Furthermore, the strained
Si1 − xGex and Si1 – x – yGexCy nanostructures on Si [3]
have been studied intensively. Nevertheless, many the-
oretical and experimental investigations of strained lay-
ers in the superlattices have shown that they had either
an indirect gap or a very weak optical strength oscilla-
tor. At the same time, calculations [4] show that, in the
range of 0.26 ≤ x ≤ 0.74, Ge1 − x–Snx becomes the direct-
gap alloy, and the laser crystallization made it possible
to obtain Ge0.7Sn0.3 microcrystalline films [2]. Further-
more, the phase diagrams were constructed theoreti-
cally and the conditions for obtaining the extended sol-
ubility limits for the given system under an external
pressure were predicted [5].

The numerical simulation is one way of investigat-
ing alloy properties at finite temperatures. In this paper,
we report the results of numerical experiments that
involve the simulation of the structural properties of the
Ge–Sn compositional-disordered substitutional solid
solutions with a diamond structure. In these experi-
ments, we used the Tersoff three-particle potential [6],
1063-7826/01/3503- $21.00 © 20283
which is successfully used in studying the structural,
dynamic, and thermodynamic properties of many crys-
tals and alloys [7]. The main purpose of this study is to
test the chosen model for predicting the structural prop-
erties of Ge–Sn solid solutions.

2. DETAILS OF SIMULATION

As the technique for direct simulation at the atomic
level, the classical molecular dynamics (MD) requires
that the interatomic interaction potentials be known.
Among many empirical model potentials, which have
been suggested for tetrahedral semiconductors, the Ter-
soff three-particle potential turned out to be the most
successful for investigating many properties of semi-
conductor compounds [8]. The interatomic potential
energy of interaction between two neighboring atoms i
and j has the following form [6]:

(1)

where the repulsive and attractive terms are given by

(2)

(3)

(4)

and bij is the many-body order parameter describing
how the local atomic ordering associated with the pres-
ence of other neighboring (kth) atoms influences the

Vij f C rij( ) aij f R rij( ) bij f A rij( )+[ ] ,=

f R r( ) A λr–( ),exp=

f A r( ) B µr–( ),exp–=
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Fig. 1. Binary distribution function g(r) for (a) Ge, (b) Sn,
and (c) Ge0.74Sn0.26.
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Fig. 2. Total energy E as a function of a volume V for (1) Ge,
(2) Sn, and (3) Ge0.74Sn0.26.
bond-formation energy. This is the multiparticle func-
tion of the positions of atoms i, j, and k and has the form

(5)

where

(6)

(7)

(8)

(9)

ζ is the effective coordination number; and g(θ) is a
function of the angle between rij and rik, which is
adjusted to stabilize the tetrahedral structure. We note
that, for the purpose of simplifying the form of the
potential, λ3 and α were taken to be equal to zero [6] in
the calculations. The constants A, B, n, c, d, h, λ, R, S,
β, and µ for Ge were taken from [6], and those for Sn
were determined for the first time by setting the gray-
tin cohesion energy equal to 3.12 eV per atom [9] (see
table).

Our model involves N = 216 particles, whose initial
positions are specified in the tetrahedral sites of a cell
formed by 3 × 3 × 3 unit cells of the diamond type. We
used the periodic boundary conditions. The chosen pro-
cedure is based on solving the Newton equation set
using the fast form of the Verlet algorithm [10], which
does not lead to the accumulation of roundoff errors as
it is self-starting.

After the system passed to an equilibrium state with
a time step ∆t = 0.15 × 10–15 s, we calculated the pair
distribution function g(r) [11] for Ge, Sn, and
Ge0.74Sn0.26 (Fig. 1) at various temperatures. The posi-
tion of the g(r) first peak determines the distance from
the selected lattice site to the first neighboring tetrahe-
dral site, which agrees with experimental data [9]. At
the same time, with increasing temperature, the peaks
of the pair distribution function broaden somewhat and
become slightly displaced, which is indicative of the
conservation of the tetrahedral crystalline structure.
When the Ge1 – xSnx substitutional solid solutions are
formed, the first peak of the pair distribution function
splits into three peaks corresponding to the Ge–Ge,
Ge–Sn, and Sn–Sn bonds (Fig. 1c), with their intensity
being determined by the number of the corresponding
bonds in the alloy. Moreover, in the process of simula-

bij 1 βnζ ij
n+( ) 1/2n–

,=

ζ ij f C rik( )g θijk( ) λ3
3 rij rik–( )3[ ] ,exp
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d2 h θcos–( )2+
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tion, we controlled the coordination number, which
corresponded to the number of the nearest neighbors in
this structure. This system behavior is confirmed by the

1.00.80.60.40.20
2.4

2.5

2.6

2.7

2.8

d, Å

SnGe x

3

2

1

0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
t, ps

2.54
2.55

2.56

2.57

2.58

2.59

2.60

2.61
MSD, Å2

Fig. 3. Bond-length (d) distribution for (1) Sn–Sn; (2) Sn–
Ge, and (3) Ge–Ge in the Ge1 – xSnx alloy at 290 K. The
dashed line corresponds to the Vegard law.

Fig. 4. Mean-square displacements of atoms in the
Ge0.74Sn0.26 solid solution at 290 K.

Parameters of the Tersoff potential for α-Sn and Ge

Parameter α-Sn Ge [6]

A, eV 2848 17.69

B, eV 658.62 419.23

λ, Å–1 2.25 2.4451

µ, Å–1 1.62 1.7047

β 6.01 × 10–7 9.01 × 10–7

n 0.74 0.75627

c 1.4 × 105 1.0643 × 105

d 14.5 15.65

h –0.502 –0.43884

R, Å 2.8 2.8

S, Å 3.2 3.1
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behavior of the system total energy as a function of
temperature.

In the course of simulation, the lattice constant a of
the solid solution under investigation was determined
from the condition for the minimum of total energy E
as a function of volume V (Fig. 2). In particular, accord-
ing to our calculations at temperature T = 300 K, a =
5.659 Å (the experimental value is 5.657 Å [9]) for Ge
and a = 6.490 Å (the experimental value is 6.489 Å [9])
for Sn. The molecular-dynamic simulation enabled us
to investigate the bond-length distribution in the alloy
for the case of varying molar composition. According
to the virtual-crystal approximation, the Ge–Sn peri-
odic virtual crystal is described by a mean potential

(10)

where v(r) = [(1 – x)vGe(r) + xvSn(r)], vGe(r) and vSn(r)
are the corresponding atomic potentials; and Ri is the
radius vector of the ith lattice site. In Fig. 3, we show
the results of calculations of the distribution of bond
lengths d in the alloy at T = 290 K. The dashed line rep-
resents the virtual-crystal approximation, and the dots
correspond to the simulation results. The data obtained
show that the Vegard law is reasonably well obeyed in
the region of concentrations x < 0.7; at the same time,
the deviations from this law take place for 0.7 < x < 1.0.

The mean-square displacements of atoms can be
readily calculated from the relationship

(11)

The results of simulation of the time variation in the
mean-square displacements are shown in Fig. 4, which
indicates that the motion of solid-solution atoms is dif-
fusive. However, the migration of atoms increases in
the melting region, which is related to the diffusion
effects.

Thus, a simple empirical three-particle potential in
combination with the molecular-dynamics method
makes it possible to correctly simulate the structural
properties of a Ge–Sn compositional-disordered substi-
tutional solid solution. It also makes it possible to gain
a better insight into the basic physical properties of new
promising semiconductor systems.
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Abstract—Indium diffusion stimulated by an energy release due to molecule formation from atomic hydrogen
is studied. Germanium n-type crystals with a deposited indium film 0.2–0.3 µm thick were exposed to atomic
hydrogen over different periods of time (up to 2 × 104 s) at approximately room temperature. Indium diffusion
into germanium was studied using laser mass spectrometry and X-ray structural analysis, and also by measuring
the transmission spectra in infrared region of the spectrum. Based on the data obtained experimentally, mech-
anisms of stimulated heterodiffusion and accompanying processes are proposed. © 2001 MAIK “Nauka/Inter-
periodica”.
INTRODUCTION

Diffusion is considered as one of the most widely
used present-day methods of semiconductor technol-
ogy. However, the reduction of diffusion time to a prac-
tically acceptable value implies the use of high temper-
atures (especially, when electrically active dopants are
introduced). This can entail a number of negative con-
sequences, such as the considerable redistribution of
previously introduced impurities, parasitic film growth,
deep background impurity diffusion, and so on. More-
over, at high temperatures, the control of local introduc-
tion of impurities into the crystal becomes considerably
more complicated. All these circumstances increase the
spread of the electrical parameters of the semiconduc-
tor crystal and structures based on it, decrease their sta-
bility, and reduce the device yield. Therefore, a
decrease in the temperature of heterodiffusion is of
considerable scientific and practical interest.

An effective reduction of the overall temperature of
a processed structure can be attained by the local stim-
ulation of diffusion in the relevant areas of a semicon-
ductor crystal. For this purpose, the energy of an exo-
thermic reaction on the surface of the crystal, which
acts as a catalyst, can be used. The most adequate reac-
tion here seems to be molecule formation from atomic
hydrogen, since this yields a comparatively large
amount of energy (4.5 eV per single recombination
event [1]). For a sufficient concentration of atomic
hydrogen in the gas phase, the diffusion can be effec-
tively stimulated on the surface and at the surface layer
of a semiconductor crystal.

The low-temperature diffusion of Cu, Ni, and Au
into Ge stimulated by atomic hydrogen was studied in
[2–4]. However, the diffusion of In into Ge is of pri-
mary practical interest, since In is an electrically active
impurity that produces a very shallow acceptor level in
1063-7826/01/3503- $21.00 © 20287
Ge band gap, which is convenient for p-region forma-
tion [5].

EXPERIMENTAL

In order to obtain atomic hydrogen, the molecules of
hydrogen were dissociated in high-frequency discharge
plasma. The molecular hydrogen was extracted by elec-
trolysis from KOH solution (20%) in distilled water.
After that, the hydrogen passed through a fore chamber
for intercepting the KOH drops, a desiccating column
(filled with granulated KOH alkali) and entered the
working chamber. Calorimetric measurements of
atomic hydrogen concentration in the reaction volume
[6] yielded 5 × 1020 m–3 of hydrogen at a pressure of
15–20 Pa.

The samples were placed in the working chamber at
a distance of 0.25 m from the discharge area, thus keep-
ing out hydroxyl and hydrogen ions [7]. Temperature
measurements were performed using a Chromel–Copel
thermocouple fixed at the sample surface. Upon being
exposed to H atoms, the samples were heated due to the
energy of recombination only, and their temperature
did not exceed T = 330 K.

The substrates were n-Ge crystals with (111) sur-
face orientation, resistivity ρ = 1.5 × 105 Ω m, and a dis-
location density of 106 m–2. Indium films were depos-
ited by thermal evaporation in vacuum in a VUP-4 sys-
tem. The total film thickness amounted to 0.2–0.3 µm.
During deposition of In, the sample temperature did not
exceed 400 K. At higher temperatures (T > 400 K), a
continuous indium film was not obtained; instead,
indium gathered in drops because of its low melting
temperature (429 K). The film thickness was measured
using a MAR-2 X-ray microanalyzer. The surface con-
dition was examined using a MIM-7 500-power micro-
scope.
001 MAIK “Nauka/Interperiodica”
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To test the uniformity of the indium film on the ger-
manium crystal surface, a diffuse reflection of the laser
beam from the surface was monitored. A helium–neon
(He–Ne) laser beam with a wavelength of λ = 0.63 µm
was focused onto the surface at an angle of 30° to the
normal. The intensity of the diffuse scattered light
depended on the surface relief. The reflected light was
focused with a lens onto the detecting area of a FÉU-79
photomultiplier. A useful signal from FÉU-79 was fed
to a digital current-measuring device. Since the indium
film surface was considerably rougher than that of the
polished germanium crystals, the method described
above made it possible to monitor the surface condition
of samples subjected to atomic hydrogen over different
periods of time.

Current–voltage (I–V) characteristics of the samples
were measured using an L2-56 unit.

The impurity distribution in the germanium crystal
was studied by laser mass spectrometry. We used an
ÉMAL-2 system for laser sputtering and the subse-
quent electrical and magnetic separation of ions.
Indium concentration was determined from the inten-
sity of the corresponding line in the mass spectrum. An
X-ray structural analysis of the germanium crystal
structure was performed using a Dron system with the
monochromatic radiation of copper. The concentration
of electrically active indium atoms (atoms residing at
the lattice sites) was evaluated from measuring the
resistivity ρ by a single-probe method [8] and compar-
ing ρ in the indium-doped surface layers with that in
bulk germanium (with the surface layer removed in a
mixture of HNO3 : HF : CH3COOH = 2 : 3 : 6). The
concentration was derived from the resistivity ρ
according to the nomogram reported in [9]. The con-
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Fig. 1. The diffuse reflectivity R of the germanium crystal
surface (1) with the indium film and (2) without indium film
versus the time of its exposure to atomic hydrogen t.
ductivity type of the doped layer was determined from
the Hall effect measurements performed with a com-
pensating circuit using a stationary current and a con-
stant magnetic field [8].

The transmission spectra of samples in the infrared
(IR) region of the spectrum were measured using an
IKS-21 spectrometer.

RESULTS AND DISCUSSION

Under the effect of the energy generated during the
adsorption of H atoms and molecule formation, indium
films were sputtered. Indium films were removed faster
(within 100–300 s) compared to copper, nickel or gold
film sputtering [2–4]. This is due to the formation of
volatile compounds of indium with hydrogen [10]. The
remaining indium collected on the germanium surface
and formed drops 100–200 µm in diameter. Figure 1
shows the diffuse reflectivity R of the samples exposed
to atomic hydrogen for different periods of time t. It is
evident that, as t grows, R rapidly decreases and
approaches that of the germanium surface without
deposited indium.

Along with the film sputtering, indium was
observed to penetrate from the surface into the surface
and bulk layers of germanium crystals. Profiles of
indium concentration C in germanium crystals after
their exposure to atomic hydrogen for different periods
of time are shown in Fig. 2. Curve 1 corresponds to a
Ge sample with the In film subsequently etched off in
HNO3. It is clearly seen that, during film deposition,
indium diffusion into germanium is not observed. As a
result of the exposure of samples for 1800 s to atomic
hydrogen, In atoms penetrate into Ge (Fig. 2, curve 2).
After further exposure, simultaneously with indium
penetration into germanium, there also occurs sputter-
ing of the indium-doped germanium layer, which leads
to a decrease in indium concentration in the surface
layer. However, in the deeper layers, In concentration
increases due to the drive-in of In in bulk Ge (Fig. 2,
curve 3). The prolonged exposure to atomic H (at t >
2 × 104 s) leads to the complete sputtering of the In-
doped Ge layer, with no In atoms being detected in Ge.

The Hall effect measurement of the treated samples
indicated that In-doped layers changed the conduction
from n- to p-type. From the resistivity measurements,
the concentration of active In (In atoms residing at Ge
lattice sites) in the surface region is found to be approx-
imately 1023 m–3.

Based on the experimental results presented above,
it seems reasonable that In introduction in Ge under the
action of atomic H can be treated as a two-stage pro-
cess: the penetration of In into the surface layer and its
subsequent diffusion in the Ge bulk. The penetration of
indium atoms is directly assisted by the energy released
in the proceeding chemical reactions. Since the In film
is sputtered at an early stage of exposure to atomic H
(100–300 s), the main sources of In drops remain on the
SEMICONDUCTORS      Vol. 35      No. 3      2001
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surface. Indium atoms sputtered on the Ge surface act
as recombination centers for H atoms and acquire a
part of the released recombination energy QR:

Here, Ins and  correspond to the unexcited and
excited states of In atoms located on the Ge surface,
respectively.

Another source of indium is presented by InH mol-
ecules. When adsorbed on a germanium surface, they
can react to produce atomic indium:

The energy released Q is expressed as

where Q1 is the bonding energy of In–H (~1 eV [10]).
During the chemical reaction of hydrogen atoms,

the energy release takes approximately 10–10 s (time of
exchange interaction). Therefore, the release and dissi-
pation of the released energy are consistent with the
θ-flare concept [11]. In view of the fact that, in the
vicinity of the θ-flare, the temperature is very high
(about the fusion temperature), the generation of
defects and multiphonon scattering increase in impor-
tance. The formation of defects, specifically vacancies,
and phonon effects facilitate the penetration of surface
In atoms into the surface layer. Estimations of mean
free paths of the longitudinal (L||) and transverse (L⊥ )
phonons showed that [12] L|| @ L⊥  and L|| ~ 10 nm, indi-
cating that the most effective H-stimulated phonon
interaction takes place at a depth comparable with that
of the maximum concentration at the midstage of H dif-
fusion stimulation (Fig. 1, curve 2).

It is known [5, 13] that, in the course of thermodif-
fusion, In atoms occupy the Ge lattice sites and diffuse
mostly via the vacancy mechanism. An effective
vacancy generation in the active zone is assisted by
atomic H, which leads to an enhanced In diffusion via
vacancies. In our case, however, indium atoms resided
not only in vacancies, but in interstices as well. This is
in line with the results of X-ray structural analysis,
which has revealed the presence of deformation in the
surface layer of Ge doped by In under the action of
atomic H. The maximum strain of the crystal lattice
corresponds to curve 2 (Fig. 2), i.e., to the conditions of
atomic H treatment when the In concentration in the Ge
surface layer is maximum. This situation most closely
corresponds to the assumption that diffusion occurs
through the surface into a semi-infinite crystal with
zero initial concentration and a constant diffusant con-
centration on the surface. The coefficient of indium dif-

Ins H H Ins H2↑ QR,+ + + +

Ins Ins*.QR

Ins*

InH H Ins H2↑ Q,++ +

Ins Ins*.Q

Q QR Q1,–=
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fusion into germanium calculated for this case is
approximately 1.4 × 10–19 m2/s, which corresponds to
the thermal diffusion of In into Ge at T = 910 K,
although the temperature of samples in our experiment
did not exceed 330 K.

If indium is localized at the lattice sites of germa-
nium, it acts as an acceptor impurity; i.e., it forms
p-type regions [5, 11]. It is evident, therefore, that, in
our case, in the initial n-type Ge crystals, In deposition
and H treatment lead to the formation of p–n junctions.
Figure 3 shows the I–V characteristic of In-doped Ge
sample exposed to atomic H for t = 1800 s. The “Soft-
ness” of this characteristic is related to the considerable
leakage current through the unprotected ends of the
crystal.
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Fig. 2. Depth profile (along x-axis) of indium concentration
in germanium (1) untreated samples and after the exposure
to hydrogen for (2) t = 1800 and (3) 3600 s.

Fig. 3. The I–V characteristic of (1) untreated sample and
(2) after the exposure to hydrogen for 1800 s.
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The transmission spectra measured in the wave-
length range λ = 5–10 µm indicate that In-doped Ge
samples exposed to atomic H are noticeably absorptive,
whereas the initial Ge, as well as Ge samples after the
In film etching in HNO3, are transparent in this spectral
range. Maximum absorption is observed at 0.2 eV,
which corresponds to the energy level of Ev + 0.2 eV
introduced by a self-interstitial atom into the band gap
of a heavily doped germanium crystal [14]. This means
that, as In atoms penetrate into the surface Ge layer dur-
ing surface treatment with H, they can displace the
Ge atoms from the lattice sites into the interstices.

CONCLUSION

The effect of atomic hydrogen causes rapid removal
of the indium film from the germanium surface as a
result of the formation of volatile compounds of indium
with hydrogen. This effectively stimulates In diffusion
into the surface Ge layer at a temperature close to
295 K. Indium penetrates into the Ge “active” region
(~10 nm), where the generation of defects occurs and
multiphonon scattering of energy released during the H
to H2 recombination takes place. Furthermore, indium
atoms can reside both at the sites and in interstices of
the germanium crystal lattice.

Low-temperature chemistimulated diffusion of
indium into germanium results in p–n junction forma-
tion, which is testified by Hall-effect study of the sur-
face region.

Thus, the low-temperature H-assisted heterodiffu-
sion can be used with good results in electronic tech-
nology for introducing a specified amount of acceptor
impurity into germanium without additional heating.
REFERENCES

1. V. A. Lavrenko, Recombination of Hydrogen Atoms on
Solid Surfaces (Naukova Dumka, Kiev, 1973).

2. V. M. Matyushin, V. P. Shapovalov, and A. R. Koshman,
Int. J. Hydrogen Energy 22 (2/3), 259 (1997).

3. V. M. Matyushin, V. I. Lishchenko, and A. N. Gorban’,
Ukr. Fiz. Zh. 32 (9), 1407 (1997).

4. V. M. Matyushin, Zh. Tekh. Fiz. 69 (7), 73 (1999) [Tech.
Phys. 44, 804 (1999)].

5. B. I. Boltaks, Diffusion in Semiconductors (Fizmatgiz,
Moscow, 1961; Academic, New York, 1963).

6. V. A. Sokolov and A. N. Gorban’, Luminescence and
Adsorption (Nauka, Moscow, 1969).

7. F. F. Vol’kenshteœn, A. N. Gorban’, and V. A. Sokolov,
Radical-Recombination Luminescence of Semiconduc-
tors (Nauka, Moscow, 1976).

8. L. P. Pavlov, Methods for Determing Key Parameters of
Semiconducting Materials (Vyssh. Shkola, Moscow,
1975).

9. A. I. Kurnosov and V. V. Yudin, Production Technology
of Semiconductor Devices (Vyssh. Shkola, Moscow,
1974).

10. Interaction of Hydrogen with Metals: A Handbook, Ed.
by A. P. Zakharov (Nauka, Moscow, 1987).

11. B. I. Mogilevskiœ and A. F. Chudnovskiœ, Thermal Con-
ductivity of Semiconductors (Nauka, Moscow, 1972).

12. C. T. Glassbrenner and G. A. Sluck, Phys. Rev. 134 (4),
1058 (1964).

13. W. C. Dunlap, Phys. Rev. 94 (8), 1931 (1954).
14. M. W. Valenta and C. Ramasastry, Phys. Rev. 106 (1), 73

(1957).

Translated by A. Sidorova-Biryukova
SEMICONDUCTORS      Vol. 35      No. 3      2001



  

Semiconductors, Vol. 35, No. 3, 2001, pp. 291–294. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 35, No. 3, 2001, pp. 305–309.
Original Russian Text Copyright © 2001 by Medvedkin, Ishibashi, Nishi, Sato.

                                                                                   

ATOMIC STRUCTURE AND NONELECTRONIC PROPERTIES
OF SEMICONDUCTORS
A New Magnetic Semiconductor Cd1 – xMnxGeP2

G. A. Medvedkin1,2, T. Ishibashi2, T. Nishi2, and K. Sato2

1 Ioffe Physicotechnical Institute, Russian Academy of Sciences, Politekhnicheskaya ul. 26,
St. Petersburg, 194021 Russia

2 Faculty of Technology, Tokyo University of Agriculture and Technology, 2-24-16 Nakacho, Koganei,
Tokyo 184-8588, Japan

Submitted August 8, 2000; accepted for publication August 16, 2000

Abstract—A new semiconductor material, which comprises a solid solution of a ternary diamond-like semi-
conductor and transition element Mn, was grown and investigated. According to X-ray diffraction data, the
crystal structure of the material is similar to that of the CdGeP2 host substance with a chalcopyrite-type crystal
structure. The interplanar distances and the unit cell parameter decrease with an increase in Mn content: a =
5.741 Å  5.710 Å  5.695 Å in the series of CdGeP2  Cd1 – xMnxGeP2  Cd1 – yMnyGeP2 com-
pounds (x < y). The surface composition and in-depth concentration profiles for elements of a Cd–Mn–Ge–P
quaternary system were investigated using electron microscopy and energy dispersive X-ray spectroscopy. The
molecular concentration ratio for Mn and Cd at a depth of 0.4 µm is Mn/Cd = 0.2. © 2001 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

A ternary semiconductor family with a general for-
mula II–IV–V2 was obtained in the form of single crys-
tals and has been investigated rather intensively for the
last 40 years. This family was predicted in the earlier
papers of Folberth and Goryunova [1, 2] as a group of
crystal-chemistry analogs to the III–V binary com-
pounds. Some compounds of this family (ZnGeP2,
CdGeAs2) are promising due to good nonlinear optic
characteristics, others (CdSnP2, CdGeP2, CdSiAs2) due
to their polarization-optics and emission properties as
well as high photosensitivity and a wide range of pos-
sibilities in heteroepitaxy of solid solutions with binary
compounds (GaAs, InP) [3–5].

A Group II element, for instance, Cd or Zn (metals
of the IIB Subgroup), exhibits its usual valence 2+ in
the II–IV–V2 semiconductors. It is known that a series
of elements of the periodic table can exhibit a valence
differing from the number of the group. For example,
the transition d-metal Mn exhibits a valence of 2+ and
3+ in solid solutions with II–VI binary compounds and
III–V binary compounds, respectively. In addition, Mn
can exhibit a higher valence (up to 7+) in non-diamond-
like oxides, which possess no semiconductor proper-
ties. In recent years, considerable attention was paid to
dilute magnetic semiconductors based on traditional
binary semiconductors II–VI and III–V. As of now, the
CdMnTe and GaMnAs ternary solid solutions with
magnetic properties are being extensively investigated.
However, up to now, Mn has not been considered as a
promising constituent of solid solutions with II–IV–V2
ternary compounds. Material with a low content of Mn
dopant exhibited no magnetic or other properties of any
value [3]. Mn-containing compounds with a similar
1063-7826/01/3503- $21.00 © 20291
chemical formula II–IV–V2 were not predicted in early
papers. For this reason, no adequate efforts were under-
taken in order to obtain these materials. However,
according to recent theoretical investigations, a dilute
magnetic semiconductor can exhibit ferromagnetic
properties due to the double exchange mechanism [6].
For example, the Mn-containing ZnO binary com-
pound exhibits ferromagnetic or antiferromagnetic
ordering due to the effect of codoping, i.e., combined
doping with the acceptors/donors and a magnetic ele-
ment. As for II–IV–V2 ternary semiconductor com-
pounds, the effect of codoping with intrinsic point
defects is determined by the existence of two types of
cations. Because of this, we focused our efforts on the
Mn-substituted CdGeP2 compound in search of an ear-
lier unknown dilute magnetic semiconductor.

This study is devoted to preparation and investiga-
tion of the microstructure properties and unit cell
parameters of a new semiconductor material found in a
Cd–Mn–Ge–P system.

2. EXPERIMENTAL

In order to obtain the CdMnGeP2 solid solution, we
used a solid-state chemical reaction technique. The sin-
gle-crystal CdGeP2 was used as a host material. The
vacuum deposition of the Mn layer and the subsequent
reaction accompanied by Mn diffusion into the sub-
strate were carried out in a vacuum chamber with a molec-
ular-beam epitaxy setup (Eiko Engineering, Japan). The
residual pressure in the chamber was about 1.4 × 10–8 Torr.
Specific technological parameters of the process (time,
rate, and temperature) will be described elsewhere. The
surface quality of the initial substrate and modified sur-
001 MAIK “Nauka/Interperiodica”
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face for each stage of the technological process was
monitored by a reflection high-energy electron diffrac-
tion (RHEED) technique. Microstructural investiga-
tions of the surface and cleaved surface of the structure
were investigated using an energy dispersive X-ray
analysis (EDX) and field-emission scanning electron
microscopy (FE-SEM). The investigations were carried
out using a Hitachi S-4500 electron microscope with an
EMAX-577OW accessory and an S782XI Si detecting
crystal (Horiba Ltd.) with a spectral resolution of
144 eV. X-ray diffraction measurements were carried
out using Rigaku RAD-IIC and Rigaku RAD-B (InP

(a)

(b)

(c)

Fig. 1. RHEED patterns for different stages in preparing the
Cd1 – xMnxGeP2 layer on the CdGeP2 crystal, with a [111]
direction. (a) Initial surface, (b) the surface after molecular-
beam deposition of the Mn layer, and (c) the surface after
completing the solid-state chemical reaction.
crystal-monochromator) setups. The orientation of the
crystal was also confirmed by the measurements of the
Laue X-ray diffraction patterns on a Rigaku R-AXIS
X-ray diffraction setup. Diffraction investigations were
carried out at various X-ray radiation intensities (CuKα,
Ni filter) in order to vary the absorption depth in the
layer and substrate.

3. RESULTS AND DISCUSSION

The RHEED patterns of the initial CdGeP2 surface
oriented close to (112) and the same surface subsequent
to the Mn layer deposition before and after the solid-
state reaction are shown in Fig. 1. The high quality of
the substrate-crystal surface is evident from Fig. 1a.
Deposition of the Mn layer leads to the disappearance
of single-crystal type atomic ordering (Fig. 1b). On
completing the reaction, the layer obtained has a uni-
form surface microstructure with a specific texture
(Fig. 1c).

The thickness and chemical composition of the lay-
ers obtained for the CdMnGeP2 solid solution were
monitored using the EDX and FE-SEM methods. The
typical EDX surface spectrum is shown in Fig. 2. The
component ratio was calculated automatically with
regard to the background noise (shown by the dashed
line in Fig. 2) and using standard samples. Investigation
of a cleaved cross section of the sample yielded infor-
mation about the component distribution over the sam-
ple depth. The concentration profiles for elements
involved in the reaction are shown in Fig. 3. It can be
seen that the total concentration of Cd + Ge + P decays
near the surface, while the Mn concentration increases.
Assuming that Mn primarily replaces Cd, we found that
the concentration ratio Mn/Cd at the surface reached
53.4%. The possibility of Mn substitution for other
atomic sites (Ge and P) is much lower, and the low con-
tent of the GeP phase on the surface also confirms our
assumption that Mn  MnCd is a major substitution
process. The Mn concentration decays rather rapidly,
and even at a depth of 0.6 µm the Mn/Cd ratio is 12.7%,
and at a depth of 2.5 µm this ratio is 0.9%. The Mn con-
centration profile can be described by an exponential
decay

where C0 is the Mn background concentration, which
was taken to be equal to zero (see experimental data in
Fig. 3 for d > 10 µm); A is a constant, which has the
meaning of the limiting concentration on the surface;
and t is the effective thickness, over which the limiting
concentration decays by a factor of e.

The X-ray diffraction measurements of the crystals
demonstrated that the Cd1 – xMnxGeP2 layer grown had
a crystal structure similar to that of CdGeP2. No other
phases were found except for the GeP phase that appar-
ently existed in the sample. However, its concentration
was much lower than that of the two major phases. The

C C0 A x/t–( ),exp+=
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Fig. 2. X-ray energy dispersion spectrum for the Cd1 − xMnxGeP2 sample. The chemical elements analyzed are indicated at the cor-
responding peaks. No other elements were observed.
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2θ/θ spectrum for the experimental conditions of the
X-ray dominant absorption in the layer is shown in
Fig. 4. The existence of diffraction reflections of four
orders is indicative of the high quality of the crystal and
the layer. The ratio of corresponding interplanar spac-
ings is d1 : d2 : d3 : d4 = 1 : 2 : 3 : 4 and the ratio of peak
(integrated) intensities for these four reflections is
16 : 7 : 3 : 1 (7.4 : 3.9 : 1.4 : 1).

The major peak for the (112) reflection as well as for
reflections of higher orders (244), (366), and (488) is
shifted to larger 2θ angles compared to the CdGeP2
substrate. This shift is indicative of a smaller unit-cell
parameter for the layers obtained. Actually, from the
estimation of the covalent radii for Cd and Mn (1.405
and 1.17 Å), we could expect a decrease in interplanar
spacings for the solid solution with an increase in the
Mn concentration. The unit-cell parameters were calcu-
lated assuming that the crystal structures are similar for
CdGeP2 and CdMnGeP2. The following expression was

used: a = d , where d = nλ/2sinθ is the
interplanar spacing, and ϑ112 = 37.0° is the angle
between the tetragonal axis and the (112) plane in the
CdGeP2 crystal. The results obtained for two samples
with different compositions are indicative of a decrease
in the unit cell parameter with an increase in the Mn
concentration, namely, a = 5.741 Å  5.710 Å 
5.695 Å for the series CdGeP2  Cd1 – xMnxGeP2 
Cd1 – yMnyGeP2 (x < y). Thus, the Cd1 – xMnxGeP2 layer
comprises a single crystal phase (excluding a thin tex-

2/ ϑ 112cos
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tured surface layer) with a crystal structure similar to
that of chalcopyrite. We note that the thin textured layer
(t < 0.1 µm) can be removed easily in an adequate
chemical etchant, for example, in Br2/MeOH. The sin-
gle-crystal layer with a high Mn content is thereupon
conserved.
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Fig. 3. Concentration profiles for chemical elements in the
CdGeP2/CdMnGeP2. The CdGeP notation corresponds to
the total concentration of three elements. The sample sur-
face is arbitrarily shown by a hatched band.
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Fig. 4. X-ray diffraction spectrum for 2θ–2θ/θ scanning. Crystal orientation (112), temperature T = 300 K. Reflection peaks of all
four orders for Cd1 – xMnxGeP2 are shifted in relation to CdGeP2 substrate to larger angles.
The measurement of the photoluminescence spectra
demonstrates that the major spectral peak is shifted to
the near-ultraviolet range. This result indicates that the
new Cd1 – xMnxGeP2 material on the surface of the crys-
tal has a band gap more than two times larger (Eg >
3.5 eV) than that for CdGeP2 (Eg = 1.7 eV). Magnetiza-
tion of the samples investigated was also detected, with
the shape of the hysteresis loop being characteristic of
ferromagnets. The saturation magnetic field was HS =
2 kOe, and the coercitivity HC was about 0.5 kOe at
room temperature. The measurement of the tempera-
ture dependence of magnetization yielded a Curie tem-
perature of TC = 320 K, which is a record value for dia-
mond-like semiconductors [7, 8]. These and other
properties of the new magnetic semiconductor will be
described in detail elsewhere.

4. CONCLUSION

The chemical composition, microstructure, and
crystal-chemistry properties of the new Cd1 – xMnxGeP2

magnetic semiconductor were investigated. It was dem-
onstrated that the formation of new semiconductor
phases with a crystalline structure similar to that of
chalcopyrite is possible in the II–IV–V2 ternary semi-
conductor family. The layer of the Cd1 – xMnxGeP2 solid
solution comprises a single crystal with a unit-cell
parameter smaller than that of CdGeP2.
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Abstract—A temperature dependence of a positive magnetoresistance effect for films of certain oxides of rare-
earth elements (Gd, Eu, and a Eu–Sm solid solution) close to the Curie temperature was considered and ana-
lyzed. It was demonstrated that the temperature dependence of the effect and the effect sign and magnitude are
determined by the dependence of a magnetic moment for a magnetic cluster on both an external magnetic field
strength and film parameters. These are the spin of the magnetic ion, exchange energy, defect density, etc.
© 2001 MAIK “Nauka/Interperiodica”.
The effect of positive magnetoresistance, which was
found for films of certain rare-earth (RE) oxides, which
is not characteristic of this type of material, was consid-
ered elsewhere [1]. The purpose of this study was to
investigate and analyze the temperature dependence of
the effect close to the range of the magnetic phase tran-
sition (Curie temperature).

We investigated the oxides of RE elements Eu, Gd,
and a Eu–Sm solid solution, which were obtained on a
single-crystal n-Si substrate by vacuum thermal evapo-
ration of the corresponding alloy followed by further
oxidation. The films were 0.1 µm thick, and Al contacts
were used as electrodes. The transverse current across
the structure was measured in the enhancement mode
for the (RE oxide)–Si boundary. The magnitude of
magnetoresistance was determined from a current vari-
ation in the ranges of variation of the magnetic field
strength H = 3.0–7.5 kOe, temperature T = 77–300 K,
and electric field strength E = 103–106 V/cm. The direc-
tion of the vector of the magnetic field strength B was
selected parallel to the vector of the electric current
density j.

Typical temperature dependences of the specific rel-
ative magnetoresistance (∆ρ/ρ0) for the films men-
tioned are shown in Fig. 1. For almost all samples under
investigation, the ∆ρ/ρ0 quantity for the Curie tempera-
ture range [1] exhibited a jumplike decay. The Tc for
various samples ranged from 90 to 110 K. For the T <
Tc range (near-ferromagnetic range), the specific mag-
netoresistance was practically independent of tempera-
ture. For a near-paramagnetic range (T > Tc), the ∆ρ/ρ0
quantity, which had a value larger than 1% even at T >
200 K for certain samples, fell off rather gradually. For
1063-7826/01/3503- $21.00 © 20295
a near-ferromagnetic range, the dependences of spe-
cific magnetoresistance for samples of various compo-
sition on the external magnetic field strength were
investigated at T = 77 K. The dependences obtained,
which were almost linear for a magnetic field strength
range under consideration, are shown in Fig. 2.

Based on known theoretical notions [2, 3], it was
concluded that magnetization fluctuations (magnetic
clusters) exist in the films under investigation. These
fluctuations are related to the clustering of magnetic RE
element ions close to defects that usually incorporate
oxygen vacancies [4]. Clustering is caused by a stron-
ger exchange interaction and correspondingly ferro-
magnetic coupling in this region. The magnetic
moment K for the cluster considerably exceeds that for
a single RE ion. This makes a substantial contribution
to the scattering of free charge carriers by magnetiza-
tion fluctuations in the magnetic phase-transition range.
Not only can the external magnetic field suppress these
fluctuations, which is characteristic of the bulk samples
of the materials under consideration (the negative mag-
netic resistance effect), but it can enhance them as well.
For example, if the clusters are arranged randomly in
the absence of the field and the average magnetization
over the sample is small, then the field can induce an
additional magnetization, which fluctuates along with
the electron density. The consequence of the process
considered above is the appearance of positive magne-
toresistance, whose magnitude is a complex function
dependent on the external magnetic field strength, tem-
perature, electron density close to the defect, and on
certain parameters of the material itself. It seems
important that the overall moment of the magnetic ions
001 MAIK “Nauka/Interperiodica”
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close to the defect (K) can be rather large for the para-
magnetic temperature range as well.

In [2], the temperature dependence of the magne-
toresistance was analyzed using the positive feedback
function (Γ0), through which the effective field influ-
encing the electron was expressed. This field involves
the electric field in the crystal and electron exchange
with magnetic ions.
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Fig. 1. Temperature dependence of the relative magnetore-
sistance. Curves (1) and (3) are for different samples of the
solid solution of Eu and Sm oxides, and (2) is for Gd oxide.
H = 7.6 kOe.

Fig. 2. Dependence of the specific magnetoresistance on the
magnetic field strength H. Curve (1) is for Gd oxide; (2) for
Sm oxide; and (3) for solid solution of Sm and Eu oxides.
T = 77 K.
For weak magnetic fields in the near-ferromagnetic
temperature range, we take into account the dominant
indirect exchange to obtain

(1)

where

(2)

(3)

N is the concentration of magnetic ions; n is the concen-
tration of charge carriers localized in the vicinity of the
defect, which is determined by the density of states for
the energy level of the defect; Ei is the donor-level
energy depth, and S is the spin of the magnetic ion.

The curves shown in Fig. 3 were calculated for the
temperature range under consideration using the fol-
lowing parameters: H = 7 kOe, S = 7/2, N/n = 2 × 102,
Ei from 0.1 to 0.3 eV, and Tc = 100 K. Satisfactory qual-
itative agreement with the experimental results was
observed for the effect sign, effect magnitude, and
behavior of the temperature and field dependences. The
qualitative agreement even transformed into a quantita-
tive one if the parameters varied were properly chosen
(Figs. 1, 2).

For a paramagnetic temperature range, the ∆ρ/ρ0(T)
curves obtained from corresponding formulas [2] were
in total disagreement with the experimental data as con-
cerns both the effect magnitude and the temperature
dependence shape. Therefore, we used the following
approach. It is known that the relaxation time of the car-
riers scattered by magnetic clusters for the near-para-
magnetic range is related to the cluster moment as fol-
lows: τ ~ K–2 [2, 5]. When specifying the dependence of
the magnetic moment of the cluster on the material
parameters and external effects, it is possible to evalu-
ate the variation in the relaxation time and correspond-
ing magnitudes of the specific magnetoresistance.

We assumed that the magnetic moment of the clus-
ter could be expressed as

(4)

where K0 = zS is the magnetic moment of the cluster,
which is determined by the amount of magnetic ions (z)
introduced into the cluster; and

(5)

is the additional local magnetization, which is deter-
mined by both the external effects (H, T) and the
parameters of the material (A is the exchange energy).
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Fig. 3. Temperature dependence of the specific magnetore-
sistance for the near-ferromagnetic temperature range. Ei =
(1) 0.1, (2) 0.15, (3) 0.2, (4) 0.25, and (5) 0.3 eV. H = 7 kOe,
n = 5 × 1018 cm–3, and z = 12.

Fig. 4. Temperature dependence of the specific magnetore-
sistance for the near-paramagnetic temperature range. z =
(1) 12, (2) 20, (3) 30, (4) 40, and (5) 50. H = 7 kOe and n =
5 × 1018 cm–3.

Fig. 5. Temperature dependence of the specific magnetore-
sistance for the near-paramagnetic temperature range, n =
(1) 1, (2) 2, (3) 3, (4) 4, and (5) 5 × 1018 cm–3. H = 7 kOe
and z = 12.
SEMICONDUCTORS      Vol. 35      No. 3      2001
Upon simple rearrangements, we derive the follow-
ing dependence of specific magnetoresistance in the
presence of the external magnetic field:

(6)

If the field is absent, the magnetoresistance is equal
to zero.

We considered the temperature dependence of
Eq. (6) derived for various parameters of the films
under investigation, which lie in the ranges characteris-
tic of these materials. Namely, n varied from 1018 to
5 × 1018 cm–3, z varied from 12 to 50, A = 0.12 eV, H =
7 kOe, and Tc = 100 K. Corresponding results are
shown in Figs. 4 and 5. The curves calculated are in
close agreement with the experimental data (Fig. 1)
both by the behavior of the temperature dependences of
the magnetoresistance and by the effect magnitude and
sign.

Thus, we analyzed the temperature dependence of
the positive magnetoresistance in RE oxide films for
near-ferromagnetic and near-paramagnetic ranges in
terms of the scattering of the charge carriers by magne-
tization fluctuations. It was demonstrated that the tem-
perature dependence of the effect and effect sign and
magnitude are determined by the dependence of the
cluster magnetic moment on both the external magnetic
field strength and the parameters of the samples under
investigation. These are the spin of the magnetic ion,
exchange energy, defect density, etc.
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Abstract—Numerical analysis of a nonequilibrium distribution function for electron scattering by polar optical
phonons in a GaAs semiconductor is carried out. The Boltzmann equation for the nonequilibrium function was
solved by the iteration method, with allowance made for electron distribution over the states. It is shown that
the nonequilibrium addition to the distribution function has a complex form at low temperatures. The mobility
values calculated using this function are compared with the value obtained within a conventional approxima-
tion. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

As is known, one of the main scattering mechanisms
in diamond-like III–V semiconductors is the scattering
by longitudinal polar optical (LO) phonons. The con-
sideration of this scattering in the inelasticity region
presents certain difficulties associated with the neces-
sity of numerically solving the Boltzmann equation
beyond the framework of the relaxation time approxi-
mation. In many papers [1–4] related to the analysis of
experimental data on the temperature dependence of
mobility in III–V semiconductors in the region of dom-
inant LO-phonon scattering, the formula obtained in
[5, 6] with the help of the variational method is used;
i.e.,

(1)

where m* is the charge-carrier effective mass, ε* =
εsε∞/(εs – ε∞), εs and ε∞ are the low-frequency and high-
frequency dielectric constants, T is temperature, and
Θ = "ω/k0 is the effective temperature of the long-
wavelength LO-phonon. This formula, along with the
parameters of the electronic and phonon spectra, con-
tains a function χ assigned numerically, the argument
of which is the ratio of the phonon energy "ω to the
value of k0T. In the range of high ("ω ! k0T) and low
("ω @ k0T) temperatures, the value of this function
results in the formulas obtained within the relaxation
time approximation [7]. The shortcoming of these for-
mulas consists in the following: they disregard the
screening of the LO-phonon potential, as well as the

µLO
8 T"

2ε* Θ/T( )exp 1–[ ]

3 2πk0 m*( )3eΘ
--------------------------------------------------------------χ Θ/T( )=

=  µ0 T( )χ Θ/T( ),
1063-7826/01/3503- $21.00 © 20298
electron distribution over the states in the vicinity of the
conduction band bottom. The aforementioned factors
can turn out to be important in the case of samples with
partially or completely degenerate electron gas.

In this paper, we derive a functional equation; with
it, the Boltzmann equation for the electron scattering by
LO-phonons is solved numerically by the iteration
method. The approximations of a weak field and effec-
tive mass are used in deriving this equation, with the
screening of scattering by LO-phonons and electron
distribution over the states taken into consideration. By
the example of GaAs, the numerical calculation was
carried out, as well as the analysis of a nonequilibrium
addition to the distribution function and to the temper-
ature dependence of mobility. We compared our results
with those obtained using different methods.

2. METHOD OF NUMERICAL SOLUTION
OF THE BOLTZMANN EQUATION

As is known, in the approximation of a weak electric
field with the intensity E, the Boltzmann equation for a
nonequilibrium addition to the distribution function
g(k) can be written as

(2)

where

(3)

g k( ) τ0 k( )=

× g k'( ) wk'k f 0 %( ) wkk' wk'k–( )+[ ] e
∂ f 0

∂%
--------Evk+
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∑
 
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f0(%) = 1/[exp(% – ξ) + 1] is an equilibrium Fermi–
Dirac distribution function; % = %(k), %' = %(k') is the
electron energy dependent on the wave vector; wkk' is
the probability for transition per unit time from the state
with the wave vector k to a state with the wave vector
k'; and vk = ∇ k%/" is the electron velocity. As is known,
for the electron scattering by LO-phonons in III–V
semiconductors with allowance made for their emis-
sion (+) and absorption (–), we have

(4)

where

(5)

(6)

is the Bose–Einstein distribution function, α is the
Debye screening coefficient, and q is the phonon wave
vector.

Choosing a nonequilibrium addition in the form rel-
evant to the relaxation time approximation g(k) =
e(∂f0/∂%)τ(%)Evk and taking into account Eq. (2), we
obtain the following functional equation for the
unknown function τ(%):

(7)

Here,

(8)

In the effective mass approximation for the electron
energy spectrum, expressions for the functions appear-
ing in Eq. (7) in view of (4)–(6) have analytical forms

(9)
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where (%) = ∂f0(%)/∂%, η2 = "2α2/2m*, A =

( /32π2")C, and m* is the effective electron mass
at the conduction band bottom.

Equation (7) for function τ(%), the relaxation time,
is solved numerically by the iteration method. As the
zero approximation, we can use the function τ0(%). In
this case, we obtain the following iteration equation for
the (n + 1)th approximation:

(10)

For % @ "ω, we use Eq. (7) to derive a formula for the
high-temperature relaxation time with allowance made
for screening of the LO-phonon long-range potential

(11)

where

(12)

For η  0, the function Φ(%)  2 and formula (11)
takes a conventional form for the high-temperature
relaxation time by LO-phonons disregarding the
screening.

As is known, at low temperatures, the relaxation
time for scattering by LO-phonons cannot be strictly
introduced. The approximate approach to the solution
of this problem results in the formula obtained by Cal-
lan [8], which due to its relative complexity is not in
practice used for the analysis of the charge carrier
mobility. Taking into account the screening, this for-
mula can be written in the effective mass approxima-
tion as

(13)
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where ϑ(x) is the Heaviside function,

(14)

In the approximation of elastic scattering for % @ "ω,
formula (13) transforms into formula (11) as one
should expect.

3. NUMERICAL ANALYSIS OF THE 
RELAXATION TIME AND MOBILITY

The results of the numerical solution of Eq. (7) are
presented in Fig. 1 for function τLO(%) = τ(%) for sev-
eral temperatures (see curves 1–3) with parameters cor-
responding to the nondegenerate n-GaAs: m*/m0 =
0.067, εs = 13.7, ε∞ = 11.6, "ω = 37 meV, and ξ = –k0T.
It follows from Fig. 1 that in the region of liquid-nitro-
gen temperatures the function τLO(%) is oscillating. The
oscillation period is equal to the LO-phonon energy. As
the electron energy and temperature increase, the oscil-
lation amplitude decreases. Function τ(%) calculated
according to the Callan formula (13) (curve 4) has a
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Fig. 1. Shape of τLO(%) function for a nondegenerate elec-
tron gas (ξ = –k0T) at T = (1) 77, (2) 300, and (3) 600 K;
curve 4 represents the result of calculation according to the
Callan formula at T = 77 K.
shape close to the envelope of τLO(%) from below. With
the Fermi level rising, the shape of oscillations
changes, but their period remains unchanged. This fol-
lows from Fig. 2, where the results of τLO(%) calcula-
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Fig. 2. Shape of τLO(%) function for a degenerate electron
gas (ξ = 5k0T) at T = (1) 77, (2) 300, and (3) 600 K; curve 4
represents the result of calculation according to the Callan
formula at T = 77 K.
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Fig. 3. Mobility temperature dependence for ξ = (1) –k0T
and (2) 5k0T. Explanations are in the text.
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tions are presented; they are performed for a degenerate
n-GaAs (ξ = 5k0T).

The results of the drift mobility calculations in the
temperature range from 50 up to 600 K are shown in
Fig. 3. A solid line corresponds to the calculation of µLO
with the function µLO(%) obtained from the numerical

τLO, arb. units

%, eV

g, arb. units
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Fig. 4. Values of χ function for an electron gas with a vari-
ous degrees of degeneracy: ξ = (1) –10k0T, (2) –k0T, (3) 2k0T,
(4) 3k0T, (5) 4k0T, (6) 6k0T. Explanations are in the text.

Fig. 5. Dependence of (1) τLO and (2) g in arbitrary units on
the energy for n-GaAs at T = 77 K and ξ = –k0T.
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solution of Eq. (7), and a dotted one corresponds to the
calculation according to formula (1). It follows from
Fig. 3 that the largest difference between the curves cal-
culated by the two methods is observed, as should be
expected, for a degenerate electron gas. Figure 4 shows
the function χ calculated according to the formula

(15)

where µLO(T) is the mobility calculated on the basis of
the numerical solution of Eq. (7), and µ0(T) is the
mobility in the relaxation-time approximation for the
nondegenerate electron gas [see (1)]. The solid
curves 1–6 correspond to the values of this function for
various degrees of degeneracy of the electron gas. The
dots correspond to the values of this function obtained
in deriving formula (1) [2]. According to Fig. 4, the val-
ues of function χ calculated with and without consider-
ation of the filling of the states in the conduction band
by electrons differ markedly for the samples with a
degenerate electron gas in the region of liquid-nitrogen
temperatures. This can lead to a severalfold increase in
mobility, which is calculated according to formula (1),
compared to the exact calculation.

4. CONCLUSION

According to the results of numerical solution of the
Boltzmann equation for GaAs, it is shown that, in III–V
semiconductors at low temperatures, the energy depen-
dence of the nonequilibrium addition to the distribution
function has a complicated form if scattering by
LO-phonons is taken into account (Fig. 5). This can
manifest itself in strong magnetic fields for intrinsic or
lightly doped semiconductors of this type and in the
structures based on them, e.g., in superlattices and
other low-dimensional structures, specific features of
which manifest themselves at low temperatures.
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Abstract—A change in the charge-carrier concentration in compensated silicon (obtained by preliminary irra-
diation) as a result of gamma-ray irradiation was studied. It was found that the removal rate of charge carriers in
compensated silicon is lower than in the reference sample. A new mechanism responsible for the immunity of elec-
trical properties of compensated silicon to radiation is discussed. © 2001 MAIK “Nauka/Interperiodica”.
In silicon, the formation of defects introducing deep
energy levels in the band gap is one of the methods for
attaining the required electrical and photoelectric prop-
erties of material exposed to radiation. It has been
shown that impurities significantly affect the radiation
stability of defect parameters introducing deep levels in
the silicon band gap. In the majority of publications
[1−6], this fact has been explained by competition of
the following two mechanisms operative under irradia-
tion: (i) the conversion of a fraction of electrically inac-
tive impurity atoms to an electrically active state (chan-
nel 1) and (ii) an enhancement of the escape of primary
radiation defects [vacancies (V) and self-interstitials
(I)] to additional sinks (channel 2) in the doped mate-
rial; the interfaces between the impurity microinclu-
sions and the matrix may function in the capacity of the
sinks mentioned above.

It is worth noting that a decrease in the concentra-
tion of radiation-produced compensating centers (as a
result of the realization of channels 1 and 2) and a
simultaneous increase in the concentration of compen-
sating impurity centers (as a result of the realization of
channel 1) in the course of irradiation are not the pri-
mary factors behind the decrease in the carrier removal
rate in the doped silicon with deep-level centers. The
use of this idea for solving the problem of radiation sta-
bility (with respect to electrical conductivity) of the
doped material should be justified, because the mecha-
nism of increasing the radiation resistance of material
with deep-level centers has not been completely clari-
fied so far. This is due to inadequate insight into the
behavior of impurities in silicon with deep-level centers
after thermal diffusion in relation to the cooling rate,
repeated thermal treatment, and the effect of penetrat-
ing radiation. It is noteworthy that each of the afore-
mentioned factors affects the mobility and concentra-
tion of charge carriers (the compensation factor) and
also the conditions of their recombination. This gives
1063-7826/01/3503- $21.00 © 20302
rise to significant changes in the volume-gradient phe-
nomena caused by nonuniform distribution of the main
and technology-induced impurities in compensated sil-
icon [7, 8]. Each microregion has a positive or negative
potential with respect to the adjacent region, depending
on the compensation factor; i.e., a random electric
potential, which significantly affects the charge-carrier
transport, emerges in the bulk of the crystal. However,
in spite of this, there have been no purposeful investiga-
tions into the role of the charge-carrier concentration
gradient and the electrical-conductivity nonuniformity
in the radiation stability of electrical properties of com-
pensated material with deep-level centers.

The objective of this study was to identify the pro-
cesses responsible for the radiation stability of electri-
cal properties of compensated silicon.

Compensated silicon with deep-level centers was
obtained by exposing the samples to two kinds of radi-
ation, differing by the properties of the defects they
generated in the material. More specifically, we used
nuclear-reactor neutrons (samples of type 1) and 60Co
gamma-ray quanta (samples of type 2); i.e., compen-
sated silicon was obtained by compensation with radi-
ation defects. Thereby, both channels of the impact of
irradiation were eliminated in the samples of type 2 (the
agglomerations of impurity atoms giving rise to deep-
level centers necessary for realization of channels 1 and
2 were absent in the samples). In the samples of type 1,
channel 1 was eliminated, and channel 2 was operative
(there were the disordered regions required for the real-
ization of channel 2 in the samples).

As an initial material, we used Czochralski-grown
n-Si:P crystals with ρ ≈ 3 Ω cm and a dislocation den-
sity of ~104 cm–2. Various degrees of micrononunifor-
mity in electrical conductivity were accomplished by
varying (i) the degree of impurity compensation and
(ii) the electrical conductivity of silicon using irradia-
001 MAIK “Nauka/Interperiodica”
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tion with fast neutrons (samples of type 1) or with
gamma-ray quanta (samples of type 2). In this situa-
tion, the compensation factor K = NRD/n (where NRD is
the concentration of compensating radiation defects
and n is the average concentration of the majority
charge carriers) was equal to 0.2–0.9 for the samples of
types 1 and 2. Parameters of the samples are listed in
the table. We calculated the spatial sizes (r) and ampli-
tudes (∆0) of fluctuation in relation to the radiation-
defect concentration in silicon using the following
known formulas [9]:

Here, e is the elementary charge, and χ is the dielectric
constant. The difference in the charge-carrier concen-
tration between the high-resistivity (nmax) and low-
resistivity (nmin) regions was also calculated using the
known formulas [10]

As can be seen from the table, partially compensated
samples (of types 1 and 2) with various degrees of
micrononuniformity in electrical conductivity were
obtained by irradiation with neutrons and gamma-ray
quanta. As the concentration of radiation defects
increases, the spread in the concentration of charge car-
riers δ and the amplitude ∆0 and spatial size r of fluctu-
ations increase, whereas the charge-carrier mobility µ
decreases.

For the sake of comparison, we also studied refer-
ence silicon samples that were not first irradiated and
had an electrical conductivity similar to the n-Si:P crys-
tals (the samples of type 3).

The initial (10%) charge-carrier removal rate
(∆n/Φ) under irradiation with gamma-ray quanta with
a dose rate of ~2000 R/s was studied using the Hall-
effect and resistivity measurements.

r NRD( )1/3/n2/3, ∆0 e2χ( ) NRD( )2/3/n1/3.= =

δ 2 nmax nmin–( )/ nmax nmin+( ).=
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Figure 1 shows the dependences of the initial car-
rier-removal rate in the gamma-irradiated silicon upon
the initial charge-carrier concentration (before the
gamma-ray irradiation). The experimental results
obtained are satisfactorily described by the following
dependences:

 for the samples of type 1, (1)

 for the samples of type 2, (2)

 for the samples of type 3, (3)

∆n/Φ 3 10 20– n×=

∆n/Φ 5 10 15– n0.66×=

∆n/Φ 4.2 10 11– n0.4×=

10–4

2

∆n/Φ, cm–1

n, 1014 cm–3

8

6

4

2

10–5

4 6 8 10 20

1

2

3

Fig. 1. Dependences of initial rate of the charge-carrier
removal as a result of irradiation with 60Co gamma-ray
quanta on the initial charge-carrier concentration in the
compensated Si samples obtained by irradiation with
(1) fast neutrons and (2) gamma-ray quanta, and (3) in the
reference sample.
Parameters of the samples of types 1 and 2 at T = 300 K

The sample type Resistivity,
ρ,  Ω cm

The charge-
carrier 

mobility,
µ, cm2/(V s)

The charge-
carrier concent-
ration, n, cm–3

The com-
pensation
factor, K

The relative
spread in the
charge-carrier
concentration,

δ, %

The fluctuation
amplitude,

∆0, eV

The spatial
size of fluctua-
tion, r, 10–5 cm

Unirradiated sample 2.8 1500 1.5 × 1015 13

The sample of type 1
(irradiated with neutrons)*

4.6 1500 8.5 × 1014 0.43 23 0.0053 0.97

12 1390 3.7 × 1014 0.75 54 0.022 2.00

32 1150 1.7 × 1014 0.87 117 0.031 3.54

The sample of type 2
(irradiated with gamma-ray 
quanta)

3.7 1400 1.2 × 1015 0.2 16 0.0060 0.59

8.5 1270 5.8 × 1014 0.61 35 0.016 1.40

16 1000 3.9 × 1014 0.74 51 0.021 1.94

33 900 2.1 × 1014 0.85 95 0.029 3.08

* The influence of disordered regions was not taken into account when calculating the amplitude and spatial size of fluctuations and also
the spread of concentration in the samples of type 1.
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where n is the initial electron concentration (at T =
300 K).

When expressions (1)–(3) are used, it is necessary to
take into account that they are valid in the concentration
range of 1014–2 × 1015 cm–3. It is noteworthy that the
results obtained for the samples of type 3 are virtually
identical to those reported previously [11].

As can be seen from Fig. 1, the initial carrier-
removal rate ∆n/Φ for the samples of type 1 is signifi-
cantly lower than for the samples of type 2 with an
identical charge-carrier concentration; this may be
attributed to an enhanced escape of the primary radia-
tion defects to sinks (disordered regions) [12–14]. It is
also evident that the value of ∆n/Φ is much smaller in
compensated samples (straight lines 1 and 2) than in the
reference Si sample (straight line 3); furthermore, ∆n/Φ
decreases with the increasing compensation factor in
the samples of types 1 and 2. In order to explain this
fact, we suggest a barrier model (Fig. 2). The essence
of this model is in the following.

With modern methods of growing silicon crystals,
low-resistivity (n+) and high-resistivity (n) regions are
formed in the crystals’ bulk as a result of the nonuni-
form distribution of main dopants (phosphorus or
boron). A nonuniform compensation of electrically
active impurities occurs in the irradiated samples owing
to an initial nonuniform distribution of impurities (in the
case under consideration, phosphorus) even if the com-
pensating radiation defects are distributed uniformly.
Furthermore, as the compensation factor increases (see
table), the magnitude of differences between the
charge-carrier concentrations in the above regions
increases. The presence of contacts between the n+- and
n-regions leads to the emergence of a potential barrier
(∆0). We assume, first, that the centers with levels at
Ec – 0.18 eV (the A centers), Ec – 0.23 eV (divacancies),
Ec – 0.34 eV, and Ec – 0.44 eV (the E centers) are
formed as a result of impurity compensation in the sil-

∆0

EF
E1

E2

Ec

Eυ

n+ n

(b)(a)

∆

EF
E1
E2

n+ n

Eυ

Fig. 2. Models of inhomogeneous n+- and n-regions formed
in n-Si:P compensated by radiation defects (a) before and
(b) after repeated gamma-ray irradiation. E1 = Ec – 0.34 eV
and E2 = Ec – 0.44 eV.

Ec
icon samples of types 1 and 2 [15]. Second, we assume
that the Fermi level in the n+ region is located between
the energy levels at Ec – 0.34 eV and Ec – 0.44 eV; i.e.,
the energy levels of the A center and divacancy are
located above the Fermi level, so that these levels are
completely ionized. As for the centers with levels at
Ec − 0.34 eV and Ec – 0.44 eV, they are filled with elec-
trons because of their location in reference to the Fermi
level. In the n region, the Ec – 0.34 eV level is partially
ionized, whereas the center with the level at Ec – 0.44 eV
is occupied with electrons (Fig. 2a).

As a result of gamma-ray irradiation (at the initial
stages), the n regions of the crystals (of types 1 and 2)
acquire higher resistivity, whereas the n+ regions virtu-
ally do not respond to compensation and remain as
highly resistive as they were before irradiation; i.e., the
height of the potential barrier between the n+ and n
regions increases ∆0  ∆, owing to a significant dif-
ference between the compensation factors in the n+ and
n regions. In the case under consideration, the A centers
and divacancies are not involved in the charge-carrier
removal, because the Fermi level EF is located at EF >
Ec – 0.23 eV (Fig. 2). An increase in the barrier height
∆0  ∆ leads to an increase in the concentration of
ionized centers with Ec – 0.34 eV in the n region and,
correspondingly, to a decrease in the occupancy. Elec-
trons released as result of the ionization of the centers
with Ec – 0.34 eV in the n regions are captured by deep-
level radiation defects with the level at Ec – 0.44 eV.
The charge-carrier concentration in the conduction
band of nonuniform (compensated) material remains
almost unchanged as the irradiation dose increases,
until the concentration of electrons released as a result
of ionization of the level at Ec – 0.34 eV in the n regions
becomes equal to the concentration of radiation defects
formed. In the case under consideration, this occurs in
the course of gamma-ray irradiation; i.e., as long as the
Fermi level position in the low-resistivity n+ region
does not change significantly, because it is the n+ region
which mainly conducts current in such a nonuniform
material [16].

Thus, a decrease in the charge-carrier removal rate
under the effect of gamma-ray irradiation can be
largely explained by the radiation-induced enhance-
ment of fluctuation barriers between the low- and high-
resistivity regions and by an enhanced escape of a frac-
tion of the vacancy V and interstitial I radiation defects
to sinks in compensated silicon with deep-level centers.
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Abstract—A unified methodical approach to investigate the transport phenomena in semiconductors is formu-
lated. Various recombination models used in studying the transport phenomena and the establishment of equi-
librium in semiconductor structures are analyzed. New expressions describing the recombination processes
under the steady-state conditions in arbitrary temperature fields are derived. The recombination process in the
hot-carrier theory used when the temperatures of the charge carriers and phonons do not coincide was analyzed.
Manifestations of the quasi-neutrality condition in thermodynamic equilibrium and transport phenomena are
studied. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In connection with a broad interest in transport phe-
nomena in semiconductors and semiconductor struc-
tures, researchers often have to deal with nonequilib-
rium charge carriers. These may appear owing to vari-
ous factors, more specifically, to the injection of
majority or minority charge carriers, illumination with
photons with energies higher than the band gap (photo-
effect), etc. It has been shown recently that the emer-
gence of nonequilibrium charge carriers affecting the
charge transport is possible even in the approximation
linear in the temperature and electric fields and is
related to the redistribution of charge carriers in these
fields [1]. The nonequilibrium-carrier recombination in
the sample plays an important role in the above prob-
lems. The concentration of these carriers is defined by
the following well-known continuity equations:

(1)

Here, n = n0 + δn and p = p0 + δp are the electron and
hole concentrations, where δn and δp are the concentra-
tions of nonequilibrium charge carriers; jn and jp are the
partial current densities of electrons and holes; gn and
gp are the external-generation rates; and Rn and Rp are
the carrier-recombination rates. In turn, the recombina-
tion rate Rn, p = rn, p –  is defined by the difference
between the rates of two competing processes: the
capture of charge carriers rn, p and their thermal gener-
ation .

∂n
∂t
------ gn

1
e
---div jn Rn,–+=

∂p
∂t
------ gp

1
e
---div jp– Rp.–=

gTn T p,

gTn T p,
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It is clear that the system of Eqs. (1) is generally
incomplete and should be supplemented with the Pois-
son equation

(2)

where E is the electric-field strength in a semiconduc-
tor, ρ is the space-charge density, and e is the semicon-
ductor permittivity.

In order to be able to use the system of Eqs. (1) and
(2), we should specify the dependences of partial cur-
rents, the space-charge density, and the recombination
rates on the nonequilibrium-carrier concentration.
Unfortunately, in a great many publications devoted to
these problems, there are the cases of incorrectness
and, frequently, obvious errors; these fallacies are
caused by the recombination itself [the terms Rn and Rp
in Eqs. (1)] often described by the incorrect expressions

where τn and τp are the lifetimes of nonequilibrium
charge carriers and are parameters of the semiconduc-
tor under consideration [2–7]. However, since the con-
dition for the total-current continuity divj = 0 should be
satisfied under the static conditions, an additional con-
dition δn/τn = δp/τp arises; the latter condition does not
follow from any physical concepts and is difficult to
interpret. In certain cases (see, for example, monograph
[2]), this condition is used to reduce the number of vari-
ables, which is completely wrong. Sometimes, this
condition is also considered as an expression relating to
the lifetimes of charge carriers [3]. The latter approach
is not physically meaningful and, in addition, is hardly
constructive, because the carrier lifetimes no longer
constitute the semiconductor parameters; rather, the

divE
4π
e

------ρ,=

Rn δn/τn, Rp δp/τ p,= =
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lifetimes are functions of the nonequilibrium-carrier
concentrations that, in turn, should be determined,
which leads to considerable mathematical difficulties.

Another approach based on the assumption that Rn =
Rp = δp/τp, where δp and τp are the concentration and
lifetime, respectively, of the nonequilibrium minority
carriers, is widely accepted [8]. In this case, the condi-
tion for the total-current continuity is identically satis-
fied; however, another basic contradiction takes place.
This contradiction becomes especially evident if we
consider a majority-carrier injection. Physically, it is
obvious that the injected nonequilibrium majority car-
riers recombine. At the same time, formally, the recom-
bination rate is equal to zero because there are no non-
equilibrium charge carriers (δp = 0).

The problem is appreciably complicated if the tem-
perature distribution in the sample is nonuniform (i.e.,
the temperature is coordinate-dependent). As a result, it
becomes unclear from which value the nonequilibrium-
carrier concentration is measured (i.e., what is meant
by the quantities n0 and p0). A method for overcoming
this difficulty has been suggested recently [9]; however,
this method is rather artificial and is applicable only in
the case of the known (fixed) temperature field.

Another problem is related to Poisson equation (2).
Even when calculating the built-in electric fields that
appear in inhomogeneous materials and semiconductor
structures under the equilibrium conditions, the space
charge is often described by expressions that are appli-
cable to the analysis of only certain particular cases,
without specifying the general applicability domain of
the approximation used. In general, this issue remains
poorly studied. Such a situation is even more wide-
spread when one deals with nonequilibrium conditions.

We believe that all the above errors and inaccuracies
are caused by this scope of phenomena not having been
described from the standpoint of general concepts in
either of the available monographs (or reviews). Some-
times, the correct starting expressions are written out,
and then unjustified and uncontrolled approximations
are used. An example of this type is provided by the
wide-spread statement that the nonequilibrium concen-
trations of electrons and holes are equal to each other at
each point of the sample in the case of band-to-band
recombination [2].

We believe that it is expedient to consistently
describe the procedure for determining the nonuniform
equilibrium and nonequilibrium concentrations of the
charge carriers in terms of the simplest models. We
emphasize first of all that the majority of inferences
(however, not all of them) presented below may be
found in monographs, reviews, and papers published in
journals. However, a correct consideration of one of the
factors in the aforementioned publications is accompa-
nied by the neglect of other factors that affect the stud-
ied effect to the same extent.
SEMICONDUCTORS      Vol. 35      No. 3      2001
2. THERMODYNAMIC EQUILIBRIUM

It is convenient to start the construction of a com-
pletely self-consistent general procedure for solving
the charge-transport problems by considering the sim-
plest situation; i.e., the state of thermodynamic equilib-
rium. Henceforth, we restrict ourselves to linear analy-
sis in order to avoid mathematical difficulties.

Thus, let us assume that we consider an arbitrary
homogeneous semiconductor, in which the electron
and hole concentrations are equal to n0 and p0, respec-
tively. Since we usually have n0 ≠ p0, there is also a

charge of electrons that have the concentration  and
are bound by ionized impurity centers. The total impu-
rity-center concentration is equal to Nt. The sample is

neutral at each point (n0 +  – p0 = 0); consequently,
there is no built-in field. The temperature distribution in
the sample is also uniform (T0 = const). The chemical-

potential levels for electrons  and holes  are con-

stant in space (  = const) and coincide with each

other (  = –εg – , where εg is the semiconductor
band gap); i.e., as should follow from the condition for
thermodynamic equilibrium, the electrochemical-
potential level remains unchanged in space and is com-
mon to all charge-carrier subsystems.

The situation in an inhomogeneous semiconductor
may be described on the basis of above-outlined initial
state of a homogeneous semiconductor. For the sake of
definiteness, we assume that the inhomogeneity is
caused by nonuniform doping; i.e.,

We now conceptually partition the sample into thin lay-
ers isolated from each other (so that drain of the charge
carriers is impossible). After the introduced impurities
have been ionized, the “equilibrium” charge-carrier
concentrations are established in each such layer; these
concentrations are identical to those in a massive
homogeneous sample with the same impurity concen-
tration in the entire volume of the sample. We denote
these “equilibrium” concentrations as

,

correspondingly, the chemical potentials are defined by

Since electrons and holes are in equilibrium with one
another in each layer, their chemical-potential levels
coincide; i.e.,

However, the chemical potentials are now spatially
nonuniform; i.e., ∇µ n, p ≠ 0, so that there is no thermo-
dynamic equilibrium between the layers. Nevertheless,

nt
0

nt
0

µn
0 µp

0

µn p,
0

µn
0 µp

0

Nt x( ) Nt
0 δNt x( ).+=

n0 x( ) n0 δn x( ), p0 x( )+ p0 δp x( )+= =

µn p,
0 x( ) µn p,

0 δµn p, x( ).+=

µn
0 x( ) εg– µp

0 x( ).–=
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since the charge carriers have not yet been drained off,
there is no space charge in the semiconductor.

If we now “join” the layers under consideration, the
charge carriers flow from one layer to another, this
being accompanied by the emergence of a built-in elec-
tric field and with the leveling-off of the electron and
hole electrochemical potential. The state of thermody-
namic equilibrium of an inhomogeneous system under
consideration is characterized by a new charge-carrier
distribution

as a result, a built-in electric field with the potential
ϕ(x) comes into existence in the semiconductor. The
chemical-potential level of electrons and holes changes
and becomes

however, this level still satisfies the relation

and is not spatially constant, whereas the electrochem-
ical-potential gradient is equal to zero ∇  = 0

[  = µn, p ϕ(x)].

We note that, in fact, the transient process of the
equilibrium establishment differs generally from the
above-outlined scheme, because the duration of the
establishment of equilibrium in each layer (this dura-
tion is on the order of the lifetime of nonequilibrium
charge carriers in the semiconductor under consider-
ation) much exceeds the Maxwell time during which
the carriers flow from one layer to another. Thus, the
flow of the charge carriers from one layer to another
responds adiabatically to their generation, which is the
source of nonequilibrium charge carriers in the case
under consideration; i.e., these processes occur simul-
taneously, and it is impossible to physically separate
the two stages of the transient process. In contrast,
when the inhomogeneity is formed by bringing a fairly
thin semiconductor into contact with another material,
the transfer of the charge carriers under the effect of the
difference between the thermodynamic work functions
of the two contacting materials becomes the primary
process. Formation of the common chemical-potential
level sets in only at the next stage. Nevertheless, the
above-outlined procedure (albeit artificial and concep-
tual) for partitioning the transient process into several
stages, which imply the existence of equilibrium with
respect to one of the factors at each of the stages, is
rather productive. This procedure makes it possible to
solve certain problems of analyzing the transport pro-
cesses [9, 10] and to gain better insight into the special
features of formation of the equilibrium state (for
example, the variation of the total number of charge
carriers in a heterojunction structure [11]).

Physically, the commonness (but in general not the
constancy) of the charge-carrier chemical potential

n x( ) n0 x( ) δn1 x( ), p x( )+ p0 x( ) δp1 x( )+= =

µn µn
0 x( ) δµn' x( ), µp+ µp

0 x( ) δµp' x( ),+= =

µn x( ) εg– µp x( )–=

µ̃n p,

µ̃n p,  e+−
(µn = –εg – µp) implies that the rate of charge-carrier
capture by impurity centers (or the rate of band-to-band
recombination) is equal to the rate of the carriers’ ther-
mal generation. Thus, it is assumed that the recombina-
tion rate in the sample is equal to zero; this rate depends
on the concentrations of all types of particles involved
in a recombination event.

Thus, for the state of equilibrium, we have

(3)

(4)

The third equation is, in fact, the condition for the bal-
ance of particles at the impurity levels. Under static
conditions, this condition is given by

(5)

We call attention to the fact that Eq. (5), formulated
on the basis of considering the balance of particles at an
impurity level, also ensures the identical fulfillment of
the requirement imposed on any static charge transport
divj = 0; this requirement follows from the Maxwell
equations.

It can be easily seen that Eqs. (3)–(5) are not linearly
independent if there is thermodynamic equilibrium;
however, we have the condition for the vanishing of the
charge-carrier partial currents jn = jp = 0 instead of one
of those equations. We note that this condition is simply
the condition (reformulated in terms of partial currents)
for the constancy of the electrochemical potential.

The fourth equation, closing the system of equations
with the four unknowns under consideration, is Poisson
Eq. (2). It is this system of equations that represents the
most general formulation of the problem of thermody-
namic equilibrium in an inhomogeneous semiconduc-
tor.

This problem allows an evident transition to a uni-
form semiconductor. In fact, if the sample is homoge-
neous, there is neither an electric field nor space charge
(E = 0 and ρ = 0), the Poisson equation is fulfilled iden-
tically, and the system consists of only three equations
with the three unknowns n, p, and nt; i.e., this passage
to the limit leads, as before, to the correct mathematical
formulation of the problem.

If the concentration of charges at the impurity levels
nt is also known (specified), the number of variables
and equations are further reduced to two. Self-consis-
tency of such a passage is caused by the condition
Rn(n, p, nt) = Rp(n, p, nt) being satisfied identically for a
correctly specified concentration of charges at the
impurity levels, at least for the equilibrium (sought-for)
charge-carrier concentrations, and there is no overde-
termination in the system of equations.

Finally, we study the outlined passage in the fre-
quently used approximation of quasi-neutrality [12].
We assume that the characteristic parameters of the
problem (in this case, these are the dimensions of the
sample) are much larger than the Debye screening

Rn n p nt, ,( ) 0,=

Rp n p nt, ,( ) 0.=

Rn n p nt, ,( ) Rp n p nt, ,( ).=
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radius rD of the majority charge carriers. In this case,
we may assume that δp = 0; thus, the Poisson equation
becomes redundant. If, as was mentioned above, we
employ the widely used assumption that the charge
concentration at the impurity levels is unchanged (we
present the corresponding criteria in Section 4), the
quasi-neutrality condition is reduced to the equality
δn = δp. On the other hand, the commonness of the
chemical-potential level (i.e., the absence of recombi-
nation) requires that δµn = –δµp or, for a nondegenerate
semiconductor, δp = –(p0/n0)δn. The latter means that,
in a monopolar semiconductor (for example, in an
n-type one where n0 @ p0), the space charge of the
minority charge carriers may be disregarded. However,
in view of the quasi-linearity condition, this means that
the majority charge carriers do not form the space
charge as well (δn = 0). Similarly, for an intrinsic semi-
conductor, the consistency of the conditions for quasi-
neutrality and for the commonness of the chemical-
potential level is possible only if δn = δp = 0. In other
words, for any semiconductor, quasi-neutrality in equi-
librium means that the charge-carrier concentration is
invariant under any external effect (for example, if a
polarizing field is applied or a solid-state structure is
formed). This inference can be easily understood phys-
ically. Actually, any such effect which leaves the sys-
tem in the state of equilibrium (i.e., does not give rise
to a current) and does not affect the charged-impurity
concentration is bound to be screened at a distance on
the order of the Debye radius; i.e., in the approximation
under consideration (L @ rD), the screening is due to the
surface charges.

3. HOT CHARGE CARRIERS
IN A HOMOGENEOUS SAMPLE

As an example of a more complex situation, we con-
sider a homogeneous bipolar semiconductor, in which
uniform heating of one of the subsystems (for the sake
of definiteness, the electron subsystem) occurs. Such a
situation may occur under exposure of a semiconductor
to low-absorption light with photons that have energies
lower than the band gap, in which case the free-carrier
absorption is dominant.

In this example, as in the case of thermodynamic
equilibrium, there is neither a total current (the circuit
is open) nor are there partial currents of charge carriers.
However, there is an energy nonequilibrium: due to the
heating of electrons, their temperature (Te) differs from
the temperature of holes (Th) and phonons (we assume
that the hole and phonon temperatures are equal); thus,
Te ≠ Th = T0.

We consider the process of establishing the steady
state consequently (in two stages).

At the first stage, the concentration of the electron
gas remains unchanged under heating; however, the
chemical-potential level changes (as a result of its
explicit dependence on temperature) but remains uni-
SEMICONDUCTORS      Vol. 35      No. 3      2001
form owing to the uniformity of heating. In the linear
approximation, this change is equal to

The chemical-potential level of the holes remains
unchanged in this situation; i.e., the chemical-potential
levels of electrons and holes split as

However, splitting the chemical-potential levels means,
in turn, that there is recombination, which ultimately
forms the chemical-potential level common to both
electrons and holes µn(Te) = –εg – µp(T0). In fact, if we
have a spatially uniform and static situation with the
absence of external generation, Eqs. (1) are reduced to
the equalities Rn = 0 and Rp = 0, which occurs only if
the chemical-potential levels coincide for two types of
charge carriers. We note that, generally, both chemical
potentials change; i.e.,

In other words, an energy nonequilibrium gives rise to
nonequilibrium in the concentration as a result of
recombination.

Mathematical analysis of the situation under consid-
eration is similar to the consideration of thermody-
namic equilibrium in a homogeneous sample, except
for the fact that, in the model of a specific recombina-
tion mechanism, the relevant expression should be
derived for the recombination rate. This rate is a func-
tion not only of the charge-carrier concentration but
also of the temperatures of the holes (of the lattice) and
electrons. The latter is caused by an explicit tempera-
ture dependence of the cross sections for the charge-
carrier capture by impurities or by each other.

As a result, in order to describe the case of uniform
heating under consideration, we use a system of four
equations; these include the equations

an equation for the concentration of occupied impurity
levels nt; and a condition for electroneutrality (i.e., the
Poisson equation for a homogeneous material). One of
these equations results from the other three, which
ensures the solvability of this system of equations (we
emphasize that we have just three independent vari-
ables: n, p, and nt).

We draw attention to the fact that, as in the previ-
ously considered situation, the expressions for the
recombination rates Rn(n, p, nt; Te, T0) and Rp(n, p, nt;
Te, T0) generally differ; i.e., the above representation
does not include the identity Rn ≡ Rp. However, if we
eliminate nt using the electroneutrality condition or an
equation for the impurity level (this equation is reduced

δµn µn
0 Te T0–( )/T0,   µn' Te( ) µn

0 δµn+=( ).=

µn' Te( ) εg– µp
0 T0( ).–≠

µn Te( ) µn' Te( ), µp T0( ) µp
0 T0( ).≠≠

Rn n p nt; Te T0,, ,( ) 0, Rp n p nt; Te T0,, ,( ) 0,= =
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exactly to the condition Rn = Rp under static condi-
tions), we return to the identity

which is in complete conformity with the condition for
continuity of the total current divj = 0.

It should be remembered that we consider the
charge-carrier temperatures as given. Otherwise, it is
necessary to add the thermal-balance equation.

Further simple calculations show that, as was men-
tioned above, energy nonequilibrium results (if there is
a temperature dependence of the capture cross sections)
in a shift of the state of dynamic equilibrium between
the processes of capture and inverse thermal genera-
tion, thus changing the charge-carrier concentration.
This effect has been considered in detail recently [13];
therein, the conditions under which the effect is most
pronounced or is negligible have been analyzed.

4. THE PHENOMENA OF TRANSPORT
OF NONEQUILIBRIUM CHARGE CARRIERS

We come now to a consideration of the situation
when the current flows, with the nonequilibrium charge
carriers being present in the semiconductor. We assume
that the charge transport is not accompanied by the
heating of the sample; i.e., we assume that the temper-
ature is constant throughout the semiconductor and is
equal to its equilibrium value T0. We first analyze the
situation when the nonequilibrium state is not related to
generation (i.e., when there is no external bulk genera-
tion of nonequilibrium charge carriers, e.g., with light).
However, a surface generation or injection of charge
carriers may exist, which should be taken into account
by introducing the relevant terms into the boundary
conditions. We note that the correct formulation of the
boundary conditions with allowance made for the cur-
rent is very important in order to adequately describe
the kinetic phenomena in bounded semiconductors.
This problem is discussed in the last section of this
paper.

In what follows, we restrict ourselves to the analysis
of the static charge transport (when the nonequilib-
rium-carrier concentration is time-independent),
because it is under these conditions that the contradic-
tions in the conventional description of kinetic effects
manifest themselves most clearly. In order to avoid
mathematical difficulties, we perform the consideration
in the linear approximation, although the approach out-
lined below is applicable also to a general nonlinear
case. It can be used to construct a correct model of non-
linear charge transport for numerical simulation.

Henceforth, we use the symbol “δ…” to denote the
deviations of the corresponding quantities from their
equilibrium values (indicated by the subscript “0”).

Rn n p nt; Te T0,, ,( )
≡ Rp n p nt; Te T0,, ,( ) R n p; Te T0,,( )≡
The system of equations describing the situation
under consideration is written as

(6)

(7)

(8)

This system of equations is complete because we have
four independent equations for four unknowns n, p, nt,
and ϕ.

We emphasize two circumstances. First, in Eq. (8),
the space charge ρ is generally a function of not only
the charge-carrier concentrations n and p but also of the
impurity-charge concentration nt, which may vary
when the current flows. Second, we once again draw
attention to the fact that equality (7) is an equation for
the concentration of electrons at the impurity level nt.
After elimination of the latter, equality (7) transforms
into an identity in complete conformity with the equa-
tion for the charge continuity divj = 0.

We now assess the role of the nonequilibrium
charge of trapped charge carriers in the formation of
nonequilibrium space charge and the criteria for disre-
garding the quantity nt. To this end, we eliminate nt

from Eqs. (6)–(8) choosing the Shockley–Read model
for recombination [14]. According to this model, the
rate of electron capture by an impurity level and the rate
of the inverse process (thermal generation) are given,
respectively, by

(9)

and the electron-recombination rate is equal to Rn =
rn − gnT, where Nt is the total concentration of the impu-
rity states (in order to avoid confusion, we remind the
reader that, in the model under consideration, nt is the
concentration of occupied impurity states), αn is the
capture coefficient for electrons, and n1 is the parameter
characterizing the impurity level and, physically, repre-
sents the electron concentration which would take
place should the Fermi level in the semiconductor coin-
cide with the impurity level.

Similarly, for holes we have

(10)

Substituting expressions (9) and (10) into Eq. (7)
and using the linear approximation, we obtain the fol-
lowing expression for the concentration of occupied
impurity states:

Here,

(11)

div jn eRn n p nt, ,( ), div jp eRp n p nt, ,( ),–= =

Rn n p nt, ,( ) Rp n p nt, ,( ),=

divE 4πρ n p nt, ,( ).=

rn αnn Nt nt–( ), gnT αnn1nt,= =

rp α pnt p, gpT α p1 Nt nt–( ).= =

δnt aδn bδp.+=

a
αnn1Nt

n0 n1+( ) αn n0 n1+( ) α p p0 p1+( )+[ ]
-----------------------------------------------------------------------------------------,=
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(12)

As a result, we have Rn = Rp = δn/τn + δp/τp, with
τn/τp = n0/p0. We emphasize once again that the quanti-
ties τn and τp are not strictly speaking the lifetimes of
charge carriers even in the linear approximation,
although these quantities have the dimension of time.

It can be easily recognized that τn @ τp in an n-type
semiconductor and τp @ τn in a p-type semiconductor.
Thus, in a monopolar semiconductor and in situations
close to quasi-linearity (δn ≈ δp), the recombination
rate is actually defined by the characteristic (“lifetime”)
of minority charge carriers. In an intrinsic semiconduc-
tor, the parameters τn and τp are equal to each other.
However, these parameters physically represent the
doubled lifetime of electron–hole pairs only in the case
of quasi-neutrality. If there is no quasi-neutrality, we
cannot use the term lifetime even for an intrinsic semi-
conductor if δn ≠ δp. As can be easily verified by ana-
lyzing expressions (11) and (12), in the case of an
n-type semiconductor (n0 @ p0) and high temperatures
(when the quasi-Fermi levels of electrons and holes are
distant from the impurity level, which means that the
donor level is completely ionized), we have

(13)

Similarly, for a p-type semiconductor (p0 @ n0) and at
high temperatures, we have the inequality

(14)

so that the concentration of nonequilibrium trapped
charge carriers δnt may be again neglected.

The situation changes if temperatures are low or if
there is a fairly high concentration of deep impurity lev-
els located in the vicinity of the midgap, i.e., in the
vicinity of the Fermi level in an intrinsic semiconductor
at equilibrium. In this case, the concentration δnt is
comparable (to an order of magnitude) to the concen-
tration of nonequilibrium charge carriers and should be
taken into account in the Poisson equation. In other
words, if the quasi-Fermi levels of electrons and holes
are located far away from the impurity level when the
current flows, the system of Eqs. (6)–(8) can be simpli-
fied by ignoring the variation in the bound-charge con-
centration; thus, we have

(15)

(16)

Both the space charge and the recombination rate
depend now only on the concentrations of nonequilib-
rium mobile charge carriers δn and δp. The equation for
the impurity level (7) is in this case an identity and, nat-
urally, is eliminated from the system of equations.

We also note that, if in a specific problem we have,
in addition, δp ! δnt, we should drop δp in the Poisson
equation (16), in the expression for the charge density

b
α pn0Nt

n0 n1+( ) αn n0 n1+( ) α p p0 p1+( )+[ ]
-----------------------------------------------------------------------------------------.=

1 @ a @ b,  i.e.  δnt ! δn.

1 @ b @ a,

div jn eR n p,( ), div jp eR n p,( ),–= =

divE 4πρ n p,( ).=
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ρ(n, p), in order to avoid exceeding the accuracy; i.e.,
we should assume that ρ = ρ(n).

This system of equations can be further simplified if
the conditions for quasi-neutrality are satisfied; i.e., if
the characteristic parameters of the problem much
exceed the Debye radius. In general, especially in the
nonlinear case, we have to verify the obtained solutions
because the characteristic parameters of the problem
may depend on, e.g., an applied field and, consequently,
on the nonequilibrium concentrations and may become
comparable to the Debye radius in strong fields.

In the quasi-neutrality approximation, we have δρ = 0.
In view of conditions (13) and (14), the concentrations
of the nonequilibrium electrons and holes coincide:
δn = δp; thus, the Poisson equation becomes redundant
and may be subsequently used to validate the solution
obtained:

finally, the charge transport is described by two equa-
tions for δn = δp and ϕ:

(17)

5. KINETIC PHENOMENA UNDER CONDITIONS 
OF CHARGE-CARRIER GENERATION

As was already mentioned, the consideration sug-
gested above is applicable if there is no external charge-
carrier generation (photogeneration). In order to take
into account this generation, we have to repeat all the
above-outlined reasoning [starting with Eqs. (1)],
retaining, however, the terms gn and gp.

It is worth noting that, in general, the generation
rates for electrons and holes may differ even under
static conditions (for example, if we deal with the
impurity absorption of light, as a result of which only
one type of charge carriers are generated). In turn, in
the static situation, the recombination rates may also
differ, because the equality Rn – Rp + G = 0, where G ≡
gn + gp, must be satisfied in order to meet the condition
for the current continuity divj = 0. As before, the latter
equality represents a kinetic equation for impurity lev-
els in the static situation. After the concentration of
bound charges nt has been eliminated, the system of
equations describing the static flow of current under
conditions of constant external generation of charge
carriers has the following form:

(18)

(19)

(20)

divδE ! 4π δp δn–( )/e;

div jn eR n p,( ), div jp eR n p,( ).–= =

1
e
---div jn βngn βpgp R n p,( ),+ +=

1
e
---div jp– βngn βpgp R n p,( ),+ +=

divE 4πρ n p gn gp–, ,( ).=
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We emphasize that, in contrast to Eqs. (1), the
“effective” generation rates

,

which appear in Eqs. (18) and (19), coincide irrespec-
tive of the values of true generation rates gn and gp. This
circumstance ensures that the conditions for the conti-
nuity of the total current are satisfied identically for any
concentrations of nonequilibrium charge carriers and
for the arbitrary rates of their generation.

The coefficients βn and βp in Eqs. (18) and (19) are
specified by the recombination mechanism. For exam-
ple, βn = βp = 1/2 for the band-to-band recombination,
whereas, for the Shockley–Read model of recombina-
tion, we have

(21)

In all the cases, the relationship βn + βp = 1 is valid.

We draw attention to the fact that, in the static situ-
ation, the generation-related terms also appear in the
Poisson equation but only in the form of the difference
between the generation rates of electrons and holes.
Physically, this is clearly evident; in fact, a variation in
the concentration of occupied impurity states (i.e., the
emergence of space charge caused directly by photoge-
neration) may occur only if the generation rates of elec-
trons and holes differ.

For the band-to-band generation, we have gn ≡ gp = g
and βn = βp, so that the charge-transport equations have
the following well-known form:

(22)

(23)

We would like to attract attention to the following
circumstance. It is often assumed in various publica-
tions (see, for example [2]) that the concentrations of
nonequilibrium charge carriers are always equal to each
other (δn = δp) in the cases of band-to-band recombi-
nation and generation. However, this assumption by no
means follows from Eqs. (22) and (23). In fact, if the
generation rates for electrons and holes (like the rates
of their recombination) coincide, their concentrations
are not necessarily equal (as the equality of the deriva-
tives of two functions does not ensure that the functions
themselves are equal). Generated charge carriers may
be immediately separated, for example, by an external
field. For the equality δn = δp to be satisfied, the fulfill-
ment of the quasi-neutrality conditions (rather than the
presence of only the band-to-band transitions) is
required (generally speaking, the latter represents a
necessary but not sufficient condition for the equality of

geff βngp βpgp+≡

βn

α p p0 p1+( )
αn n0 n1+( ) α p p0 p1+( )+
--------------------------------------------------------------,=

βp

αn n0 n1+( )
αn n0 n1+( ) α p p0 p1+( )+
--------------------------------------------------------------.=

1
e
---div jn g R n p,( ),

1
e
---div jp–+ g R n p,( ),+= =

divE 4πρ n p,( ).=
concentrations of the nonequilibrium electrons and
holes).

For a monopolar semiconductor (for the sake of def-
initeness, an n-type semiconductor), we have βn ! βp,
and, if gn ≈ gp, the system of Eqs. (18)–(20) has the fol-
lowing form:

(24)

(25)

We emphasize that in this case the static charge
transport is directly affected only by the minority-car-
rier generation (whereas the majority-carrier genera-
tion with a rate different from that of the minority-car-
rier generation manifests itself indirectly via the Pois-
son equation).

As an illustration of using the above-outlined
approach, we analyze a homogeneous monopolar semi-
conductor (for the sake of definiteness, let it be an
n-type semiconductor) under conditions of uniform
photogeneration of charge carriers.

Let us assume that only the generation of majority
charge carriers (electrons) takes place, so that gp = 0;
i.e., only the transitions of electrons from the impurity
level to the conduction band and back occur (the photon
energy exceeds the impurity-ionization energy but is
smaller than the band gap). The system of equations
describing this situation may be then written as

(26)

It is noteworthy, as is generally accepted in such a
situation, that we ignore the presence of the minority
charge carriers (p = 0 and Rp = 0).

In view of the homogeneity of the problem under
consideration, the Poisson equation is reduced to the
condition for electroneutrality of the sample δn = –δnt
(with electroneutrality occurring for arbitrary dimen-
sions of the semiconductor, in contrast to the quasi-neu-
trality approximation).

At a high temperature (n1 @ Nt), a solution to the
system of Eqs. (26) is given by

(27)

If we do not neglect the minority charge carriers, we
naturally obtain the same result; i.e., the generation of
majority charge carriers virtually does not affect the
concentration of the minority charge carriers (δp ! δn).

We now consider the opposite limiting case, i.e, the
generation of only the minority charge carriers (gn = 0).
We note that, although such a situation is hardly feasi-
ble (since the photon energy required for the minority-
carrier generation is more than sufficient for the major-
ity-carrier generation), this case is quite interesting

1
e
---div jn gp Rn n p,( ),+=

1
e
---div jp– gp Rp n p,( ),+=

divE 4πρ n p gn gp–, ,( ).=

gn Rn n nt,( )+ 0, divE 4πρ n nt gn, ,( ).= =

δn
gn

αnn1
-----------, δnt δn, δp– 0.= = =
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methodically and provides an insight into the processes
that occur when the charge carriers of both types are
generated with different rates. As can be easily verified,
a solution of the system of equations for this limiting
case yields the following result:

(28)

We note that the first expression in (28) can be repre-
sented as

(29)

where δn(27) is the concentration of nonequilibrium
majority photocarriers in the above-considered situa-
tion of generation of only the majority charge carriers;
i.e., we arrive at solution (27). Since n1 @ Nt and n1 @
n0 at high temperatures as follows from the definition of
n1, it is obvious that the generation of minority charge
carriers affects the majority-carrier concentration more
profoundly than their direct generation does. We also
draw attention to the fact that although δnt ! δn, we
nevertheless have δnt @ δn(27).

Thus, if both the majority and minority charge car-
riers are simultaneously generated in a semiconductor,
the minority-carrier generation more profoundly
affects both the occupation of the impurity states and
the majority-carrier concentration, and, as a result, the
flow of current or the formation of photovoltage.

6. GENERATION AND RECOMBINATION
IN NONUNIFORM TEMPERATURE FIELDS

We now analyze the establishment of a steady mode
of charge transport in a nonuniform temperature field
T = T0 + δT(x). In order to simplify the calculations, we
assume that the temperature nonuniformity is small
(i.e., δT(x) ! T0) and that the temperature gradient is
constant (∇ T = const). When describing this seemingly
simple thermoelectric problem, a number of difficulties
arise nevertheless; these difficulties are most evident in
the case of a bipolar semiconductor. The main difficulty
is related to the form of representation of the recombi-
nation-related term. To the linear approximation, this
term may be represented as R(δn, δp). However, the
question arises as to value from which the nonequilib-
rium-carrier concentration should be reckoned in a

nonuniform temperature field: from n0(T0), n0 ,
or n0[T(x)]. The answer to this question was provided
for the first time by Gurevich et al. [9] on the basis of
considering the stage-by-stage establishment of a
steady-state mode in a temperature field. By analogy
with the previously considered example of the equilib-
rium establishment in a nonuniformly doped semicon-
ductor, the equilibrium charge-carrier concentration is
established at the first stage in each conceptually iso-

δn
n1gp

α pn0Nt

-----------------, δp δn, δnt ! δn.= =

δn
n1

Nt

-----
n1

n0
-----

αn

α p

------δn 27( ),=

T x( )[ ]
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lated layer; this concentration corresponds to the spec-
ified local temperature and is given by n = n0(T0) +
δn'[δT(x)]. This change in the concentration due to the
temperature nonuniformity may be conceived as a
manifestation of the chemical-potential inhomogeneity,
however at a constant temperature. At the second stage,
the drain of electrons and holes occurs under the effect
of the chemical-potential gradient. The resulting distri-
bution of charge carriers in the second stage is related
to a built-in thermoelectric field and to the vanishing of
the electrochemical-potential gradient ∇ (µ – eϕ) = 0.
Naturally, the resulting charge-carrier distribution at
the second stage should ensure that the chemical-poten-
tial level is common to both electrons and holes (µp =
−εg – µn), which is exactly one of the conditions for
determining the corrections to the concentrations. It is
the carrier-concentration distribution obtained at the
second stage that should be considered as the equilib-
rium one in the formulas for recombination. In the third
stage, the temperature gradient plays the role of an
external driving force; this circumstance is taken into
account in determining the true carrier-concentration
distribution in a semiconductor subjected to a nonuni-
form temperature field.

It is worth noting that the above-outlined procedure
is found to be very convenient mathematically; in fact,
in each stage (we emphasize that, in contrast to the
method of successive approximations, all the correc-
tions are of the same order in the case under consider-
ation), linear differential equations with constant coef-
ficients are obtained.

A drawback of the outlined method is (in addition to
a certain awkwardness) that it cannot be used if the
temperature field is not specified and should be deter-
mined from the self-consistent solution of the transport
problem. This difficulty may be obviated by reconsid-
ering the statistics of the transitions between the bands
and impurity levels with allowance made for the tem-
perature dependence of the recombination characteris-
tics.

By performing simple calculations similar to those
presented in Section 4, we easily verify that the recom-
bination rate in the case of static charge transport in a
nonuniform temperature field can be generally
described in the linear approximation by the following
expression valid for any recombination mechanism:

(30)

Here, the parameter γ is given by

(31)

where ni is the charge-concentration in an intrinsic
semiconductor at a temperature of T0.

Rn Rp
δn
τn

------ δp
τ p

------ γδT .+ += =

γ 2
τn

----
ni

p0
-----

∂ni

∂T
------- 2

τ p

-----
ni

n0
-----

∂ni

∂T
-------,= =
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It is instructive to note that the generation (recombi-
nation) rate in a semiconductor subjected to a nonuni-
form temperature field is, generally speaking, found to
be nonzero even in the absence of current and photoex-
citation. Thus, in the problems where this effect cannot
be disregarded (for example, when dealing with the
photoacoustic phenomenon; for more details, see [15]),
we should consider not only the energy balance but also
transport Eqs. (1). It can be easily seen from formula (31)
that this is especially important for intrinsic semicon-
ductors with a fairly narrow band gap and, conse-
quently, with a high concentration of intrinsic charge
carriers.

7. THE BOUNDARY CONDITIONS

We would like to draw the reader’s attention to
another issue which very often acts as a source of inac-
curacies and errors in describing transport phenomena
and, in our opinion, has not been adequately considered
in the publications available. The above equations are
differential and, as such, require the boundary condi-
tions to be specified.

In general, additional specific mechanisms of the
charge-carrier recombination are operative at the semi-
conductor surface; it is in the boundary conditions that
these mechanisms should be correctly taken into
account. Since the surface recombination is statistically
similar to the volume recombination, all the above rea-
soning should be used in formulating the boundary
conditions.

In addition, it is necessary to pay attention to the fact
that the charge carriers of each type can exist and move
in any of the contacting media. As an example, we can
mention a metal–(hole semiconductor)–metal struc-
ture. Assuming that neither the volume nor surface
types of recombination occur and taking into account
that the hole current is zero in a metal, we can easily see
that only the minority carriers (electrons) would be
involved in charge transport through the semiconduc-
tor. It is clear that, in this case, the resistance of the
sample will be found to be much higher than it might be
expected [9].

Unfortunately, the boundary conditions often used
even in the widely known publications are incorrect.
We give just a single example that confirms the afore-
said. In considering the transport problems in semicon-
ductor structures, the following boundary conditions
(for example, for electrons, irrespective of whether they
are the majority or minority charge carriers) are widely
used [2]:

Here, s is the surface-recombination rate at the inter-
face between two conducting media I. However, this
condition physically means that the charge carriers are
not transported through the contact; rather, they are

jn I sδn I.=
generated or recombine at this contact. Thus, the entire
current in the circuit is formed solely by the surface-
recombination mechanisms. As a rule, this is not the
case in actual structures.

Another example is related to the disregard to sur-
face recombination in transport problems without prop-
erly assessing the correctness of such an approxima-
tion. Such an approach may yield erroneous results
because the effect of surface recombination on trans-
port processes is evident even in the approximation lin-
ear in the field [1]. The method outlined in [10] and
aimed at formulating the correct boundary conditions
by introducing phenomenological constants that char-
acterize carrier transport through the interface between
two media appears to be very effective in solving the
above problems. If required, these constants should be
calculated using the microscopic theory of a specific
contact.

8. CONCLUSION

The above analysis shows that, in the context of uni-
fied physical concepts, it is possible to describe the
transport phenomena in semiconductors and semicon-
ductor structures without detailing the specific mecha-
nisms of the generation–recombination processes. We
demonstrated that the presence of temperature fields
and a difference between the temperatures of charge
carriers and phonons may appreciably affect the recom-
bination processes in studying the transport phenomena
even in an approximation that is linear in its external
factors.

We clarified the physical significance of the widely
used quasi-neutrality approximation and studied the
possible consequences of using this approximation.
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Abstract—Capacitance–voltage characteristics of tunneling diodes fabricated by co-implantation of erbium
and oxygen in single-crystal (111)Si wafers have been studied. Anomalous enhancement of the p–n-junction
capacitance with increasing reverse bias has been observed at certain temperatures depending on the implanta-
tion dose. The rise in capacitance (decrease in the space charge region width) is associated with the formation
of deep levels of high density in the band gap of n-layer of the p–n junction and electron emission from these
levels in the space charge region with increasing voltage. The obtained results show that the parameters of the
defects responsible for the levels depend on the erbium and oxygen implantation doses. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Implantation of erbium and oxygen ions in single-
crystal silicon is used to fabricate Si(Er,O) light emit-
ting diodes [1–7]. These diodes emit at a wavelength
λ . 1.54 µm corresponding to electron transitions of
Er3+ ions from the first excited state 4I13/2 to the ground
state 4I15/2. The room temperature electroluminescence
(EL) from erbium ions has been observed under direct
[1] and reverse [1–7] bias in Si(Er,O) diodes in tunnel
[1–3] and avalanche [3–7] breakdown regimes, with
(100) [1, 4, 6] and (111) [2, 3, 5–7] Si orientations. In
earlier studies of electroluminescent and electrical
properties of Si(Er,O) diodes in the avalanche regime,
we found a substantial difference between (100) and
(111)Si diodes [2–7]. In particular, the temperature
dependences of the EL intensity differ widely. A steady
decrease in the EL intensity from 80 K to room temper-
ature is typical of (100)Si diodes at fixed reverse cur-
rent [4, 6]; for (111)Si(Er,O) diodes, “anomalous” tem-
perature dependences are observed in the breakdown
regime, including a portion of rising EL intensity (tem-
perature enhancement) with increasing sample temper-
ature [3, 5, 6]. This effect was explained for the first
time in [5] on the assumption that a high density of lev-
els filled by the flowing current are present in the sili-
con band gap (at low temperature, hole traps) in the
erbium- and oxygen-doped (111)Si region. In terms of
this model, the EL temperature enhancement is
accounted for by thermal depletion of traps, modifying
the breakdown characteristics.

In the present work, another unusual property of
(111)Si(Er,O) diodes was discovered and studied.
Namely, in the pre-avalanche range of bias, intervals of
1063-7826/01/3503- $21.00 © 20316
a rise in capacitance with increasing applied voltage are
observed in the capacitance–voltage (C–V) characteris-
tics of reverse-biased p–n junctions at certain tempera-
tures, depending on the erbium and oxygen implanta-
tion dose.

2. EXPERIMENTAL

Erbium ions with energies of 2.0 and 1.6 MeV and
doses 3 × 1014 cm–2 (sample 3.2) and 9 × 1014 cm–2

(samples 3.3 and 3.5) and oxygen ions with energies of
0.28 and 0.22 MeV and doses 3 × 1015 cm–2 (sample
3.2) and 9 × 1015 cm–2 (samples 3.3 and 3.5) were
implanted in polished Czochralski-grown n-Si wafers.
Samples 3.2 and 3.3 were fabricated on (111)Si with
5-Ω cm resistivity, and sample 3.5, on 15-Ω cm
(100)Si. The implantation was accompanied by amor-
phization of the surface layer. To produce heavily
doped p+- and n+-layers, boron (40 keV, 5 × 1015 cm–2)
and phosphorus ions (80 keV, 1015 cm–2) were
implanted in the front and back sides of the wafers,
respectively. Annealing at 620°C for 1 h and 900°C for
0.5 h recrystallized the amorphous layer and gave rise
to optically and electrically active (donor) centers.
According to secondary ion mass-spectrometry
(SIMS), the implantation and annealing formed an
erbium-doped silicon layer with practically constant
concentration of Er atoms at a depth of 0.5–0.8 µm
from the sample surface: 1019 cm–3 in sample 3.2 and
~4 × 1019 cm–3 in sample 3.3 [3]. The maximal boron
concentration determined for these samples from SIMS
data was ~3 × 1020 cm–3 [3]. Mesa-diodes with working
area s = 0.12 mm2 were fabricated by the standard pro-
001 MAIK “Nauka/Interperiodica”
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cedure [4]. The reverse-bias current–voltage (I–V)
characteristics were recorded at 32 Hz with 0.5-ms
pulse duration. The room-temperature breakdown volt-
age Vth (found by extrapolating a nearly linear portion
of I–V characteristic at high currents) was ~4.2, ~5.2,
and ~3.2 V for samples 3.2, 3.3, and 3.5, respectively.
For all the diodes studied, Vth increased upon cooling,
which is typical of the tunneling breakdown. The
capacitance and active conductance of the diodes in the
pre-breakdown regime under reverse bias V were mea-
sured at f = 1 MHz with a 25-mV test signal, using a
E7-12 capacitance and active conductance meter. The
E7-12 meter is designed for the parallel equivalent cir-
cuit of an object under study, containing a capacitance
and a resistance. For our diodes, the equivalent circuit
included, along with the in-parallel connected capaci-
tance C and resistance R of the p−n-junction, the series
resistance r of the silicon substrate (base). As known in
radio engineering, C and R can be determined from the
capacitance Cm and resistance Rm measured in the par-
allel circuit, using the following system of equations:

(1)

(2)

where ω = 2πf. This system cannot be solved in the
usual way, the equations being nonlinear. Therefore,
the C values were determined in the present study from
nomographs constructed as described below.

The measured capacitance Cm was plotted against
the measured conductance Gm at different C and r val-
ues as a result of a study of the equivalent circuit com-
posed of resistance boxes R and r and a capacitance box
C. Gm was varied by changing R. Figure 1 shows an
example of these dependences for r = 50 Ω at varied C.
As seen, a set of experimental dependences of the type
presented in Fig. 1 constitutes a system of nomographs
suitable for determining the p−n-junction capacitance
from the measured Cm, Gm, and r. The r value was
assumed equal to the differential resistance of a diode
in the developed-breakdown regime, when the resis-
tance of the p−n-junction is well below that of the sub-
strate. At 300 K, the r values were 50 Ω for samples 3.2
and 3.3 and 150 Ω for sample 3.5. With decreasing tem-
perature, r became lower. According to our estimations,
applying the described procedure to the Cm and Gm data
recorded with E7-12 provides an error less than 10% in
determining the capacitance C.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

Studies of EL and reverse-bias I–V characteristics of
diodes fabricated by the same technology as samples
3.2 and 3.3 were reported in [2, 3]. Figure 2 shows the
p−n-junction capacitance versus the reverse-bias volt-

Cm
C

1 r/R+( )2 ω2C2r2+
------------------------------------------------,=

1
Rm

------ r R+( ) ω2C2R2r+

r R+( )2 ω2C2R2r2+
-------------------------------------------------= ,
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age at room temperature. The C–V characteristics of
samples 3.2 and 3.5 are common (the p−n-junction
capacitance decreases with increasing voltage because
of the growing width of the depletion layer). At the
same time, for sample 3.3 the p−n-junction capacitance
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Fig. 1. Measured capacitance Cm vs. measured conductance
Gm for an equivalent circuit comprising in-parallel con-
nected resistance box R and capacitance box C and a series
resistance r = 50 Ω . Gm was varied by changing R. Figures
at the curves give the capacitance C, pF.

Fig. 2. p−n-junction capacitance vs. reverse bias for diodes
3.2, 3.3, and 3.5. T = 300 K. Sample nos. are indicated at the
curves.
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grows with increasing bias at V > 0.5 V. The range of
biases in the prebreakdown region at which the capaci-
tance increases corresponds to average electric field
strengths F*

~3 × 104 V/cm < F* < ~5 × 105 V/cm.
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Fig. 3. p−n-junction capacitance vs reverse bias for diode
3.3 at different temperatures. Figures at the curves show the
measurement temperatures T, K.

Fig. 4. p−n-junction capacitance vs reverse bias for diode
3.2 at different temperatures.
F* was determined from the relation

(3)

where ε is the relative permittivity of Si, and ε0 is the
permittivity of vacuum. Another unusual property of
sample 3.3 is that the p−n-junction capacitance at V .
0 is several times less than the capacitance of samples
3.2 and 3.5 having the same area and characterized by
doses of implanted erbium and oxygen not exceeding
those in sample 3.3. It should also be noted that the
dependences Gm(V) for samples 3.3 and 3.5 at 300 K
are similar; at 0.8 ≤ V ≤ 3 V they differ by no more than
40%, with Gm for sample 3.5 higher than that for 3.3 at
0 ≤ V ≤ 1.8 V, and, conversely, lower at 2.2 < V ≤ 3 V.

Figure 3 presents C−V characteristics taken for sam-
ple 3.3 in the pre-breakdown range of biases at different
temperatures. In the 195–385 K temperature range,
portions of capacitance increasing with bias are
observed in all the C−V curves. With decreasing tem-
perature, the bias corresponding to the onset of the
capacitance rise increases, and at temperatures of about
80 K no capacitance rise is observed.

Figure 4 shows C−V characteristics taken for sam-
ple 3.2 at different temperatures. Portions of capaci-
tance rise with increasing V are also observed in this
sample, but in the temperature range below room tem-
perature, including 80 K. The onset voltage of the
capacitance rise in sample 3.2 also increases as the
sample temperature is lowered, but the capacitance
increment with increasing bias is much smaller than
that for sample 3.3.

For (100)Si sample 3.5 subjected to the same tech-
nological operations as sample 3.3, the C−V character-
istics contain no sections of capacitance rise with
increasing bias in the pre-breakdown range of voltages
at 80–350 K.

Figure 5 presents temperature dependences of the
p−n-junction capacitance plotted on the basis of C−V
measurements for diodes 3.5 (at V = 0.5 V) and 3.3
(at  V = 0.5–2.5 V). For (100)Si sample 3.5, the
p−n-junction capacitance slightly decreases as the tem-
perature is lowered from 350 K to 80 K. For (111)Si
sample 3.3, the p−n-junction capacitance at 80 K is an
order of magnitude smaller than that for sample 3.5,
and portions of steep (and substantial) rise in capaci-
tance with increasing temperature are observed. At
higher voltage, the onset of the steep rise in capacitance
is shifted to lower temperatures. For sample 3.2 with
implanted erbium and oxygen doses smaller than those
in sample 3.3, a sharp increase in capacitance occurs at
lower temperatures compared with sample 3.3 (see
Fig. 6).

The presented experimental data indicate a high
concentration of deep levels (DL) in the forbidden band
in the n-region of the p−n-junction for (111)Si samples;
the filling of these levels with electrons increases with
decreasing temperature. The centers are depleted in the

F*
VC
εε0s
----------,=
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space charge region (SCR) through the joint effect of
lattice thermal vibrations and the electric field. The cur-
rent flow can also affect the concentration of filled DLs,
due to the possible recombination of electrons on DLs
with holes and to electron capture by DLs. Raising the
bias can enhance the probability of electron release
from DLs to the conduction band [8], for example,
through the Frenkel–Poole effect, and can also make
the current density higher. It is worth noting that the
diodes under study are characterized by considerable
reverse currents. For example, at V ≈ 2 V the currents in
samples 3.2 and 3.3 practically coincided, being
~0.5 mA. Such a considerable current may also be due
to a high density of defect levels in the forbidden band
of Si, these becoming efficient centers of carrier gener-
ation under certain conditions. Measurements of I–V
characteristics demonstrated that at 300 K, in the 0 ≤
V ≤ 3 V range, currents in samples 3.2 and 3.3 differed
at the same V by no more than 40% and increased
steadily with growing V, the current in sample 3.2 being
smaller than that in 3.3 at 0 ≤ V ≤ 1.8 V, and, conversely,
higher at 2.2 ≤ V ≤ 3 V. Therefore, the observed differ-
ence between the C−V and C–T characteristics of sam-
ples 3.2 and 3.3 cannot be accounted for solely by the
difference in their reverse currents.

It is the decreasing electron density on DLs in the
SCR of the n-region that is responsible for the unusual
rise in the capacitance of the p−n-junction with increas-
ing bias. Within this approach, the shift of the tempera-
ture interval in which the capacitance grows with volt-
age and the shift to lower temperatures in the region of
the steep rise in capacitance for sample 3.2, compared
with sample 3.3, can both be ascribed to the lower acti-
vation energy of DLs in the former. The presented
experimental data indicate that the parameters of the
defects responsible for the appearance of DLs in sam-
ples 3.2 and 3.3 are different. It seems the most likely
that in the course of the implantation and the subse-
quent annealings, extended defects are formed in
(111)Si, with parameters varying, e.g., due to a change
in their size, depending on the implantation dose. Even
when neutral before capturing an electron, such
defects, because of their large dimensions, can have a
potential that is effective at long range, with the energy
barrier for the electron emission in an electric field
being substantially lowered. Indeed, the reduction of
the energy barrier (∆E) for electron emission in an elec-
tric field F from a potential well of radius δ to the con-
duction band can be evaluated by the relation [8]:

(4)

According to [8], at F = 105 V/cm and δ = 0.1 nm, ∆E =
10–3 eV (i.e., negligible), whereas at the same field
value and δ = 10 nm the barrier lowering ∆E = 0.1 eV,
which is essential.

As mentioned above, the concept of the presence of
high-density DLs in the forbidden band in
(111)Si(Er,O) diodes has already been used to explain

∆E eFδ.=
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the temperature enhancement of the erbium EL inten-
sity in the breakdown regime. Our results lend further
support to the appearance of a high density of DLs in
such structures. The formation of various structural
defects in (111)Si(Er,O) and (100)Si(Er,O) diodes was
established in [6], the defects evidently determining the
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difference in the electroluminescent and capacitive
properties of the diodes.

4. CONCLUSION
Sections of rise in the p−n-junction capacitance with

increasing reverse bias have been observed in
(111)Si(Er,O) diodes in certain temperature intervals,
depending on the erbium and oxygen implantation
dose. The rise in capacitance is attributed to the high
density of deep levels in the forbidden band of the n-Si
layer of the p−n junction, the electrons being released
from these levels in the SCR with increasing bias. The
experimental data show that the parameters of the
defects responsible for the levels depend on the erbium
and oxygen implantation dose.
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Abstract—Negative luminescence (NL) at λmax = 3.8 µm from reverse-biased p-InAsSbP/n-InAs diode hetero-
structures has been studied at temperatures of 70–180°C. The NL power increases with temperature and
exceeds the power of direct-bias electroluminescence at temperatures over 110°C. An NL power of 5 mW/cm2,
efficiency of 60%, and a conversion efficiency of 25 mW/(A cm2) have been obtained at 160°C. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Mid-IR (3–5 µm) light emitting diodes (LEDs) are
used in gas analyzers to detect carbon dioxide CO2
(4.3 µm), methane CH4 (3.3 µm), and other hydrocar-
bons. LPE-grown InGaAs (λ = 3.3 µm) and InAsSbP
(λ = 4.3 µm) LEDs have a service life over 30000 h [1]
and can operate at temperatures of up to t = 180°C [2].
The operation of LEDs in the temperature interval t =
20–180°C is well described by classical models of the
injection radiation sources and the carrier recombina-
tion processes. Temperature dependences of the reverse
current in the saturation regime conform to the Shock-
ley theory, indicating an increasing intrinsic carrier
concentration. Emission spectra are described on the
assumption of direct band-to-band transitions, spheri-
cal symmetry of bands, and thermalized carriers. The
emission power decreases exponentially with increas-
ing temperature, which is typical of Auger processes.

On the other hand, carrier extraction from the
regions adjacent to the p–n junction would be expected
for a reverse-biased p–n-junction, with carrier concen-
tration decreasing to below the equilibrium value, so

that (n × p) < (n0 × p0) = , where n0, p0 and n, p are
the equilibrium and nonequilibrium concentrations of
electrons and holes, respectively, and ni is the intrinsic
carrier concentration. The extraction of carriers leads to
a decrease in the radiative recombination intensity P, it
becoming lower than the thermal background P0:

i.e., the luminescence becomes “negative.” The effect
of negative luminescence (NL) has been known since
1965, when V.I. Ivanov-Omskiœ et al. studied the NL in
InSb in crossed electric and magnetic fields [3]. Nega-
tive luminescence has been studied in bulk InAs crys-
tals [4], InSb- and CdHgTe-based diodes [5, 6], and,

ni
2

∆P P P0– P0
np

ni
2

------ 1– 
  0;≤= =
1063-7826/01/3503- $21.00 © 20321
more recently, in superlattice structures [7, 8]. The NL
power, or “thermal contrast,” depends on the intensity
of the ambient radiation and is limited by the black-
body (BB) radiation power at a given temperature.
Thus, the room-temperature NL power of 0.4 (λ =
4.3 µm) [7], 0.53 (λ = 6 µm), 4 (λ = 8 µm) [6], and
0.2 mW/cm2 (λ = 5.3 µm) [8] is substantially lower
than that for the direct-bias LEDs: 46 mW/cm2, I =
0.4 A (λ = 3.3 µm) [9]; 36 mW/cm2, I = 2 A (λ =
4.2 µm) [10]; and 25 mW/cm2, I = 1 A (λ = 5.5 µm)
[11]. However, NL power grows with increasing tem-
perature and wavelength [4], thus reflecting the BB
properties, in contrast to EL power, which decreases
with increasing temperature and wavelength owing to
the Auger recombination. Consequently, there exists a
temperature at which the efficiency of NL exceeds that
of EL. For InAs/InAsSb superlattices (λ = 4.3 µm), this
temperature was determined to be 310 K [7], but, as far
as we know, no attempts have been made to study the
NL in p–n-junctions at T > 310 K. The present study is
concerned with the NL in p-InAsSbP/n-InAs diode het-
erostructures (λ = 3.8 µm, 80°C) in the temperature
range 70–180°C.

2. OBJECTS UNDER STUDY
AND EXPERIMENTAL TECHNIQUE

Lattice-matched p-InAsSb0.09P0.18/n-InAs diode het-
erostructures were grown by LPE on (111)n-InAs sub-
strate at 630–680°C. The substrate was 350 µm thick,
with electron concentration of 2 × 1016 cm–3; a 2–4-µm-
thick wide-gap p-InAsSbP layer (Eg = 390 meV, 300 K)
was doped with Zn to a hole concentration of 5–7 ×
1016 cm–3. Round mesa-structures 430 µm in diameter,
with upper Au(Zn) p-contact 160 µm in diameter, were
fabricated by means of photolithography. The radiation
was emitted through a wide-gap InAsSbP layer.

EL and NL were recorded in pulse regime τ = 30 µs,
f = 500 Hz, using a cooled (77 K) InSb photodiode for
001 MAIK “Nauka/Interperiodica”
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spectral measurements. The absolute power values
were measured with a cooled (77 K) HgCdTe photo-
diode, taking into account the directional pattern of the
LED and the spectral sensitivity of a photodetector.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

As shown in [12, 13], the “diffusion” mechanism of
current flow dominates at temperatures over 200 K in
p–n junctions in InAs and solid solutions of close com-
position; i.e., the current–voltage (I–V) characteristics
are governed by the recombination in the “n” and “p”
regions of the p–n junction, in accordance with the
Shockley theory. Figure 1 presents I–V characteristics
at t = 100, 130, 160, and 185°C (see the inset), the prod-
uct of the zero-bias differential resistance by the p−n-
junction area R0 × A, and the inverse square of the

intrinsic concentration, 1/ , as functions of inverse
temperature. The absence of any pronounced saturation
of the reverse current indicates that the current contains
not only the diffusion component. On the other hand,

the coincidence of slopes for R0 × A and 1/  (Fig. 1)
indicates that the diffusion mechanism of current flow
dominates at small currents. This suggests carrier
extraction from the p–n-junction under reverse bias in
this temperature range. The experimental curve coin-

cides with the 1/  curve for Eg = 350 meV, which
means that the p–n-junction is shifted away from the
InAs/InAsSbP heterointerface and lies inside the n-
InAs substrate.

Figure 2 shows EL (I = 500 mA, t = 20, 90°C) and
NL spectra (I = –30, –200 mA, t = 130, 180°C). With
increasing temperature, emission peaks shift to longer

ni
2

ni
2

ni
2

130°C
185°C

100°C
160°C

40

20

0

–20

–40

0 0.2–0.2–0.4

10–30

10–31

10–32

3.63.43.23.02.82.62.42.22.0
103/T, K–1

300350400450500
Temperature, K

1/
n i2 , c

m
6

10–2

10–1

100

R
0 

× 
A

, Ω
 c

m
2

R0 × A

Voltage, V

C
ur

re
nt

, m
A

Fitting parameters for 1/ni
2:

Eg = 350 meV

Fig. 1. Product of the zero-bias differential resistance by the
p–n-junction area, R0 × A, and the inverse square of the

intrinsic concentration, 1/ , vs. inverse temperature. Inset:

I–V characteristics at t = 100, 130, 160, and 185°C.

ni
2

wavelengths, in accordance with the temperature nar-
rowing of the band gap; however, the NL peak is shifted
relative to the EL spectrum to shorter wavelengths.

Figure 3 presents the NL emission power vs. current
for temperatures t = 80–190°C. The linear rise in power
with increasing current is followed by a leveling-off,
which indicates that the active region of the structure is
depleted and there is no diode heating-up. Under these
conditions, the NL power approaches the power of the
equilibrium recombination radiation P0 at a given tem-
perature. A clearly pronounced leveling-off of the NL
power is observed up to t = 135°C. The absence of def-
inite leveling-off and the nonlinear increase in power at
small currents at higher temperatures can be attributed
to leakages or to some additional source of carriers,
e.g., a nonohmic contact supplying carriers into the
active region, thus preventing total carrier extraction.
The NL power saturation currents correlate with the
saturation currents of reverse I–V characteristics, which is
clearly visible in the inset of Fig. 3 and in Fig. 4 showing
the differential resistance dU/dI vs. current at temperatures
in the range 40–190°C. Similar dependences have been
observed for InAs/InAsSb superlattices [7].

Upon total depletion of the active region, the NL
power approaches the power of the equilibrium recom-
bination emission P0 calculated in [14] for direct inter-
band transitions in a nondegenerate semiconductor
with energy gap Eg:

(1)

where h is the Planck constant, F(q) ≈ 0.1 is a function
of the refractive index of a semiconductor, c is the
speed of light, and mn and mp are the electron and
heavy-hole effective masses. Figure 5 presents temper-
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ature dependences of the BB radiation power; calcu-
lated power of the equilibrium recombination emission
P0 for InAs; and power of the equilibrium recombina-
tion emission, calculated with account of experimental
NL spectra, EL power at a current I = 0.2 A, and NL
power at the saturation current I = ISAT. As seen, the
P0(t) dependence calculated from (1) coincides well
with the power of the equilibrium recombination emis-
sion, calculated with account of the experimental NL
spectra. The NL power steeply increases with tempera-
ture, and exceeds the EL power at 110°C. The temper-
ature dependence of the NL power reflects the temper-
ature dependence of the BB radiation, with the peak in
the NL spectral characteristics, corresponding to the
InAs band gap, shifted toward the BB radiation peak.
The NL efficiency η is defined as the ratio of the NL
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power to the BB power that falls within the limits of the
NL spectrum (i.e., P0). The obtained value η = 0.63
(160°C) is close to the best values known in the litera-
ture: η = 0.5 (CdHgTe, λ = 9.5 µm, 300 K) [6].

Figure 6 shows the conversion efficiency (the ratio
of the luminescence power per unit area to the working
current) vs. current for direct and reverse bias in the
temperature range 80–180°C. The EL conversion effi-
ciency is seen to decrease with increasing current and
temperature, which has also been observed for InAs [15]
and InAsSbP [16] diodes. The room-temperature EL
conversion efficiency decreases from 210 mW/(A cm2)
at 5 mA to 75 mW/(A cm2) at 200 mA, owing to the
Joule heating, Auger recombination, and absorption by
free carriers. The ratio of the NL to EL conversion effi-
ciencies grows with increasing temperature, demon-
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strating the advantage of reverse-biased p–n-junctions
at higher temperatures.

4. CONCLUSION

High-intensity negative luminescence at λ = 3.8 µm
was observed in reverse-biased p-InAsSbP/n-InAs
diode heterostructures, with its power growing with
increasing current and temperature. The spectral and
power characteristics of the NL in the temperature
range 70–180°C can be accounted for by the carrier
depletion of the active region, resulting in the rate of
radiative recombination decreasing below the equilib-
rium level.

The NL power (5 µW) and the conversion efficiency
(25 mW/(A cm2)) at 160°C exceed the respective val-
ues for the electroluminescence, thus showing promise
for application of reverse-biased p–n junctions in opto-
electronic devices operating at elevated temperatures.
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Abstract—Light-emitting diodes based on GaAs crystals ion-implanted with ytterbium and oxygen were fab-
ricated. The current–voltage and capacitance–voltage characteristics of these diodes were analyzed. The deep-
level centers were studied by the deep-level transient spectroscopy. The electroluminescence spectra of the
structures include the emission lines related to optical transitions within the 4f shell of Yb3+ ions. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Semiconductors doped with rare-earth (RE) ele-
ments have been intensively studied in recent years in
connection with the prospects for developing optoelec-
tronic devices that combine the characteristics of the
f−f transitions in RE ions (narrow and temperature-
independent lines) with the compactness of semicon-
ductor devices. The narrow-line sources of light are
indispensable, in particular, for extending the capabili-
ties of optical-fiber communication links.

We have shown previously that efficient photolumi-
nescent centers based on Yb3+ ions in the bulk implan-
tation-doped GaAs crystals and in the layers doped
with Yb in the course of molecular-beam epitaxy are
three-component complexes that include atoms of Yb,
O, and other chemical elements; the latter act as coac-
tivators of the RE luminescence. We have observed a
systematic variation in the energy characteristics of
complex RE centers in relation to the properties of the
coactivator atoms. We have suggested that the coactiva-
tors are not only responsible for the fine structure of the
Yb-ion emission but are also necessary for obtaining
the required charge state of the Yb ion (i.e., Yb3+). Oxy-
gen atoms do not affect the energy-spectrum fine struc-
ture of RE centers; however, they apparently play a
decisive role in the energy transfer from electron–hole
pairs to the RE luminescent centers [1–3].

Two mechanisms for the excitation of an RE ion
embedded in a semiconductor matrix have so far been
ascertained. These are the impact and injection-based
mechanisms. Apparently, the impact excitation is more
characteristic of the II–VI compounds, whereas the
injection-based mechanism is typical of the III–V com-
pounds [4, 5]. The main objective of this study was to
1063-7826/01/3503- $21.00 © 20325
realize the conditions for exciting the electrolumines-
cence (EL) of GaAs crystals implantation-doped with
both ytterbium and oxygen and to compare the photo-
luminescence (PL) and EL spectra of these crystals.

2. EXPERIMENTAL

Wafers of n-GaAs grown by liquid-phase epitaxy
and having electron concentrations of 1016, 1017, or
1018 cm–3 were used as starting samples. The samples
were implanted at room temperature, first with ytter-
bium ions and then with oxygen ions. The implantation
parameters are listed in Table 1.

We take the term “calculated impurity concentra-
tion” to mean the impurity concentration at the peak of
its distribution in the depth of the crystal. The energy
and doses of Yb and O ions were chosen such that the
distribution peaks for different implants were at the
same depth and their peak concentrations coincided.

Figure 1 shows the calculated Yb and O concentra-
tion profiles for the chosen implantation conditions.
According to theoretical estimates, more than 100 pri-
mary radiation defects are produced for every Yb ion
implanted into GaAs. It is noteworthy that radiation
defects penetrate much deeper into the crystal than the
implanted impurity does [6].

In order to reduce the radiation-defect concentration
and activate the implanted impurities, we performed a
postimplantation photostimulated annealing of the
samples for 5 min at a temperature of 650°C. The GaAs
wafers were then cut into samples with the surface area
of 4 × 8 mm2. A Sn contact was deposited electrochem-
ically onto the rear (unimplanted) surface of each sam-
ple. A semitransparent contact site 1 mm in diameter
was formed at the front (implanted) surface using cath-
001 MAIK “Nauka/Interperiodica”
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ode sputtering; an Au wire ~20 µm in diameter was
then bonded to this contact with the use of a conducting
cement. Each sample had a common rear contact and
two front (measurement) contacts. The fabricated semi-
conductor structures were mounted in a conventional
transistor-case chip holder; this arrangement ensured
that the samples were well protected and that it was
convenient to deal with them.

In order to control the various stages of sample
preparation, we fabricated similar structures from start-
ing crystals subjected only to part of the technological
treatment. To this end, we used, for example, the GaAs
crystals implanted only with ytterbium (without oxy-
gen-ion implantation). In order to gain better insight
into the formation of defects and complexes character-

Table 1

Ion Ion energy, 
keV Dose, cm–2

Calculated 
concentration, 

cm–3

Yb 1000

3 × 1012 1017

3 × 1013 1018

3 × 1014 1019

O 120

3 × 1012 1017

3 × 1013 1018

3 × 1014 1019

Table 2

E1 E2 E4 H2 H3

E, eV 0.16 0.54 0.58 0.5 0.57

σ, cm2 3 × 10–16 1.7 × 10–13 6 × 10–14

200

N

Depth, nm

N0 = 1

500

∆RPO

Yb

∆RPYb

∆RPYb = 65.3 nm
∆RPO = 73.1 nm

∆RPO

Fig. 1. Calculated concentration profiles for ion-implanted
Yb and O impurities in a GaAs crystal.

O

istic of the crystals used, we irradiated several starting
wafers with ~1 MeV protons and then cut these wafers
into conventional samples. A fraction of these samples
were annealed at temperatures in the range of 400–
650°C. The reference structures were then fabricated
from these crystals.

3. RESULTS AND DISCUSSION

3.1. Electrical Measurements

Measurements of the current–voltage (I–V) charac-
teristics showed that the structures fabricated from
GaAs crystals implantation-doped with Yb and O to
concentrations on the order of 1017 and 1018 cm–3 were
rectifying (the rectification was much more pro-
nounced at 77 K than at 300 K). Thus, for a forward
bias of 2–4 V (a positive voltage was applied to the top
Au electrode), the currents ranged from 50 to 200 mA.
Under a reverse bias of up to –10 V, the current did not
exceed 10 µA. The structures based on GaAs crystals
implanted with Yb and O ions to a concentration of
1019 cm–3 feature more intricate I–V characteristics,
which indicates that there is either a layer with fairly
high resistivity or a system of several p–n junctions in
the structure. Thus, in order to attain the forward cur-
rent of ~100 mA in these structures, we had to apply a
bias of ~6–12 V, rather than 2–4 V as in the case of the
lower level of implantation doping. Measurements of
the electrical parameters of the structures made of
undoped GaAs crystals irradiated with protons and then
annealed at 400–600°C showed that the majority of
radiation defects were annealed out at a temperature of
~450–500°C.

Studies performed by the method of deep-level tran-
sient spectroscopy (DLTS) made it possible to identify
a number of trap states both in the starting and the ion-
implanted samples. Positive and negative peaks are
observed in the DLTS spectra, which is indicative of
injection and trapping of both electrons and holes. In
the starting samples, we detected no less than four
types of hole traps (H2, H4, H5, and H6) and four types
of electron traps (E3, E4, E5, and E7). Additional elec-
tron traps E1 and E2 and hole traps H1 and H3 were
observed in the ion-implanted sample (the numbering
of the peaks in increasing order corresponds to an
increase in temperature, from 80 to 380 K, at which
these peaks were detected). The peaks related to traps
E2 and H3 have the largest magnitude. It is difficult to
resolve the peaks because they are closely spaced. By
selecting the conditions of measurements (the bias volt-
age applied to the structure and the injecting-pulse volt-
age), we managed to make one of the close traps dom-
inant in the DLTS spectra and to determine its activa-
tion energy E and the trapping cross section σ
(Table 2).

The traps in the ion-implanted region are observed
using an injecting pulse at a current of up to 20 mA, in
which case the EL of RE ions is already detected. The
SEMICONDUCTORS      Vol. 35      No. 3      2001
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trap E4 in unimplanted samples has parameters close to
those of the known center EL3 which is usually related
to an oxygen-containing complex [7, 8]; the trap E7 is
close to the EL2 center in temperature position. Hence-
forth, we use the trap classification suggested previ-
ously [9, 10].

The poorly resolved peaks H5 and H6 observed at
high temperatures may correspond to the HL2 and
HL16 centers with activation energies of 0.73 and
0.79 eV, respectively. After implantation, the concen-
tration of the centers increases significantly and
becomes comparable to the doping level of the semi-
conductor. The H1, H2, and H3 traps are close in their
temperature positions to the HL11, HL5, and HL4 cen-
ters, whose activation energies range from 0.35 to
0.42 eV. The E4 (EL3) trap is not observed in the DLTS
spectra of ion-implanted samples, which may be
caused by a transfer of oxygen atoms to the ion-
implanted region as a result of gettering and by a vari-
ation in the position of the Fermi level in the surface
layers.

Thus, the results of electrical measurements indi-
cate that ion implantation and subsequent annealing
bring about the formation of a layer either with conduc-
tion close to intrinsic (an i-layer) or with hole conduc-
tion (a p-layer); in addition, deep-level centers of sev-
eral types that can be involved in recombination and
energy transfer to the RE centers are formed. Electrical
measurements show that the photostimulated-anneal-
ing temperature of 650°C may be considered adequate
only for the ion-implanted samples with implant con-
centrations of 1017 and 1018 cm–3, whereas this temper-
ature is clearly too low for samples with implant con-
centrations on the order of 1019 cm–3.

3.2. Photoelectric Measurements

The short-circuit current Isc and the contact-poten-
tial difference Uc were measured at 77 K under irradiation
with photons in the wavelength range of 0.4–1.0 µm; the
illumination intensity was as high as 3 W at a spot 3 mm
in diameter. The dependence of Isc on the illumination
intensity was found to be linear for both unimplanted
(reference) and implanted (and annealed) structures.
The dependence of the contact-potential difference on
illumination intensity was sublinear and leveled off
(Uc = 1.02 V) at the illumination intensity of 200 mW
for an implanted structure. For the reference structures,
Uc did not exceed 0.6 V. We mention that, according to
the published data [11], the barrier height is ~0.9 V in
an Au–n-GaAs system and ~0.5 V in an Au–p-GaAs
system.

Apparently, a Schottky barrier is formed in a system
composed of a metallic (Au, in the case under consid-
eration) contact and starting GaAs crystal. In the course
of annealing, recrystallization of the implantation-dam-
aged layer starts from the undamaged deep layers and
proceeds toward the outer boundary of the structure. It
SEMICONDUCTORS      Vol. 35      No. 3      2001
follows from photoelectric measurements that the layer
incorporating the RE impurity has a conductivity at
least close to intrinsic. Thus, an extended junction of
the n–n+ or i–n type is formed in the bulk of the struc-
ture at a depth of 200 to 500 nm. In this region of the
structure, the Fermi level is located in the vicinity of the
midgap. When the electron–hole pairs are generated,
electrons freely leave the surface layers and move into
the bulk of the structure, whereas there is a barrier for
holes. Thus, it should be expected that positive voltage
has to be applied to the top electrode during measure-
ments of Uc and Isc, which is exactly what is observed
experimentally.

3.3. Studies of Electroluminescence

The EL spectra were measured upon the application
of a forward bias to the semiconductor structures at
77 K. It is noteworthy that the RE emission related to
the intracenter transitions involving the Yb3+ ions was
detected only for the samples ion-implanted with both
Yb and O. In the structures fabricated from the crystals
doped with the Yb impurity alone, RE emission in the
EL spectra was not observed.

Figure 2 shows the EL spectra of a reference sample
(H2A) and two implanted and annealed samples (H13A
and H14A). We now describe the groups of the most
typical bands distinguishable in the spectra shown in
Figs. 2 and 3.

1. The edge-emission band D peaked at 822–826 nm
is related both to the band-to-band (Ec – Ev) transitions
and to the shallow-level donors, most likely, to SeAs and
SiGa. The edge-emission band A peaked at 837–839 nm
is related to shallow-level acceptors (in the case under
consideration, to SiAs).

2. There is also a complex C band that extends from
870 to 980 nm. Another band E which peaked at 912–
920 nm is distinguishable against the background of the
C band. The E band is presumably related to impurity–
defect associations that are based on Cu atoms and can
be represented as CuGa–VAs–(a background impurity),
where VAs stands for the arsenic vacancy.

3. Finally, we have a complex F band that extends
from 989 to 1200 nm and whose main peak is at 1000–
1060 nm. In addition to the main peak, additional peaks
(for example, the one located at ~1080 nm) are fairly
often observed. The origin of the F band in GaAs crys-
tals has not been clarified. It is believed that the impu-
rity–defect complexes based on a number of back-
ground impurities are responsible for emission in this
spectral region. Thus, the long-wavelength portion of
this band is most probably related to emission from the
complexes that incorporate oxygen atoms.

As can be seen from Fig. 2, the RE emission is
present in the spectra of implanted and annealed struc-
tures, in addition to the luminescence that is character-
istic of the reference structure. The short-wavelength
edge of emission of the complex centers based on Yb3+
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ions is located at 980 nm. The range of 980–1250 nm is
related to “purely electronic” transitions within the 4f
shell of an Yb3+ ion, whereas the spectral region with
wavelengths longer than 1250 nm is related to vibronic
transitions [12].

A systematic comparison of the PL and EL spectra
of the same GaAs:(Yb,O) crystals showed that these
spectra are qualitatively quite similar to each other,
especially so for wavelengths longer than 850 nm (i.e.,
those corresponding to the RE-emission range). Quan-
titative differences between the intensities of the D and
A edge-emission bands in the PL and EL spectra were
very significant. The edge emission could be observed
with confidence in the PL spectra only for samples with
an implant concentration of ~1017 cm–3. For samples
with an implant concentration of ~1018 cm–3, the edge
emission (the D or A bands) in the PL spectra was
observed only occasionally, whereas this emission was
virtually absent for the samples ion-implanted with Yb
and O to concentrations of ~1019 cm–3. Quenching of
edge emission in the PL spectra with increasing Yb and
O concentrations is caused by the accumulation of
postimplantation defects in the surface layers of the
structure and by inefficient annealing. The intensities of

Wavelength, nm

Intensity, arb. units

850 900 950 1000 1050 1100

E RE

F

3

D

A
CE

F

C 1

2

Fig. 2. Electroluminescence spectra of the samples for the
injection current of 100 mA. Spectrum 1 corresponds to the
reference sample; spectra 2 and 3 correspond to the ion-
implanted and annealed samples H13A and H14A. The bias
voltage applied to the samples was (1) 2.9, (2) 3.8, and
(3) 3.2 V. The spectra were measured at 77 K.
the edge-emission bands D and A in the EL spectra also
decrease with an increasing concentration of ion-
implanted impurities; however, this decrease is not as
drastic as in the case of the PL spectra.

Figure 4 shows a portion of the EL spectrum in the
RE-emission range in an implanted and annealed struc-
ture for an injection current of ~200 mA. The line
peaked at 1006 nm and its phonon replica at 1067.2 nm
were the most intense in the spectrum. The line peaked
at 1008 nm and a group of lines in the region of 990–
991 nm are clearly distinguishable. As has been estab-
lished previously, the lines peaked at 1006 and 1008 nm
are related to the complexes of the Yb3+–Se–O type,
whereas emission in the range of 990–991 nm is related
to associations of the Yb3+–Si–O type [5, 12].

Figure 3 shows the EL spectra of an implanted and
annealed structure for various injection currents. The
C band appeared for currents of 1–3 mA, whereas the
D and A lines became most intense in the EL spectrum
measured for an injection current of ~5 mA. The RE
emission is observed against the background of the F
band for injection currents no lower than 18–20 mA.
The intensities of the lines peaked at 1006 and
1067.2 nm and also of the main lines in the EL spectra
of an implanted and annealed structure depend sublin-
early on the injection current. The RE emission of Yb3+

ions is distinctly distinguished by its line features
(the full width at the half-height for the line peaked at
1006 nm is smaller than 0.1 nm at 77 K).

Intensity, arb. units

E

Wavelength, nm

0

800

0.4

0.8

1.2

1.6

2.0

2.4

2.8

3.2

850 900 950 1000 1050 1100

D

A

C

C

F

F

1
2

3

4

RE

Fig. 3. Electroluminescence spectra of sample H13A for the
injection currents and bias voltages equal to (1) 10 mA and
2.85 V; (2) 15 mA and 3.1 V; (3) 20 mA and 3.25 V; and
(4) 30 mA and 3.4 V. The spectra were measured at 77 K.
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As can be seen from Fig. 3, the intensities of the
donor (D) and acceptor (A) bands in the EL spectrum of
the studied structure were almost the same for low
injection currents (5–8 mA). For large injection cur-
rents, the intensity of the donor band was higher by a
factor of 1.5–2 than that of the acceptor band. Almost
the same ratio of intensities of the edge-emission bands
was also observed in the EL spectra of the reference
structure. However, the “normal” ratio between the
intensities of the donor and acceptor bands was not
recovered by increasing the injection current even for
the highest injection level (Fig. 2, curve 3) in the major-
ity of structures with the Yb and O concentrations of
~1018 cm–3, in contrast to the structure whose spectra
are shown in Fig. 3. For the GaAs structures with Yb
and O concentrations of ~1019 cm–3, the D band was
absent in the EL spectra for all injection levels, and
only the A band peaked at 837–839 nm was distinguish-
able.

3.4. Interaction of Impurities and Defects
in the Ion-Implanted GaAs Layers

Recently [13], we determined the conditions neces-
sary for the emergence of the RE emission bands in the
PL spectra of GaAs:Yb crystals. These conditions
imply that atoms of chemical elements whose interac-
tion with Yb atoms results in the formation of Yb3+ ions
should be present in the crystal in addition to the Yb and
O atoms. Presumably, the same conditions should be
satisfied in order to obtain the RE emission in the EL
spectra. The starting GaAs crystals were doped with
selenium; therefore, it is this impurity that largely con-
trols the fine structure of RE features in the EL spectra
(Fig. 4). In addition, the spectra are indicative of the
presence of silicon as the dominant background impu-
rity in the starting GaAs samples (the bands peaked at
988–994 nm). An increase in the concentration of ion-
implanted Yb and O impurities resulted in a significant
decrease in the intensities of the edge-emission bands.
However, the acceptor-band intensity was found to be
less sensitive to an increase in the Yb concentration
compared to the donor-band intensity. This is indicative
of specific features of interaction of RE ions with shal-
low-level donors in GaAs crystals.

As it has been found previously, diffusion of silicon,
carbon, sulfur, and selenium atoms is observed in GaAs
crystals annealed at a temperature of ~640°C [5, 12].
Therefore, we may assume that variation in the inten-
sity of the donor band in the EL spectra of the
GaAs:(Yb,O) crystals is related both to an increase in
the concentration of ion-implanted impurities and to a
high concentration of radiation defects, as well as to the
gettering properties of RE atoms. The Se atoms can dif-
fuse through the crystal at a temperature of ~650°C and
can interact with Yb atoms; as a result, Yb–Se com-
plexes are formed. On the one hand, this represents a
necessary prerequisite for the origination of RE emis-
sion in the GaAs crystal; on the other hand, formation
SEMICONDUCTORS      Vol. 35      No. 3      2001
of such a complex results in an Se impurity bound to a
Yb ion ceasing to be a shallow-level donor. Thus, the
gettering effect of Yb atoms manifests itself both in an
increase in the RE-emission intensity and in a decrease
in the donor-band intensity in the EL spectra.

For the Yb concentrations of ~1018 cm–3, it is quite
possible that the shallow-donor concentration
decreases significantly in a GaAs layer ~200 nm thick
as a result of annealing. The GaAs region that was ini-
tially of n-type conductivity may acquire either a con-
ductivity close to intrinsic (i) or even the hole (p) con-
ductivity after ion implantation and annealing. If the
concentration of implanted Yb exceeds ~1018 cm–3, a
drain of Se atoms is possible from the region adjoining
the layer containing the RE element to this layer. This
may bring about the formation of a p–n junction as a
result of the diffusion of Se atoms from the implanta-
tion-damaged layer to the layer doped with Yb. It is
important that the Yb implantation and subsequent
annealing are conducive to the formation of either p–n
or n–n+ junctions; it is the latter that were used for
obtaining the EL.

4. CONCLUSION

In this study, we accomplished for the first time an
excitation of f–f optical transitions in Yb3+-based com-
plexes in GaAs in the electroluminescence mode in a
structure that included an injecting junction. We
showed that interaction of implanted Yb atoms with

0.4

0.6

0.8

1.0

1.2

1.4

1.6

985 990 995 1000 1005 1010 1015

Intensity, arb. units

Wavelength, nm

Yb3+ = Si
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Fig. 4. Fine structure of electroluminescence spectrum in
the region of the RE emission. Sample is H13A, the injec-
tion current is 200 mA, and the bias voltage is equal to 4.4 V.
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background impurities (Se) brought about the forma-
tion of both Yb-containing complexes and the i- or
p-layers that ensure injection in the structures under
consideration.

The data we obtained indicate that it is possible to
develop the GaAs:Yb-based optoelectronic devices.
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Abstract—Magnetotransport properties of the narrow-gap InxGa1 – xAsySb1 – y/GaSb heterojunctions grown by
liquid-phase epitaxy with various In content in the solid solution (x = 0.85–0.95 and Eg ≤ 0.4 eV) were studied.
It is shown that, depending on the In content in these heterostructures, type II staggered-lineup (x = 0.85) or broken-
gap heterojunctions (x = 0.95) with high mobility in the electron channel at the interface (µ . 20000 cm2/(V s)) can
be realized. For x = 0.92, depending on temperature, both types of heterojunctions were observed. Obtained
results are in good agreement with the band energy diagram of the type II InGaAsSb/GaSb heterostructures
under study. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In recent years, type II broken-gap alignment
InAs/GaSb heterojunctions (HJs) have attracted much
attention. In such a HJ, the valence band of the wide-
gap semiconductor lies higher in energy than the con-
duction band edge of the narrow-gap semiconductor in
such a way that there is an energy gap ∆ . 150 meV at
the interface [1]. Due to the flow of electrons through
the interface, an electron channel whose characteristics
can be modulated by light and also by electric or mag-
netic fields is formed [1].

The InAs/GaSb heterosystems are similar to the
type II HJs based on the quaternary InxGa1 – xAsySb1 – y
solid solutions grown by liquid-phase epitaxy (LPE),
lattice-matched to both InAs and GaSb substrates.
Magnetotransport, photoelectric, and luminescent
properties of the GaInAsSb/InAs HJs were studied in
detail in [2–6]. It was found that at the isotype
p-Ga1 − xInxAsySb1 – y/p-InAs interface with a wide-gap
quaternary layer (x < 0.22) there exists an electron
channel which has high carrier mobility and is located
on the InAs side. Characteristics of the channel depend
on the composition and level of doping of the solid
solution. The band energy diagram of the HJ and the
energy spectrum of two-dimensional carriers at the
interface were obtained from combined investigation of
magnetotransport and electroluminescence in this sys-
tem at liquid-helium temperature [6]. At the same time,
properties of the type II narrow-gap HJs grown on the
GaSb substrate [7] are insufficiently studied.

This paper continues a series of studies of type II
heterostructures based on quaternary solid solutions,
and it is devoted to the magnetotransport study of HJs
1063-7826/01/3503- $21.00 © 20331
in structures with the narrow-gap InGaAsSb/GaSb
solid solution. We studied electrical conductivity, the
Hall effect, and mobility at T = 77–300 K in the
InxGa1 − xSbAs/GaSb heterostructures with varied com-
position of the solid solution (x = 0.85, 0.92, and 0.95).
In this case, the solid solution was either undoped or
doped with acceptor impurities. We used n-GaSb or
p-GaSb as the material for the substrate.

The aim of this study was to identify the type of
such HJs and to determine the existence domain of the
broken-gap HJ and the conditions for forming a semi-
metallic channel at the interface at room temperature.

2. ENERGY BAND DIAGRAM
OF AN InGaAsSb/GaSb HETEROJUNCTION

It is interesting to analyze the energy band diagram
to identify the HJ type. According to the electron affin-
ity rule [8], an offset in the conduction band at the inter-
face is equal to the difference of the electron affinity
values of two semiconductors ∆Ec = χ1 – χ2. For hetero-
combination InAs/GaSb (χInAs = 4.9 eV and χGaSb =
4.06 eV [9]), the electron affinity rule yields the con-
duction-band offset ∆Ec = 0.84 eV. The GaSb band gap
(Eg2 = 0.727 eV at T = 300 K [10]) is smaller than the
band offset ∆Ec. Due to this fact, the broken-gap HJ
with the energy gap between the GaSb valence band
and the InAs conduction band occurs at T = 300 K in
InAs/GaSb heterostructures:

(1)

Using, instead of InAs, quaternary InxGa1 – xAsySb1 – y
solid solutions with about the same composition as

∆ χGaSb χInAs EgGaSb . 0.150 eV.–––=
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InAs, we can vary the composition to change the band
overlap at the interface and to obtain both staggered-
lineup and broken-gap HJs [11]. The conduction band
offset will be defined in this case by the difference
between the electron affinities χ1 for the InGaSbAs
solid solution and χ2 for the GaSb substrate. If this band
offset is smaller than the GaSb band gap, a type II stag-
gered-lineup HJ forms. If it is larger than the band gap,
a broken-gap HJ forms. In the multicomponent
InxGa1 − xAsySb1 – y solid solutions, we can determine
electron affinity χ1 as a function of x, taking into
account the electron affinity of each binary compound
according to the empirical formula [12]

(2)

The electron affinities χ1 for the InxGa1 – xAsSb (x ≥
0.80) solid solutions calculated by formula (2) as a
function of x are shown in Fig. 1 (we took the electron
affinity values for binary compounds from [9]). It
should be noted that calculation for x = 1 yields the elec-
tron affinity value χ1 = 4.87 eV, which is in good agree-
ment with the experimental data for the n-InAs0.91Sb0.08
ternary solid solutions reported in [13].

Based on these data (the GaSb band gap Eg2 =
0.727 eV at T = 300 K and Eg2 = 0.805 eV at T = 77 K
[10]), it is possible to define by Eq. (1) the energy gap
∆ between the GaSb valence band and the conduction
band of the solid solution. Composition dependence for
the solid solution is shown in Fig. 1. It follows that in

χInGaSbAs x y,( ) χInSbx 1 y–( ) χInAsxy+=

+ χGaSb 1 x–( ) 1 y–( ) χGaAs 1 x–( )y.+
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Fig. 1. (a) Electron affinity χ1 for the InxGa1 – xAsySb1 – y
solid solution and (b) energy band offset ∆ in the
InxGa1 − xAsySb1 – y/GaSb heterostructures as a function of
the solid solution composition. 
the InxGa1 – xAsSb/GaSb heterostructures a staggered-
lineup HJ should be realized in the composition region
x & 0.85 and in the entire temperature range from 77 to
300 K. A broken-gap HJ can exist for x * 0.95. It is
interesting to note that, for x = 0.92, the type of the
InxGa1 – xAsySb1 – y/GaSb HJ varies with temperature,
due to the temperature dependence of Eg in GaSb: the
transition from staggered-lineup to broken-gap HJ
occurs as the temperature increases.

3. EXPERIMENT AND DISCUSSION

3.1. Preparation and Characteristics
of the Samples

InxGa1 – xAsySb1 – y/GaSb heterostructures with dif-
ferent In content (x = 0.85, 0.92, and 0. 95) were grown
by LPE on GaSb(100) substrates at T = 600°C. Accord-
ing to X-ray studies, the lattice mismatch of layer and
substrate amounted to ∆a/a ≤ 1.2 × 10–3. Both binary
n-GaSb:Te single crystals grown by the Czochralski
method (n . 5 × 1017 cm–3) and an undoped high-resis-
tivity p-GaSb epilayer (p . 5 × 1015 cm–3) grown by
LPE from a solution–melt with the addition of Pb as a
neutral solvent [14] were used as substrates. In the first
case, a high potential barrier exists at the InGaAsSb–
substrate interface. In the second case, the p-GaSb epil-
ayer may be considered as a semi-insulator.

The conductivity of undoped InGaAsSb epilayers is
of the n-type. Acceptor impurities Mn and Zn were
used for growing the p-type layers. The thicknesses of
the epilayers were 3–5 µm. Ohmic contacts to rectan-
gular samples were formed on the epilayer for mea-
surements of electrical conductivity σ, the Hall coeffi-
cient RH, and the mobility µ in the temperature range of
77–300 K in magnetic fields of 1–20 kOe. Parameters
of investigated samples are listed in the table (conduc-
tivity σ and the Hall coefficient RH were calculated with
allowance made for the epilayer thickness of the solid
solution). Because the solid solution and substrate were
both of n-type and p-type, we could study both isotype
(n–N and p–P) and anisotype (p–N and n–P) HJs
(henceforth, capital letters refer to GaSb, and lowercase
letters refer to the narrow-gap material).

3.2. InGaAsSb/GaSb Heterostructures
with Undoped Layers of Solid Solution

(n–N, n–P, Samples 1–6 in Table)

All InxGa1 – xAsySb1 – y/GaSb heterostructures with
undoped InGaAsSb layers are usually of n-type in the
composition range of 0.85 < x < 0.95 at T = 77 and
300 K (see table). However, the Hall mobility values
differ: mobility increases as In content in solid solution
increases; thus, we have 3 × 103 cm2/(V s) and 1.4 ×
104 cm2/(V s) in the samples with x = 0.85 and 0.95,
respectively.
SEMICONDUCTORS      Vol. 35      No. 3      2001
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In addition, an increase in the In content in solid
solution leads to an abrupt change in the temperature
dependences of the Hall coefficient and the Hall mobil-
ity in heterostructures. In the In0.85Ga0.15SbAs/GaSb
heterostructures (samples 1 and 4) RH versus 1/T
dependences have an activation character which is
characterized by three slopes, corresponding to the
activation energies of EA = 0.002, 0.02, and 0.09 eV
(Fig. 2). Such values of the activation energy were pre-
viously observed in the solid solution epilayers
enriched with InAs, and they were ascribed to shallow-
level uncontrolled impurities and structural defects
[15]. The value and the temperature dependence of Hall
mobility of the samples 1 and 4 (Fig. 3) are also typical
of InGaSbAs solid solutions, and they are controlled by
the carrier scattering from defects and lattice vibra-
tions.

Temperature dependences of the Hall coefficient
and the Hall mobility are quite different in heterostruc-
tures with a high In content in solid solution (samples 2
and 3, 5 and 6). In these compounds, the Hall coeffi-
cient varies only slightly in the temperature range of
77–250 K (Fig. 2). However, in curves corresponding
to samples 2 and 3 grown on the n-GaSb:Te substrate,
the slope characterized by the activation energy of EA =
0.09 eV appears at T > 250 K. This energy, as well as
those in samples 1 and 4, may be related to structural
defects in the solid solution. The Hall mobility in the
InxGa1 – xAsSb/GaSb heterostructures with In content
in the solid solution x = 0.95 (samples 3 and 6) equals
14000 cm2/(V s) at T = 77 K. It decreases insignifi-
cantly as temperature increases, but its values are still
large, even at room temperature (µH = 10 000 cm2/(V s)).
This value is several times larger than that in hetero-
structures with x = 0.85. In the InxGa1 – xAsSb/GaSb
SEMICONDUCTORS      Vol. 35      No. 3      2001
heterostructures with x = 0.92 (samples 2 and 5), mobil-
ity slightly increases with temperature.

These results show that, in the n-In0.85Ga0.15AsSb/GaSb
heterostructures, magnetotransport properties are
defined only by the solid solution. This is consistent
with the energy diagram of HJ (Fig. 1), from which it

100

2

103/T, K–1

10

1

4 6 8 10 12

RH, cm2/C

1

2

3

4

5

6

Fig. 2. Dependences of the Hall coefficient on reciprocal
temperature for samples 1–6 (curves 1–6) with undoped lay-
ers of solid solution. Numbers of the curves correspond to
the sample numbers in the table. 
Parameters of the InxGa1 – xAsSb/GaAs heterostructures

Sample 
no.

In con-
tent, x

Type of 
structure

T = 77 K T = 300 K

Sign of 
the Hall 
voltage

σ,
Ω–1 cm–1

n,
1017 cm–3 

µH,
cm2/(V s)

Sign of 
the Hall 
voltage

σ,
Ω–1 cm–1

n,
1017 cm–3 

µH,
cm2/(V s)

Undoped InGaAsSb solid solution

1 0.85 n–N n 330 11 3700 n 1200 1.6 1900

2 0.92 n–N n 1300 3.5 4500 n 5300 0.95 5000

3 0.95 n–N n 1600 8.7 14000 n 2600 3.8 10000

4 0.85 n–P n 54 115 6300 n 130 30 4000

5 0.92 n–P n 1900 4.2 8000 n 4700 2.1 10000

6 0.95 n–P n 550 25.5 14000 n 5200 22 11500

InGaAsSb solid solution doped with acceptors (Mn or Zn)

7 0.85 p–N p 12 4.9 59 p 17 2.1 36

8 0.92 p–P p 26 8.3 220 n 47 21.5 1000

9 0.95 p–P n 135 22 3000 n 200 14 2800

Note: Thickness of the InGaAsSb epilayer was used in calculations of conductivity σ and the Hall coefficient RH in heterostructures.
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follows that, for such a composition of solid solution, a
staggered-lineup HJ should be observed in the entire
temperature range from 77 to 300 K.

In the In0.95Ga0.05SbAs/GaSb heterostructures, high
electron mobility can be explained according to the
energy diagram (Fig. 1) by the existence of the electron
channel at the interface of the broken-gap HJ. In the
In0.92Ga0.08SbAs/GaSb heterostructures, an increase in
the Hall mobility with temperature can be attributed to
variation in the HJ type, due to variation in the GaSb
band gap (Fig. 1): from a staggered-lineup type at T =
77 K to a broken-gap type at T = 300 K.

It is necessary to note that a significant difference in the
magnetotransport properties of the InxGa1 – xAsSb/GaSb
heterostructures with x = 0.85 and x ≥ 0.92 manifests
itself in the Hall coefficient dependences on the mag-
netic field strength also. In the samples with x = 0.85,
the Hall coefficient does not change as the magnetic
field strength increases, which is typical of conduction
with one kind of charge carrier (electrons in solid solu-
tion), whereas in the samples with x ≥ 0.92 we observe
a small decrease in the Hall coefficient as the magnetic
field strength increases. This result shows that two
kinds of charge carriers are involved in magnetotrans-
port (electrons in solid solution and in the electron
channel at the interface).

Therefore, σ, RH, and µH measured in the
InxGa1 − xAsSb/GaSb heterostructures for x = 0.85 are

2

T, K

104

2

100

µH, cm2/(V s)

6

3
5

2

4

1

200 300

4

6

8

103

Fig. 3. The Hall mobility as a function of temperature for
samples 1–6 (curves 1–6) with undoped layers of solid solu-
tion. Numbers of the curves correspond to the sample num-
bers in the table. 
governed by the solid solution properties, but, for x ≥
0.92, properties of both solid solution and electron
channel affect these quantities.

We can estimate mobility in the electron channel using
well-known formulas for a double-layer model [16]:

(3)

where subscript 1 refers to the electron channel, sub-
script 2 refers to the solid solution epilayer, and σ and
µH are measured values for the whole heterostructure.

If we accept data for sample 1 as electron mobility
in solid solution, then mobility in the electron channel
in sample 3, calculated according to formula (3), equals
µ1 = 16600 cm2/(V s) at T = 77 K and µ1 =
16700 cm2/(V s) at T = 300 K.

3.3. Heterostructures with Doped Solid-Solution 
Layers (Junctions p–N and p–P, Samples 7–9)

Manganese and zinc were used as acceptor dopants
for overcompensation of the InxGa1 – xAsySb1 – y solid
solutions and producing material with conduction of
p-type. Both impurities in InAs and solid solutions
enriched with InAs introduce the acceptor levels with
the activation energy EA = 0.02–0.03 eV [17]. Conduc-
tivity, the Hall coefficient, and mobility in the
p-InxGa1 – xSbAs/GaSb heterostructures, with varied

µ1 µH 1 σ2/σ–( ) µ2/ 1 σ/σ2–( ),–=

103/T, K–1

1
8 12

RH, cm3/C

7

8

9

10

4

n-type

n-type

p-type

p-type

Fig. 4. Dependences of the Hall coefficient on reciprocal
temperature for samples 7–9 (curves 7–9) with doped layers
of solid solution. Numbers of the curves correspond to the
sample numbers in the table. 
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composition of solid solution but with the same level of
doping with the acceptor impurities equal to 9 × 10–4 at. %
(samples 7–9), are listed in the table. Dependences of
the Hall coefficient and mobility on temperature and
the magnetic field strength are shown for these samples
in Figs. 4–6.

It was determined that InxGa1 – xAsSb/GaSb hetero-
structures with x = 0.85 are of p-type in the entire tem-
perature range from 77 to 300 K (see table, sample 7).
Two slopes are distinguishable in the curve RH versus
1/T (Fig. 4, sample 7): one of them corresponds to the
activation energy of 0.02 eV, which is typical of accep-
tor levels in doped InGaSbAs solid solution, and the
other corresponds to the activation energy of 0.09 eV,
which is probably related to the structural defects. The
Hall mobility µH is very low due to high compensation,
and it decreases slightly as temperature increases
(Fig. 5, sample 7). Therefore, we come to the conclu-
sion that the magnetotransport properties of the
p-In0.85Ga0.15SbAs/GaSb heterostructures, as well as
those of the samples with undoped epilayer of the same
composition, are controlled by the solid solution prop-
erties, which may indicate that a staggered-lineup HJ
exists (Fig. 1).

At the same time, conductivity of the n-type is
observed in the entire temperature range from 77 to
300 K (see table, sample 9) in the p-InGaAsSb/GaSb
heterostructures with a high In content in the solid solu-
tion (x = 0.95) and with a similar level of zinc doping.
The Hall coefficient is independent of temperature
(Fig. 4, sample 9) and of the magnetic field strength.
The Hall mobility in these samples retains the value of
3000 cm2/(V s) up to room temperature (Fig. 5,
sample 9). These magnetotransport properties suggest
the predominance of only one type of carrier (electrons
in the electron channel at the interface) and the exist-
ence of a broken-gap HJ (Fig. 1).

Transition from a staggered-lineup HJ at T = 77 K to
a broken-gap HJ at T = 300 K is observed in both
p-InxGa1 – xSbAs/GaSb heterostructures with x = 0.92
and in heterostructures with undoped layers of solid
solution of the same composition. However, in isotype
p–P heterostructures, such a modification of HJ is more
pronounced in the experiment. At T = 77 K, the hetero-
structure is of the p-type, with a mobility of µH =
220 cm2/(V s), typical of the p-InGaSbAs solid solu-
tion. Conductivity in heterostructures changes sign
from hole- to electron-type as the temperature increases
(see table, sample 8). This change in sign and the simul-
taneous increase of the electron mobility with tempera-
ture (Figs. 5 and 6, sample 8) are possibly related to the
electron channel at the interface on the solid-solution
side.

Strong Hall coefficient dependence on the magnetic
field strength (Fig. 6) is characteristic of the
SEMICONDUCTORS      Vol. 35      No. 3      2001
p-InGaSbAs/p-GaSb heterostructures with x = 0.92. It
can be seen that at T = 77–150 K conductivity is of the
p-type; i.e., holes are dominant in the solid solution.
The electron channel (the combined conduction of
electrons in the channel and holes in the solid solution)
manifests itself in the decrease of the Hall coefficient as
the magnetic field strength decreases. At temperatures
above 150 K and in low fields, only the electron chan-
nel is important; its contribution increases with temper-
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Fig. 5. Temperature dependence of the Hall mobility for
samples 7–9 (curves 7–9) with doped layers of solid solu-
tion. Numbers the curves correspond to the sample numbers
in the table.

Fig. 6. The Hall coefficient as a function of the magnetic
field strength for sample 8. Temperature of measurements is
indicated at the curves.
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ature. These results are in agreement with the energy
diagram (Fig. 1), and they show that the energy gap ∆
increases with temperature, and, as a result, the transi-
tion from a staggered-lineup HJ to a broken-gap HJ
occurs. At the same time, the depth of the potential
wells at the interface increases, and the contribution of
carriers localized at the interface becomes dominant.

Comparing our experimental data obtained for the
InxGa1 – xAsySb1 – y/GaSb (x > 0.92, Eg < 0.4 eV) hetero-
structures with previously studied p-Ga1 – xInxAsySb1 – y/p-
InAs heterostructures (x < 0.22 and Eg > 0.56 eV [2]),
we see that mobility in the electron channel in the
InGaAsSb/GaSb heterostructures is an order of magni-
tude lower than in the p-GaInAsSb/p-InAs heterostruc-
tures. Such a distinction in magnitude between the car-
rier mobility in the electron channel in structures based
on the narrow-gap InGaAsSb solid solutions grown on
the GaSb substrates and the carrier mobility in struc-
tures based on the wide-gap GaInAsSb solid solutions
grown on InAs can be attributed to changes in the inter-
face smoothness with an accompanying increase in
scattering by the interface roughness, and also to differ-
ences in the character of bonds formed at the interface.
If a narrow-gap solid solution is grown on a wide-gap
substrate, bonds of the Ga–As type are formed at the
interface. In the case of a wide-gap solid solution
grown on a narrow-gap substrate, bonds of the In–Sb
type are formed. In the latter case, an abrupt planar
interface with a transition layer of ~12 Å thickness is
produced, and high electron mobilities are attained in
the electron channel [18, 19].

4. CONCLUSION

Magnetotransport properties in the type II
InxGa1 − xAsySb1 – y/GaSb narrow-gap HJs grown by liq-
uid-phase epitaxy with a varied composition of solid
solution (x = 0.85, 0.92, and 0.95) were studied. It is
shown that, in accordance with the energy diagram
(Fig. 1), at T = 77–300 K, a type II staggered HJ is
formed in the InxGa1 – xAsSb/GaSb heterostructures
with x = 0.85 and that a type II broken-gap HJ is formed
for x = 0.95. At the InGaAsSb/GaSb interface with x =
0.92, either staggered-lineup or broken-gap type II HJs
may be formed, depending on the temperature.

The highest electron mobility in the electron chan-
nel (about 20000 cm2/(V s)) is observed in heterostruc-
tures with undoped layers of the InxGa1 – xAsSb (x =
0.95) solid solution. We believe that lower values of the
electron mobility in the InGaAsSb/GaSb channel in
comparison with heterostructures based on the wide-
gap GaInAsSb/InAs solid solutions, in which mobili-
ties higher than 50000 cm2/(V s) were obtained, are
related to variation of the type of bonds at the interface
(from In–Sb to Ga–As) and to special features of the
epitaxial-growth conditions of solid solutions on the
wide-gap and narrow-gap substrates.
Doping of solid solution with the acceptor impuri-
ties results in a decrease in the highest carrier mobility
in the electron channel to 3000 cm2/(V s). Low mobility
in the electron channel is explained in this case by the
high compensation of solid solution and, as a result, by
an increase in the potential fluctuation amplitude at the
interface.

We showed that in the InGaAsSb/GaSb heterostruc-
tures with type II broken-gap HJ the electron channel
controlled magnetotransport properties of the hetero-
structure up to room temperature, because the wide-gap
GaSb substrate in this case completely eliminated the
electron-channel shunting.
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Abstract—The possibility of intentionally shifting the high-frequency edge of plateau in the noise spectral den-
sity of silicon p–n structures to higher frequencies under irradiation with gamma-ray quanta was studied. The
largest increase in the extent of the operating-frequency range was observed to amount to 2–2.5 times. As the
irradiation dose increased further, the plateau width did not increase, and its boundary became less abrupt. Cor-
relation between the variation in the effective lifetime of minority charge carriers and the width of low-fre-
quency plateau in the noise spectral density was found. A qualitative model describing the variation in the noise
spectral density with increasing irradiation dose for silicon p–n structures with microplasma channels governed
by the p–n junction dimensions is suggested. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Silicon diodes with reverse-biased p−n junctions are
used in electronic engineering as the sources of broad-
band signals for checking the sensitivity of receivers
and amplifiers, for determining the interference immu-
nity of automatic- and remote-control systems, and as
reference-noise sources in the measurements of noise.

Localized regions of a higher field strength (com-
pared to the remaining portion of the space-charge
region (SCR)) are observed during avalanche break-
down of reverse-biased p−n junctions [1]. It is gener-
ally agreed that these regions are formed owing to
minor inhomogeneities in the p−n junction. The pres-
ence of such inhomogeneities, which are regions of
reduced breakdown voltage, gives rise to microplasma
channels, i.e., to a short-term flow of a current of
10−200 µA through these inhomogeneities. In this
paper, we report the results of studying the effect of
ionizing radiation on the ratio between the probabilities
of initiating and suppressing the microplasma chan-
nels; we were interested in the value of this ratio where
the current fluctuations were at a maximum.

Random behavior of the microplasma-channel initi-
ation–suppression is caused by fluctuations of the num-
ber of charge carriers in the regions of the p−n junction
and the base; these fluctuations accompany both the
impact ionization in the multiplication region and the
transport of electrons and holes through the transit
areas of the p−n junction. The fluctuations are related to
the processes of thermal generation and recombination
of charge carriers in the bulk of the crystal. The ava-
1063-7826/01/3503- $21.00 © 20338
lanche-charge retention time is controlled to a large
extent by the lifetime τ of the minority charge carriers,
which depends on the electron-capture cross section,
the concentration of centers, and the depth of the corre-
sponding energy levels [2]. We may assume that the
value of τ will decrease if additional radiation defects
are introduced; this should result in an increase in the
noise spectral density (NSD) in the regions of medium
or high frequencies. In connection with this, the objec-
tive of this study was to gain insight into the possibility
of intentionally varying the frequency characteristics of
diodes.

EXPERIMENTAL
The studied samples were silicon structures with an

abrupt p−n junction that has an area of 10–4 or 1 mm2.
The doping level of the base region of the p−n junction
amounted to ~1017 cm–3, which corresponded to a
breakdown voltage of ~8–10 V.

The measurements were performed at a temperature
of (20 ± 1)°C, with the average current through the
samples being equal to 50 µA and controlled by the
load-resistor value (20 kΩ). Instability of the output
current was observed in the bias range of 7.7–10.7 V. In
the case under consideration, the behavior of the cur-
rent-pulse shapes was similar to that reported previ-
ously [3]. The largest NSD width was observed when a
voltage of 8.7 V was applied, which corresponded to
the largest amplitude and frequency of the current fluc-
tuations. Correlation between the pulsed current flow
and the microplasma breakdown is verified by the lin-
001 MAIK “Nauka/Interperiodica”
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earity of the current–voltage characteristic in the insta-
bility region [3].

The samples were irradiated with 60Co gamma-ray
quanta at a temperature of 50°C. The NSD was calcu-
lated using a conventional algorithm of fast Fourier
transform [4] on the basis of measurements of the noise
current in the structures studied. The error in calcula-
tions was no larger than 8%. Distortions introduced by
the measurement circuits were no larger than 5%. The
lifetime of the minority charge carriers was determined
from measurements of the transient-process character-
istics in the course of switching the current [5].

RESULTS AND DISCUSSION

The output current of the p−n structures studied is
represented by a sequence of pulses which include two
portions: a steep leading edge and a gently sloping trail-
ing edge (the oscillograms of current in p−n structures
before irradiation are shown in Fig. 1). The leading
edge corresponds to the initiation of microplasma and
to the multiplication of charge carriers in the avalanche
due to impact ionization, whereas the trailing edge cor-
responds to the suppression of the avalanche and a
decrease in the avalanche current. Suppression of the
avalanche may be caused by a decrease in the mean free
path of the charge carriers in the multiplication region
as a result of heating of microplasma [6] or as a result
of a decrease in the field strength due to the effect of the
charge-carrier space charge in the transit regions [3].
The dependences of the microplasma pulses on temper-
ature and applied voltage were studied. It was found
that an increase in voltage and temperature results in an
increase in the probability of the microplasma initiation
and does not affect the delay in the microplasma sup-
pression. After the microplasma has been suppressed,
the rate of the avalanche-charge decay may be con-
trolled by the drift rate of charge carriers in the SCR
and in the region of the neutral base, by the character-
istic times of capture by and emission from the traps,
and by recombination of charge carriers. A repeat initi-
ation of an avalanche is probabilistic and depends on
the recovery of the field strength sufficient for break-
down and on the presence of charge carriers that initiate
the avalanche.

Figures 2 and 3 show the spectra of noise pulses
generated in the p−n structures with small and large
areas. In the spectra, a portion of the NSD indepen-
dence of frequency (a low-frequency plateau) and a
region of falloff in the high-frequency region are
observed.

A change in NSD of p−n structures with a large area
as the irradiation integrated flux increases (Fig. 3) is
accompanied by an increase in the width of the low-fre-
quency plateau and a decrease in the absolute value of
the noise density in the entire frequency range; simul-
taneously, the slope angle of the high-frequency fall-off
decreases. For p−n structures with a small area (Fig. 2),
SEMICONDUCTORS      Vol. 35      No. 3      2001
the opposite phenomenon is observed; i.e., the width of
the low-frequency plateau decreases drastically for the
integrated radiation fluxes of up to Φ1 = 2 × 1016 cm–2.
However, a further increase in the integrated irradiation
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Fig. 1. Oscillograms of output current of unirradiated p−n
structures having (a) small area and (b) large area.

Fig. 2. The noise spectral density of p−n structures with
small area. Φ, Φ1, and Φ5 stand for the integrated fluxes of
gamma-ray quanta irradiating the structures (Φ5 > Φ1).
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flux leads to a gradual extension of the width of the
low-frequency plateau; for integrated fluxes on the
order of Φ5 = 6 × 1017 cm–2, this width becomes
2−2.5 times larger than the initial width.
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Fig. 3. The noise spectral density of p−n structures with
large area. Φ, Φ1, and Φ2 stand for integrated fluxes of the
gamma-ray quanta irradiating the structures (Φ2 > Φ1).

Fig. 4. The width of the low-frequency plateau in the fre-
quency dependence of the noise spectral density in the
small-area p−n structures as a function of integrated flux of
gamma-ray quanta that irradiated the structures.
We observed the existence of a certain critical value
of the integrated radiation flux, such that, if exceeded,
the width of the plateau in the spectral characteristic
ceases to increase, and the plateau boundaries become
less abrupt. In addition, the average amplitude of the
noise-current fluctuations decreases drastically.

Figure 4 illustrates the variation in the NSD plateau
width in the diodes studied (at the level of 0.7 with
respect to the maximum) with the integrated flux of
radiation. It can be seen that the rate of variation in the
NSD width is not constant. Up to the radiation inte-
grated fluxes of Φ3 = 1.5 × 1017 cm–2, the plateau width
increases slowly. For integrated fluxes higher than
1.5 × 1017 cm–2, we observe an increased rate of shift of
the high-frequency plateau edge to higher frequencies.

A change in the lifetime of minority charge carriers
in the base region of the structures under irradiation is
illustrated in Fig. 5 and can be described by the follow-
ing formula:

(1)

Here, τ0 is the initial lifetime, and τ1 is the lifetime after
irradiation. We can distinguish two portions in the
∆(1/τ) variation with the integrated irradiation flux:
there is a slight linear increase in the charge-carrier life-
time as the integrated irradiation flux increases up to
1.5 × 1017 cm–2, and there is a much steeper linear
increase for the integrated irradiation fluxes higher than
1.5 × 1017 cm–2.

The behavior of NSD in the output current of diodes
may be explained in terms of the following qualitative
model. The latter is based on the linear dimensions of
p−n junctions in the p−n structures under consider-
ation. The p−n junction area is 1 × 1 mm2 in the large-
area structures and is 10–2 × 10–2 mm2 in the small-area
structures. We may assume that in the small-area p−n
structures the contribution of surface states to variation
in electrical properties is comparable to the bulk
effects. In this case, anomalous behavior of NSD in the
small-area p−n structures under low irradiation doses
of up to 2 × 1016 cm–2 may be attributed to the surface
recombination of the minority charge carriers. The sur-
face traps are involved in the avalanche-charge decay,
because they act as recombination centers for the
charge carriers. After irradiation of the samples, the
surface channel of recombination becomes ineffective.
As a result, the trailing edge of the current pulses
becomes more extended in time, and, correspondingly,
the high-frequency edge of the NSD plateau shifts to
lower frequencies.

Irradiation gives rise to new recombination centers
in the bulk of the diodes. The number of the events of
the charge-carrier capture and release from the traps
during the avalanche development increases. These
processes lead to a decrease in the number of electrons
involved in the impact ionization and, correspondingly,
to an increase in the probability of the microplasma
suppression. Such an assumption is strengthened by an

∆ 1/τ( ) 1/τ1 1/τ0.–=
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insignificant increase in the variance of the largest
pulse amplitudes. On the other hand, irradiation also
affects the probability of microplasma initiation. The
traps that captured the charge carriers during the pre-
ceding stage of the avalanche development become the
centers of emission of electrons initiating the ava-
lanche. These processes entail an increase in the pulse-
repetition rate and, consequently, an increase in the
width of the low-frequency NSD plateau.

Variation in the lifetime of minority charge carriers
is typically related to the integrated irradiation flux by
the following formula [7]:

(2)

Here, k is the damage-rate factor, and Φ is the radiation
integrated flux. The nonlinear dependence ∆(1/τ)
observed experimentally is inconsistent with formula (2).

Such behavior of the quantity ∆(1/τ) may be
explained in terms of the suggested qualitative model.
We analyze this behavior taking into account the
dependence of the diffusion length L of the minority
charge carriers on their lifetime τn and the diffusion
coefficient D, as given by

(3)

Up to certain integrated fluxes on the order of 1.5 ×
1017 cm–2, the value of ∆(1/τ) is governed by linear
dimensions of the p−n junction; in this case, the diffu-
sion length L of the minority charge carriers is larger
than the junction linear dimension l. Thus, we have

For integrated radiation fluxes exceeding 1.5 ×
1017 cm–2, the concentration of the formed charge traps
begins to play a significant role; i.e., the effect of gen-
eration–recombination processes increases in magni-
tude. The diffusion length becomes comparable to or
smaller than the junction linear dimensions (l ≥ L).

It is important that the rate of variations in the life-
time of the minority charge carriers correlates with the
rate of variations in the width of the NSD low-fre-
quency plateau in the studied diodes. It follows from an
analysis of the data presented in Figs. 4 and 5 that the
rate of variation in the width of the low-frequency pla-
teau in the model we suggested is controlled by the
ratio between the diffusion length L of the minority
charge carriers and the linear dimensions of p−n junc-
tion. In this case, the value of L is specified by the inte-
grated irradiation flux.

Comparing the NSD of output currents in the small-
and large-area p−n structures (Figs. 2, 3), we can easily
perceive that even for much higher integrated radiation
fluxes the value of the low-frequency NSD is larger in
the small-area p−n junctions than in the large-area
ones. Consequently, the noise-pulse amplitude is larger.
This fact is also explained in terms of the suggested
model. The diameter of microplasma channels emerg-
ing for the actual diode-bias voltages is approximately

∆ 1/τ( ) kΦ.=

L Dτn.=

L @ l.
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equal to the SCR width and amounts to ~0.3–0.5 µm.
For the structures with linear p−n junction dimensions
of 1 mm × 1 mm, there can exist several microplasma
channels with almost the same breakdown voltages;
these microplasma channels may operate either alterna-
tively or superimposing on each other (and thus
increasing the rate of output noise pulses). Such an
assumption is corroborated by the spread of the micro-
plasma pulses in the maximum amplitude (Fig. 1b);
intermediate plateaus can be easily recognized in the
current oscillograms as the bias voltage increases. The
probability of initiation of the avalanche current
through such p−n junctions is a sum of the probabilities
of formation of individual microplasma channels.
Under the same conditions for p−n structures with an
area of 10–2 × 10–2 mm2, the probability of formation of
several microplasma channels in the region of the p−n
junction is lower. Therefore, the time interval between
the instants of initiation of avalanches through a p−n
junction is larger than for p−n structures with a large
area.

Thus, for the small-area p−n structures, a shift of the
high-frequency edge of the NSD plateau to lower fre-
quencies after low-dose irradiation may be attributed to
suppression of the surface-recombination channel. The
shift of the high-frequency edge to higher frequencies
after irradiation with integrated fluxes larger than 1.5 ×
1017 cm–2 is caused by a decrease in the lifetime of the
minority charge carriers in the bulk of semiconductor.
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107

101810171016
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Fig. 5. The lifetime of the minority charge carriers in the
small-area p−n structures as a function of integrated flux of
gamma-ray quanta that irradiated the structures.
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CONCLUSION

We suggested a qualitative model for describing the
variations in the noise spectral density (NSD) in p−n
structures subjected to gamma-ray irradiation, with the
development of individual microplasma channels con-
trolled by dimensions of the p−n junction. Our experi-
mental data show that the irradiation of silicon p−n
structures with gamma-ray quanta makes it possible to
shift the high-frequency edge of the NSD plateau to
higher frequencies. As a result, the width of the operat-
ing-frequency band may extend by a factor of 2–2.5. As
the integrated flux of radiation is increased further, the
plateau width does not increase any more, whereas the
edges of this plateau become less abrupt. Amplitude
characteristics of structures under conditions of the
development of no more than a single microplasma
channel are less affected by irradiation. We observed a
correlation between the effective lifetime of the minor-
ity charge carriers and the width of the NSD low-fre-
quency plateau.
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Abstract—Carrier photoexcitation from levels in quantum dots to continuous-spectrum states during lasing is
analyzed theoretically. The simplest approach is used to provide upper estimates of the absorption coefficient
and the photoexcitation cross section. Light absorption in carrier photoexcitation is shown to be essential for
quantum dot laser operation only at very low total losses, e.g., in the case of long cavities. © 2001 MAIK
“Nauka/Interperiodica”.
In this paper, the absorption coefficient and cross
sections of carrier photoexcitation from levels in quan-
tum dots (QDs) to continuous-spectrum states in lasing
are estimated. The simplest approach is used, neglect-
ing the complex structure of the valence band and the
interaction between c- and v-bands. The values thus
obtained give the upper estimates of the absorption
coefficient and cross section. These rough estimates are
necessary to understand the role played by carrier pho-
toexcitation in QD laser operation.

Carrier photoexcitation from levels in the QDs to
continuous-spectrum states is analogous to free-carrier
absorption in a bulk material. However, in contrast to
the latter process, no third particle need be involved
[other than an electron (hole) and a photon] in the
absorption event in a QD to satisfy the momentum con-
servation law. The boundaries of a three-dimensional
(3D) QD fulfill the role of the “third particle,” impart-
ing the required momentum to a carrier.

For electron photoexcitation from a QD level to
continuous-spectrum states in the conduction band, the
absorption coefficient reduced to one QD is given by

(1)

where α = e2/"c is the fine structure constant; e is the
dielectric constant; mc is the electron effective mass;
"ω = Eg + εn + εp is the energy of an absorbed photon,
equal to the energy of a photon emitted in a transition
from the quantized energy level of an electron to that of
a hole in a QD (Fig. 1); Eg is the band gap of the QD
material; εn and εp are the quantized energy levels of an

βex n, 4π2 α
e

------ "

mc
2ω

---------- M
2〈 〉 Ωkρc εn "ω+( )=

× f n εn( ) f n εn "ω+( )–[ ] ,
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electron and a hole in a QD, measured from the band
edges (Fig. 1); εn + "ω = "2k2/(2mc) is the electron
energy in a continuous-spectrum state of the conduc-

tion band;  is the squared momentum matrix
element, averaged over all directions of the wave vector
k of final states for a given electron energy;

is the density of continuous-spectrum states in the con-
duction band; and the occupation probability fn is given
by the Fermi–Dirac distribution function.

We can write  as

(2)

where dΩk = (sinθ)dθdϕ is a solid angle element. Since
the Bloch functions of the initial and final states have
already been accounted for in (1) [1/mc appears in (1)
instead of 1/m0], the corresponding envelope functions,
i.e., the ground-state wave function in a 3D square well,
Ψ0(r), and the plane-wave (1/a3/2)exp(ikr) enter into
(2). Since the transition energy is far in excess of the
threshold energy for the transition to the continuum
("ω @ ∆Ec – εn, where ∆Ec is the conduction band off-
set at the QD–barrier heteroboundary), the difference
between the envelope function for the continuous-spec-
trum state wave function near a QD and a plane-wave
is neglected. Here, cubic QDs are considered, and a is
the QD size.

M
2〈 〉 Ωk

ρc εn "ω+( ) 2mc
3/2/π2

"
3( ) εn "ω+=

M
2〈 〉 Ωk
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"
2

4πa3
------------=

× Ψ0 r1( )Ψ0* r2( )kx
2 ik r1 r2–( )[ ]exp r1d r2d Ωk,d∫∫∫
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By changing the integration variables from r1 and r2
to r(x, y, z) and R(X, Y, Z):

and from θ and ϕ to u and v:

we obtain

(3)

where

(4)

In relation (4), the domain of integration with respect to
u and v is set by the inequalities u2 + v2 ≤ 1, u ≥ 0, and
v ≥ 0. The phase and pre-exponential functions are

where

(5)

At large k, the right-hand side of Eq. (4) can be approx-
imated by the stationary phase method for multiple

r r1 r2, R– r1 r2+( )/2= =

u ky/k θ ϕ , vsinsin kz/k θ ϕ ,cossin= = = =

M 2〈 〉 Ωk
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2k2

πa3
-------------- G x k,( ) x,d

∞–
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∫
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Sx y z u v, , ,( ) x 1 u2– v 2– yu zv ,+ +=

f x y z u v, , ,( ) P x y z, ,( ) 1 u2– v 2– ,=

P x y z, ,( ) P r( ) Ψ0 R r
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---+ 
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"ω = E0 = Eg + εn + εp
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εp∆Ev
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Fig. 1. Energy band diagram of a QD laser structure.
Arrows 1 and 2 show carrier transitions from the quantized
energy levels to continuous-spectrum states in the process of
light absorption.
integrals [1] [Chapter 3, Section 2, Eq. (2.6)] to yield
the dominant term of the asymptotic expansion of
G(x, k) in inverse powers of k as

(6)

Using (6), we get

(7)

In (7), the integral of Ψ0(X, Y, Z) over X is, in turn,
approximated by the stationary phase method [1] to
give the dominant term of the expansion as

(8)

Eliminating ∂2Ψ0/∂X2|X = (a/2) ± 0 in (8) by means of the
Schrödinger equation, we have

(9)

(The difference in carrier effective mass between the
QD and barrier region materials is neglected.)

Within the approximation of an exponential decay
of the confined-state wave function in barrier regions
immediately beyond the QD boundaries, the integral in
(9) equals the squared wave function (at the QD bound-
ary) of the carrier in the one-dimensional (1D) well of
depth ∆Ec. Taking advantage of the equation for

(a/2) [2], we finally have for 

(10)

where  is the ground state energy in the 1D well,

and κn = . The oscillatory behavior

of the dependence  with k is due to the use of
a sharply defined potential well in our calculations.
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Using Eq. (10), averaging (1) over the QDs, and tak-
ing account of both the electron and hole photoexcita-
tion from QD levels to conduction- and valence-band
continuous-spectrum states, we obtain βex and the pho-
toexcitation cross section σex to be

(11)

with Cn, p given by

(12)

where the brackets 〈…〉  signify averaging over the
inhomogeneously broadened ensemble of QDs,  is

the mean size of the QDs, and  is the transition
energy in a mean-sized QD. Since our interest here is in
the maximum losses caused by the photoexcitation pro-
cess, the factor 〈sin2ka/2〉  in expression (12) will be
taken to be equal to its maximum value of unity.

Equation (12) is similar to that for the absorption
coefficient in the photoexcitation of a neutral hydrogen-
like donor [3]. Let us consider a sheet of QDs formed
in the optical confinement layer of a laser structure and
acting as an active region [4–7]. Then we can write the
following equation for the effective absorption coeffi-
cient of the optical confinement layer for the process of
electron (or hole) photoexcitation [4]:

(13)

where NS is the QD surface density in the QD sheet,

 = /+ is the optical confinement factor in the QD
sheet (along the direction perpendicular to the sheet),
and + is the characteristic length of wave localization
in the transverse direction of the waveguide.

Figure 2a shows a universal dependence of the
dimensionless cross sections for electron and hole pho-
toexcitation

(13a)

on the dimensionless mean size of QDs

(13b)
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Figure 2b exemplifies the dependence of the electron
photoexcitation cross section on the mean size of QDs
for various well depths ∆Ec, obtained from the above
universal dependence. InGaAs QDs in an InGaAsP
matrix are considered (see [4–7]). The abscissas of the
intersection points of each of the solid lines with the
dashed curve determine the minimum QD size, below
which there are no bound electron states in the 3D QD
potential well. The condition for the existence of a
bound state in a 3D potential well of typical size  and
depth ∆Ec can be written as

(14)

where ζ is a numerical constant. The exact value of ζ
depends on the shape of a 3D well. To estimate ζ in the
case of a cubic QD, the 3D rectangular well potential
was replaced by an effective spherical well potential
obtained by averaging the QD well potential over the
solid angle. Further, the Schrödinger equation was

a
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Fig. 2. (a) Universal dependence of the dimensionless cross
sections of carrier photoexcitation from QDs [see (13a)] on
the dimensionless mean QD size [see (13b)]. (b) Depen-
dence of the cross section of electron photoexcitation from
a QD, σex, n on the mean QD size  at different well depths
∆Ec. The abscissas of the intersection points of each of the
solid lines with the dashed curve determine the minimum
QD size below which there are no bound electron states in
the 3D QD potential well.
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solved numerically with this effective spherical poten-
tial. Using this method, we obtained a value ζ ≈ 1.83 for
a cubic QD. In the case of a spherical QD fitted inside
the cubic one, the well-known result is as follows: ζ =

 ≈ 2.22 [8].

At "ω @ εn, the absorption coefficient βex, carrier
photoexcitation cross section σex, and the high-fre-

quency conductivity ( /4π)cβex occurring due to the
photoexcitation process, decrease as ω–7/2 with increas-
ing ω.

The quantity

is much less than the cavity losses in the laser. For the
representative NS values on the order of 1011 cm–2 and

 of several percent, the quantity NS βex is less
than, or on the order of, 0.1 cm–1, whereas the typical
cavity losses are on the order of 10 cm–1. Thus, it is nec-
essary to take into account the light absorption in car-
rier photoexcitation from QD levels to continuous-spec-
trum states only at very low total losses (β < 1 cm–1), e.g.,
in the case of long cavities.

In calculating βex and σex, no account was taken of
the complex structure of the valence band and of the
interaction between the c- and v-bands. However, it can

be readily seen from (12) that σex, n, p ∝  ; i.e., the
hole contribution to absorption is negligible compared
with that from electrons. Taking into account the inter-
action between the bands within the framework of
Kane’s model (the necessity of doing this stems from
the fact that the electron transition energy in the process
under study is comparable to the band gap) would lead
to an effective increase in mc. Thus, the obtained

π2/2

e

Γ yNSa2βex 1/+( )NSσex=

Γ y Γ y a2

mc v,
5/2–
expressions furnish somewhat too large values of βex, n
and σex, n.

In conclusion, a theoretical analysis of carrier pho-
toexcitation from levels in quantum dots to continuous-
spectrum states during the laser operation has been
made. It has been shown that the light absorption in car-
rier photoexcitation is essential for quantum dot laser
operation only at very low total losses, e.g., in the case
of long cavities.
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Abstract—A program package is presented, ensuring fast direct and inverse Fourier transformations of images,
various methods of noise filtration and use of spectral windows, and determination of local interplanar spacings
(LIS) from cross-sectional high-resolution electron micrographs. The algorithm for determining the LIS con-
sists in obtaining, by double fast Fourier transformation, a high-resolution image filtered by selecting an appro-
priate combination of reflections and using this image to find the characteristic LIS. A specific feature of this
algorithm is that it employs weighting with correction of the integration domain. The resulting maps of LIS can be
used to determine the chemical composition, e.g., in substitutional solid solutions, such as AxB1 – x, AxB1 – xC. The
method is applied to process a high-resolution electron micrograph of a heterostructure with a submonolayer
InGaAs/GaAs lattice. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Progress in modern microelectronics and semicon-
ductor physics is associated with the appearance of a
new class of objects—heterostructures with coherent
nanodomains. Heterostructures of this kind have been
named heterostructures with quantum dots (QDs)
[1, 2]. The properties of QD heterostructures are deter-
mined by specific features of their structure: composi-
tion, geometric characteristics, and QD dimension. The
conventional methods, such as X-ray diffraction analy-
sis (XDA), X-ray photoelectron spectroscopy (XPS),
and electron-probe X-ray microanalysis (XMA) fail to
characterize an object with the necessary precision
because of the insufficient spatial resolution [3, 4].
High-resolution transmission electron microscopy
(HREM) furnishes all the necessary structural informa-
tion [5–7]. It should be noted that methods for obtain-
ing high-quality electron micrographs have been exten-
sively discussed and are now well mastered [5–9].
However, determining the composition from images
furnished by transmission electron microscopy (TEM)
requires their quantitative processing, and this problem
has not been solved completely [7, 8]. Therefore, the
aim of the present study was to develop methods to ana-
lyze the local composition of QDs on the basis of cross-
sectional HREM micrographs of a structure and to cre-
ate a program package for this purpose.
1063-7826/01/3503- $21.00 © 20347
The proposed method for composition analysis is
based on the postulate that the lattice distances are
composition-dependent [9, 10]; i.e., it is stated that in
the case of a solid solution of the AxB1 – x or AxB1 – xC
type the lattice parameters depend on the composition.
Cross-sectional HREM micrographs of insertions of
such solid solutions will have a pattern spacing differ-
ent from that of the matrix [6–8]. This allows the local
composition to be determined quantitatively by apply-
ing the proposed processing algorithm.

2. DESCRIPTION OF THE PROCEDURE

In this part of the paper, we outline the technique for
processing cross-sectional HREM images to obtain
information about the composition distribution. The
results obtained by applying various numerical meth-
ods are demonstrated using, as an example, the process-
ing of electron micrographs of a superlattice hetero-
structure with submonolayer InAs insertions in the
GaAs matrix.

2.1. Noise Filtration

A digitized HREM micrograph contains noises aris-
ing from the TEM sample preparation, from taking
micrographs in the microscope, and from the optical
001 MAIK “Nauka/Interperiodica”
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3 nm

Fig. 1. (a–c) High-resolution bright-field (110) cross-sectional electron micrograph of a superlattice heterostructure with submono-
layer InAs insertions (~0.5 ML) in a GaAs matrix, taken on a CM20FEG electron microscope: (a) before filtration, (b) after noise
filtration by the Wiener method, and (c) after noise filtration and long-wave subtraction. (d–f) Fourier images of the micrographs:
(d) a, (e) b, and (f) c.
processing of the micrographs into a digitized form
[5, 6, 11]. Therefore, long-wave subtraction and noise
filtration by the Wiener method were performed as a
first step.
The long-wave length subtraction can be repre-
sented as [11]:

I' x y,( ) I x y,( ) I x y,( ) A x y,( ),⊗–=
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where I(x, y) and I '(x, y) are the initial signal and that
processed by the long-wave length subtraction method;
⊗  is the convolution operation; and A(x, y) is a matrix
of unit elements, whose dimension corresponds to that
of the elements of the informative part of the micro-
graph. The Fourier image obtained by executing this
operation contains no zero reflection.

The filtration of additive noises in the micrograph
was done by the spectral subtraction method [11]:

where (kx, ky) and (kx, ky) are, respectively, the initial

and Fourier-transformed signals; V(kx, ky) = (kx, ky) at

 <  and V = 0 at  >  is the instrumental function

of the filter with an adaptively determined threshold .

The algorithm can also employ  in the form of a
Gaussian curve whose height and width along the 0X
and 0Y axes are determined adaptively.

The results obtained by applying the operations of
long-wave subtraction and noise filtration by the
Wiener method to a cross-sectional HREM micrograph
of a superlattice heterostructure with submonolayer
InAs insertions in a GaAs matrix and their Fourier
images are given in Fig. 1. It is noteworthy that the Fou-
rier image contains no zero reflection after noise filtra-
tion and long-wave subtraction, which may facilitate
further processing of the micrograph.

2.2. Filtration of Selected Frequencies

The program allows filtration of reflections in the
frequency domain. This operation is represented as

where (kx, ky) and (kx, ky) are, respectively, the initial
and Fourier-transformed signals and P is the frequency
filter. The program allows the use of various filters of
the window type. The window function is expressed as

where W is the domain of definition of the window. The
program can use window functions of the annular, rect-
angular, and selective types [12].

Since different reflections carry different kinds of
structural information, it is important to isolate spectral
components related to the material composition. There
have been numerous reports [5–10] that the (002)
reflections are the most informative in this regard.
Therefore, one of the possible calculation algorithms
consists in the selective filtration of these reflections.
Figure 2 exemplifies the application of selective filtra-
tion to the micrograph in Fig. 1.

I'ˆ kx ky,( ) Î kx ky,( ) V kx ky,( ),–=

Î I'ˆ

Î

Î Î0 Î Î0

Î0

Î0

I'ˆ kx ky,( ) Î kx ky,( )P,=

Î I'ˆ

P 1  for  kx ky W , P∈, 0  for  kx ky W ,∉,= =
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(a)

(b)

(c)

3 nm

1 nm

Fig. 2. (a) Fourier image of the micrograph in Fig. 1 after
noise filtration and long-wave subtraction with marked
regions chosen for selective filtration of (002) reflections,
(b) micrograph obtained upon filtration keeping the region
of (200) reflections, and (c) the same after fragmentation.
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3 nm

Contrast

(a)

x = 0; 15; 30; 45; 60; 75 %

(b)

a/a0
–

Fig. 3. (a) Half-tone map reflecting LIS and (b) average LIS.
2.3. Procedure for Determining LIS

This procedure requires a micrograph oriented in
such a way that the normal to the layers is close to the
vertical axis.

The micrograph obtained upon filtration is frag-
mented in directions parallel and perpendicular to the
surface vector coinciding with the crystallographic
direction (002). Thus, the area boundaries in the direc-
tion perpendicular to the surface are chosen in such a
way that yn is a local minimum. It should be noted that
the minimum was determined to within 0.05 of a pixel.
In the direction parallel to the surface, the fragment
boundaries were chosen adaptively and found to be
close to the pattern period in the micrograph. Then the
signal was integrated numerically within each fragment
and weight centers of the fragments (xml, yml) were
found. The weight center positions were determined to
within no less than 0.01 of a pixel, which, at common
fragment dimensions of ~10 pixels, amounts to about
0.1%. The positions obtained are used to determine the
local relative interplanar spacings

The determined relative LIS can be represented as a
half-tone map or plots of average LIS in the direction
perpendicular to the surface. Figure 3 presents exam-
ples of such a map plotted for LIS, obtained by process-
ing the micrograph in Fig. 2.

2.4. Determining the Local Composition
from Interplanar Spacings

The problem of determining the composition from
the lattice constant has been extensively discussed in
the literature [5–10]. The basic formula relating the lat-
tice constant a and the composition of substitutional

am l, ym l 1+, ym l, .–=
solid solutions of the AxB1 – x or AxB1 – xC type can be
represented as [9]:

where aA, aB, and a are the lattice spacings of the
matrix, insertion, and solid solution, respectively and f
is the tetragonal distortion factor. It was shown in [13]
that in cubic crystals the tetragonal distortion factor
may vary between f . (1 + ν)/(1 – ν) for thick samples
and f . 1 + ν for thin samples. Here ν = C12/(C11 + C12)
is Poisson’s ratio. The basic formulas for evaluating the
distortion factor are given in the Appendix. The follow-
ing elastic constants were used as calculation parame-
ters:

for InAs and

for GaAs [14–16]. The tetragonal distortion factor f can
be determined using data on sample thickness and the
results of calculation by the technique proposed by
Treacy and Gibson. The thickness of the sample whose
HREM micrograph was analyzed above was ~30 nm,
which gives an estimate f . 2 for the tetragonal distor-
tion factor. The results obtained allow compositional
calibration of the LIS maps, as is done in Fig. 3 where
composition modulations are observed within each
layer. The arrows in Fig. 3 denote the positions of InAs
content minima. The characteristic size of these modu-
lations is within 12–16 nm. In addition, it should be
noted that the modulations are, as a rule, correlated at a
spacer thickness of 3 nm. This result is in good agree-
ment with the theory of QD superlattice formation
[17, 18], which predicts that, depending on the spacer
thickness, the QD arrangement may be correlated, anti-

x f 1– a aA–
aA

--------------/
aB aA–

aA
-----------------,=

C11 8.34, C12 4.54, C44 3.95= = =

C11 11.9, C12 5.34, C44 5.96= = =
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correlated, or random. According to the theory [17, 18],
the correlated arrangement of QDs is possible when the
spacer thicknesses do not exceed values of the order of
the QD size. Anticorrelated and random arrangements
of QDs become possible at spacer thicknesses exceed-
ing the QD size.

Plan view TEM studies demonstrated that the sam-
ple under study contains nanodomains of nearly square
shape, with sides oriented in the (100) directions. The
characteristic size of nanodomains in the direction
(100) is 6–8 nm and their density is 3 × 1010 cm–2. Com-
parison shows that the results of quantitative processing
and plan view TEM data are in good agreement.

3. CONCLUSION

Thus, an unconventional algorithm is proposed for
the quantitative analysis of cross-sectional HREM
micrographs of samples with coherent insertions of
substitutional solid solutions in order to determine the
local composition. The working of the algorithm is
demonstrated for the example of the processing of a
cross-sectional micrograph taken from a superlattice
heterostructure with submonolayer InAs insertions in a
GaAs matrix.

APPENDIX

Procedure for Calculating the Distortion Factor

Treacy and Gibson [9, 19] analyzed the elastic
relaxation for a superlattice with a lattice constant fol-
lowing the sinusoidal law a = a0 + ε0cos(2πz/L), where
a0 is the mean lattice constant; ε0 is the modulation
amplitude of an unrelaxed lattice constant related to the
target composition by x = 2ε0/(aB – aA); aB and aA are
the lattice constants of materials B and A; and L is the
spacing of a model superlattice. Analysis of elastic
strains gives the following formula for the modulation
amplitude of the lattice constant in the modulation
direction after relaxation of elastic strains εxx:

where

εxx

ε0
πz
L
----- 

 cos

-------------------------

=  
1 ν+
1 ν–
------------ 1 βAE CD–

R
----------------------– γ 1 2ν–( )AD CE+

R
----------------------+ ,

A βt/2( ) γt/2( ), Esincosh βx( ) γx( ),coscosh= =

C βt/2( ) γt/2( ), Dcossinh βx( ) γx( ),sinsinh= =

R β γt( )sin γ βt( ),sinh+=

β 2π 2 B+
L

------------------------, γ 2π 2 B–
L

-----------------------,= =
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C11, C12, and C44 are the coefficients of elasticity and
t is the sample thickness.

If the lattice constant is now represented as a Fourier
series

then the distortion factor can be estimated as

where fk = /ε0 is the distortion factor for a superlat-
tice with sinusoidal modulation of the lattice constant
with a period L/2πk.
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Abstract—The electrical and photoelectric properties of layered a-Si:H films obtained by cyclic plasmochem-
ical deposition and the effect of thermal annealing on these properties have been studied. Unannealed films
demonstrate high photosensitivity, with a photoconductivity to dark conductivity ratio of K = 3.4 × 106. Increas-
ing the annealing temperature causes the film photosensitivity to fall because of a considerable decrease in the
photoconductivity and increase in the dark conductivity. For films annealed at temperatures above 500°C, the
conductivity is the sum of the band conductivity and the hopping conductivity via states at the Fermi level.
© 2001 MAIK “Nauka/Interperiodica”.
It is well known that the electrical and photoelectric
properties of a-Si:H films are determined by the meth-
ods and technology of their fabrication, and also
depend on subsequent external treatments. For exam-
ple, high-temperature annealing substantially changes
the properties of a-Si:H films, in particular, owing to
the increased efficiency of doping, hydrogen effusion,
and crystallite formation [1–3].

Currently, high-quality films are obtained by layer-
by-layer growth, each layer undergoing hydrogen
plasma treatment. Wide-gap (up to 2.1 eV) a-Si:H films
and films containing microcrystallites, µc-Si:H, have
been obtained by this technique [4, 5]. The effect of
thermal annealing and illumination on the photoelectric
and structural characteristics of µc-Si:H films have
been studied too [6, 7].

The present study is concerned with the electrical
and photoelectric properties of layered a-Si:H films and
the effect of thermal annealing on these properties. The
a-Si:H films were deposited onto substrates by cyclic
plasmochemical deposition in an rf diode system. Dur-
ing deposition, the gas mixture composition was modi-
fied by means of leak valves controlled by timers deter-
mining the duration of deposition and thermal treat-
ment in the hydrogen plasma, with a varied ratio
between the deposition and thermal treatment times.
The thickness of a layer deposited in a single cycle was
varied by changing the deposition time [8]. Cross-sec-
tional transmission electron microscopy (TEM) of
a-Si:H films revealed a well-defined layered structure:
periodic 12–25 nm thick a-Si:H layers, separated by
thin interlayers with higher concentrations of the
nanocrystalline silicon phase (the average nanocrystal
1063-7826/01/3503- $21.00 © 20353
size being 4 nm), appeared during thermal treatment in
hydrogen plasma.

The temperature dependences of the dark conduc-
tivity σd and photoconductivity σph of layered a-Si:H
films, unannealed and annealed at various tempera-
tures, were recorded at T = 100–470 K during slow
heating, after a preliminary 30-min annealing at 190°C
under a residual pressure of 10–5 Torr. The photocon-
ductivity was measured under brief illumination by a
halogen lamp with an IR filter.

Sputtered aluminum contacts were deposited in a
planar configuration. The measured current increased
linearly with an applied electric field of up to 500 V/cm,
and was independent of the field direction. All further
measurements were performed at an electric field of
100 V/cm.

Figures 1 and 2 present temperature dependences of
σd and σph for, respectively, unannealed film and films
annealed at different temperatures Ta (see table). The
dark conductivity of films 1, 2, and 3 (the first group in
the table) depends on the temperature exponentially
over the entire temperature range:

(1)

The σ0 and E values determined for these films using
relation (1) are typical of the band conduction in
a-Si:H. They are given in the table along with other
parameters of the films studied. The E value is the high-
est for the unannealed film, E = 0.89 eV. It follows from
the data for films 2 and 3 that E decreases upon increas-
ing the annealing temperature, being equal to 0.81 and
0.71 eV, respectively. The table also presents room-
temperature dark conductivities and photoconductivi-

σd T( ) σ0 E/kT–( ).exp=
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ties and their ratio K = σph/σd characterizing the film
photosensitivity.

As follows from the figures and the table, the dark
conductivity of the films grows with increasing anneal-
ing temperature, while the photoconductivity and the
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Fig. 1. Temperature dependences of the dark conductivity of
films. Curve numbers correspond to sample numbers in the
table.

Fig. 2. Temperature dependences of the photoconductivity
of films. Illumination intensity W = 100 mW/cm2. Curve
numbers correspond to sample numbers in the table.
photosensitivity decrease. It is noteworthy that the pho-
tosensitivity of the unannealed film is high, reaching a
value of K = 3.4 × 106 at an incident light power of
100 mW/cm2. The high photosensitivity indicates a
perfect structural quality of the obtained films. This
quality is presumably determined by the structural
relaxation during annealing in hydrogen, following the
deposition of each layer. In addition, according to IR
spectroscopic data, the hydrogen concentration in
unannealed films is high, up to CH = 15 at. %. Conse-
quently, the band gap and the activation energy of dark
conductivity E increase, and σd decreases, thus also
possibly improving the photosensitivity of unannealed
films.

The IR absorption spectra show that the hydrogen
concentration CH in annealed films decreases with
increasing annealing temperature (see table, films 2
and 3). This results in a higher concentration of silicon
dangling bonds (DB), thus raising the concentration of
recombination centers and depressing the photocon-
ductivity. Moreover, the decrease in CH causes narrow-
ing of the band gap Eg and leads to a decrease in the
activation energy E, making the dark conductivity
higher. However, the observed variation of σd and E for
film 3 (an increase of two orders of magnitude in the
ambient temperature σd and a decrease in E by 0.18 eV,
compared with that in film 1) presumably cannot be
accounted for by only a decrease in Eg, equal to ~0.4 eV
upon total dehydrogenation of the film [9]. Therefore,
we suppose that the decrease in E and increase in σd in
the course of annealing may also be due to a higher effi-
ciency of film doping with uncontrolled impurities,
e.g., oxygen. Oxygen is often observed in films grown
in silane plasma strongly diluted with hydrogen [6]. In
our case, the oxygen content in initial a-Si:H films was
0.3 at. %, and it almost doubled upon annealing at
450°C. Thus, the substantial reduction in the film pho-
tosensitivity upon annealing results from a consider-
able decrease in the photoconductivity and increase in
the dark conductivity.

It is noteworthy that the above analysis does not take
into account the influence of nanocrystalline inclusions
in the amorphous silicon matrix on the electrical and
photoelectric parameters of films 1, 2, and 3 because of
the small volume fraction of the nanocrystalline phase
Parameters of films

Sample 
no. Ta, °C CH, at. % χ, % E, eV log(σ0,

Ω–1  cm–1)

σd,
Ω–1 cm–1

(T = 294 K)

σph,
Ω–1 cm–1 k = σph/σd T0, K A,

Ω–1 cm–1

1 190 15 <1 0.89 3.45 3.5 × 10–12 1.2 × 10–5 3.4 × 106 – –

2 350 12 <1 0.81 2.64 6.3 × 10–12 5 × 10–7 8 × 104 – –

3 450 6.5 <1.5 0.71 2.57 3.3 × 10–10 1.4 × 10–7 4.2 × 102 – –

4 500 <1 <2 0.75 2.5 2.5 × 10–7 – – 2.6 × 106 71

5 550 <1 <2 0.76 2.9 3 × 10–7 – – 2.8 × 106 80
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relative to the total film volume (χ < 1.5%). The effect
of this structural feature on the conductivity invites fur-
ther study. TEM data for annealed films show only an
insignificant increase in the crystal phase fraction for
films 2–5 (see table); it nearly doubles at the highest
annealing temperature 550°C. This gives no way of
relating the observed strong variations of σd and σph to
film crystallization.

The second group of films under study includes
films 4 and 5, annealed at Ta = 500 and 550°C. They are
not photosensitive, and their dark conductivity at low
temperatures is large and shows no activation. Thus, the
properties of films 4 and 5 differ sharply from those of
the first group of a-Si:H films. As stated above, this dif-
ference cannot be accounted for by an increase in the
crystallinity of these films, this parameter being low
(<2%).

IR spectroscopic data for films 4 and 5 indicate that
CH < 1 at. %. Such a small concentration of hydrogen
and the absence of photoconductivity indicate a high
concentration of silicon dangling bonds. This suggests
the appearance of hopping conduction via dangling
bonds at the Fermi level, observed in annealed standard
a-Si:H films [3]. For bulk films, this hopping conduc-
tivity is described by the relation

(2)

where 0.25 ≤ n ≤ 0.5 [10].
Figure 3 presents experimental data on the dark con-

ductivity of film 5 (the temperature dependence of σd

for film 4 is similar). As can be seen, this temperature
dependence becomes stronger at T > 380 K. This may
be due to band conduction at high temperatures or to
activated hopping conduction via the localized states of
the conduction band tail. Describing this portion of the
σd(T) curve by relation (1), we find the parameters σ0 =
2.9 Ω–1 cm–1 and E = 0.51 eV. Extrapolation of the
Arrhenius dependence σd(T) with the obtained σ0 and E
values to lower temperatures (curve 0) shows that at T <
250 K this conductivity is less than the conductivity of
the measured film. Therefore, it may be assumed that at
T < 250 K, conductivity σd is entirely accounted for by
hopping and is described by relation (2).

A fitting procedure to obtain the parameters A, T0
and n best describing the experimental points in the
temperature range 100 K < T < 200 K yields: A =
80 Ω−1 cm–1, T0 = 2.8 × 106 K, n = 0.325. By extrapo-
lating dependence (2) with these parameters to T >
200 K (Figs. 3, 4, curves 1), we obtain good coinci-
dence with the experimental points up to T > 380 K.
Also, the extrapolated value of the hopping conductiv-
ity is comparable with the experimentally determined
film conductivity at T > 380 K. Therefore, the parame-
ters of the activated conductivity cannot correspond to
curve 0. Assuming that the experimentally observed
conductivity of film 5 is the sum of the activated con-
ductivity σ1 and the conductivity via localized states at

σ2 T( ) A T0/T( )n–[ ] ,exp=
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the Fermi level σ2, we find σ1(T) by subtracting σ2(T)
(curve 1) from the experimental curve σd(T). The
obtained values σ1(T) (curve 1–) are described by the
Arrhenius equation (1) with σ0 = 768 Ω−1 cm–1, E =
0.76 eV. The resulting values of σ0 and E are typical of
the band conduction, rather than corresponding to the
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Fig. 3. Temperature dependences of the dark conductivity of
annealed film 5: experimental (points a) and calculated
(lines and points b). (0) σd(T) = σ0exp(–E/kT), (1) σ2(T) =

Aexp[–(T0/T)0.325], (1–) σ1(T) = σ0exp(–E/kT), and

(1+) σd(T) = σ1(T) + σ2(T); calculation parameters: σ0 =

768 Ω−1 cm–1, E = 0.76 eV, A = 80 Ω−1 cm–1, T0 = 2.8 ×
106 K, n = 0.325.

Fig. 4. Temperature dependences of the dark conductivity of
annealed film 5: experimental (points a) and calculated
(lines and points b, c). (1–3) σ2(T) = Aexp[–(T0/T)n]:

(1) A = 80 Ω−1 cm–1, T0 = 2.8 × 106 K, n = 0.325; (2) A =

1 × 108 Ω−1 cm–1, T0 = 1.5 × 108 K, n = 0.25; (3) A =

1.9 Ω−1 cm–1, T0 = 4.34 × 105 K, n = 0.38. (1–, 3–) σ1(T) =

σ0exp(–E/kT): (1–) σ0 = 768 Ω−1 cm–1, E = 0.76 eV;

(3−) σ0 = 44 Ω−1 cm–1, E = 0.64 eV; (1+, 3+) sums of the
corresponding band and hopping conductivities.
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conduction via localized states in the band tail. Assum-
ing that the dark conductivity of the film is determined
by the band and hopping conductivities, we calculated
their sum, represented by curve 1+. A good agreement
with the experiment was obtained over the entire tem-
perature range under study.

It was established that at 100 < T < 200 K the mea-
sured temperature dependence σd(T) can be described
by relation (2) with different parameters A, T0, and n.
However, extrapolation of the calculated dependences
σ2(T) with these different parameters to the high-tem-
perature range and representation of σd(T) as the sum of
the band and hopping conductivities makes it possible
to choose the A, T0 and n values at which the simulated
σd(T) = σ1(T) + σ2(T) curve fits the experimental data
over the entire temperature interval under study.

Figure 4 presents curves 1, 2, and 3 calculated using
relation (2) with the respective values of n: n1 = 0.325,
n2 = 0.25, and n3 = 0.38. Curve 2 runs above the exper-
imental points at T > 350 K. This clearly shows that the
hopping conductivity of film 5 cannot be described by
relation (2) with n = 0.25. Curve 3 runs below the
experimental points, and, consequently, the activated
component of the conductivity, σ1(T), in the high-tem-
perature range can be determined (curve 3–). Curve 3+

is calculated as the sum of the conductivities repre-
sented by curves 3 and 3–. This curve runs below the
experimental points in a certain temperature range, and
the difference between the conductivities cannot be
accounted for by the occurrence of a third type of con-
duction in the film (e.g., hopping conduction via local-
ized states in the conduction band tail) with reasonable
parameters.

Thus, the conductivity of annealed films 4 and 5 in
the temperature range under study is determined by the
sum of the band conductivity and hopping conductivity
via states at the Fermi level. The exponent n in the rela-
tion (2) for the hopping conductivity is 0.325, differing
from the theoretical value of 0.25. This difference may
be due, e.g., to the temperature dependence of the pre-
exponential factor A [11]. In addition, an increase in the
exponent n to n = 0.33 has been observed experimen-
tally upon decrease in the thicknesses of amorphous sil-
icon and germanium films [12]. In the case in question,
a nonuniform distribution of dangling bonds across the
film thickness is possible, with their density being high-
est at the layer interfaces. Then, the hopping conductiv-
ity of the film can be described by relation (2) with n =
0.325.
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Abstract—Spectral and power characteristics of optically pumped light-emitting diodes (LEDs) for the
3.1−3.6 µm range are presented. The LED structure contains narrow-gap InGaAs or InGaAsSb layers on an
n+-InAs substrate; the pumping is done with a GaAs LED. A conversion efficiency of 90 mW/(A cm2), compa-
rable with that for injection LEDs, is achieved. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In p–n structures based on compounds close in com-
position to indium arsenide, carriers mainly recombine
in the p-region owing to the high electron mobility. This
is one of the reasons for the relatively low efficiency of
mid-IR emitters, since nonradiative Auger recombina-
tion is enhanced in p-type materials by the energy res-
onance between the forbidden and the spin-orbit-split
bands [1].

Hence, it follows that the quantum efficiency of a
radiation source can be raised by ensuring preferential
carrier injection into the n-type active region. This can
be done, for example, by optical pumping (OP), i.e.,
without participation of the p–n junction. Optical
pumping is widely used in designing double-hetero-
structure lasers and LEDs for the near-IR range [2, 3];
also, several studies are known to be devoted to the
room-temperature photoluminescence (PL) of narrow-
band III–V materials [4, 5]. However, we are not aware
of any works describing optically pumped III–V LEDs
for the mid-IR range. At the same time, inexpensive and
efficient λ = 3–5 µm emitters can find their application
in gas analysis, communications, etc.

In this work, we report characteristics of optically
pumped LEDs operating in the 3.1–3.6 µm range,
based on InGaAs and InGaAsSb solid solutions
enriched in InAs.

2. SAMPLES AND EXPERIMENT

Undoped n-type In0.94Ga0.06As0.94Sb0.06 and
In0.96Ga0.04As layers, 3- to 8-µm thick, were grown by
LPE at 650–720°C on heavily doped (111) or (100)
n+-InAs(Sn) substrates with electron concentration n =
(2−4) × 1018 cm–3. The growth was performed from a
Gd-doped melt. According to [6, 7], this ensures defect
gettering accompanied by a decrease in the residual
donor concentration and an increase in the quantum
efficiency of luminescence. The density of inclined dis-
1063-7826/01/3503- $21.00 © 20357
locations in In0.94Ga0.06As0.94Sb0.06 substrate-matched lay-
ers was about 104–105 cm–2, whereas for a strongly lattice-
mismatched In0.96Ga0.04As/InAs system (∆a/a ≈ 0.3%) the
dislocation density increased to 107 cm–2. In some
cases, a 2-µm-thick wide-gap n-InAs0.74Sb0.09P0.17
“buffer” layer was deposited onto the substrate prior to
fabrication of the “working” n-InGaAsSb layer. For
optical studies, the substrate was thinned to 50 µm.

Room temperature PL in the transmission mode was
measured at room temperature under excitation by a
GaAs LED (emission wavelength λ ≈ 0.87 µm, external
quantum efficiency ηext ≈ 2%) 1 × 0.9 mm2 in size with
a mesa diameter of 0.4 mm, mounted onto a silicon
holder (1.5 × 1.7 × 0.4 mm) having a U-shaped contact
to the n-region and a round p-type contact lying in the
same plane, as described in our earlier communications
[8]. The absence of contacts on the external surface of
the pumping GaAs diode allowed easy fixation of a nar-
row-gap structure on this surface. In this configuration,
the narrow-gap layer and the pumping diode were opti-
cally coupled by a chalcogenide glass with refractive
index n = 2.6. To perform a set of experiments with
varying thickness of InGaAsSb layers, layer-by-layer
chemical etching was used.

Photoluminescence in the reflection geometry,
excited by an array of GaAs lasers, was measured at T =
77 K.

In all spectral measurements, the pulsed signal from
a cooled InSb photodiode was detected using a lock-in
amplifier (pulse repetition rate 500 Hz frequency, pulse
duration 5–30 µs). The LED power was measured with
a cooled CdHgTe photodiode, with account taken of the
directional pattern of the LED and the spectral sensitiv-
ity of the photodetector.

3. RESULTS AND DISCUSSION

Figure 1 presents spectra of the PL from epilayers,
passed through an InAsSbP “window” and (100)
001 MAIK “Nauka/Interperiodica”
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n+-InAs substrate, at varied thickness of InGaAsSb and
InAsSbP epitaxial layers. Figure 1 also shows the trans-
mission spectrum at T = 300 K, with the absorption
edge at the peak of the PL band and long-wavelength
absorption by free carriers in the substrate, beginning at
λ * 5 µm.

We believe that the PL spectrum is not deformed by
the presence of n+-InAs, because the expected substrate
transmittance (t/t0) is 0.83 at 3.14 µm and 0.5 at 3 µm,
owing to the Moss–Burstein shift. The InGaAsSb PL
spectrum taken in a reflection arrangement at T = 77 K
(not shown in the picture) is a symmetric Gaussian
curve peaked at hνmax = 420 meV, with full width at
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Fig. 1. PL intensity (1–3) and transmission (4) spectra for
InGaAsSb/InAsSbP/n+-InAs sample. InGaAsSb/InAsSbP
layer thickness: (1, 4) 6/2, (2) 1.2/2, and (3) 0/0.8 µm.

Fig. 2. Experimental PL intensity (1, 2) and transmission
(3) spectra for InGaAs/n+-InAs sample, and simulated PL
spectra (4–7). Temperature (1, 3–7) 300 and (2) 77 K. Fitting
parameter Lp: (4) Lp @ d, (5) Lp = 10, 5 (6), and (7) 3 µm.
half-maximum FWHM = 44 meV. The room-tempera-
ture InGaAsSb spectrum is asymmetric, having an
extended short-wavelength edge that becomes more
pronounced with decreasing layer thickness. When the
InGaAsSb layer is etched off, a peak at hνmax =
420 meV appears, corresponding to emission from
InAsSbP. In the case in question, the coincidence of
InAsSbP (300 K) and InGaAsSb (77 K) spectral peaks
is accidental. A minor shoulder at hνmax = 350 meV in
the InAsSbP spectrum can be attributed to etching
inhomogeneity and the presence of a small remainder
of the InGaAsSb layer. The dependence of the integral
PL intensity on the InGaAsSb layer thickness, similar
to that of the EL intensity on the p–n junction depth
[9, 10], has a maximum at a thickness d ≈ 4 µm.

The obtained absorption and emission data can be
correlated using the principle of detailed balancing pro-
posed by Roosbroeck and Shockley. Taking into
account the self-absorption of the emission and the
exponential distribution of photoexcited carriers [11]
allows simulation of the PL spectrum with the hole dif-
fusion length (Lp) as a fitting parameter. For all reason-
able Lp values, the simulated PL spectrum of InGaAsSb
is shifted by 10 meV to shorter wavelengths, relative to
the experimental spectrum. At the same time, its posi-
tion corresponds to hνmax(77 K) = 60 meV, which would
be expected on the basis of the known temperature
dependences of PL for similar materials [4, 12]. In this
connection, it seems reasonable to assume that the
observed PL band consists of two peaks associated
with, e.g., “band-to-band” and “band-to-acceptor”
recombination. This assumption is supported by the
asymmetric shape of the spectrum (see Fig. 1) and also
by the rather low absorption coefficient at the energy of
the luminescence peak α(hνmax) = 417 cm–1, which is
much lower than α(hνmax) = 1400 cm–1 obtained previ-
ously for lattice-mismatched InAs0.85Sb0.15 gradient
layers [13]. Thus, the reduced α(hνmax) value for isope-
riodic InGaAsSb does not reflect the general tendency
for the absorption coefficient to increase with decreas-
ing dislocation density, revealed in [13].

Figure 2 shows transmission and PL spectra for a
(111) InGaAs/n+-InAs sample. The PL spectra at T =
77 and 300 K have the same shape, well fitted by a
Gaussian curve with FWHM = 30 meV and peaks at
400 and 462 meV, respectively. Simulated spectra are
also presented for several diffusion lengths of extrinsic
carriers. It can be seen that the simulated curve coin-
cides well with the experimental curve at Lp = 5 µm
(points). The obtained Lp value is shorter than the diffu-
sion length 10–20 µm for “pure” indium arsenide (with
electron concentration n = 1015 cm–3) [14], but is in
agreement with our evaluations based on the observed
decrease in luminescence intensity in layer-by-layer
etching of n-InAsSbP/n-InAs [15]. It should be noted
that, despite the substantial lattice mismatch and high
dislocation density (107 cm–2), InGaAs layers demon-
SEMICONDUCTORS      Vol. 35      No. 3      2001
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strate optical properties typical of perfect crystals: a
sharp absorption edge α ∝  exp(hν/ε) with ε = 10 meV,
high absorption coefficient α(hνmax) = 1140 cm–1, and a
temperature coefficient of the PL peak position
(62 meV/223 K) typical of InAs. This leads to a conclu-
sion that the contribution of dislocations to carrier
recombination in InGaAs is unimportant.

The above conclusion concerning the influence of
dislocations is indirectly supported by comparison of
the power levels of optically pumped InGaAs and
InGaAsSb LEDs (Fig. 3). As seen, both diodes have
close output powers with linear dependence on current.
It is noteworthy that the InGaAs LED was not opti-
mized, whereas the InGaAsSb LED had an optimal
thickness of the narrow-gap active layer (3 µm).

The linearity of the power–current characteristics
represents one more advantage of optically pumped
LEDs, the standard mid-IR range LEDs being com-
monly saturated at high currents [10, 16]. It should also
be noted that the conversion efficiency obtained for the
InGaAsSb LED (90 mW/A cm2) is comparable with
the best data for LEDs operating in the same spectral
range (115 mW/(A cm2), InGaAs [17]).

4. CONCLUSION

Thus, the first optically pumped LEDs for mid-IR
range have been fabricated on the basis of III–V solid
solutions, with the emission power close to the highest
values achieved in standard LEDs. The high driving
voltage and the resulting high power consumption of
these LEDs are compensated for by the fabrication sim-
plicity, since a narrow-gap active layer can be produced
without photolithography and p–n-junction formation.
It is also important that the operation of optically
pumped LEDs is nearly insensitive to dislocations,
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which allows fabrication of non-isoperiodic LED struc-
tures containing, e.g., InGaAs for the 2.5–3.5 µm
range, important for gas analysis. Finally, it should be
noted that the use of InAsSbP gradient structures [18]
will extend the spectral range and the application areas
of optically pumped LEDs.
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Abstract—Current-tunable diode lasers with narrow emission lines for laser spectroscopy in the 3.2–3.4 µm
wavelength range are developed. The lasers, based on an InAsSb/InAsSbP double heterostructure, have a wide-
stripe cavity. The wave number increases from 3030 to 3034 cm–1 as the current is raised from 1.5 to 3 times
the threshold value at 70 K, while the full width at half-maximum of the laser line decreases from 18 to 10 MHz.
It is demonstrated that the linewidth is determined by fluctuations of the cavity resonance frequencies as a result
of fluctuations in the concentration of nonequilibrium charge carriers. © 2001 MAIK “Nauka/Interperiodica”.

š

1. INTRODUCTION

Current-tunable diode lasers operating in the
medium infrared spectral range represent a promising
tool for high-resolution laser spectroscopy. To record
accurately the absorption spectra of various natural and
industrial gases and to detect the presence of these
gases in the environment, it is important to use a laser
with a narrow emission line. The example of the
absorption spectra measured for CH3Cl, OCS, N2O,
and H2O gases at a pressure of 1 Torr demonstrated pre-
viously [1–3] that the power, speed of response, and
noise characteristics of lasers based on
InAsSbP/InAsSb/InAsSbP heterostructures make them
suitable for the precise study of the rotation–vibration
spectra of molecular gases.

In this paper, we report the results of measuring the
linewidth of this kind of laser and the development of
lasers with a narrow emission line; this study continues
our earlier efforts to investigate the linewidth of lasers
operating in the 2-µm [4] and 3-µm [5] regions.

It was shown [5] that, in diode lasers whose fre-
quency can be current-tuned in a wide range [2], the
emission linewidth is determined by the fluctuations of
the cavity resonance frequencies, rather than by the
spontaneous emission into the cavity mode considered
by the theories [6–8]. These fluctuations originate from
the fluctuations in the number of nonequilibrium
charge carriers in the cavity (which lead to the corre-
sponding variations in the refractive index) resulting
from the restriction of the injection current by the sub-
strate resistance. The restriction serves to increase the
injection density near the side edges of the cavity rela-
tive to the central region, which ensures an increase in
the tuning range. The relative fluctuation of the concen-
1063-7826/01/3503- $21.00 © 20360
tration of nonequilibrium charge carriers 〈∆N〉/N is
inversely proportional to the square root of the active-
region volume V. Consequently, as the active region
volume increases, fluctuations of the refractive index
and, thus, fluctuations of the cavity resonance frequen-
cies should decrease, which results in a reduced line-
width of the laser emission.

An increase in the cavity length is undesirable due
to the associated reduction in the cavity mode spacing,
which makes multimode lasing more feasible. Increas-
ing the active region thickness above the diffusion
length (1 µm) should be avoided too, because of the
resulting increase in the width of the gain spectrum,
which also leads to multimode lasing.

Consequently, to develop a laser with a narrower
emission line, the cavity width should be increased.
This does not preclude the attainment of a wide tuning
range if the structure layers are highly uniform. Thus,
instead of a common 10- to 20-µm-wide cavity [1–3],
we used a 100-µm-wide one.

2. EXPERIMENTAL

Laser structures were grown by liquid-phase epit-
axy on (100)-oriented p-InAs substrates with the hole
concentration equal to 5 × 1018 cm–1, as were those
investigated in [2, 3]. The structures have a 0.8-µm-
thick active InAsSb layer and 3-µm-thick wide-gap
InAsSbP emitter layers. The equilibrium electron con-
centration in the active layer, which was not intention-
ally doped, equals (2–4) × 1016 cm–3. The confining
p-layer was doped with Zn up to the hole concentration
of (1–2) × 1018 cm–3, and the confining n-layer was
doped with Te up to the electron concentration of
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Transmission spectrum of a cell containing OCS at a pressure of 1 Torr with an admixture of H 2O vapor.
(5−8) × 1018 cm–3. After the growth of the epilayers, the
substrate was ground to a thickness of 100 µm. Chips
with a period of 500 µm and mesa width of 100 µm
were prepared by photolithography. Cavities were
obtained by cleaving; the cavity length was 250 µm.
The laser structures were mounted on a copper heat-
sink holder.

The laser to be studied was placed in a helium-flow
closed-cycle thermostat (Laser Photonics L 573) oper-
ating in the temperature range of 12–100 K. The laser
was pumped by a direct current modulated by a saw-
tooth function with varying modulation depth. Laser
temperature and current were controlled by Laser Pho-
tonics units, Models L 5820 and L 5731. A laser mode
emission was selected by a grating monochromator and
was detected by a liquid-nitrogen-cooled InAs photo-
diode after passing through a cell containing the sub-
stance under investigation or through a reference cavity
with 0.026 cm–1 resonance-mode spacing. The photo-
diode signal was first fed to a wideband amplifier and
then to both a differentiating RC circuit and one of the
inputs of a Le Croy 9361 digital oscilloscope. The fil-
tered signal from the resistance of the RC circuit was
fed to the second input of the oscilloscope. The RC cir-
cuit time constant was τ = 12 µs, and the duration of the
increasing portion of the sawtooth current was 5 ms.
The averaged value  of the time derivative of the
emission intensity in the region of the highest slope of
the gas absorption band was measured in the second
channel; rms deviation of the signal from its average
value 〈U〉  was measured in this channel, too. The line

U
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width at half-maximum ∆f was calculated by the for-
mula

(1)

where f ' is the time derivative of the laser emission fre-
quency, determined by the time interval between the
known absorption lines or reference cavity resonances
in the first oscilloscope channel.

∆f 2τ f '
U〈 〉
U

----------,=

3034
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Wave number, cm–1

Current, mA
250 300 350

3033

3032

3031

3030

Fig. 2. Current dependence of emission wave number for an
MK 694-1 laser at 70 K. The circles indicate the positions of
the CH3Cl absorption bands used to measure the laser line-
width.



 

362

        

IMENKOV 

 

et al

 

.

                             
3031.0 3031.5 3032.0 3032.5 3033.0 3033.5
Wave number, cm–1

–3000

–2500

–2000

–1500

–1000

–500

0

Intensity, arb. units

CH3Cl

1

2

3 4

5

6 7

Fig. 3. Transmission spectrum of a cell containing CH3Cl at a 1 Torr pressure.
To record the gas absorption spectra, additional sine
modulation of the laser current was introduced. Its fre-
quency was much higher and the amplitude was much
smaller than those of the sawtooth modulation. The sig-
nal at the second harmonic of the sine modulation fre-
quency is proportional to the second derivative of the
intensity with respect to the wave number. This enabled
us to carry out measurements at gas pressures much
lower than 1 Torr.

3. RESULTS

At temperatures from 60 to 80 K, single-mode las-
ing occurs, and the tuning range is 2–4 cm–1. In a cell
filled with OCS, the strongest absorption is related to
the known H2O band (Fig. 1) with the wave number
equal to 3031.73463 cm–1 [9–11]. This band was used
to calibrate the current dependence of the laser emis-
sion wave number (Fig. 2), obtained from the transmis-
sion spectrum of the Fabry–Perot etalon. The presence
of OCS in the cell is evidenced by typical absorption
oscillations with a period of 0.37 cm–1 (see Fig. 1). The
laser emission linewidth was measured using the
absorption bands of CH3Cl gas marked by numbers in
Fig. 3. It should be noted that this region of the CH3Cl
absorption spectrum is poorly known, but it contains a
lot of narrow bands with 0.010–0.016 cm–1 half-widths
at a 1 Torr pressure and has a number of other features.

The width of the emission line (see Fig. 4) is largest
at lowest currents (~20 MHz at 216 mA) and gradually
decreases with increasing current, approaching 10 MHz
at 320 mA, the highest current for which the measure-
ments were performed. At higher currents, the line-
width was not measured due to the lack of suitable
absorption bands. The laser linewidth is 15–20 times
smaller than the gas absorption linewidth, which is suf-
ficient for the precise measurement of the shape of the
absorption bands by laser spectroscopy. Ten megahertz
is the lowest value for the IR-laser linewidth ever
obtained. However, the increase in the laser linewidth
with decreasing current (Fig. 4) gives rise to problems
with carrying out measurements at low currents. Thus,
it is necessary to reduce the laser linewidth, which
requires an investigation into the factors that govern its
value.

4. ANALYSIS

According to the existing theories [6–8], the laser
linewidth is controlled by the spontaneous emission of
radiation into the laser mode and should decrease as a
reciprocal of the current. In the current-tunable lasers,
the linewidth decrease is observed only in the low-cur-
rent region, and the line narrowing rate is lower than
that specified by the hyperbolic law. For higher pump
currents, the line ceases to narrow and even starts to
broaden. The current dependence of the linewidth plot-
ted in Fig. 4 contains only a decreasing portion; an
increasing portion was not observed for this laser, since
only a range of currents slightly above the threshold Ith
is covered. The linewidth of the wide-cavity laser under
study is six times larger than the value predicted by the
theory taking into consideration the effect of the fluctu-
ations in the nonequilibrium carrier concentration on
SEMICONDUCTORS      Vol. 35      No. 3      2001
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the spontaneous emission into the cavity mode [8] (see
Fig. 4). Consideration of this effect yields a linewidth
six times larger than that predicted by the theory [6, 7].

It has been previously assumed [6–8] that the non-
equilibrium carrier concentration N is independent of
the current I (and remains equal to the threshold value
Nth) for I > Ith. However, in the current-tunable lasers, N
continues to increase with the current above the thresh-
old. This leads to a decrease in the refractive index n in
the cavity and an increase in the cavity resonance fre-
quencies f. In order to obtain a smooth-waveguiding
distribution of n across the cavity width, the substrate
should be made wider than the cavity, and its resistance
should be made greater than the p–n junction differen-
tial resistance. Under these conditions, the only mech-
anism of relaxation of the fluctuations in the number of
nonequilibrium charge carriers in the cavity is related
to the laser emission, since the injection current is lim-
ited by the laser series resistance. The smoothed-out
fluctuations result in deviations of the cavity resonance
frequencies from their average values.

In the absence of lasing, the width of the probability
function for the cavity resonance frequencies is

(2)

where δN is the excess concentration of the nonequilib-
rium charge carriers over the threshold value. The shift
δf of the oscillation frequency from its value corre-
sponding to the threshold current is related to δN by

In the presence of lasing, the probability function
narrows proportionally to the charge carrier lifetime,
which decreases from τ0 to τp. Thus, the laser linewidth
is equal to

(3)

From the rate equation for N at constant injection
rate and gain, under the conditions of bimolecular
recombination, which is typical of lasers, we obtain

(4)

where N0 is the nonequilibrium charge carrier concen-
tration corresponding to the onset of the population
inversion for a given mode; the ratio N0/Nth = 0.75–
0.80.

The values of ∆f (Fig. 4) calculated from formulas
(2)–(4) with n = 3.6, dn/dN = –0.25 × 10–18 cm3, and
Nth = 9.4 × 1016 cm–3 (which corresponds to the laser
differential quantum efficiency η = 75%) are close to
the experimental data. The discrepancy does not exceed
10%, which is within the measurement error limits. In
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turn, theoretical formulas can be refined by taking into
account the Auger recombination, the presence of
donors in the active region, the deviation of the optical
confinement factor from unity, etc.

5. CONCLUSION

The study of the spectral parameters of wide-cavity
lasers based on InAsSb/InAsSbP demonstrates that it is
possible to obtain single-mode lasing in a wide range of
currents and temperatures. In the temperature range
from 60 to 80 K, the laser emission wave number can
be tuned with the current by 2–4 cm–1. Increasing the
cavity width makes it possible to obtain a small emis-
sion linewidth (as low as 10 MHz). The value of the lin-
ewidth, as well as its current dependence, is determined
by the fluctuations of the cavity resonance frequencies,
which are related to the fluctuations in the number of
the charge carriers in the cavity. In this case, the width
of the laser line is inversely proportional to the square
root of the active region volume; thus, the linewidth can
be reduced by increasing the cavity width. In the pres-
ence of lasing, the linewidth decreases with the current
approximately in proportion to the nonequilibrium
charge carrier lifetime.

The realization of single-mode lasing with narrow
emission lines in the wide-cavity lasers indicates that
crystal quality of the layers grown by liquid-phase epi-
taxy is high. The high power and small linewidth of
such lasers makes them a promising tool for laser spec-
troscopy.
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Abstract—Continuous-wave output powers of 9.2 W at a constant heatsink temperature of 10°C and 12.2 W
at a stabilized temperature of the active region have been obtained on an InGaAs/AlGaAs laser with a 0.4-µm-
thick waveguide, operating at 1.03 µm. Record-breaking output mirror power densities of, respectively, 29.9
and 40 MW/cm2 have been achieved without catastrophic optical mirror damage in the two temperature-stabi-
lization regimes. A maximum power conversion efficiency of 66% has been achieved in a laser with a cavity
length of 2 mm. © 2001 MAIK “Nauka/Interperiodica”.
High-power stripe lasers with active regions intended
for wavelengths in the interval λ = 0.8–1.06 µm attract
intense interest owing to their wide range of applica-
tions, such as optical pumping sources for solid-state
fiber lasers, direct frequency doubling, laser welding,
medicine, etc.

The work on developing high-power single- and
multimode lasers has already been conducted for a long
time [1, 2], and 1- and 2-W 100-µm stripe laser diodes
operating in the continuous wave (CW) regime are
already being produced commercially. Raising the
working power of such diodes presents a complicated
problem, which is commonly attributed to the follow-
ing. The first reason is the catastrophic optical mirror
damage (COMD) limiting the peak output power [3].
The second reason is the rise in the working tempera-
ture of the laser crystal, compared with the heatsink
temperature, which occurs upon passing current
through a laser, and which impairs its external differen-
tial efficiency and accelerates its degradation.

The quantity characterizing COMD is —the opti-
cal power density at the output mirror of a laser diode
at which COMD begins [3]. In a review [4] the maxi-
mum achieved  values of 11 MW/cm2 were given for
lasers containing Al in the active region. The peak out-
put power density for any kind of lasers, 19 MW/cm2

according to [4], has been obtained in an
InGaAs/InGaAsP/GaAs structure [5].

In this communication, we demonstrate that the
COMD threshold can be significantly raised by opti-
mizing the technology of the deposition of high- and
low-reflectivity coatings on the laser mirrors. The peak
CW optical power density obtained at the output mirror

† Deceased.
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of the laser was 29.9 MW/cm2 at a stabilized heatsink
temperature (10°C), i.e., in the conventional laser cool-
ing regime, and 40 MW/cm2 with chip temperature
maintained constant.

The decrease in efficiency and accelerated degrada-
tion of lasers at high powers can be precluded by low-
ering the laser crystal temperature at the working point.
The amount of heat released in the laser diode can be
reduced by improving the power conversion efficiency
of the device. At the same time, overheating of the
working region relative to the heatsink can be lowered
by making the laser longer, thereby increasing the
effective area from which heat is removed.

The power conversion efficiency of a laser is given
by [6]

(1)

(2)

where Rf and Rr are the reflectivities of the front and
back facets of the laser, Ith is the threshold current, L is
the cavity length, and W is the stripe width. Hence, it
follows that the power conversion efficiency depends
on the internal quantum efficiency ηi, cutoff voltage V0,
and σs—the resistivity of the structure.

Thus, the problem of designing a high-power laser
diode reduces to raising the COMD threshold and opti-
mizing the structure parameters to achieve simulta-
neously a 100% internal quantum efficiency, low opti-
cal loss, low series resistance, and a cutoff voltage
exactly corresponding to the energy gap of the active
region.
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To solve this problem, we fabricated more than ten
heterostructures emitting at ~1 µm by molecular-beam
epitaxy (MBE) and metal-organic chemical vapor dep-
osition (MOCVD). The structures grown had a simple
design of a double-heterostructure with a separate con-
finement and optimized doping scheme. The hetero-
structure comprises a 0.4-µm-thick undoped GaAs
waveguide with a 80-Å-thick strained InGaAs quantum
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Fig. 1. Schematic band diagram (solid line) and doping pro-
file of the epitaxial layers of the structures grown by
MOCVD and MBE techniques.

Fig. 2. Inverse differential quantum efficiency vs cavity
length L of lasers based on InGaAs/AlGaAs/GaAs hetero-
structures.
well in its middle. The thicknesses, compositions,
energy gaps, and doping levels of the epitaxial layers
are shown schematically in Fig. 1. The emitter was
doped with Mg in the case of MOCVD and Be in MBE.
Correspondingly, the p-doping profile in MOCVD
structures is smoother owing to the higher diffusion
coefficient of magnesium.

Further, the structures were subjected to a conven-
tional sequence of postgrowth operations to fabricate
“shallow mesa” laser diodes with a stripe width of
100 µm. In the design employed, the current spreading
over heavily doped layers is diminished by etching as
far as the middle of the top emitter. Ohmic contact sys-
tems to the p- and n-sides of the structure were depos-
ited by vacuum evaporation of ZnAu/CrAu/Au and
GeAu/Au, respectively.

The structures were cleaved along crystallographic
directions into separate lasers with different cavity
lengths L. Light–current (L–I) characteristics of the
obtained devices were measured in a pulsed regime.
The results of these measurements were used to calcu-
late the basic parameters: transparency current density,
internal quantum efficiency, and internal optical loss αi.
All the structures had very close parameters and, there-
fore, data are only presented here for one MOCVD-,
and one MBE-grown, structure. Figure 2 shows the
inverse differential quantum efficiency 1/ηd as a func-
tion of the cavity length for both the structures. A linear
fit gave the internal quantum efficiency ηi and internal
optical loss. For the MOCVD structure these parame-
ters are 98% and 1 cm–1, and are somewhat less optimal
for the MBE structure—95% and 1.6 cm–1. The trans-
parency current density was 62 and 75 A/cm2, respec-
tively.

To work in the CW regime, the p-side of each laser
was soldered with indium to a copper heatsink. SiO2/Si
interference dielectric coatings were deposited onto the
mirrors, ensuring 99% for the front and 5% for the back
mirror reflectivities. In the conventional technology for
the investigation and manufacture of semiconductor
lasers, the process of mirror coating involves uncontrol-
lable deposition of the dielectric onto a part of the
p-contact near the laser mirrors, so that this area
remains unsoldered in chip mounting, thereby impair-
ing heat removal during laser operation. The technol-
ogy employed for mirror deposition in the present study
completely precludes undesirable deposition of the
dielectric and ensures the best cooling of the output
facet of the laser.

For CW measurements, a laser on a heatsink was
mounted on a thermoelectric cooler that allowed the
temperature to be maintained constant over a wide
range. The measurements were done in two thermal
stabilization regimes. The first, being conventional,
used a feedback temperature sensor mounted on the
heatsink. This method has a major drawback consisting
in that the actual temperature of the laser chip strongly
depends on the place where the thermal sensor is
SEMICONDUCTORS      Vol. 35      No. 3      2001
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mounted, because of the temperature gradient over the
heatsink. This makes it difficult to compare laser char-
acteristics measured on different setups. Therefore, we
also used another measurement technique, with a sec-
ond temperature sensor mounted directly onto the
n-contact of the laser chip. This sensor served as a con-
trol element in the thermal stabilization feedback cir-
cuit. According to [7], in this regime the actual temper-
ature of the laser’s active region differs from that indi-
cated by the temperature sensor by no more than 4°C.
Thus, with this measurement technique it may be
assumed that the laser’s active region is maintained at a
constant temperature.

Figure 3 shows the output power and the voltage
across the structure as functions of the flowing current
for a MOCVD laser. Using these data, the threshold
current was found to be 165 mA; the differential and
differential quantum efficiencies, 0.97W/A and 80%,
respectively; the cut-off voltage, ~1.24 V; and the series
differential resistance Rs = 51 mΩ , which gives σs =
0.68 × 10–4 Ω cm2 per unit area. The combination of an
internal quantum efficiency close to 100%, an internal
optical loss of ~1 cm–1, and the optimal electrical
parameters compares well with the best published
results [6]. The cutoff voltages exactly corresponding
to the energy gap of the active region and the low series
resistance of the laser structure indicate the absence of
any additional electrical barriers and the optimal dop-
ing profile of the given structure.

Therefore, the power conversion efficiency is very
high. Figure 4 presents experimental dependences of
the power conversion efficiency on the driving current
for lasers with cavity lengths of 1.34 and 2 mm at a
heatsink temperature of 10°C. The maximum power
conversion efficiencies are, respectively, 66 and 65%.
Moreover, the laser with a cavity length of 2 mm retains
a power conversion efficiency exceeding 60% up to an
output power of 6 W. These results are also the best we
are aware of for any kind of semiconductor lasers [7].

With the conventional measurement technique
maintaining the heatsink temperature at 10°C, the max-
imum current was limited to 12 A to prevent degrada-
tion of the heterostructure (Fig. 3). An output power of
9.2 W was recorded at this current, with the tempera-
ture of the active region, measured by the second tem-
perature sensor, equal to 56°C. The rise in the tempera-
ture of the active region leads to a higher threshold cur-
rent, lower quantum efficiency, and lower photon
energy. This results in a bending of the L–I characteris-
tic at large currents and does not allow the achievement
of the maximum possible output power or determina-
tion the COMD threshold. High peak CW output pow-
ers were obtained in a similar cooling regime on lasers
with a 100-µm aperture. The highest power of 10.9 W has
been achieved in the InGaAs/AlGaAs/GaAs system using
a more efficient diamond heatsink [8], the maximum
achieved output power for the InGaAs/InGaAsP/GaAs
system being 11 W [5]. However, these results were
SEMICONDUCTORS      Vol. 35      No. 3      2001
obtained on structures with a broad waveguide
(>1 µm), which reduces the power density at the output
mirror.

The achieved peak power density  is found from

(3)
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Fig. 3. Voltage across a laser diode with stripe width W =
100 µm and its output power vs driving current in the CW
regime. Cavity length L = 1.34 µm, high- (99%) and low-
reflectivity (5%) coatings on facets. (1) V–I and (2) L–I
characteristics with the temperature of the active region sta-
bilized at 10°C. (3) L–I characteristic with heatsink temper-
ature stabilized at 10°C.

Fig. 4. Power conversion efficiency of
InGaAs/AlGaAs/GaAs lasers vs. driving current.
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where Pmax,CW is the maximum achieved CW output
power and d/Γ is the quantity characterizing the trans-
verse spot size (d is the thickness of the active region
and Γ is the optical confinement factor) [3]. With a
broad waveguide (~1 µm), the d/Γ value is
0.55−0.70 µm, depending on the refractive indices of
the waveguide and emitter materials. In the case in
question, at a total waveguide thickness of 0.4 µm, it is
0.34 µm (a lasing wavelength λ = 1.03 µm). Such a d/Γ
value is in good agreement with the observed far-field
pattern in the direction perpendicular to the p–n junc-
tion. The beam’s full width at half-maximum was θ1/2 =
52°. Then the power density at the peak of the light
wave at the front mirror is 29.9 MW/cm2 at an output
power of 9.2 W.

The measurement taken using the second method,
with the laser crystal temperature stabilized at 10°C,
precludes the heating of the active region, thus ensuring
linear L–I and voltage–current (V–I) characteristics and
making possible the achievement of the peak emission
power of 12.2 W at a current of 13.3 A (Fig. 3). The
heatsink temperature at the peak output power was
−26°C. The peak optical power density at the output
mirror of the laser, calculated by (3), was 40 MW/cm2.
After the degradation of the laser at a power of 12.2 W,
no changes were found on its output mirror, which
meant that the degradation occurred in the heterostruc-
ture bulk, bearing no relation to mirror damage, and,
therefore, the COMD threshold was even higher.

In our opinion, expression (3) fails to exactly
describe the situation at high driving current densities,
since the near-field of the laser expands beyond the
“nominal” stripe width W with increasing current. The
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Fig. 5. Near-field patterns of the laser in the p–n junction
plane (coordinate Z) at different driving currents.
increase in the near-field pattern relative to W depends
on the laser diode design. For example, by using oxide
stripe, the width of the near-field pattern may exceed W
severalfold. Therefore, we propose to use in formula (3)
the full near-field pattern width at half-maximum,
WFWHM, instead of the stripe width W. In the case in
question, the near-field pattern of the laser also expands
somewhat despite using the “shallow mesa” design.
Pulsed measurements on the same laser (Fig. 5) demon-
strated that the full width at half-maximum of the near-
field pattern was 98 µm just above the threshold,
increasing to 122 µm at a current of 12 A. With account
taken of the near-field pattern expansion, the peak
power density achieved in the present study is
24.5 MW/cm2. Even this value greatly exceeds the
power densities of ~19 MW/cm2 previously obtained
for a laser with a broad waveguide [3–5, 8, 9].

Laser diodes based on MBE-grown structures also
exhibit good power and electrical characteristics. The
maximum achieved CW power at a heatsink tempera-
ture stabilized at 20°C was 8.5 W.

Also, the degradation properties were studied. The
tests were performed at a current of 4 A and output
power of 3.3 W at a heatsink temperature of 30°C for
1000 h. In lasers based on MBE structures the output
power changed during the test by no more than 3%. The
lasers based on MOCVD structures showed a wide
scatter of degradation parameters, which can be attrib-
uted to the quality of the substrates used for epitaxial
growth. The MOCVD was done onto AGNK-3 GaAs
substrates with a surface dislocation density exceeding
103 cm–2, whereas the MBE technique used substrates
manufactured by AXT, with a dislocation density of
102 cm–2.

In conclusion, it should be emphasized that the peak
CW output power of a laser diode with an aperture W =
100 µm was 9.2 W at a heatsink temperature of 10°C
and 12.2 W at a stabilized temperature of the active
region. A 66% power conversion efficiency and a
record optical power density at the output mirror
(29.9 MW/cm2), exceeding more than 1.5-fold the pre-
viously published value, were achieved, and a value
even higher than 40 mW/cm2 was obtained for more
intense laser cooling by keeping the temperature of the
active region constant. It was demonstrated that the
peak output power, power conversion efficiency, optical
strength of mirrors, and service life of laser diodes
depend on the quality of the substrate and epitaxial lay-
ers, the heterostructure doping scheme, and the way in
which the coatings are deposited onto mirrors and the
laser is mounted on a heatsink. The results obtained
indicate that record power characteristics can be
achieved without using complex heterostructures, as in
[9], and intricate mirror protection technologies, as
in [10].
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