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Abstract—The results of studying the influence of various types of shallow-level impurities and their concen-
trations on the microhardness and photomagnetic effect in silicon single crystals are reported. It is shown that
an increase in impurity concentration results in a decrease of both the dark microhardness and the magnitude
of the photomagnetic effect. The effect of the acceptor impurities is found to be more efficient in comparison
with the donor ones. The data obtained are explained on the basis of the mechanism according to which the
decrease of microhardness in semiconductors is caused by free charge carriers (antibonding quasiparticles)
occurring in relevant energy bands. © 2001 MAIK “Nauka/Interperiodica”.
The influence of shallow-level impurities on micro-
hardness and the photomechanical effect (a change of
microhardness under illumination [1]) has been
reported in a number of publications [2–6]. Their anal-
ysis shows that in some cases the experimental results
not only disagree but even contradict each other. A pos-
sible cause of such a contradiction can be related to dif-
ferent experimental conditions. The absence of a com-
mon opinion about the mechanism of formation of the
impressions in the course of indentation, as well as
about the mechanism of photomechanical effect at a
microscopic level, is a reason why the physical nature
of these effects has not yet been clarified.

The physical nature of the influence of the type and
concentration of shallow-level impurities on the micro-
hardness and photomagnetic effect is clarified in this
study on the basis of the mechanism proposed in [7, 8],
which allows the explanation of all specific features of
photomechanical [9–12], electromechanical [13], and
thermomechanical [14] effects. According to this
mechanism, the observed decrease in microhardness
under the effects of light, electric field, and temperature
on a semiconductor is caused by the formation of anti-
bonding quasiparticles (free electrons and holes).

We studied dislocation-free single crystals of silicon
with (100)-oriented surfaces doped with phosphorus
and boron within the concentration range N from 1013

to 1019 cm–3 to introduce shallow-level donors and
acceptors, respectively. The preparation of the surfaces
of the samples and the methods for observation of
microhardness in the dark and under irradiation with
1063-7826/01/3504- $21.00 © 20371
white light of various intensities have been described
previously [9]. The loading was chosen equal to 25 g.
In all measurements, the major diagonal of Knoop’s
pyramid coincided with the 〈100〉  direction in the (100)
plane.

The microhardness measured in the dark and under
illumination for Si samples as a function of impurity
concentration is shown in the figure. It can be seen that
an increase in the shallow-level impurity concentration
results in a decrease in both the dark microhardness and
the magnitude of the photomechanical effect. It can
also be seen that the influence of the acceptor impurity
on the dark microhardness is more efficient in compar-
ison with the donor impurities. Qualitatively, the same
impact of impurities is typical for the photomechanical
effect.

The decrease in dark microhardness with increasing
concentration of shallow-level impurities is caused by
the formation of free electrons and holes in relevant
energy bands (antibonding quasiparticles). They
weaken the interatomic bonds [8] and facilitate the
motion of atoms in the mechanical field produced by
the indenter. This is also supported by the fact that the
impurity atoms do not affect the dark microhardness in
compensated Si samples.

A stronger influence of the acceptor impurities in
comparison with that of donors is caused by the fact
that the top of the bonding (valence) band lies at a
larger energy distance from the level of an isolated
atom than the bottom of the antibonding (conduction)
band (see Fig. 3.3 in [15]). Therefore, a hole in the
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bonding band weakens the chemical bonds to a greater
extent than a free electron located in the antibonding
band. It should also be pointed out that the bond-weak-
ening effect of the antibonding quasiparticles, which
are formed due to the ionization of impurities, is con-
siderably smaller than of the quasiparticles formed as a
result of the band-to-band transitions. In the latter case,
the chemical bond weakens by an energy equal to the
band gap [16]. If the antibonding quasiparticles are
formed by the electron and hole transitions from the
impurity levels to relevant energy bands, the weakening
of the chemical bonds is controlled by the energy depth
of these impurity levels. Thus, in order to attain the
same degree of weakening of chemical bonds, the num-
ber of antibonding quasiparticles generated in the level-
to-band transitions should be an order of magnitude
greater than the number of these quasiparticles result-
ing from band-to-band transitions.

It is also easy to explain the decrease in the magni-
tude of the photomechanical effect with increasing
impurity concentration in Si. This occurs because of the
decrease in the lifetime of the charge carriers excited by
light, which leads to the reduction of the steady-state
concentration of antibonding quasiparticles at a given
illumination intensity. A comparatively large reduction
of the photomechanical effect in the crystals with
acceptor impurities is observed, because the softening
action of antibonding quasiparticles induced by light is
the same for both types of samples, whereas the dark
microhardness for acceptor impurities is lower.

The effect of illumination becomes unobservable if
the bond-weakening effect of antibonding quasiparti-
cles formed by the ionization of impurities becomes
considerably stronger than that of the quasiparticles
formed by the illumination (i.e. by the band-to-band
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Microhardness measured (1, 2) in the dark and (3–6) under
illumination HK as a function of impurity concentration in
Si. The illumination intensities were (1, 2) 0, (3, 4) 1,
(5) 1/2, and (6) 1/4 in arbitrary units.
transitions). This corresponds to the impurity concen-
tration region where the curves 1, 5 and 1, 6 in the fig-
ure merged together. Such an explanation is supported
by the fact that the regions in which the concentration
dependences of microhardness measured in the dark
and under illumination merge together shift to higher
concentrations of the antibonding quasiparticles
formed by the ionization of impurities.

The presence of shallow-level impurity atoms man-
ifests itself in the residual photomechanical effect (the
residual softening of the subsurface layer of the mate-
rial after turning off the illumination [10]). The increase
in impurity concentration causes the reduction not only
of the charge carrier lifetime, but also of the Debye
screening length [17]; as a result, the width of the bar-
rier arising due to inhomogeneous bending of energy
bands along the sample surface decreases [18]. This
causes an increase in the concentration of antibonding
quasiparticles stored in corresponding spatially sepa-
rated minima and, therefore, reduces the influence of
antibonding quasiparticles produced by light and
enhances their recombination rate. All these factors
reduce both the magnitude of the residual photome-
chanical effect and its lifetime.
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Abstract—Laser-induced deposition was employed to grow HgCdTe thin films on Si substrate at a temperature
of &190°C. Auger spectroscopy and optical and electrical measurements demonstrate that the quality of films
obtained is strongly dependent on the type of source and quality of the Si substrates. © 2001 MAIK
“Nauka/Interperiodica”.
In this study, we measured and analyzed the Auger
electron spectra, and the structural, electrical and opti-
cal properties of HgCdTe layers grown on (001)- and
(111)-oriented Si substrates by modulated laser beam
epitaxy, i.e., by sputtering the target material with a
modulated infrared laser beam. During the HgCdTe
epitaxy, the temperature of substrates did not exceed
190°C. As source materials, we chose HgCdTe single
crystals of specific composition and ground material in
the form of pellets prepared by cold pressing. No addi-
tional source of Hg vapor was used. The following are
the parameters of laser radiation we employed: modu-
lation frequency f ranged from 10 to 100 Hz, photon
energy "ω was 0.118 eV, and the power density W was
varied from 104 to 105 W/cm2. The scanning geometry,
the step size, and the sputtering time were set and con-
trolled by a computer. In view of the high temperature
conductivity of HgCdTe (2.2 × 10–2 cm2/s), the neighbor-
ing irradiated areas of the target were not allowed to
overlap, in order to exclude heat accumulation some-
where on the target. Owing to this, the convective ther-
mal evaporation from the areas adjacent to the laser-
irradiated region was reduced. Composition of the
grown layers was determined by Auger electron spec-
troscopy, by energy-dispersive X-ray analysis (EDAX),
and from the optical absorption spectra.

The results of Auger spectrometry indicate the pres-
ence of C, S, and Cl on the film surface. The concentra-
tion of these elements decreases rapidly with the dis-
tance from the surface and nearly vanishes at a depth of
about 1 nm. To determine the content of components in
the layer, we resorted to a comparison of the samples
with a material of known composition. Using the ele-
mental-sensitivity coefficients for HgCdTe seems incor-
rect here, since these coefficients are generally deter-
mined from comparison between intensities of Auger
transitions in differential spectra of an element (Ii) and
those of a pure silver or silicon target (IAg(Si)), the effect of
the host material and the specific features of the analyzer
disregarding [1]. Moreover, the determination of the coef-
ficient of component response for Hg is ambiguous.
1063-7826/01/3504- $21.00 © 20374
Concentrations of Hg, Cd, and Te atoms are nearly
constant throughout the surface layer including the sur-
face. This is also confirmed by the EDAX data.

The comparison of Auger spectra of the studied lay-
ers with those of the single-crystal material of the target
(Fig. 1) shows, in contrast with [2, 3], an excess of mer-
cury in the layers at any temperature of epitaxy. We
note also that in HgCdTe layers grown on Si substrates
at moderate temperatures Ts ≈ 190°C, the resulting
composition depends on the volume purity of the sub-
strate and on the carbon content in particular. Thus, in
layers grown on a Si substrate with a large concentra-
tion of carbon, the diffused C atoms are detected
throughout the entire layer with thickness h & 5 µm.

The X-ray structural analysis of HgCdTe/Si hetero-
structures has revealed that, regardless of the substrate
temperature, at a medium growth rate v ≈ 20 Å/s
(growth rate during the laser-pulse passage is 240 Å/s),
the layers obtained are polycrystalline with (111) pre-
ferred orientation. In addition, the spectrum has a peak
corresponding to (100) orientation. The ratio of peak
intensities corresponding to (111) and (100) orienta-
tions increases with decreasing growth rate.

The morphology of the film surface is defined to a
smaller extent by the density of laser radiation at the
target. Under the condition that the laser beam diameter
considerably exceeds the crater depth (d @ hcr) and
with W = const, we always obtain a film with both mir-
ror surfaces: the free one and the other adjacent to the
substrate. Sputtering of the same site on the target up to
the formation of a crater (d & hcr) leads to the produc-
tion of spherical inclusions on the free surface. The
density of inclusions grows with hcr  and the film
becomes diffuse-reflecting. As this takes place, the
inclusion size remains constant, and the surface adja-
cent to the substrate remains ideally smooth. The sur-
face of the crater bears traces of the melt.

The liquid-phase inclusions observed on the film
surface provide evidence for considerable heating of
the crater walls with vapor flux and subsequent ejection
of the liquid matter into the condensation zone. This
001 MAIK “Nauka/Interperiodica”
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fact is also confirmed by the dependence of the density
of inclusions on the distance between the source and
the substrate: as the distance increases, the density
noticeably decreases.

Morphology of the grown films was also examined
by scanning atomic force microscopy (AFM) at room
temperature. Every AFM image gives us a view of the
surface area of 1.5 × 1.5 µm2 in size. The film structure
turns out to be polycrystalline, with columnar crystal-
lites increasing in size with a decrease in the growth
rate, which agrees well with X-ray structural studies.

With the exception of the liquid-phase inclusions,
the same morphology of the surface was observed for
CdTe layers deposited on the Si substrate in a wide
range of growth temperatures. Therefore, it is most
probable that the inclusions in HgCdTe contain mer-
cury. Such inclusions can cause a significant error in
HgCdTe content determined from Auger spectroscopy
and EDAX measurements. In this circumstance, the
optical absorption spectra seem to provide the most
reliable information. The corresponding study was per-
formed at a temperature of T = 340 K with an IKS-31
spectrometer. The band gap Eg was determined at the
absorption level α = 700 cm–1 and the film content
turned out to coincide with that of the single-crystal tar-
get, specifically, Hg1 – xCdxTe (x = 0.22).

We also studied the electrical properties of HgCdTe
films on the Si substrate in the temperature range from
77 to 310 K (Fig. 2). For all of the samples obtained,
n-type conduction was observed. To invert the conduc-
tion type, we have to increase the growth temperature
to Ts > 190°C, where reevaporation of Hg accompanies
the growth and cooling of the film. At T = 77 K, the car-
rier mobility µ was in the range between 103 and
7 × 103 cm2/(V s). These values are an order of magni-
tude smaller than those determined for HgCdTe layers
grown on Si by molecular beam epitaxy (MBE), but are
comparable to similar parameters obtained in [2]. The
low mobility once again supports the conclusion about
the polycrystalline structure of the films.

Regardless of the conduction type of the semicon-
ductor crystal, the films had n-type conduction. When
the target is single-crystalline, the carrier concentration
ND – NA is no lower than 9 × 1015 cm–3 and increases
considerably with temperature, whereas with the target
from pressed materials, ND – NA ≈ 5 × 1018 cm–3 (77 ≤
T ≤ 350 K). Temperature dependences of the Hall coef-
ficient (RH), resistivity (ρ), and mobility (µ) are shown
in Fig. 2.

The difference between the ND – NA values for tar-
gets of different types cannot be uniquely related to the
pressing-induced contamination, since the sputtering
conditions (W = const) are different for a single crystal
and finely dispersed matter. Sputtering of a pellet gives
rise to a flux of particles with higher energies, which
enables soft implantation and the generation of donor
centers.
SEMICONDUCTORS      Vol. 35      No. 4      2001
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The results considered above apparently follow
from significant supersaturation arising near the sub-
strate during laser sputtering. Under this condition, the
film becomes continuous even at an early stage of
growth; however, the numerous nuclei, which appear
but do not reach Ostwald ripening, have a significantly
disordered orientation. It seems that in the range of epi-
taxial temperatures used, the crystallites cannot be
ordered without a considerable decrease in the growth
rate if congruent evaporation is retained. This conclusion
is confirmed by the results of [4, 5], in which laser sput-
tering of a target was used to deposit CdTe/CdMnTe
superlattices and epilayers.

The epitaxial growth of II–VI compounds on the Si
substrate presents a real challenge, not only because of
differences in the lattice constants and thermal expan-
sion coefficients, but also due to a difference in the
layer and substrate surface free energies [6, 7]. The sur-
face free energy of (111) Si is higher than that of the
II−VI compounds, HgCdTe among them. For the
(111) orientation, this difference amounts to as much as
∆σ(111) ≈ 500 erg/cm2, which promotes continuous
film condensation [8] but does not stimulate the epitax-
ial growth of continuous single-crystal layers.

Thus, in contrast to MBE and laser molecular beam
epitaxy [9], laser sputtering with moderate energy den-
sity W ≈ 105 W/cm2, which does not give rise to highly
energy-dispersed gas–plasma fluxes (E ! 2 × 103 eV),
enables the epitaxial growth of HgCdTe in a vacuum
without adding Hg. Therefore, the search for surfac-
tants to the (II–VI)/Si heteropair is a topical problem,
especially important for nonequilibrium film growth,
which to a different extent is realized both during MBE
and laser epitaxy. As compared with MBE, laser sput-
tering of the target provides a considerably higher
energy of particles in gas flux, thus ensuring a higher
lateral mobility on the surface. This fact can also be
used to facilitate heteroepitaxy on silicon substrates.
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Abstract—The evolution of the spatial distribution of photogenerated electron–hole plasma in n-Ge samples
during charge-carrier heating by an electric field at T = 77 K was studied. A multiprobe system was used, and
the infrared emission from the sample in the wavelength range of λ = 1.65–10 µm was measured to clarify the
processes of contact exclusion, direction reversal in the bipolar plasma drift, the formation of high-field thermal-
diffusion autosolitons, and lattice heating in the vicinity of an autosoliton. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Current instabilities accompanied by stratification
of the charge-carrier density and formation of spatially
inhomogeneous structures emerge as a result of intense
charge-carrier heating by an electric field (E ≥
1500 V/cm) in monopolar-conduction semiconductors
that typically feature either N- or S-shaped differential-
conductivity curves (see, e.g., [1]). As this takes place,
the effective temperature of charge carriers in a crystal
far exceeds the lattice temperature.

In semiconductors with bipolar electrical conduc-
tion, the stratification of quasi-neutral electron–hole
plasma during current instabilities may also occur
under conditions of positive differential conductivity
[2, 3], for much lower levels of the charge-carrier heat-
ing and at much lower electric fields. In a bipolar sys-
tem, a steady and highly nonequilibrium high-ampli-
tude autostructure may emerge even if the average heat-
ing of the charge carriers is slight as long as there is a
local higher level excitation for a short time; this auto-
structure may feature a high temperature or a high
charge-carrier density. This class of autostructures
includes, in particular, thermal-diffusion autosolitons
that may manifest themselves either as current fila-
ments or as high-field domains [3–7]. Observations of
luminous spots in GaAs films [3, 4, 7], filaments in
α-SiC p–n junctions [6], and S-shaped current–voltage
characteristics in InSb crystals [8] are related to the
emergence of such autosolitons.

We previously detected the above high-field auto-
solitons in n-Ge electron–hole plasma generated by
light and heated by an electric field [9–12]. We used a
multiprobe contact system to study the dynamics of
1063-7826/01/3504- $21.00 © 20377
formation and subsequent evolution of various types of
autosolitons in relation to the crystallographic orienta-
tion of the samples; these types include the static, trav-
eling, pulsating, and individual autosolutions, and those
following each other.

The objective of this study was to gain insight into
the modification dynamics of spatial distribution of
electron–hole plasma in the course of it being heated by
an electric field, to compare these dynamics with those
of variation in the infrared (IR) emission from the hot
charge carriers, and to estimate the Joule heating of the
crystal lattice in the vicinity of an autosoliton.

2. EXPERIMENTAL

We used samples of high-resistivity n-Ge〈111〉  with
a resistivity of ~40 Ω cm and a donor concentration of
Nd ~ 1 × 1013 cm–3; the samples were 0.05 cm in thick-
ness and 0.1 × 0.8 cm in area, were provided with two
n+–n contacts at the end faces, and were installed in a
liquid-nitrogen cryostat together with an 18-probe
head. The cryostat had two transmitting IR windows
(the inner cold windows made of ZnSe and the outer
warm windows made of BaF2) and a single quartz win-
dow oriented at an angle of 45° to the axis of the output
IR window.

The wide face of the sample was oriented parallel to
the IR windows along their horizontal axes. Two lenses
made of BaF2 were used to focus the IR emission from
the samples onto a Ge:Au photodetector installed in
another liquid-nitrogen cryostat with an IR window.
The spectral-sensitivity curve for the photodetector in
the wavelength range of λ = 1.6–10 µm is shown in
001 MAIK “Nauka/Interperiodica”
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Fig. 1 (see the inset). In addition, the IR emission from
the sample was cut from the short-wavelength side (λ =
1.65 µm) using a Ge plate in order to eliminate the sig-
nal corresponding to the flash-lamp light reflected from
the sample.

The photodetector was set at the desired area of the
sample using the CO2-laser radiation that passed
through the second IR window, penetrated through the
sample, and reached the photodetector. The electron–
hole plasma with electron and hole concentrations as
high as n = p ≈ 1 × 1016 cm–3 was generated by a single
bell-shaped pulse of light with a duration of τI ≈ 230 µs.
The light was introduced into the cryostat through a
quartz window; the generation was uniform over the
large-area sample surface facing the exit IR window.
A rectangular voltage pulse with an amplitude as large
as 300 V and duration of τU = 10–250 µs was fed to the
n+–n contacts of the sample either simultaneously with
the onset of the optical pulse or with a delay (at the
point in time corresponding to the peak of the intensity
of light). The storage oscilloscopes were used to record
the pulse signals of light I(t), current J(t), voltage U(t),
and emission from the sample IR(t); the voltages at the
probes were fed to differential inputs of the oscillo-
scopes, which made it possible to detect local electric-
field strengths in various regions of the sample and
determine the electric-field distributions over the sam-
ple at the desired points in time.
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Fig. 1. A schematic representation of the setup for measur-
ing the distributions of the electric-field strength over the
sample and the IR emission from the n+–n–n+ structure in
the n-Ge sample. 1–18 correspond to the numbers of contact
probes; PD stands for a Ge:Au photodetector; L1 and L2
stand for BaF2 lenses; M1 and M2 stand for the plane mir-
rors; M3 stands for a spherical mirror; S stands for a BaF2
plate; and FG denotes a flash lamp for generating the elec-
tron–hole plasma. The inset shows the spectral-sensitivity
curve S* for a Ge:Au photodetector.
In the absence of illumination, a virtually uniform
electric-field distribution (Eh = U/l = 5–400 V/cm,
where l is the sample length) is obtained in the sample
subjected to a rectangular voltage pulse, except for
slight nonuniformities either at the contacts or in the
middle part of the sample; the latter nonuniformities
are caused by inherent inhomogeneities of the sample
resistivity due to impurities, defects, surface quality,
etc.

In illuminated samples, three spatial–temporal phe-
nomena are observed as the applied voltage increases.
In what follows, we describe the typical data using one
of the samples as an example.

3. RESULTS AND DISCUSSION

3.1. Contact Exclusion

As the intensity of illumination of the sample
increases for moderate applied voltages (U ≤ 80 V,
lower than the autosoliton-formation threshold, see
[9, 10]), the current first increases steadily, attains its
maximum value before the peak of illumination inten-
sity is reached, and then decreases steadily (Fig. 2). As
this takes place, the electric-field strength E0 – 1(t) at the
positively biased contact (within the interval of l0–1)
rapidly increases from Eav ~ 100 V/cm to a maximum
value of E0–1 ~ 550 V/cm; at the same time, in other
parts of the sample (l1–2, l2–3, etc.), the electric-field
strengths E1–2(t), E2–3(t), and so on, decrease first (after
a slight initial increase) to a certain minimum value
Emin ~ 30 V/cm, which is constant for most of the sam-
ple, owing to the development of exclusion, i.e., to the
field-induced shift of the electron–hole plasma from the
positively biased contact to the negatively biased con-
tact in the direction coinciding with the minority-car-
rier (hole) drift.

The signal of integrated IR emission (IR) from the
exclusion region in the sample emerges for certain val-
ues of illumination intensity and field strength in this
region, increases steadily to a maximum, and then
decreases to zero as I decreases (Fig. 2). The IR signal
was eliminated by installing a glass platelet between
the sample and the photodetector. This indicates that
the main emission is concentrated in the IR region of
the spectrum beyond the glass-transparence cutoff. It is
easy to verify that, in this situation, the temperature of
the emitting electron–hole plasma does not exceed
300 K.

However, calculations of the electron and hole tem-
peratures in the heating electric field performed on the
basis of the energy-balance equation with allowance
made for various mechanisms of scattering [11, 12]
yield almost the same temperatures for electrons (Te ~
200−250 K) and for holes (Th ~ 150–180 K) for the
fields of Eex ~ 500–700 V/cm. The Joule heating of the
crystal in the exclusion region as obtained from the
thermal-balance equation does not exceed ∆T ~ 50 K
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and only slightly affects the dynamics of the IR signals
and the local fields Ei–j.

3.2. Direction Reversal for Bipolar Drift

For a higher applied voltage (U > 100 V), the current
first increases steadily with increasing illumination
intensity. As this takes place, the fields E0–1(t) and
E1−2(t) in the two near-contact regions also increase to
a maximum value owing to extension of the exclusion
region; simultaneously, the IR emission signal appears
due to heating of the charge carriers by the field in the
exclusion region (Fig. 3, the time interval t1–t2). Subse-
quently, beginning with a certain threshold illumination
intensity, the current increases steeply; this is accompa-
nied with a decrease in the near-contact field and a
steep increase in the amplitude of the IR emission sig-
nal (Fig. 3, the time interval being t2–t3) as a result of
the bipolar-drift direction being reversed (the latter
phenomenon has been described elsewhere [13, 14]).
The aforementioned phenomenon occurs since, for a
high density of electron–hole plasma, the electron
mobility becomes higher than the hole mobility in a
heating electric field as the illumination intensity
increases. As a result, the plasma flux controlled by
bipolar drift, which is related to the gradient of the ratio
between the electron and hole mobilities, exceeds the
counter plasma flux caused by the drift related to the
carrier-concentration gradient. Electrons and holes
leave the low-field (“cold”) accumulation region for the
near-contact region with a higher field. As a result,
although the field strength decreases in the latter
region, the number of free charge carriers increases
drastically, which brings about an abrupt increase in
both the current and the signal of IR emission from the
charge carriers in the exclusion region.

3.3. Formation of a High-Field Autosoliton

As the illumination intensity increases further (for a
voltage exceeding the threshold value; i.e., for U ≥
120 V), the increase in the current is replaced by a
slight abrupt decrease and oscillations that are accom-
panied with an abrupt increase in the field in the exclu-
sion region E1–2(t) (Fig. 3, the time interval being t3−t4),
which is due to the formation of a high-field autosoliton
[9, 10]. If the autosoliton emerges in the near-contact
region to which the photodetector is set at, three por-
tions are observed in the IR(t) curve. The IR-emission
signal first steadily increases owing to exclusion; in the
second portion, a steeper increase in the signal occurs,
which is related to the drift-direction reversal; finally,
the signal increases abruptly owing to intense heating
of charge carriers in the autosoliton region where the
field may be as high as EAS = 1000–5000 V/cm. A glass
filter reduced the IR-emission signal by 30–50%,
which indicated, according to estimations, that the
plasma temperature was no lower than 1000 K. Calcu-
SEMICONDUCTORS      Vol. 35      No. 4      2001
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shapes of the optical I and current J pulses of the signals of
the total IR emission under a voltage of 80 V and of local
electric-field strengths at the positively biased contact (E0−1,
E1–2, and E2–3). Sample 1 with l0–1 = 0.07 mm, l1–2 =
0.07 mm, and l2–3 = 0.06 mm.

lations based on the energy-balance equations for the
electron temperature differing from the hole tempera-
ture [11, 12] and for the fields EAS = 2000–5000 V/cm
yielded electron temperatures close to those mentioned
above, whereas the hole temperatures were found to be
lower by about a factor of 2.

It is noteworthy that the peak related to the emer-
gence of an autosoliton appears in the IR(t) curve
(Fig. 3, see the interval t3–t4) corresponding to the IR
radiation passed through the glass filter (IRglass) that
transmitted the emission from the hottest charge carri-
ers. The first abrupt IRglass signal decrease subsequent to
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Fig. 3. Dynamics of formation of a single static autosoliton and its shift to a positively biased contact under conditions of increasing
illumination intensity. (a) The shapes of the optical I and current J pulses for voltage U = 150 V. (b) The time dependences of the
total IR emission (λ = 1.65–10 µm) and the IR emission IRglass that passed through a glass filter and originated in the near-contact
region of the sample. (c) The time dependences of the local electric-field strengths in the near-contact regions E0–1 and E1–2;
sample 1 with l0–1 = l1–2 = 0.07 mm. (d) The distribution of the electric-field strength over the sample at the consecutive points in
time that correspond to the contact exclusion (t1), the direction reversal for the bipolar plasma drift (t3), and the high-field soliton
formation (t4). Sample 1.
the above peak may be attributed, first, to a transition of
hot electrons from hot valleys with small effective mass
to a cold valley with a large effective mass in a high
autosoliton field directed along the 〈111〉  axis. Second,
a decrease in the IRglass signal may be caused by cooling
of the charge carriers due to an intense lattice heating in
the autosoliton region, which manifests itself in the
continuing increase in the total IR-emission signal dur-
ing the autosoliton lifetime.

As the illumination intensity decreases during the
optical pulse, autosoliton decay occurs for a certain
value of I, after which the IR and IRglass signal ampli-
tudes decrease abruptly. The IR(t) curve then flattens,
whereupon it descends to zero. The IRglass signal both
emerges later than the IR signal does (Fig. 3, at the
point in time t2 ≈ 40 µs) and ceases to exist at an earlier
time. A delay of the IR signal in reference to the IRglass
signal indicates that the crystal lattice is found to be
appreciably heated in the region of a collapsed autosoli-
ton.

For some of the samples and for a fairly high applied
voltage (U = 220 V), a consecutive emergence of two to
three autosolitons was observed with increasing illumi-
nation intensity (with increasing density of the elec-
SEMICONDUCTORS      Vol. 35      No. 4      2001
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tron–hole plasma) at a certain distance from the posi-
tively biased contact; these autosolitons were then
shifted to the positively biased contact [in the direction
of the drift of the majority charge carriers (electrons)
due to the reversal in the direction of the bipolar plasma
drift] where the autosolitons came to rest and coalesced
to a single static autosoliton. This process was also
accompanied by both a slight decrease and oscillations
in the current, and the emergence of both peaks in the
signal of IR emission in the photodetector, which was
set at the sample region l2–3, and the local fields E0−1,
E1–2, and E2–3 (Fig. 4) in the region of formation and
motion of the autosoliton in the vicinity of the contact.
In this situation, the processes consisting in the contact
exclusion and the reversal in the direction of the bipolar
plasma drift, preceding the autosoliton emergence and
occurring in the vicinity of the contact (l0–1 and l1–2),
were not detected by the photodetector because these
processes were out of its “field of view.”

It is worth noting that sample regions making the
most significant contributions to the signal of the total
IR emission are often separated in space, depending on
the electron–hole plasma density and the actual distri-
bution of the field in the sample; the above regions
include (i) the exclusion region with the highest field at
the positively biased contact, (ii) the exclusion region
where the bipolar-drift reversal occurs, and (iii) the
autosoliton formation region. Therefore, the amplitude
of the IR-emission signal corresponding to contribu-
tions made by the aforementioned processes depends
on the sample region at which the photodetector is set.
If the photodetector is set at the autosoliton-formation
region for a sample with the 〈111〉  orientation, a step-
like signal of IR emission is observed. If the photode-
tector is set at an area away from the contact and from
the autosoliton-formation region, the IR emission sig-
nal appears abruptly when the autosoliton comes to the
chosen point of the sample. Thus, due to a strong local-
ization of the electric field in the bipolar plasma, the IR
emission from the sample is markedly nonuniform over
its surface and the peak of the IR emission signal shifts
with time. In addition, in contrast to uniform emission
from a hot monopolar plasma in an electric field in
n- and p-Ge [15, 16], we also observed experimentally
IR emission with shorter wavelengths (λ ≈ 2 µm) as a
result of higher local electric-field strengths in the auto-
soliton region.

If a rectangular voltage pulse with a large amplitude
(U = 190–300 V) is applied in the time interval corre-
sponding to the optical-pulse peak (I ~ Imax, see Fig. 5),
the autosoliton is formed from the outset of the voltage
pulse in the exclusion region close to the positively
biased contact. This is evidenced by our observation, at
the voltage-pulse onset, of (i) a characteristic narrow
current peak followed by oscillations; (ii) a peak of a
high field E0−1 ~ 2000 V/cm at the positively biased
contact (as this takes place, the field in the autosoliton
region is certain to be higher than the field E0−1 because,
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in this case, the autosoliton width LAS ~ 0.3 mm < l0–1 =
0.7 mm); and (iii) a small-amplitude peak of the IRglass

emission that comes from the autosoliton is observed
through a glass plate, is incident in part on the photode-
tector (which, in this experiment, is mainly set at the
l3−4 region), and is indicative of a high charge-carrier
temperature (Te ~ 1000 K) in the autosoliton region. In
addition, on the one hand, the autosoliton starts to move
to the negatively biased contact [11, 12] under the
effect of bipolar drift in the sample with the field orien-
tation of E || 〈111〉  and leaves the l0–1 region, which
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results in a decrease in the field E0–1 (Fig. 5). On the
other hand, a high power W = JE ≥ 3000 W/cm is
immediately released in the autosoliton region, which
results in a rapid Joule heating of the crystal to temper-
atures exceeding 400 K in the vicinity of the autosoli-
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Fig. 5. Formation and motion of an autosoliton to the nega-
tively biased contact for a constant illumination intensity (I)
and a high applied voltage (U = 200 V). A steplike decay of
signals corresponding to the IR and IRglass emission from
the autosoliton region in the sample after termination of the
voltage pulse and collapse of the autosoliton is shown. Sam-
ple 1 with l0–1 = l1–2 = 0.07 mm and l3–4 = 0.05 mm.
ton. This, in turn, gives rise to a high-rate thermal gen-
eration of nonequilibrium electrons and holes and
results in an additional decrease in the electric field in
the exclusion region l0–1 and brings about an increase in
the current (Fig. 5). An abrupt increase in the signals of
emission IR and IRglass from the autosoliton is observed
when the autosoliton comes to the l3–4 region at which
the photodetector is set.

After termination of the large-amplitude (U ~
200 V) voltage pulse, we observed a two-stage decay of
the IR-emission signal and a single-stage decay of the
IRglass signal from the autosoliton region of the illumi-
nated sample (Fig. 5). The first rapid decay of the IR
and IRglass signals is related to the autosoliton decompo-
sition. The duration of subsequent plateaus was about
5–10 µs, and their existence may be caused by an
intense heating of the autosoliton region and by exten-
sion of the emitting hot zone to the entire photodetec-
tor-sensed region where the photogenerated electrons
and holes are scattered. The precise origin of plateaus
in the IR-signal decay curves is yet to be clarified.
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Abstract—The shape of a photoluminescence band observed due to recombination of free electrons at shallow-
level acceptors (carbon atoms) in semi-insulating undoped GaAs crystals was analyzed at various temperatures
(T = 4.8–77 K). It is shown that at low temperatures the shape observed essentially differs from the theoretical
one, while at high temperatures theory and experiment agree closely for radiative transitions of free electrons
to isolated shallow-level acceptors. The difference between the experimental and theoretical shapes of the pho-
toluminescence band is associated with the broadening of carbon-induced acceptor levels (i.e., with the forma-
tion of the acceptor impurity band), resulting from the effect of electric fields of randomly distributed ionized
acceptors and donors on “isolated” carbon atoms. Coincidence of the shapes is associated with a considerable
increase in the energy of free carriers (to values up to and above the width of the acceptor impurity band).
© 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known that an intense photoluminescence (PL)
band with emission peak position hνm = 1.4935 ±
0.0005 eV is observed in GaAs at the temperature of
T = 4.2 K; this band is caused by free electron e transi-

tion to shallow-level acceptors, i.e., neutral carbon 
atoms (having an ionization energy of εa = 26 meV)
[1−3]. Studying the luminescent characteristics of
semi-insulating undoped gallium arsenide crystals
(henceforth, SI GaAs crystals), we have found that the
shape of the low-temperature PL band observed in

them, which appeared due to the transitions e  
indicated above (henceforth, PL carbon band), cannot
be explained by the theoretical concepts of radiative
transitions of free electrons to isolated shallow-level
acceptor (the photon energy emitted is equal to hν). It
is necessary to assume for its explanation that the car-
bon atoms in SI undoped GaAs crystals are not iso-
lated; rather, they interact with each other and with
shallow- and deep-level acceptors. This assumption
will be discussed below.

CAs
0

CAs
0
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2. SHAPE OF THE LUMINESCENCE BAND 
INDUCED BY THE RADIATIVE 

RECOMBINATION OF FREE ELECTRONS
AT SHALLOW-LEVEL ACCEPTORS

IN DIRECT-GAP PHOTOCONDUCTORS 
(THEORY)

A further theoretical consideration of the spectral
intensity of emission Ica(hν) will be carried out for a
typical representative of direct-gap semiconductors—
photoconducting GaAs crystals, whose conductivity at
low temperatures (T ≤ 200 K) is completely controlled
by photoelectrons (with concentration ∆n), photoholes
(with concentration ∆p), and by the band gap Eg. These
crystals contain partially compensated deep-level
defects and also randomly distributed shallow-level
(hydrogen-like) donors and acceptors. Concentrations
of the latter are relatively low (the wave functions both
of electrons localized at donors and of holes localized
at acceptors do not overlap). In a thermal equilibrium,
the shallow-level donors are completely filled by holes,
and acceptors, by electrons (the holes at acceptors and
the electrons at donors appear only under illumination).
001 MAIK “Nauka/Interperiodica”
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2.1. Isolated Acceptors (Model 1)

This situation occurs for low concentrations of
acceptors and donors when each acceptor can be
treated as an isolated atom (neither the acceptor force
fields nor the wave function of holes are localized at the
acceptor overlap; the same is true of the donor force
fields) forming a discrete level with ionization energy
εa in the band gap. Then, the shape of the luminescence
band induced by the recombination of free electrons
(with kinetic energy ε = hν – Eg + εa) at shallow-level
isolated acceptors is controlled only by their energy
distribution ∆n(ε) (obviously, ∆n(ε) ~ ρe(ε)ϕe(ε)),
where ρe(ε) ~ ε1/2 is the density of states in the conduc-
tion band, and ϕe(ε) is the probability of their occupa-
tion by electrons, and in the nondegenerate semicon-
ductors (in which ϕe(ε) ~ exp(–ε/kT)) it is described by
the relation [3–5]

(1)

where the energy of photons emitted is hν = ε + Eg – εa.
Obviously, the peak position of the emission band

considered is

(2)

and its half-width is

(3)

As follows from (1)–(3), the luminescence spectrum
under consideration at T  0 K consists of a narrow
line with hνm1 ≅  Eg – εa, and, as the temperature
increases, this spectrum broadens and shifts towards
lower or higher energies depending on Eg and εa depen-
dences on T.

2.2. Interacting Acceptors (Model 2)

This situation occurs for relatively high concentra-
tions of acceptor and/or donors. Here, the overlap of
electric fields of isolated acceptors and of fields pro-
duced by randomly arranged donors and/or by similar
(or other) acceptors is possible (obviously, this results
in the transformation of previously isolated acceptors
(see Subsection 2.1) into interacting acceptors [5–10]).
In addition, this situation occurs when the isolated
acceptors reside in the fields of internal stresses, which
are produced by chaotically distributed point or
extended defects in the crystal lattice [5, 6, 11]. This sit-
uation occurs also if an electric field is generated by
piezoelectric phonons [11] in a disordered crystal or if
the wave functions of holes localized at isolated accep-
tors overlap [4, 9, 10].

One should expect that, in photoconductors, the
interaction of isolated acceptors with charged donors
and/or acceptors will be dominant due to the relatively

Ica hν( ) ∆n ε( ) ρe ε( )ϕe ε( ) hν Eg– εa+( )1/2∝∝ ∝

×
hν Eg– εa+

kT
-----------------------------– 

  ,exp

hνm1 Eg εa– 0.5kT ,+=

w1 1.8kT .≅
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high concentrations of compensating impurities in
these materials [9]. It is this case that will be considered
by us below.

The disorder in the distribution of ionized impurities
throughout the crystal results in the isolated acceptors
occurring in force fields of different magnitudes. As a
consequence, broadening of levels formed by acceptors
takes place; i.e., an acceptor impurity band with a half-
width of wh is formed [7–10]. This band is character-
ized by a spectrum of closely spaced discrete acceptor
levels (the wave functions of holes at these levels
remain localized) with various ionization energies
εa1, εa2…εai and densities of states ρh(εai) (their density
is maximal (ρh = ρhmax) at the energy εai = εa); the prob-
ability of their occupation by holes is ∆ϕh(εai), and the
concentration of holes at them is ∆ph(εai) =
ρh(εai)∆ϕh(εai) [7–10]. Obviously, in this case, when
calculating the spectral intensity of emission caused by
the transition of free electrons (whose kinetic energy is
ε = hν – Eg + εai) to the acceptor impurity band, one
should take into account that disorder in the arrange-
ment of ionized donors and acceptors results in the
appearance of impurity-potential fluctuations (the rms
depth of a potential well is γ) [8, 9]. However, in non-
generate compensated semiconductors with a small
effective electron mass (in particular, in the SI GaAs
crystals under consideration), fluctuations of the impu-
rity composition in fact do not distort the conduction
band; i.e., the position of the conduction band bottom is
the same for the entire crystal [4, 8]. Therefore, in this
case, the PL spectrum is governed only by the energy
distribution of free electrons ∆n(ε) ~ ε1/2exp(–ε/kT) and
holes ∆ph(εai) localized at the acceptors, since the prob-
ability of the radiative recombination of free electrons
and holes localized at the acceptors is in fact indepen-
dent of their energies [4, 8]. The spectrum shape is
defined by the relation [8]

(4)

where the energy of emitted photons is given by hν =
ε + Eg – εai.

It is obvious that the position of the peak for the PL
band under consideration is hνm2 ≥ hνm1, and its half-
width is w2 ≥ w1 (undoubtedly, w2 ≅  w1 + wh if
∆ϕh ≠ f(εai)).

We may conclude the following from the analysis of
relation (4).

At low temperatures (T  0 K), the PL spectrum
shape is controlled only by the energy distribution of
levels in the acceptor impurity band ρh(εai), since, at the
above temperatures, they are approximately similarly

Ica hν( ) hν Eg– εai+( )1/2

Eg hν–

∞

∫∝

×
hν Eg– εai+( )

kT
-----------------------------------– 

  ρh εai( )∆ϕh εai( )dεai,exp
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filled with holes, i.e., ∆ϕh ≠ f(εai) (this takes place if the
coefficients of electron and hole capture by the accep-
tors with various ionization energies εai differ only
slightly or if the coefficients of hole capture by accep-
tors are considerably larger than those for electrons
[8, 12]), and the free electrons occupy the states at the con-
duction band bottom (Ica(hν) ~ ρh(εai)∆ϕh(εai) ~ ρh(εai),
where hν = Eg – εai). Then, by radiative recombination
of free electrons at the levels of the acceptor impurity
band, we should expect the appearance of a broad lumi-
nescence band with an emission peak at hνm2 ≅  Eg – εa

and a half-width wh on the order of the broadening of
ionization energy of acceptor levels. The structure of
this band is caused by the free-electron transitions to
the individual acceptor levels εai (the overall spectrum
represents an integral of individual luminescence lines
caused by transitions ε  εai); i.e., the low-tempera-
ture values of Ica will represent the distribution of the
density of states in the acceptor impurity band (obvi-
ously, Ica(hν) ~ ρh(εai), if ∆ϕh ≠ f(εai)).

As the temperature increases, one should expect the
following changes in the PL spectrum. First, we should
observe a shift of the peak position (according to the
law hνim = Eg – εai + 0.5kT) and a broadening (accord-
ing to the law wi1 = 1.8kT) of each radiation line, caused
by an increase in the free-electron kinetic energy, i.e.,
by transitions of free electrons of various energies to a
given acceptor level εai. Then, due to features indicated
above, the emission spectrum observed at a certain tem-
perature is the sum of elementary spectra caused by
transitions of free electrons to an individual level εai

within the impurity band. Second, a shift of the PL
spectrum to lower energies and a decrease in its half-
width occur. The latter effect is associated with the
localized states in the acceptor band gradual filling with
electrons (obviously, the states located near the valence
band top are primarily filled, since, undoubtedly,
∆ϕh(εai) ~ exp(εai/kT)); i.e., the hole concentration at
these states decreases steadily (this process results in
the thermal quenching of the PL induced by acceptors
[12]). This effect clearly manifests itself at moderate
temperatures (∆ϕh = f(εai) at kT ≤ wh). It almost disap-
pears at sufficiently high temperatures (kT @ wh), when
the majority of acceptor states are approximately
equally filled by holes (∆ϕh ≠ f(εai)). In particular, as
follows from relation (4), a shift of the radiation peak

caused by this effect is given by ∆hνm = – /(8ln2)kT ≅

–0.18 /kT.

2.3. Comparison of Models 1 and 2

As one should expect, these models yield signifi-
cantly differing PL spectra at low temperatures. How-
ever, at reasonably high temperatures (w1 ≅  1.8kT @
wh), they should result in approximately similar shapes
of the spectra (hνm1 ≈ hνm2, and w1 ≈ w2).

wh
2

wh
2

3. THE METHOD OF STUDYING
AND CHARACTERIZING THE SI UNDOPED 

GaAs CRYSTALS

Studies were carried out on typical photoconduc-
tors, i.e., SI undoped GaAs crystals (which had a dark
conductivity σ  0 at T ≤ 200 K). The dominant
deep-level impurities in them are antisite defects EL2,
the total concentration of which is NEL2 = 1.2 × 1016 cm–3,
including a concentration in the positive-charge state of

 = 3 × 1015 cm–3. The easily ionized shallow-level
acceptors are carbon atoms (their concentration is NC ≅
5 × 1015 cm–3); these represent the main compensating
impurity in these crystals. In thermal equilibrium, they
were completely filled with electrons; i.e., they were in
a negatively charged state. The holes at these acceptors
appear only under illumination (the probability of fill-
ing the carbon atom with a hole is ∆ϕh). In addition, these
crystals also contain a relatively low concentration Nd

of background shallow-level donors (their concentra-
tion is Nd ≅  2 × 1015 cm–3). In thermal equilibrium, they
were completely filled with holes; i.e., they were in the
positively charged state. Electrons appear at donors
only under illumination. Illumination did not result in a
noticeable change of ionized acceptor and donor con-
centrations (in particular, ∆ϕh ! 1 for the L used).

The luminescence excited by a strongly absorbed
radiation of a He–Ne laser was studied (the photon
energy was 1.96 eV, and the absorption coefficient was
2.5 × 104 cm–1). The PL spectra were analyzed using an
MDR-23 spectrometer with a resolution no worse than
0.3 meV at temperatures from 4.8 to 77 K and illumi-
nation intensities L from 1017 up to 1019 photon/(cm2 s).
The luminescence spectra presented below are induced
by transitions of free electrons to the carbon atoms and
are obtained by extracting them from the edge PL spec-
tra [12, 13]. The observed pattern of temperature varia-
tions of the carbon band shape under study (peak posi-
tion hνm and half-width w) in fact (within the accuracy
of variances in the values of hνm (±0.5 meV) and
w (±0.5 meV)) were independent of L (see below);
therefore, we will present the data obtained for L =
1018 photon/(cm2 s). Gallium arsenide was nondegen-
erate for the values of L and T used in this study; i.e.,
we can use relations (1)–(4) given above to explain the
shape of the PL carbon band observed in GaAs as well
as the dependences of its peak position and half-width
on temperature and excitation intensity.

The luminescence-band intensity Ica (obviously,
Ica ~ ∆nNC∆ϕh; experimentally, we have Ica ~ ∆p ~ L at
low T and Ica ~ ∆n∆p ~ L2 at high T [12]) varied with
temperature according to the law (Fig. 1)

(5)

where a ≠ f(T, L), b = 10–6 s/cm, L = 1018 photon/(cm2 s),
Q+ (Q+ ~ T3/2) is the effective density of states in the

NEL2
+

Ica
aL2

bL Q+ εa/kT–( )exp+
---------------------------------------------------,=
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valence band, and εa = 26 meV (factor L2 for the coef-
ficient a is written on the basis of the dependences Ica

on L observed at low and high T).
The changes in Ica = f(1/T) were mainly associated

with corresponding changes in the probability of the
occupation of carbon atoms by holes (Ica ~ ∆ϕh, since
∆n ≠ f(T)), i.e., with the thermally stimulated lowering
of the carbon acceptor level occupancy by holes. It fol-
lows from this that, in the crystals studied, the probabil-
ity of the occupation of carbon atoms by holes is
defined by the relation (Fig. 1)

(6)

where ∆ϕh(0) is the value of ∆ϕh at T  0 K
(∆ϕh(0) ! 1, see above), b = 10–6 s/cm, L = 1018 pho-
ton/(cm2 s), and εa = 26 meV. We note that ∆ϕh ≠ f(L, T)
at low temperatures (Q+exp(–εa/kT) ! bL) and almost
exponentially (according to the law ∆ϕh ~
LT3/2exp(26 meV/kT)) decreases at high temperatures
(Q+exp(–εa/kT) ! bL).

4. BAND SHAPE OF LUMINESCENCE INDUCED 
BY RADIATIVE RECOMBINATION OF FREE 

ELECTRONS AT SHALLOW-LEVEL ACCEPTORS 
(CARBON ATOMS) IN SI UNDOPED GaAs 

CRYSTALS (EXPERIMENT)

4.1. Results

The PL spectra measured at various temperatures in
SI GaAs crystals are shown in Fig. 2; these spectra are
induced by free electron transitions at the carbon atoms
occupied by holes. As can be seen, at a low temperature
(T = 4.8 K), the PL spectrum can be approximately
described by a Gaussian curve with the emission peak
position hνm = 1.493 eV and a half-width w = 3.4 meV:

(7)

As the temperature increases, the PL spectrum
shape changes, and a nonmonotonic shift of the radia-
tion peak position (first, to higher and then to lower
energies), as well as a nonmonotonic increase of its
half-width, are observed.

The above inference follows also from temperature
dependences of the peak position and PL carbon band
half-width studied (see Fig. 3).

The half-width and the position of the peak for the
luminescence carbon band in relation to the excitation
intensity are given in Fig. 4 at low and high tempera-
tures (in the regions of Ica ≠ f(1/T) and Ica = f(1/T), see
Fig. 3). As can be seen, the values of hνm and w (as well
as the shape of the PL band itself) are in fact indepen-
dent of L.

∆ϕh

∆ϕh 0( )
-----------------

bL
bL Q+ εa/kT–( )exp+
---------------------------------------------------,=

Ica hν( ) Ica hνm( ) 4 2ln( )
hν hνm–( )2

w2
----------------------------– .exp=
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The data obtained by us and also by other authors
[1, 3, 13] on the dependences of low-temperature (T =
1.8–4.8 K) values of hνm and w for the luminescent car-
bon band as functions of the carbon atom concentration
NC and shallow-level background donors Nd are shown
in Fig. 5.1 As can be seen, hνm is independent of NC and
Nd, and the larger NC and Nd are, the larger w is.

4.2. Discussion of the Results

4.2.1. Analysis according to model 1. The PL spec-
tra calculated according to relation (1) for various tem-
peratures are shown in Fig. 2; these spectra are related
to the radiative recombination of free electrons at iso-
lated carbon atoms (when calculating the theoretical
dependences, the values of Eg = f(T) were determined
from the data reported in [14]). As can be seen, a differ-
ence between experimental and theoretical shapes of

PL spectra caused by electronic transitions e  
is observed. This difference is considerably large at low
temperatures (T ≤ 25 K). However, at a high tempera-
ture (T ≥ 35 K), this difference is much less.

Theoretical (calculated according to relations (2)
and (3)) dependences of hνm and w for transitions e 

 on temperature are shown in Fig. 3. As can be seen,
in an entire temperature range, satisfactory agreement
between experimental and theoretical dependences for

1 In Ref. [3], the values w at 7 K (w ≅  1.2 meV ≅  2kT) and 10 K
(w ≅  1.6 meV ≅  2kT) are reported. Their values are close to those
theoretically predicted. Therefore, the values of w extrapolated to
4.8 K (w ≅  0.8 meV ≅  1.8kT) are shown in Fig. 5.
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Fig. 1. (1) Intensity dependence of the PL band induced by
recombination of free electrons at the carbon atoms and
(2) the relative probability of them being filled by holes on
temperature in SI undoped GaAs crystals. Points are for the
experiment, solid lines are theoretical curves Ica = f(1/T)
and ∆ϕh/∆ϕh(0) = f(1/T) plotted according to relations (5)
and (6), respectively (for parameters of the curves, see the
text).
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hνm = f(T) is observed. At the same time, the shape of
dependences w = f(T) differs from the theoretical ones
and is close to those occurring at high temperatures.

Experimental dependences of hνm and w on L (see
Fig. 4) are basically consistent with the theoretical ones
(see relations (2) and (3)).

The expected theoretical dependences (based on the
simplest model 1) of hνm and w for the PL band studied
on the carbon concentration and background donors are
shown in Fig. 5. As can be seen, the values of hνm are
close to the theoretical ones (see relation (2)) in the
range of values NC and Nd. However, the values of w are
close to theoretical (defined by relation (3)) only in
weakly doped crystals (Fig. 5). In highly doped SI
GaAs crystals (NC and Nd ≅  1015–1016 cm–3), the mag-
nitudes of w are considerably larger (Fig. 5).

4.2.2. Analysis according to model 2. It can be
seen from the data given above, theoretical model 1
cannot explain the PL spectrum shape in SI GaAs crys-
tals at low temperatures; for this spectrum caused by
radiative recombination of free electrons on carbon
atoms, a considerable difference between experimental
and theoretical PL spectra, in particular, its significant
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Fig. 2. PL bands appearing due to free-electron transitions
to the neutral carbon atoms at various temperatures in SI
undoped GaAs crystals. Circles 1 correspond to the experi-
ment, 2 is a Gaussian curve plotted according to relation (7),
and 3 and 4 are theoretical curves calculated according to
relations (1) and (4), respectively (for parameters of the
curves, see the text).
broadening is observed. Only at moderate and high
temperatures, does the PL spectrum shape observed
experimentally satisfactorily agree with the theoretical
one (as the temperature increases, the shape of the PL
band considered approaches that expected theoreti-
cally). In relation to the aforesaid, one should carry out
an analysis according to theoretical model 2.

Obviously, in order to explain the experimental data
(in particular, a significant broadening of PL carbon
spectra at low temperatures), we should assume that the
carbon atoms are not isolated in the SI GaAs crystals
under study. Then, a probable explanation of the PL
carbon band broadening at low temperatures, as well as
of its shape variation with temperature (this mechanism
is confirmed by dependence w = f(NC, Nd), is observed
experimentally, i.e., by a significant broadening of the
PL band under study in the SI GaAs crystals, see
Fig. 5).

Due to a relatively high mean concentration of car-
bon atoms and significant concentrations of easily ion-
ized and deep-level donors in SI undoped GaAs crys-
tals, a structural disorder is quite probable in the form
of significant fluctuations of concentrations of nega-

tively charged acceptors  and positively charged

shallow-level  and deep-level  donors, which
gives rise to the accumulation of randomly arranged
and closely spaced charged acceptors and donors. This
results in a significant force interaction of carbon atoms

NC
–

Nd
+ NEL2

+

1.496

1.492

1.488

12

1'
1
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4

0
0 20 40 60 80

T, K

hνm, eV
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w, meV

Fig. 3. Temperature dependences of hνm and w for the PL
carbon band in SI undoped GaAs crystals. Points corre-
spond to the experiment, solid and dashed lines 1, 1', 2, and
2' represent theoretical dependences of hνm(T) and w(T)
plotted according to relations (2), (4), (3), and (4), respec-
tively (for parameters of the curves, see the text).
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with each other and with shallow- and deep-level
donors; i.e., impurity potential fluctuations appear
(as follows from the value wh given below, the rms
depth of the potential well is γ ≅  1.5 meV). The conse-
quence of the effect of electric-field fluctuations on the
neutral carbon atoms (these are the atoms, at which the
radiative recombination of free electrons takes place) is
the appearance of a wide range of ionization energies of
carbon atoms εai (a significant concentration-related
broadening of the energy spectrum of the levels pro-
duced by atoms, i.e., the formation of the acceptor
impurity band) (see Subsection 2.2).2 It is very likely
that the filling of any levels in this band, as follows
from the dependence ∆ϕh = f(1/T) observed experimen-
tally, is defined by the relation

(8)

where ∆ϕh(0, εai) is the value of ∆ϕh(εai) at T  0 K
(∆ϕh(0, εai) ! 1, see above); obviously, ∆ϕh ≠ f(εai) at
low temperatures (Q+exp(–εai/kT) ! bL) and decreases
exponentially according to the law ∆ϕh(εai) ~
exp(εai/kT) at high temperatures (Q+exp(–εai/kT) ! bL).

The density of acceptor levels in the impurity band
of SI GaAs crystals, as follows from what was consid-
ered in Subsection 2.2 and from the shape (see relation
(7)) of low-temperature PL spectrum observed (for
∆ϕh ≠ f(εai), see relation (8)), is described by the fol-
lowing Gaussian curve:

(9)

Here, εa = 26 meV and wh = 3.4 meV is the half-width
of the spectrum of the density of states in the impurity
acceptor band (undoubtedly, wh = (8ln2)1/2γ, see [8]).

The above naturally corresponds to a significant
increase in the half-width of the luminescence band

induced by transitions e  ; i.e., w turns out to be
of the order of the spreading of the carbon-atom ioniza-
tion energies εamax – εamin ≅  4 meV (see Subsection 2.2).

Undoubtedly, a temperature broadening of the lumi-
nescence band considered is associated mainly with the
corresponding transformations of the electron energy
distribution in the conduction band (electrons occupy
higher energy states the higher the temperature is). The
broadening itself is somewhat less than expected, since

2 Concentrations of charged acceptors and donors are approxi-

mately equal (obviously,  ≅   + ) in the crystals

under study. Consequently, an acceptor resides near each of the
donors. However, due to their random arrangement, the distance
between them (i.e., the force fields produced by them) substan-
tially differs at various points of the crystal. Then, the broadening
of carbon levels is associated with the fact that the latter are in
force fields of various magnitudes.

NC
–

Nd
+

NEL2
+

∆ϕh εai( )
∆ϕh 0 εai,( )
---------------------------

bL
bL Q+ εai/kT–( )exp+
----------------------------------------------------,=

ρh ρhmax 4 2ln( )
εai εa–( )2

wh
2

-----------------------– .exp=

CAs
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simultaneously with the temperature increase (at not
very high temperatures), a relatively small narrowing of
the PL spectrum occurs owing to a reduction in filling
the shallowest states by holes in the acceptor impurity
band (see Subsection 2.2).3 Obviously, at high temper-
atures (T > wh/1.8k), the emission spectrum broadening
can far exceed the initial (observed at low T) half-width
of the luminescence carbon band (w1 ≅  1.8kT @ wh).
Therefore, at high temperatures (T ≥ 35 K), the shape of

3 As can be seen from relation (8), an increase in L widens the
domain of ∆ϕh independence on T. An evident consequence of
this fact is the shift of the onset of the PL spectrum narrowing to
higher temperatures.
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Fig. 4. Dependences of hνm (1, 1') and w (2, 2') for the PL
carbon band on the excitation intensity at T = (1, 2) 4.8 and
(1', 2') 77 K.

Fig. 5. Peak position and half-width of the PL band induced
by carbon in SI undoped GaAs crystals with various concen-
trations of acceptors (carbon atoms) and donors at T =
(3) 1.8, (1) 4.2, and (2, 4) 4.8 K. Nd ≅  10NC (1, 2);
Nd + NEL2 ≅  3NC (3, 4). 1, 2, and 3 correspond to the data
reported in [1], [3], and [13], respectively; points 4 represent
the data of this study. Dashed lines 5 and 6 are theoretical
curves plotted according to relations (2) and (3), respec-
tively (for parameters of the curves, see the text).
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the carbon spectrum will be almost completely caused by
the temperature broadening (w2 ≅  w1 @ wh (Figs. 2, 3)).

One should also expect the coincidence of experi-

mental and theoretical (for transitions e  )
dependences hνm = f(T). This is associated with the
peak of the density of states in the acceptor impurity
band being at the energy of ε ≅  εa [4, 8]. Therefore, the
position of the PL carbon-band peak is defined by a
relation similar to (2) irrespective of whether the radia-
tion is caused by the isolated or interacting (resulting in
the impurity band formation) carbon atoms.

The aforementioned independence of the PL spec-
trum shape (hνm and w values) of L, i.e., of ∆p (in
experiments, ∆p ~ L), is associated with the fact that, in
the crystals studied, filling of the electronic states in the
impurity band is completely independent of L at low
temperatures (∆ϕh ≠ f(T)), and at high temperatures
(∆ϕh = f(T)) varies similarly with L (see relation (8)).4 

The explanations presented are confirmed by the
comparison of measured and theoretical (plotted
according to relation (4) using numerical simulations)
PL carbon spectrum shapes at various temperatures.
This comparison is illustrated in Figs. 4 and 5 (when
calculating theoretical curves, the values of ∆ϕh and ρh

were determined from relations (8) and (9), where L =
1018 photon/(cm2 s)). As can be seen, a qualitative
agreement of the experimental and theoretical (accord-
ing to model 2) shapes of the PL carbon band under
consideration and temperature changes of its peak posi-
tion and half-width were observed. A comparatively
slight difference between experimental and theoretical
shapes of the PL spectrum is associated mainly with the
employment of a rather crude theoretical model for
describing the radiative transitions of free electrons to
the holes in the acceptor impurity band. In particular,
we neglected the distortion of conduction and valence
band edges by the fluctuating impurity potential as well
as ignoring a possible dependence of the probability of
free-electron transition to the split carbon levels on ε,
εai, etc. [8, 15, 16].

CONCLUSION

The substantial difference between the shape of the
PL band observed in SI undoped GaAs crystals at low
temperatures and induced by free-electron transitions
to the acceptor levels introduced by carbon and the the-

4 One should note that if, with an increase in L, i.e., in ∆p, a tem-
perature domain of values ∆ϕh = f(T) transforms into the domain
∆ϕh ≠ f(T) (see relation (8)), the increase in ∆p will result in the

shift of hνm by the value ∆hνm ≅  –0.18 /kT (see above).

CAs
0

wh
2

oretically expected shape is associated with the concen-
tration broadening of these levels, and the coincidence
of these shapes at high temperatures is related to an
increase in the mean energy of free electrons. A theo-
retical model proposed for radiative transitions of free
electrons to the carbon impurity band satisfactorily
explains the temperature variations of the shape of the
PL band under consideration, in particular, variations
of its peak position and its half-width. The above is
important for understanding the physics of electronic
processes in intermetallic semiconductors.
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Abstract—It is shown that the low-frequency dielectric response of Cd1 – xZnxTe crystals grown from the melt
is controlled by macroscopic growth defects and their elastic and electric fields. An interconsistent realignment
of these fields under the action of external forces changes the dielectric response, which reflects features of the
large-scale potential-relief distortions. © 2001 MAIK “Nauka/Interperiodica”.
An appropriate combination of good transport prop-
erties of nonequilibrium charge carriers and high resis-
tivity of Cd1 – xZnxTe (CZT) crystals places them
among the most promising materials for detecting ion-
izing radiation at room temperature. However, CZT
crystals, being intermediate between semiconductors
and insulators, are characterized by a variety of growth
defects due to substantially nonequilibrium growth
conditions. Therefore, the study and quality control of
these crystals should be carried out by methods conven-
tional for both semiconductors [1] and insulators [2].
This study is aimed at revealing the CZT dielectric
response features caused by the interaction between
elastic and electric fields induced by a variety of growth
defects in piezoelectric crystals.

We studied Cd1 – xZnxTe (x = 0.1–0.2) crystals grown
by vertical crystallization from the melt under inert gas
pressure. The above composition range is characterized
by an optimum combination of high resistivity and
transport properties of nonequilibrium carriers, neces-
sary for radiation detection. Diverse growth defects
induce a microrelief at the surface of a chemically pol-
ished crystal, visualized by the shadow method. Resid-
ual stresses of growth defects in the samples studied
were revealed by examining the photoelasticity.
Indium–gallium or gold contacts were formed at oppo-
site faces of samples of 11 × 11 × 2 mm and 5 × 5 × 2 mm
in size. The sample dielectric parameters ε' and ε'' were
measured by the capacitance technique in the range of
102–107 Hz. To study the temperature dependences of
the real ε' and imaginary ε'' parts of the complex dielec-
tric constant ε*, we mounted the samples in a thermo-
stat whose temperature varied from 290 to 440 K with
a constant rate of 0.5 K/min.

Photoelasticity and “dark” studies showed that most
of the samples are characterized by a complex nonuni-
form distribution of growth defects over the crystal.
Block boundaries, inclusions, as well as separate twin
and slip bands were observed in these samples. Such
1063-7826/01/3504- $21.00 © 20391
defects induce large-scale elastic and electric fields in
piezoelectric crystals.

A relaxation-type dispersion region was revealed in
the frequency dependences ε'(ω) and ε''(ω) measured
when samples were irradiated with photons within the
photosensitivity range. An analysis of these depen-
dences in the complex plane (using the Cole–Cole dia-
grams) showed that this region had a continuous distri-
bution of relaxation times, characterized by a shorten-
ing of the most probable relaxation time as
photoexcitation intensity increases. In this case, the
value of variance and the most probable relaxation time
are characteristic parameters of the sample. Similar
dependences were observed by us previously in
ZnS1 − xSex crystals. As was shown in [3], these depen-
dences reflect the features of the large-scale potential
relief (LPR). We note that the frequency dependences
of ε' and ε'' are independent of wavelength, while their
spectral dependences are similar at low-intensity exci-
tations.

The relaxation property of the CZT dielectric
response during photoexcitation manifests itself in dif-
ferent spectral dependences of the low-frequency
dielectric constant ε'(λ) and the dielectric loss factor
ε''(λ). These dependences plotted as diagrams in the
complex plane ε*(λ) allow the effect of elastic fields of
growth defects on the photodielectric response to be
assessed [4]. For example, the diagrams ε*(λ) of CZT
samples with various densities of growth defects basi-
cally differ. The most optically uniform samples are
characterized by rectilinear-segment diagrams ε*(λ)
(see Fig. 1, curve 1) differing only in their slopes. The
diagrams ε*(λ) of the samples containing individual
growth defects consist of arc-shaped portions of vari-
ous curvatures (Fig. 1, curve 2). It was established that
the number of arcs, their distinctness, and the diagram
area correlate clearly with the density of two-dimen-
sional structural growth defects causing residual
stresses of the second kind. We note that the diagrams
001 MAIK “Nauka/Interperiodica”
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ε*(λ) are specific for each crystal. The diagrams ε*(λ)
of CZT crystals with an increased density of growth
defects point to complex relaxation processes during
photoexcitation. First, these diagrams exhibit regions
where dε''/dε' < 0 (see Fig. 1, curves 3–5). Second, the
value of ε'' near the inherent maximum is smaller than
the “dark” level of ε'' in the samples experiencing sig-
nificant dielectric losses when in the dark (Fig. 1,
curves 4, 5). Furthermore, the value of ε'' under illumi-
nation is smaller than the starting one for some unillu-
minated samples in the entire photosensitivity range;
i.e., negative photodielectric losses are observed
(Fig. 1, curve 5).
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Fig. 1. The Cole–Cole diagrams with ε*(λ) as a parameter
for Cd1 – xZnxTe samples differing in growth defect densi-

ties, measured at f = 103 Hz and T = 293 K; wavelengths λ
correspond to various symbols as is indicated in this figure.

Fig. 2. The Cole–Cole diagrams ε*(T) (curves 1, 7; dashed
lines) and ε*(λ) (curves 2–6) for Cd1 – xZnxTe samples at

f = 103 Hz; wavelengths λ and temperatures T correspond to
various symbols as is indicated in the figure.
Such a photodielectric response property is obvi-
ously related to modification of the LPR when filled by
nonequilibrium carriers. This process is controlled by

(i) the potential-fluctuation amplitude and scale
controlled by the type and density of growth defects,

(ii) the correlation between elastic and electric fields
induced by growth defects, and

(iii) a crystal electric state that varies as the nonequi-
librium carrier concentration increases.

It is evident that the type and density of dominant
growth defects have a significant effect on the counter-
action of the elastic and electric subsystems in such a
piezoelectric crystal to the extent of changing its state
(according to a piezoelectric analogue of the Lenz law).
Hence, features of the low-frequency dielectric
response are closely related to internal fields, which in
turn have a substantial impact on the transport, accumu-
lation, and recombination of nonequilibrium charge
carriers. In our opinion, features of the dielectric
response reflect the growth conditions, adaptation to
which just causes interrelation between superimposed
fields of growth defects.

Therefore, a change in the ε'' increment sign under
illumination, observed in some crystals, is obviously
explained by relating their dielectric response to two
competing processes during photoexcitation. One pro-
cess can smoothly transform into another as the inter-
nal-field screening by nonequilibrium carriers becomes
more pronounced and the boundary conditions in the
crystal are changed. Therefore, it may be expected that
the dielectric response should also be similar as the
temperature increases when the level of residual
stresses lowers and the internal-field screening
becomes more pronounced. Initially, the crystal dielec-
tric losses grow nonlinearly on heating and, when a cer-
tain temperature specific to each sample is attained, ε''
starts to decrease; i.e., the dependence ε''(T) has a max-
imum. We note that the steepest increase in ε' is
observed in the vicinity of the peak. It is remarkable
that the dependences ε'(T) and ε''(T) measured after
heating the sample somewhat differ from those mea-
sured after cooling, which indicates that the dielectric
response depends on the thermal history. The heating–
cooling diagrams ε*(T) based on the dependences ε'(T)
and ε''(T) for the most inhomogeneous samples exhibit
arc-shaped portions with (dε''/dε') < 0 and > 0 (Fig. 2,
curve 1) which, by analogy with arc-shaped portions of
diagrams ε*(λ), are indicative of the relaxation prop-
erty of the dielectric response. We also note that the
temperature increase for samples whose dielectric loss
under illumination is lower than that in the dark for the
entire photosensitivity range also decreases ε''. This
gives grounds to argue that the starting values of ε' and
ε'' measured at a dispersion-range frequency integrally
reflect a crystal-growth thermoelastic history leading to
the LPR.

Variations in the diagrams ε*(λ) obtained on heating
the samples are regular (see Fig. 2, curves 2–6). This
SEMICONDUCTORS      Vol. 35      No. 4      2001
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manifests itself in changes in the ε' and ε'' increments
under illumination, in the behavior of the latter incre-
ment, and in the curvature and length of arc-shaped
segments. For example, at a sample temperature
exceeding the value corresponding to the maximum of
ε''(T), illumination reduces the dielectric loss factor in
the entire photosensitivity range. As was shown above,
such photodielectric response behavior was observed in
some samples at room temperature. It is remarkable
that, if starting dielectric parameters are increased by
illumination, the diagram ε*(T) contains a portion of
dielectric constant decrease, smoothly transforming
into a portion of dielectric loss decrease (see curve 7).
These data confirm the dominant effect of elastic fields
of growth defects on LPR formation. Therefore, distri-
butions of elastic and electric fields in the crystal are
similar. This is also confirmed by the fact that the effect
of background illumination on the diagrams ε*(λ) is
similar to the effect of sample heating. The background
illumination augments the starting values of ε' and ε''
and affects significantly the ε*(λ) portions near photo-
sensitivity-range edges. Furthermore, as the illumina-
tion intensity increases, the value of ε'' may become
smaller than the starting one within the entire photosen-
sitivity range.

The fact that the relaxation property of the photodi-
electric response of some CZT crystals can be substan-
tially changed by additional background illumination
or by temperature variation indicates that electric and
elastic fields of some growth defects are self-consis-
tently realigned. This affects the distribution of relax-
ation times, which manifests itself in changes in arc-
shaped portions of the diagrams ε*(λ). It may be
SEMICONDUCTORS      Vol. 35      No. 4      2001
assumed that the dielectric loss decrease under illumi-
nation near the inherent maximum, observed in some
crystals, is caused by the growth of individual barriers
during the LPR rearrangement. These barriers hinder
the through-current flows and simultaneously promote
polarization. This is confirmed by studies on the photo-
dielectric response of optically uniform samples with
blocking contacts. The constructed diagram ε*(λ) is
similar to curve 1 in Fig. 2.

Thus, individual features inherent in the dielectric
response of some CZT crystals are closely related to a
diversity of macroscopic growth defects and their elas-
tic and electric fields. The interconsistent realignment
of these fields caused by an external impact changes the
dielectric response feature and affects the transport
properties of these crystals.
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Abstract—Experimental data on electron and hole mobility in three silicon carbide polytypes, 4H-SiC,
6H-SiC, and 3C-SiC, are analyzed. A semiempirical model is proposed for describing the dependence of the
majority carrier mobility on temperature and doping level. The model describes well the accumulated body of
experimental data and can be applied to model characteristics of multilayer silicon carbide structures. © 2001
MAIK “Nauka/Interperiodica”.
1. Silicon carbide (SiC) is one of the most promising
materials for modern power electronics [1]. It has been
used to create high-power rectifier diodes [2, 3], photo-
[4] and Schottky diodes [5], and various types of thyris-
tors [6, 7] and transistors [8, 9]. Further progress in the
development and optimization of SiC devices is impos-
sible without the numerical modeling of its structural
characteristics [10, 11]. The experience of a wide appli-
cation of numerical methods to calculate silicon struc-
tural characteristics indicates that the effectiveness of
modeling is, to a significant extent, determined by the
adequacy of the approximations used to describe the
main electrical parameters of a material. For silicon,
such approximations have been proposed and are well
known [12]. However, for SiC we have the opposite sit-
uation, in particular, for such an important parameter of
the material as carrier mobility. Experimental data on
the dependence of mobility on temperature and doping
level have been reported [13–22] for various SiC poly-
types. However, no attempts have been made yet to ana-
lyze the accumulated data from a common standpoint.
Therefore, the aim of this study was to derive relations
and select parameters allowing a unified description of
how the mobility depends on temperature and doping
level in silicon carbide.

2. Experimental data characterizing the dependence
of the mobility of majority carriers on the impurity con-
centration at T = 300 K are well described for practi-
cally all semiconductor materials studied by the known
relation proposed in [23]
1063-7826/01/3504- $21.00 © 20394
, (1)

where i = n, p; the parameters , , Nig, and γi

depend on the type of semiconductor material; and N is
the dopant concentration.

Our analysis of the experimental data reported in
[13, 14, 16, 20] showed that silicon carbide is no excep-
tion to this rule. It was found that in the three most fre-
quently used silicon carbide polytypes 4H-SiC,

6H-SiC, and 3C-SiC, the parameters , , Nig,
and γi have the values listed in the table.

Figures 1 and 2 present experimental Hall mobilities
of electrons and holes in 4H-SiC and 6H-SiC as a func-
tion of the doping level [16] and Hall mobilities calcu-
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Table

Type of 
carriers Polytype ,

cm2 V–1 s–1

,

cm2 V–1 s–1
Nig, cm–3 γi

4H-SiC 880 30 2 × 1017 0.67

Electrons 6H-SiC 400 25 1018 0.8

3C-SiC 800 25 3 × 1017 0.87

Holes 4H-SiC 117 33 1019 0.5

6H-SiC 95 25 5 × 1018 0.4
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lated using formula (1) from data on the Hall factor [20]
and the calculation parameters listed in the table.

The temperature dependence of mobility can be
introduced into the model under consideration for the
following reasons. At low doping level and sufficiently
high temperature, scattering by phonons is the main
mechanism of carrier scattering. In relation (1), we take

(2)

Writing down the temperature dependence of mobility
in the form

we have from (2)

(3)

where T0 = 300 K.

The contribution from carrier scattering by charged
impurities can be obtained by subtracting from (1) the
contribution associated with scattering by phonons, in
accordance with Matthiessen’s rule:

(4)

From (2) and (4), it readily follows that

(5)

Substituting (5) into (1) and taking into account
that [12]

and

we bring relation (1) to the form
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where

(7)

and T0 = 300 K.

3. Relations (6) and (7) correctly describe the tem-
perature dependence of mobility in the limits of light
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Fig. 1. Hall mobility of electrons vs. doping level at T =
300 K. (1) Experimental data for 4H-SiC from [16] and
(2) the same for 6H-SiC; solid lines represent calculation
by formula (1) with account of the data on the Hall factor
from [20].

Fig. 2. Hall mobility of holes vs. doping level at T = 300 K.
Experimental data (1, 2) and solid lines are the same as in
Fig. 1.



396 MNATSAKANOV et al.
and heavy doping in a qualitative sense. At a fixed dop-
ing level, relation (6) describes the experimentally
observed nonmonotonic temperature dependence of
mobility, with the dependence of the extremum point
T = Tm at which dµ/dT = 0 on the doping level, and with
other parameters represented as

(8)

Comparison of relations (6)–(8) with the available
published data provides the opportunity to determine
the effective values of the parameters appearing in
these formulas. Figure 3 presents temperature depen-
dences of the Hall mobility of electrons in the 4H-SiC
samples [15, 16]. The slope of the experimental curves
at high temperatures (T ≥ 500 K) gives an = 2.6 for elec-
trons. The value Tmn ≈ 50 K for curve 1 in Fig. 1, corre-
sponding to a donor concentration N = Nd = 5 ×
1014 cm–3 according to a calculation by formula (1),
gives βn . 0.5. The results obtained in calculating the
dependence µn(T) in a wide temperature range for two
doping levels by means of relations (1) and (6) are rep-
resented in Fig. 3 by solid lines.

Using the experimental data on the 6H-SiC polytype
reported in [16–19, 22], we obtain the effective values
of the parameters for 6H-SiC: αn = 2.1, βn = 0.7, and
αp = 2.0.

Processing data for the 3C-SiC polytype [13, 14],
we get the values αn = 2.5, βn = 0.3, and αp = 2.2 for
3C-SiC.
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2104
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Fig. 3. Hall mobility of electrons vs. temperature. Donor
concentration Nd: (1) 5 × 1014 and (2) 4 × 1016 cm–3; solid
lines—calculation by formulas (6) and (7) with account of
the data on the Hall factor from [20].
4. The values of the parameters αi and βi differ from
those calculated theoretically in terms of the simple
band structure of the semiconductor in [24]. However,
the same pattern is observed in other semiconducting
materials, e.g., in germanium (αn = 1.66, αp = 2.33), sil-
icon (αn = 2.42, αp = 2.2), and gallium arsenide (αn =
1.0, αp = 2.1).

Among the reasons for this discrepancy can be
named, first, a contribution from other scattering mech-
anisms which may vary widely between different mate-
rials and, second, the difference of the real band struc-
ture of the semiconductor from the simple band struc-
ture used in [24]. Revealing these reasons in any
particular material requires additional, possibly pro-
longed, consideration. Under these conditions, the pro-
posed relations (1) and (6)–(8) may be helpful in
describing and modeling characteristics of multilayer
structures based on silicon carbide.
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Abstract—A model for describing polarization and relaxation of ligand ions around impurity defects in crys-
tals is proposed and tested. This approach is based on the introduction of effective electric dipole moments,
which are considered to be fundamental parameters of crystals and are determined from experimental data on
the energy-level structure of an impurity ion. Calculations performed for rare-earth ions show that their energy
spectra depend strongly on the effective electric dipole moments of host-crystal ions surrounding the impurity
ions. Parameters of the theory are found. The results of the calculations are consistent with the available exper-
imental data. The possibility of using the considered approach in studies of impurity defects in various crystals
(semiconductors and insulators) is discussed. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION: FORMULATION
OF THE PROBLEM

1.1. The calculation of energy-level structures of
impurity ions in crystals and of the rates of transitions
between ion levels is one of the major problems in the
theoretical studies of defects [1], which is related to the
strong influence of impurity ions on physical properties
of materials and, consequently, their widespread practi-
cal use. Impurity ions are also of theoretical interest as
model systems for describing complex many-electron
structures of defects in solids. Among impurity ions,
rare-earth (RE) ions stand out owing to their specific
properties [2–4]. These ions are used mainly due to
their optical properties (for example, see [5]). Of RE
ions, ions with a small number of electrons (holes) in
the f shell hold a particular position of importance.
Although these ions are also many-electron systems
with complex energy-level structures, they are easier to
describe. Therefore, these ions can serve as model sys-
tems when studying the influence of the crystal envi-
ronment on RE ions. Pr3+, having two electrons in the
f shell, is among such ions. In this study, we considered
precisely the Pr3+ ion.

Various methods are used to calculate the energy-
level structures of impurity ions [6, 7]: the linear com-
bination of atomic orbitals (molecular orbitals); the
crystal-field theory, the X–α method of scattered
waves, various semiempirical techniques, and other
approaches that are combinations or modifications of
the above-listed methods. As yet, a good agreement
between theory and experiment has seldom been
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achieved, because the problem is complex and labori-
ous (due to the consideration of many-atom, many-
electron, and many-level systems; the relaxation and
polarization of atoms near a defect; and the presence of
various compensators and complexes), and numerous
approximations are used even in calculations from first
principles. Therefore, simpler methods that require a
minimum number of theoretical parameters and, at the
same time, describe adequately major types of interac-
tions in the structure of defects in crystals deserve
attention. One such approach used in this study was
proposed and tested by Klimov et al. [8, 9] and Chu-
machkova et al. [10]. In particular, they demonstrated the
possibility of describing the energy-level structure of an
impurity ion with a certain electronic configuration
within a rather simple wave-function approximation.

1.2. When a foreign atom is incorporated into a
crystal, a local distortion (relaxation) of the lattice takes
place, which results in lattice expansion (compression)
near the defect as well as in the polarization of ligands
surrounding the impurity ion, which gives rise to elec-
tric dipole moments on the ligands. To describe ade-
quately local physical properties, one should take into
account these effects. In connection with this, a number
of publications were devoted to studying this problem
and, in particular, to determining new equilibrium posi-
tions as well as the character and degree of polarization
of ions around a defect by minimizing the crystal bond-
ing energy. Mixed alkali-halide crystals [11], alkaline-
earth oxides [12] and halides [13–16], and semiconduc-
tors [17, 18] were considered; various impurity ions,
including RE ions, were examined. At the same time, a
number of authors (e.g., [13]) point to a discrepancy
between estimates of ion displacements obtained by
different researchers for the same materials. Moreover,
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there is a disagreement not only between quantitative
results but also between qualitative data (on the direc-
tion of the displacement of ligands surrounding an
impurity ion). All these factors underline the complex-
ity of the problem.

1.3. In this context, as an alternative to direct calcu-
lations, it seems profitable to consider an inverse prob-
lem of some kind, i.e., to study the dependence of the
energy-level structure of an impurity ion on the preset
mutual arrangement of lattice ions and the character
and degree of their polarization and then to find param-
eters corresponding to these effects from a comparison
between theoretical and experimental data. These
parameters should be considered as fundamental char-
acteristics of a given crystal. It is important to set the
aforementioned parameters and determine energy
terms dependent on these parameters in the framework
of the same concept. In this study, we attempted such a
consideration. We found that, within a certain approxi-
mation, the terms related to displacements and polar-
izations of ions can be combined by introducing an
effective electric dipole moment as a parameter. This
allowed us to halve the number of parameters of the
theory.

2. SUBJECTS OF INVESTIGATION

2.1. Pr3+ was chosen as an impurity ion, a kind of
probe, for two reasons. First, as noted above, this ion is
of methodical interest. Second, recent intensive studies
of this ion have revealed its dramatic influence on the
physical properties of crystals. This offers considerable
possibilities for its practical use. Let us consider some
of them. Crystals containing a high concentration of
Pr3+ can be used as media with high gain and, therefore,
are feasible for the fabrication of miniature surface
lasers and microlasers. Doping phosphors with Pr3+

favors the accumulation of a light sum and the buildup
or decay of luminescence induced by other activators.
Incorporation of Pr3+ promotes the formation of an
active medium for multifrequency lasers operating in
the visible region of the spectrum. Recently, new possi-
bilities of using Pr3+ for light generation have been
found; in particular, a high-power praseodymium laser
was devised [19]. Crystals activated with Pr can be used
as phosphors, ultraviolet-to-visible converters, and
high-power sources of modulated radiation. An ampli-
fier with a high output power was designed based on
Pr-activated fluoride fiber.

Nonoptical properties of Pr3+ that differ substan-
tially from those of other RE ions are also of consider-
able interest. First of all, it should be noted that Pr3+

ions suppress superconductivity in high-temperature
superconductors and have a dramatic effect on the crit-
ical temperature Tc: Tc decreases as the Pr3+ concentra-
tion increases. Pr3+ ions exhibit anomalous magnetic
and other properties. There is a correlation between
their anomalous properties and features of the suppres-
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sion of superconductivity. Pr3+ ions show unusual trans-
port properties, which are responsible for the metal–
insulator transition and the dimensional effect charac-
teristic of Pr3+. Extensive studies of the properties of
this promising ion are still in progress [4, 20].

2.2. RE ions are usually in a low-symmetry coordi-
nation, which is related to the low symmetry of numer-
ous crystals as well as to the presence of compensators
near the impurity ions. However, 3-coordinated ions
(so-called centers with nonlocal charge compensation
[15, 16, 21–23]) are not uncommon. In this case, a sim-
pler system of energy levels arises, which facilitates the
study of the effects of various factors responsible for
the character and magnitude of splitting of free-ion
terms. Therefore, in this study, we consider a cubic
crystal containing 3-coordinated Pr3+ ions and perform
calculations for alkaline-earth halides containing impu-
rity ions substituting the metal ions. The choice of this
group of crystals, fluorides, in particular, for primary
consideration is also governed by the fact that they are
often used as model objects in studies of impurity ions
in semiconductors and insulators [22] and are widely
used in laser technology [5]. These crystals are also of
theoretical interest, since they are compounds with a
high ionicity [24] to which the crystal-field theory and
the point-charge model are best applicable [7, 25, 26].

3. STARTING EXPRESSIONS

3.1. According to the group theory, 13 terms of a
free Pr3+ ion are generally split into 40 levels, Ei, by a
cubic-symmetry crystal field. The Ei levels were calcu-
lated in the context of the crystal-field theory [7, 27].
An operator of the energy of the interaction between an
ion and the crystal electric field, V, was chosen as a per-
turbation operator, and corrections to the atomic energy
levels, ∆Ei, were determined in the framework of the
first-order perturbation theory. By using the theory of
symmetry [28], these corrections were expressed in
terms of the minimum number of matrix elements of
the potential V based on many-electron atomic func-
tions. In turn, these matrix elements were expressed in
terms of three diagonal matrix elements Vm, m of the
potential V based on one-electron functions (m is the
quantum number of the orbital moment). Finally, the
matrix elements Vm, m specified in a unified system of
coordinates were expressed as linear combinations of
matrix elements of the potential of an isolated ligand,
Vk, specified in the frame of reference in which the ori-
gin of the coordinates coincided with the center of the
impurity ion and the z axis was directed toward the kth
ligand [29]. The resulting expressions for all correc-
tions ∆Ei were represented as linear combinations of

the matrix elements  of the potential Vk. Coeffi-
cients entering into these combinations are numbers
and angles defining the direction toward the kth ion. For

a given coordination shell, the matrix elements 

Vm m',
k

Vm m',
k
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are the same and depend solely on the distance to the
kth ion, Rk. The expressions obtained are general in
form and are independent of the form of the potentials
V and Vk.

3.2. In calculations, a radial function of the
form [10]

(1)

was chosen as a starting one-electron wave function
(α is the parameter of the Slater orbital), and the point-
charge (dipole) approximation was used for the poten-
tial V. In this case, the matrix elements Vm, m' are com-
puted in an analytical form, so that all corrections ∆Ei

are expressed explicitly in terms of parameters γ, qk, α,
and Rk, where γ is the parameter characterizing ionicity
(γ = 1 for purely ionic crystals), and qk is the charge (or
charges, depending on the model) on the kth ligand (in
units of the electron charge |e|). Upon performing the
calculation, we obtain the following equation for ∆Ei

(in atomic units, au):

(2)

Here,
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Fig. 1. Pj versus |∆ρ1| for the most important values of α:
2.4 (solid curves) and 2.6 (dotted curves).
nk = cosϑk, where ϑk is the polar angle defining the
direction from the impurity ion (origin of coordinates)
toward the kth ligand ion; and Fn(x) are the direct and
inverse polynomials in x in combination with exp(–2x)
[8]. The coefficients ti and li are constants characteriz-
ing a given level. For example, the fundamental term of
free ion (3H4) is a cubic crystal field split into four lev-
els: E, T1, A1, and T2 (commonly accepted designations
of irreducible representations). In this case, for the
value 33ti/2, we obtain –2, –7, –14, and 13, respec-
tively. Similarly, for 825li/68, we obtain 16, 1, –20, and
–5, respectively. The summation over the lattice (over
the vector k) generally implies a summation over the
ligands as well as over charges on a ligand.

4. EFFECTIVE ELECTRIC DIPOLE MOMENT

4.1. The local distortion of the lattice was taken into

account by varying Rk near its equilibrium value, ,
corresponding to the perfect lattice. Setting Rk = hρk,
where h is the lattice constant (10.32 au for CaF2 [30]),
we obtain

Since the lattice near impurity ions may be com-
pressed or expanded, the parameter ∆ρk is varied from
–0.03 to +0.03 for all coordination shells. This range
encompasses all fixed ion displacements calculated
previously but is considerably less than the interionic
distance in the undistorted lattice.

For small values of ∆ρk, the functions of ∆ρk can be
expanded in terms of this small parameter. Correct to a
term linear in ∆ρk, we can write

(3)

Expressions for  are given in the appendix. The pos-
sibility of using expression (3) depends on the contribu-
tion of the second term at various values of ∆ρk. Figure

1 shows the ratio Pj = u ∆ρ1/Fj plotted as a function
of |∆ρ1| for j = 4 and 6. The dependence for j = 0 is of
little interest, since the corresponding term in Eq. (2)
leads only to equal shifts of all levels. For more distant
coordination shells (k > 1), the validity of expression (3)
will be even stronger, because the quantity Pj decreases

as  increases. We can set, to a high accuracy, Pj =

τj∆ρk/ , where τ4 = 5, and τ6 = 7, so that Pj is halved
even for k = 3 as an example. The validity of expression
(3) can also be demonstrated by substituting this
expression into formula (2) and comparing the obtained
approximate results with the exact ones (without
expansion in terms of ∆ρk). Appropriate calculations of
the energies E, T1, A1, and T2 for the most important val-
ues of α (from 2.4 to 2.8) show that the greatest devia-
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tion from the exact data is 14% for ∆ρ = +0.03 and 8%
for ∆ρ = –0.03.1 The greatest and smallest departures
were obtained for the highest level (E) and the level A1
(about 4%), respectively. To obtain these results, we
performed the summation over k in formula (2) in two
ways: immediately over coordination shells and (as
verification) over cubes by the fractional-charge
method [32], with 14 positive and 8 negative charges
contained in each cube.

4.2. The polarization of the kth ligand was taken into
account by introducing a dipole [7, 29] aligned along
the (impurity ion)–ligand line. The center of the dipole
was taken to be at a distance hρk from the impurity ion,
i.e., at the position of the ligand displaced owing to
relaxation. Then, based on expression (2) and an expan-
sion of a formula of type (3), we can write

(4)

where hδk is the distance between induced point
charges of the dipole (±Sk). When obtaining Eq. (4), we
neglected terms on the order of δk∆ρk and of higher
orders of smallness. Combining formula (3) and
Eq. (4), we obtain ∆Ei = ∆Ei0 + ∆Ei1, where ∆Ei0 is
given by expression (2) at equilibrium positions of

ligands  and their charges without regard for polar-
ization, and

where

(5)

Expression (5) defines the effective electric dipole
moment of the kth ligand (in atomic units). The effec-
tive electric dipole moment is the sum of the moments
of two dipoles: the dipole arising from polarization
(Skδk) and the dipole resulting from the displacement of
an ion from its equilibrium position (qk∆ρk). To
describe electrical effects related to paramagnetic reso-
nance, Roœtsin [33] developed a relation for the effec-
tive electric dipole moment, which is similar to expres-
sion (5). A similar expression was derived by Ivanenko
and Malkin [16], who calculated local distortion and
polarization of the crystal lattice around impurities.
From the expression for ∆Ei1, we can see that the effects
of polarization and deformation of a ligand in the kth
shell are controlled by a common parameter dk. There-
fore, we can study the energy-level structure of impu-

1 The exact data were obtained previously [31] and were confirmed
in this study.
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rity ions depending on the parameter dk and determine
this parameter experimentally.

5. CALCULATION OF ENERGY-LEVEL 
STRUCTURE

5.1. Klimov et al. [8] calculated impurity-ion terms
with the use of only ∆Ei0. They demonstrated that satis-
factory agreement between theory and experiment can-
not be obtained for any of the values of α. However, we
will demonstrate in what follows that the theory is con-
sistent with the experiment if ∆Ei1 is taken into account.
To be brief, we present here calculated dependences of
the energy-level structure on various parameters,
including the effective electric dipole moment, only for
the fundamental term 3H4 of the ion in the crystal (i.e.,
for the levels E, T1, A1, and T2).

Figure 2 shows dependences of the energy levels on
the parameter α calculated for several limiting values
of d1. These values were preset tentatively on the basis
of Fig. 1, the first term of expression (5), and the fact
that the ligand charge is |qk| ≤ 2. The values of Ei corre-
sponding to other values of d1 fall between the limiting
curves. In particular, Ei(α) curves calculated for d1 = 0
run approximately midway between the curves calcu-
lated for d1 = 0.04 and –0.04. One can see from Fig. 2
that, for small values of α for which the Ei(α) curves for
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Fig. 2. Dependences of the energy levels (1) T2, (2) A1,
(3) T1, and (4) E on the parameter α calculated for d1 = 0.04
(solid curves) and –0.04 (dashed curves) and γ = 1 (dk = 0,
if k ≠ 1). In this and other figures, experimental values are
shown on the vertical axis by straight-line segments.
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the levels E, T1, and A1 do not intersect and the relative
positions of these levels are consistent with the experi-
mental data [15, 34], an agreement between theory and
experiment cannot be obtained for any values of α if
dk = 0. Although, in this case, the distances between the
terms E, T1, and A1 are close to the experimental values
in the range of α from 2.4 to 2.8, the distance from this
group of terms to the term T2 is about twice as large as
the experimental value. However, the agreement
between the theory and experiment is improved if d1 < 0.

Figure 3 shows dependences of the energy levels on
the effective electric dipole moment, and Fig. 4 illus-
trates the contribution of other coordination shells. It
follows from Figs. 3 and 4 that the first coordination
sphere makes a major contribution; for k = 2, 3, or 4, the
levels virtually merge together. Relaxation and polar-
ization of atoms also affect the intersection point of the
curves, αc. Figure 5 illustrates this effect with regard to
the contribution of each coordination shell. All the
above results of calculations were obtained for γ = 1,
i.e., for purely ionic compounds. However, even for flu-
orides that are crystals with the highest ionicity, the
effective charge of fluorine is only 0.8 [24]. With allow-
ance made for this fact, the agreement between the the-
ory and experiment was further improved (see Fig. 6).

As the analyses showed, the energy-level structure
is controlled mainly by displacements and polariza-
tions of ions in the first coordination sphere. Taking this
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Fig. 3. Dependences of the energy levels on the parameter
d1 calculated at γ = 1 and α = 2.4 (solid curves), 2.6 (dotted
curves), and 2.8 (dashed curves); dk = 0, if k ≠ 1. Designa-
tions of the curves are the same as in Fig. 2.
into account, we obtained optimal values of the param-
eters d1 and α which ensure the best fit to the experi-
mental data for γ = 0.8. These values were found to be
(d1)op = –(0.018 ± 0.002) and αop = 2.60 ± 0.02. They
can be regarded as fundamental parameters of the given
extrinsic crystal. The theoretical predictions were com-
pared with the experimental data for all three distances
from the terms E, T1, and A1 to the term T2. It should be
emphasized that the choice of d1 depends on the value
of the parameter α: the greater α is, the smaller d1 is.

6. DISCUSSION AND CONCLUSIONS

6.1. As follows from the above consideration, in
order to describe adequately the experimental data, the
impurity-ion theory should account for polarization
and relaxation of the ligand ions surrounding an impu-
rity ion. The effective electric dipole moment account-
ing for both effects can be considered as a unified
parameter of the theory. This parameter is determined
experimentally and serves as a fundamental character-
istic of a given extrinsic crystal. In this regard, the
present investigation can be considered as a generaliza-
tion of our previous study [31], in which we considered
only the role played by the relaxation of nearest neigh-
bors of an impurity ion.

6.2. The experimental value αop = 2.6 was found to
be smaller than the value α = 4.83 obtained by approx-
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Fig. 4. Dependences of the energy levels on the parameter
dk calculated at γ = 1, α = 2.6, and k = 2 (solid curves), 3
(dotted curves), and 1 (dashed curves); dj = 0, if j ≠ k. Des-
ignations of the curves are the same as in Fig. 2.
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imating the exact starting wave function of a free Pr3+

ion [35, 36] with expression (1) [10]. This discrepancy,
the so-called nephelauxetic shift [1, 2, 7], is attributed
to the influence of ligands on impurity ions. Therefore,
the considered approach allows us to estimate the
nephelauxetic shift based on the data on the other fun-
damental parameter of an extrinsic crystal, αop.

6.3. The results of the calculations indicate that, for
the class of crystals under consideration, the first coor-
dination sphere makes the largest contribution to the
energy-level structure of impurity ions. It should be
noted that, in any case, the small distance from an
impurity ion to its nearest neighbors is not a sufficient
condition for the first coordination sphere to play a cru-
cial role in the formation of the energy-level structure
of the impurity ion. In some cases, the second coordi-
nation shell determines even the relative positions of
the terms, as in some semiconductors (for example,
see [29]).

6.4. From the results obtained, we also may con-
clude that the considered approach can be extended to
other impurity ions and halides as well as to extrinsic
alkaline-earth oxides with RE impurities. This approach
may be advantageous for describing the properties of
deep-level centers in semiconductors [6, 26], since, in
many cases, including a series of covalent crystals, the
crystal-field theory can be applied (e.g., in a dipole-
ligand model or a model taking into account a spatial
distribution of electron clouds at ligands). In semicon-
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ductors, RE ions can act as impurity ions.2 Taking into
account the relative simplicity of the method, we
believe that it will find a wide application in the inter-
pretation of experimental data for extrinsic semicon-
ductors and insulators, in particular, in studies of their
optical properties.

APPENDIX

Derivatives  = dFi/dx are given by

2 For example, see [37] and other papers in the same issue of the
journal that contains the Proceedings of the Workshop on Rare-
Earth Impurities in Semiconductors and Low-Dimensional Semi-
conductor Structures.
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Abstract—The results of electrical studies of CdTe crystals grown by the Bridgman–Stockbarger method and
doped with Sb impurity to concentrations of 1017–3 × 1019 cm–3 were considered. An analysis of the tempera-
ture dependences of the Hall coefficient, the charge-carrier mobility, and photoconductivity under the intrinsic-
absorption excitation for various portions of the ingots made it possible to conclude that SbTe and SbCd centers
and SbTeSbCd associations are introduced upon doping CdTe crystals with Sb impurity. The hole conduction in
the doped crystals is controlled by A3 (SbTe) acceptors whose concentration is no higher than 5 × 1016 cm–3 and
is much lower than the actual Sb concentration. The ionization energy of the A3 acceptors is 0.28 ± 0.01 eV.
Under nonequilibrium conditions, these acceptors act as attachment centers for holes (at high temperatures) and
as slow-rate recombination centers for electrons (at low temperatures). © 2001 MAIK “Nauka/Interperiodica”.
Cadmium telluride semiconductor crystals have
useful optical and electrical parameters which can be
intentionally varied in a wide range by doping with
appropriate impurities; because of this, these crystals
are used in a number of electronic devices.

As a rule, the impurities of the Group V elements (P
and As) are shallow-level acceptors in CdTe crystals [1]
and thus ensure the comparatively high electrical con-
ductivity of this material. At the same time, it is known
that doping of CdTe crystals with Sb impurity makes it
possible to obtain a semi-insulating material [2] in
which conductivity is controlled by deep-level accep-
tors with the levels distributed in energy. However, the
latter refers only to samples with a high concentration
of Sb in the solid phase (at a level of CSb ≈ 1019 cm–3);
at the same time, the properties of CdTe with a lower Sb
concentration are unexplored. In this paper, we con-
sider the results of measuring the electrical characteris-
tics of CdTe:Sb crystals grown by the Bridgman–Stock-
barger method and doped by introducing a Sb impurity
(with concentrations of C0 = 1017–3 × 1019 cm–3) into the
melt. The actual Sb concentration CSb was assessed
from the known values of the segregation factor, which
is equal to k = 4 × 10–2 for C0 ≤ 1018 cm–3 and decreases
with increasing C0 for C0 > 1018 cm–3 [3].

As a rule, undoped CdTe crystals grown under sim-
ilar conditions had p-type conductivity controlled by
shallow-level A1 acceptors with a level at Ev + (0.025–
0.050) eV and by deep-level A2 acceptors with a level at
Ev + (0.11–0.15) eV. Light doping with Sb (C0 =
1017 cm–3) did not result in a significant variation in the
1063-7826/01/3504- $21.00 © 20405
parameters of the crystals. However, the effect of dop-
ing became pronounced beginning with an antimony
concentration of C0 = 5 × 1017 cm–3. Thus, the temper-
ature dependence of the Hall coefficient RH in the sam-
ples with various concentrations of Sb impurity (Fig. 1)
indicates that p-type conductivity is controlled by
acceptors with deeper levels, Ev + (0.28 ± 0.01) eV, irre-
spective of CSb in a wide antimony-concentration range
of 2 × 1016–5 × 1018 cm–3. It is only in some of the sam-
ples, which were not represented in Fig. 1, that the
above acceptors were completely compensated and the
deeper levels at Ev + (0.40–0.45) eV manifested them-
selves.

In the samples studied, the lowest actual concentra-
tion of Sb was CSb = 2 × 1016 cm–3 and the highest was
CSb = 1019 cm–3. It is impossible to establish a correla-
tion between C0 and CSb, on the one hand, and the hole
concentration, on the other hand, taking into consider-
ation the data shown in Fig. 1, the more so as a mark-
edly nonuniform distribution of the charge-carrier con-
centration along the ingot axis is observed.

Rapid thermal treatment [4] at 700°C not only did
not induce the conductivity-type conversion but, on the
contrary, shifted the equilibrium Fermi level to the
valence-band top (Fig. 1, curve 8). The same effect
resulted from prolonged annealing at 400°C (Fig. 1,
curve 7). In both cases, the conductivity was invariably
controlled by acceptors with a level at Ev + 0.28 eV.
Furthermore, these acceptors manifest themselves even
in lightly doped samples (CSb = 2 × 1016 cm–3) after
001 MAIK “Nauka/Interperiodica”
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low-temperature compensation [5] by field-assisted
doping (Fig. 1, curve 6).

It follows from the aforesaid that the above accep-
tors (we refer to them arbitrarily as A3 acceptors) are
formed in CdTe crystals owing to doping with Sb and,
apparently, constitute the Sb atoms residing in Te sub-
lattice sites (SbTe). However, doping with Sb is not
reduced to the introduction of A3 acceptors as indicated
by the following factors. As a rule, the Fermi level is
below the level Ev + 0.20 eV in undoped p-CdTe crys-
tals. In the CdTe:Sb crystals, the Fermi level is above
Ev + 0.28 eV. Consequently, additional compensating
donors with a concentration exceeding [SbTe] are intro-
duced along with the SbTe acceptors. At the same time,
the calculated concentration of Sb impurity is much
higher than the A3 acceptor concentration. For example,
in samples 4 and 5 (curves 4, 5 in Fig. 1), the A3 accep-
tor concentration determined from the Hall effect mea-
surements was found to be equal to 4 × 1016 cm–3 for
CSb = 8 × 1016 and 4 × 1017 cm–3, respectively. Further-
more, an analysis of the temperature dependence of the

11
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3

1

3

2 6 7

4
8
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logRH [cm3 C–1]

103/T, K–1
2 4 6 8

Fig. 1. Temperature dependences of the Hall coefficient for
the CdTe:Sb samples with C0 = (1) 5 × 1017, (2) 1 × 1018,

(3) 2 × 1018, (4) 3 × 1018, and (5) 3 × 1019 cm–3; curve 6 is
for the sample with C0 = 1017 cm–3 subjected to a field-
assisted doping with Ag; curve 7 corresponds to a sample
that had C0 = 1 × 1018 cm–3 and was annealed for 12 h at
400°C; and curve 8 is for a sample that had C0 = 2 ×
1018 cm–3 and was annealed for 60 s at 700°C.
hole mobility in a number of doped samples indicates
that the concentration of scattering ionized centers is
much higher than 2[A3] and, at the same time, is lower
than CSb, especially in heavily doped crystals. Thus, we
should assume that the doping impurity is involved in
the formation of compensating donors and is incorpo-
rated in the lattice as SbCd. Since the strong inequality
[A3] ! CSb is valid and a pronounced electron conduc-
tivity is not observed (one exception being a semi-insu-
lating material obtained by zone leveling where, how-
ever, n-type conduction is weakly pronounced and
ceases to exist even at annealing temperatures of Ta =
100–150°C), the conclusion that the concentration of
SbCd donors in an isolated state is comparable to the
concentration of the A3 acceptors (i.e., [SbTe] ≈ [SbCd] !
CSb) suggests itself. Consequently, the majority of
impurity atoms are in a bound and electrically inactive
state and form associations such as SbTeSbCd. The mass
balance equation may be then written as

(1)

and the electroneutrality equation, as

(2)

The presence of the term  corresponding to the
concentration of interstitial cadmium in Eq. (2) is nec-
essary due to the observation of the field-assisted puri-
fication effect in all the doped samples at Ta =
100−150°C; this effect consists in an increase in the
hole concentration as a result of the extended exposure
of the samples to an electric field (E = 3–15 V/cm),
which is related to the drift of mobile donors (appar-
ently, Cdi) [5]. In our opinion, it is unlikely that SbCd
ions can perform the role of the above mobile ions in
CdTe:Sb crystals.

We believe that the suggested model is corroborated
by the results of room-temperature measurements of
the edge-absorption spectra, which are indicative of a
marked narrowing of the band gap [2]. Our experiments
with heavily doped samples (CSb @ 1017 cm–3) sup-
ported this conclusion and, in addition, made it possible
to detect an absorption band corresponding to the
A3  Ec transitions; analysis of this band yielded a
value of no larger than 5 × 1016 cm–3 for the A3-acceptor
concentration, which is in good agreement with the
results of electrical measurements. On the other hand,
the SbTeSbCd associations in various coordination shells
ensure a wide quasi-continuous spectrum of levels in
the range from Ev to Ev + 0.28 eV. It is these levels that
form a broad absorption band merging with the funda-
mental absorption band, which is perceived as a nar-
rowing of the band gap.

We studied the temperature dependence of photo-
conductivity σph under the intrinsic-absorption excita-
tion of highly compensated photosensitive samples
with the Fermi level at EF ≥ Ev + 0.35 eV. Figure 2

CSb SbTe[ ] SbCd[ ] SbTeSbCd( )[ ] ,+ +=

SbTe'[ ] A1' A2'+[ ] p SbCd
.[ ] Cdi

.[ ] .+ += =

Cdi
.[ ]
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shows the temperature dependences of the total electri-
cal conductivity σ = σ0 + σph (σ0 being the dark equilib-
rium conductivity) for various excitation levels. It was
found that holes are involved in photoconductivity at
temperatures of T > 140–180 K (depending on the exci-
tation level); this photoconductivity is thermally acti-
vated and is related to the capture of holes by the attach-
ment centers with a level at Ev + 0.27 eV (A3). At T <
140–180 K, hole-related photoconductivity becomes
electron-related (Fig. 3), and temperature-related
quenching of the photoconductivity is observed. The
temperature of the sign reversal for the Hall coefficient
RH decreases with an increasing degree of compensa-
tion of the A3 acceptors and a decreasing excitation
level.

The temperature-related quenching of the electron
photoconductivity can be easily explained in a model of
two recombination channels for electrons: a rapid-
recombination channel r and a slow-recombination
channel s [6]. In order to analyze the lower boundary of
the temperature-related quenching of photoconductiv-
ity, we use the formula [7]

(3)

where the electron concentration n1 = σph/eµn and the
temperature T1 correspond to the above boundary for
different excitation levels; µn is the electron mobility;
Spr and Snr are the cross sections for the capture of holes
and electrons by the r centers; and Evr = Er – Ev is the
ionization energy for the r centers. As a result, we
obtain the value Er = Ev + 0.28 eV for the r-center
energy level. Thus, the A3 acceptors perform the role of
r centers. The same formula (3) makes it possible to
estimate the asymmetry of the cross sections for hole
and electron capture by the above centers at Spr/Snr ≥
2 × 105. This result is easily understandable because
holes are captured by negatively charged centers,
whereas electrons are captured by neutral centers. The
role of the s centers may be performed by compensat-
ing deep-level donors (for example, by the SbCd
defects).

In order to analyze the upper boundary (with the
corresponding electron concentration n2 and the tem-
perature T2) for the range of the temperature-related
photoconductivity quenching, we use the formula [6]

(4)

where gs and gr are the fractions of the charge-carrier
fluxes through the s and r centers, respectively. Assum-
ing that gs/gr ≈ 1 = const, we obtain a value for the cross
section of electron capture by the s centers (Sns) which
is at least two orders of magnitude larger than the elec-
tron-capture cross section for the r centers (Snr); at the
same time, we find the same value for Evr as obtained

n1log
NvSpr

Snr

--------------log 0.43
Evr

k0T1
----------–=

n2log
gs

gr

----
NvSpr

Sns

-------------- 
 log 0.43

Evr

k0T2
----------,–=
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using formula (3). All this supports the use of the two-
center model for recombination of nonequilibrium
charge carriers and suggests that, under nonequilibrium
conditions, the A3 acceptors (SbTe) perform the role of
slow-recombination centers for electrons at low tem-
peratures and hole-attachment centers at high tempera-
tures.

Thus, on the basis of the above results, we may con-
clude that SbTe and SbCd centers and SbTeSbCd associa-
tions are formed in CdTe crystals as a result of doping
with Sb. The hole conductivity in the doped crystals is
controlled by A3 acceptors (SbTe) whose concentration
is no higher than 5 × 1016 cm–3 and is much lower
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Fig. 2. Temperature dependences of total electrical conduc-
tivity for two CdTe:Sb samples with C0 = (1, 1', 1'') 1 × 1018

and (2, 2') 2 × 1018 cm–3. The fundamental absorption exci-
tation was used. The excitation level increased in the
sequences of 1  1'  1'' and 2  2'.

Fig. 3. Temperature dependences of the product σRH for
CdTe:Sb samples subjected to the fundamental absorption
excitation (enumeration of the curves corresponds to that in
Fig. 2).
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than CSb. The ionization energy for A3 acceptors is
0.28 ± 0.01 eV. Under nonequilibrium conditions, these
acceptors perform the role of hole attachment centers
(at high temperatures) and slow-recombination centers
for electrons (at low temperatures).
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Abstract—Electrical and photoluminescence studies of MBE-grown Si delta-doped GaAs structures at a var-

ied partial pressure ratio PAs/PGa = γ on substrates with (111)Ga orientation and misoriented toward the [ ]
direction have been performed. Hall effect measurements demonstrated that the conduction type changes from
p to n on raising the As pressure (i.e., γ). The observed changes in the photoluminescence spectra are interpreted
in terms of a kinetic approach based on different dangling bond densities on terraces and steps of the vicinal surface

appearing on [ ] substrates misoriented toward the [ ] direction. © 2001 MAIK “Nauka/Interperiodica”.

211

211 211
1. INTRODUCTION

Obtaining high-perfection epilayers is a relevant
task as regards both the investigation of their funda-
mental properties and device applications. Misorienta-
tion of GaAs substrates from the (111)Ga orientation

toward the [ ] direction by 1° to 4° gives, according
to [1], a vicinal surface constituted by terraces with
(111)Ga and steps with (111)As planes and, toward the

[ ] direction, terraces with (111)Ga and steps with
(100) planes [2]. Lee et al. [1] fabricated heterostruc-
tures with a high uniformity and steps of up to
~30 monolayers deep by metalloorganic vapor phase
epitaxy. In the authors’ opinion, this growth technology
can be used to fabricate structures with quantum wells.
However, no data on the properties of doped epilayers
were reported.

The interest in the properties of epilayers grown on
(111)Ga GaAs substrates is also due to the fact that sil-
icon, in this case, shows clearly pronounced amphoteric
properties. With GaAs having a (100) orientation, sili-
con mainly occupies sites of the Ga sublattice, forming
n-type epilayers, whereas in the case of (111)Ga orien-
tation, both compensated and p- or n-type epilayers can
be grown depending on the growth temperature (Ts) and
ratio γ of arsenic and gallium fluxes (γ = PAs/PGa),
where PAs and PGa are the partial pressures of As and Ga
vapors in the epilayer growth zone in the molecular

211

211
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beam epitaxy (MBE) machine [2–7]. The use of δ-dop-
ing with silicon can give delta layers and, possibly, also
n- and p-type quantum wires.

It is noteworthy that the properties of delta-doped
n-type (with silicon) and p-type (with beryllium) epil-
ayers grown on (100) GaAs substrates have been stud-
ied in sufficient detail [8–15]. In [15], mention was
made of the fundamental difference between the photo-
luminescence (PL) spectra of n- and p-type delta-doped
layers on (100) GaAs and difficulties in locating and
studying the PL spectra of single n-type δ-layers. This
is due to the repulsive action of the potential of the delta
layer on minority carriers and the resulting nearly zero
probability of recombination involving electrons local-
ized in the potential well [11].

However, there have been no reports in the literature
concerning investigations of Si delta-doped layers
grown on GaAs substrates with (111)Ga orientation or
those misoriented, in which Si delta layers on both n-
and p-types can be obtained depending on the As to Ga
flux ratio.

This paper presents the results obtained in studying
the electrical properties and PL spectra of Si delta-
doped epilayers MBE-grown at varied γ on (111)Ga

GaAs substrates misoriented toward the [ ] direc-
tion.

211
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2. GROWTH OF EPILAYERS
AND INVESTIGATION TECHNIQUES

The samples under study were grown on a TsNA-24
MBE machine (Ryazan’, Russia). Semi-insulating
GaAs substrates with (111)Ga orientation misoriented

toward the [ ] direction by α = 1°, 1.5°, and 3° were
used. Samples with these misorientation angles, a
(111)Ga sample, and a sample on a (100) substrate
were grown in the same run at a certain γ value. For this
purpose, all these substrates were pasted with indium
onto a molybdenum holder. The structures grown com-
prised an undoped buffer layer ~0.48 µm thick, a delta-
layer of silicon, and a top undoped layer of thickness
~0.033 µm. The epitaxial growth was done at Ts =
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Fig. 1. SIMS depth profiles of silicon concentration NSi(x).
The numbers on the curves correspond to sample numbers
in the table.
600°C with the silicon source temperature set to ensure
a conduction electron concentration of n = 1 × 1018 cm–3

and a time of delta-doping equal to 135 s in (100) GaAs
layers. During the formation of the delta-layer, the
growth was interrupted; i.e., the shutter of the molecu-
lar gallium source was closed. The conditions under
which all the structures under study were fabricated are
listed in the table. The carrier concentration and the
type of conduction were determined by measuring the
Hall coefficient. The PL spectra were taken at T = 77 K
with the photon energies "ω ranging from 1.3 to
1.55 eV. The PL was excited by an Ar+ laser with a
wavelength of λ = 488 nm and a radiation power den-
sity of up to 100 W/cm2. Depth distributions of the sil-
icon concentration NSi(x) were measured on a Cameca

IMS-4F secondary-ion mass spectrometer with 
oxygen ions with an energy of Ep = 5 keV used as the
primary beam. The raster area was 250 × 250 µm, and
secondary silicon ions were collected from the central
part of the raster (60 × 60 µm) at a mass resolution of
5000. Surface images of the samples under study were
taken with a CamScan scanning electron microscope in
the secondary electron mode at an accelerating voltage
of 30 keV.

3. DISCUSSION OF RESULTS

The table illustrates layer growth conditions
together with sheet concentrations ns and mobilities µ
measured at T = 77 and 300 K. It can be seen that sam-
ples grown on (111)Ga GaAs substrates (samples
nos. 2–5) show p-type conduction at γ = 18 and are
n-type at γ = 63. At the same time, structures grown on
(100) GaAs (samples 1 and 6) have n-type conduction
in both cases. Let us consider silicon profiles NSi(x)
measured by secondary-ion mass spectrometry (SIMS)
on the samples under study (Fig. 1). It can be seen that
a high content of Si is observed in thin surface layers
for all the samples. The reason for the presence of Si in

O2
+

Table

Sample 
Substrate orienta-
tion and misorien-

tation angle α
Conduction

type Value of γ
Mobility µ, cm2/(V s) Sheet concentration ns , cm–2

T = 300 K T = 77 K T = 300 K T = 77 K

1 (100) n 18 601 1070 2 × 1012 1.6 × 1012

2 (111)A ±0.5° p 18 54 53 6.3 × 1012 4.8 × 1012

3 (111)A 1° p 18 43 50 1.0 × 1013 6 × 1012

4 (111)A 1.5° p 18 49 205 6.2 × 1012 7.3 × 1011

5 (111)A 3° p 18 60 145 4.9 × 1012 1.3 × 1012

6 (100) n 63 305 1251 1.3 × 1013 6 × 1012

7 (111)A ±0.5° n 63 129 1247 3.6 × 1012 1.8 × 1011

8 (111)A 1° n 63 271 593 1.1 × 1012 1.7 × 1011

9 (111)A 1.5° n 63 175 563 2.0 × 1012 3.5 × 1011

10 (111)A 3° n 63 166 360 1.1 × 1012 7 × 1011
SEMICONDUCTORS      Vol. 35      No. 4      2001
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Fig. 2. Plan-view SEM images of the samples under study. The numbers at the micrographs correspond to sample numbers in the
table.
GaAs structures containing Si-doped layers deep inside
epilayers observed by SIMS was discussed in [16, 17]
and will not be considered here.
SEMICONDUCTORS      Vol. 35      No. 4      2001
As it can be seen from Fig. 1, NSi(x) SIMS profiles
for the Si delta layer are strongly broadened for sam-
ples 2, 3, and 5 grown at γ = 18, and it is practically
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Fig. 3. PL spectra taken at T = 77 K from samples 1–5
grown at γ = 18 with Si delta-doped layers. The spectra are
shifted with respect to one another along the ordinate. The
insert shows the supposed band diagram for optical transi-
tions.

Fig. 4. PL spectra taken at T = 77 K from samples grown on
(111)Ga substrates under the same conditions as samples 1–5,
but without a Si delta layer. The spectra are shifted with
respect to one another along the ordinate. The misorienta-
tion angles are indicated at the corresponding curves.
impossible to determine the full width at half-maxi-
mum (FWHM), ∆, of the delta layer. This is presum-
ably due to the fact that the epitaxial films grown at
small γ are more defective. It is noteworthy that similar
behavior was observed in [2]. It is known that ion etch-
ing in SIMS makes the surface relief more developed,
which, in turn, impairs the SIMS depth resolution. Fig-
ure 2 presents plan-view SEM images of the samples
under study. As seen from Figs. 1 and 2, the samples
with strongly broadened profiles are the most defective
(samples 2, 3, and 5). Thus, the strong broadening of
the Si delta-layer profiles for samples 2–4, shown in
Fig. 1, is in all probability due to the surface morphol-
ogy and surface relief development upon ion etching.

At the same time, the profiles of delta layers are not
so strongly broadened for samples 1 and 7–11,
although the egress of silicon toward the surface is still
observed. The half-widths ∆ are 120, 100, 123, 80, 71,
and 63 Å for samples 1 and 6–10, respectively; i.e., they
are close to the ∆ values observed for the delta-doped
layers by SIMS. That ∆1 > ∆6 (here the subscripts cor-
respond to the sample numbers in the table) for the
samples grown on (100) GaAs is presumably due to the
fact that epitaxial growth at γ = 18 is not optimal as
regards the surface morphology. It is noteworthy that,
with the misorientation angle increasing from 0° to 3°,
the ∆ value, in particular, decreases: ∆7 = 123 Å for
α = 0°, whereas ∆10 = 63 Å for α = 3°. In our opinion,
this is associated with the surface morphology of the
epitaxial films improving as the misorientation angle
increases. This, in turn, improves the depth resolution
of the SIMS analysis and makes the Si delta layer less
thick.

Let us now consider the PL measurements. Figure 3
shows the PL spectra taken from samples 1–5 at
T = 77 K, with the insert presenting a diagram of opti-
cal transitions constructed for GaAs on the basis of the
experimental data obtained in [4, 7, 9]. It can be seen
that the PL spectra of all samples, except sample 1, con-
tain two bands. One of these, lying at "ω ≈ 1.508 eV
and designated here as band B, corresponds to band-to-
band radiative recombination (e–h). The second, broad
band, peaked at "ω ≈ 1.36–1.38 eV, is only observed
for samples grown on (111)Ga substrates with varied α
and a Si delta layer and is designated as a Si band (Fig. 3).
Figure 4 presents PL spectra of samples grown under
the same conditions on similar substrates [except (100)
GaAs] but without a Si delta layer. It can be seen that
there is no Si band in this case. This suggests that this
band is associated with the Si delta layer. It should be
noted that the PL spectra of single beryllium delta-
doped layers grown on (100) GaAs substrates have no
band at 1.36–1.38 eV, either. The features in the PL
spectra of Be delta layers associated with transitions
between the conduction band and acceptor levels
related to Be atoms are observed at "ω ≈ 1.42–1.49 eV
[11, 12, 15]. The band at "ω ≈ 1.36 eV in the PL spectra
of the epilayers grown on (111)Ga substrates is com-
SEMICONDUCTORS      Vol. 35      No. 4      2001
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monly attributed to the recombination of electrons
localized at As vacancies VAs with holes at the level of
the Si acceptor at the As site SiAs [4, 7], i.e., to the
VAs−SiAs transition. This PL band is also observed in sil-
icon-doped epilayers grown on (100) GaAs substrates
and annealed at T > 600°C [16] and films grown on
(111)Ga, (211)Ga, and (311)Ga substrates at low As
pressures [7, 18] or also annealed [18, 19].

Let us consider the behavior of a Si band with the
misorientation angle α. As can be seen from Fig. 3, the
peak of the Si band is shifted, with increasing α, to
shorter wavelengths: from "ω = 1.36 eV for α = 0° to
1.383 eV for α = 3°. This shift of the Si band with
increasing α can be understood by considering the den-
sity of bonds on terraces and steps. Figure 5 shows
schematically the positions of Ga and As atoms on the
vicinal surface for a (111)Ga GaAs substrate misori-

ented toward the [ ] direction. It can be seen that the
vicinal surface is characterized by different densities of
dangling Ga bonds on terraces and steps; i.e., the con-
ditions of the appearance of a VAs vacancy and occupa-
tion of As sites by silicon are different on the terraces
and the steps. Let us assume that donor–acceptor (D–A)
pairs are formed with the distance r between donors
and acceptors exceeding the Bohr radius. Then, accord-
ing to [20], the emission energy is determined for such
a pair by the expression

where Eg is the energy gap, EA and ED are the acceptor
and donor levels, ε and ε0 are the dielectric constant of
GaAs and the permittivity of the vacuum, e is the elec-
tron charge, and r is the distance between a donor and
an acceptor.

Thus, we have a correction e2/4πεε0r associated
with the interaction within the D–A pair to the transi-
tion energy Eg – (EA + ED) ≈ 1.36 eV. For the case in
question, the r value is determined by the average dis-
tance between the donor and acceptor pairs for each ter-
race length Lter . The Lter values are 37.2, 18.6, 12.4, and
6.2 nm for α = 0.5°, 1°, 1.5°, and 3°, respectively. The
correction e2/4πεε0r equals ~0.0027 and 0.012 eV for,
respectively, r = 40 and 10 nm; i.e., it grows with
increasing misorientation angle α and is comparable
with the observed shift of the Si band in the PL spectra
in Fig. 3 to higher energies. Thus, the shift of the Si
band with increasing α can be accounted for by
changes in the distances of D–A pairs on the steps and
terraces of the vicinal face.

Let us consider epilayers grown at large γ, i.e., at
γ ≈ 63. In this case, silicon-doped epilayers are known
to exhibit n-type conduction. Figure 6 presents PL
spectra for samples 6–10 grown at γ = 63. As can be
seen from the table, these samples show n-type conduc-
tion. Figure 6 shows that the spectra of samples grown

211

"ω Eg EA ED+( ) e2

4πεε0r
-----------------,+–=
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on (111)Ga substrates at various misorientation angles
contain, in addition to the main band at "ω ≈ 1.508 eV,
a feature at "ω ≈ 1.47–1.48 eV. For sample 7, this fea-
ture has the form of a shoulder at "ω ≈ 1.483 eV,
whereas, with increasing α (for samples 8–10), it
becomes a more clearly defined band. The same band
was observed in PL spectra for uniformly doped epilay-
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Fig. 5. Schematic arrangement of Ga and As atoms on the
(111)Ga surface for substrate misorientation toward the

[ ] direction.211

Fig. 6. PL spectra taken at T = 77 K from samples 6–10
grown at γ = 63 with Si delta-doped layers. The spectra are
shifted with respect to one another along the ordinate. For
samples 7–10, the main band at "ω = 1.508 eV is not shown
because of the high intensity of the signal.
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ers grown on (111)Ga GaAs substrates at large γ in [5].
In the same study, a shift of the main band from "ω ≈
1.508 to ≈1.525 eV was observed on changing γ from
16 to 70. In the present case of Si delta-doping, no such
shift of the main band is observed. Moreover, in [5], the
intensity of the band at "ω ≈ 1.48 eV exceeds that of the
main band. In our opinion, the band at "ω ≈ 1.47 eV is
associated with transitions between donor and acceptor
states of silicon, i.e., SiGa–SiAs.

Thus, the investigations performed indicate that
with only silicon used for doping, both n- and p-type
delta-doped layers can be obtained on (111)Ga sub-
strates. The PL spectra of samples grown on (111)Ga
substrates and those misoriented from this plane toward

the [ ] direction contain bands related to single
delta layers of silicon. Analysis of the PL spectra dem-
onstrated that at small γ, when a p-type delta-doped
layer is formed, the band "ω = 1.36 eV is shifted to
higher energies with an increasing misorientation
angle. This shift is attributed to a change in the average
distance between donors and acceptors in D–A pairs
because of the increase in the terrace length with an
increasing misorientation angle α.
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Abstract—Epilayers of the n- and p-type were grown. It is demonstrated that the surface relief of the p-type
layers is inferior to that of n-type layers. However, in both cases, the photoluminescence spectra and charge
carrier mobility have no considerable distinctions from these characteristics for single-crystal samples. Planar
p−n junctions were obtained, and diodes were fabricated as well. Depending on the layer structure, the current–
voltage characteristics for devices take a form typical of conventional or inverted diodes. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

It is known that Si dopant can form both donor (with
an energy of 6 meV) and acceptor (with an energy of
35 meV) levels in GaAs. Doping with Si allows one to
introduce acceptor levels only during epitaxial growth
on the GaAs(100) substrates irrespective of growth
conditions. Accordingly, the epilayers always have an
n-type conduction. At the same time, epitaxial growth
on the (111)A substrates enables one to obtain epilay-
ers of both conduction types [1–3]. This is accom-
plished by varying the growth conditions. It is known
that molecular beam epitaxy (MBE) ensures a high
controllability of epilayer growth conditions. The
required conduction type of epilayer is attained by
varying the ratio between As and Ga fluxes γ = PAs/PGa.
Here, PAs and PGa are the partial pressures of As and Ga
vapors in the growth zone, respectively. For γ ≤ 20 and
γ ≥ 50, the layers of the p- and n-type of conduction are
grown, respectively. For intermediate values 20 ≤ γ ≤
40, partly or completely compensated layers are grown
[2, 3].

Fabrication of the GaAs-based lateral p–n junctions
using only the Si dopant has been reported. Thus, lat-
eral p−n junctions with dimensions of ~10 µm were
formed on the GaAs(100) substrates, but only in the
grooves formed by photolithography and selective
etching in the (110) direction [4]. In this case, the face
(111)A is formed in the groove due to the choice of the
selective etchant, and the p-type conduction region is
formed in the groove by MBE. It was reported that the
lateral submicron regions with p–n junctions in
GaAs(111)A were formed using Si dopant [5, 6]. In this
case, the equilateral triangular etched regions with
(111)A, (411)A [5], and (311)A [6] faces were formed
1063-7826/01/3504- $21.00 © 20415
on the substrate surfaces using photolithography and
selective etching. The p- and n-regions were formed on
these faces by MBE. The extension of these regions
was as small as ~10 µm. However, there are no avail-
able data on epitaxially grown GaAs films with planar
p–n junctions doped only with Si.

In this study, the properties of epilayers of the p- and
n-type of conduction grown on the (111)A substrates
and diode characteristics of the films consisting of epil-
ayers of both types of conduction are investigated.

2. EXPERIMENTAL

The samples investigated were grown by the MBE
on (111)A-oriented semi-insulating substrates. For this
purpose, four (111)A-oriented samples and two
(100)-oriented samples were cemented to the Mo
holder using In. The latter two samples were used as
references for comparison of concentrations as well as
the electron and hole mobilities in the epilayers. Subse-
quent to growth on the undoped ~0.5-µm-thick buffer
layer, the ~0.5-µm-thick Si-doped layer was grown at
γ = 77 and a growth temperature of 600°C, in which
case the n-layer is formed according to [3]. After that,
the growth was terminated, and two (111)A-oriented
samples and one (100)-oriented sample were unglued.
These samples were further used for the investigation
of characteristics of the n-layer. Then, two new (111)A-
oriented samples and one (100)-oriented sample were
cemented to the holder, and the p-type epilayer
~0.45 µm thick was grown at γ = 15. Thus, as a result
of two growth runs, we were able to grow samples con-
taining both single n- and p-type layers (samples 1 and
2, respectively) as well as the sample with the p–n junc-
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Surfaces of the epilayers of (a) p- and (b) n-type of conduction. Images were obtained using a scanning electron microscope.
tion (sample 3). The concentration, carrier mobility,
and conduction type were determined by the van der
Pauw method. The photoluminescence (PL) spectra
were measured at T = 77 K for the photon energy range
from 1.3 to 1.7 eV. The excitation source was an Ar+

laser with a wavelength of 514.5 nm and a radiation
power density as high as 20 W/cm2. Images of the sam-
ple surfaces were obtained using a Cam Scan scanning
electron microscope in the secondary-electron detec-
tion mode at an accelerating voltage of 30 kV.

In order to measure current–voltage (I–V) character-
istics of the p–n junctions (samples 3 and 4), the p-type
cap layer was etched off from part of the sample. After
that, Au/Ti nonrectifying contacts ~0.2 µm thick were
deposited. The area of contacts was ~1 mm2 and the dis-
tance between them was ~5 mm.
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Fig. 2. Photoluminescence spectra for epilayers of (1) n-
and (2) p-type conduction.
3. RESULTS AND DISCUSSION
OF MEASUREMENTS OF ELECTRICAL 
CHARACTERISTICS FOR EPILAYERS

The images of the surface of the n- and p-type layer
obtained using the scanning electron microscope are
shown in Fig. 1. It can be seen that the p-type layer is
characteristic of the developed surface relief. As a con-
sequence, the crystalline perfection of this layer is poor,
and, correspondingly, it contains a large number of
defects. These defects play the role of traps and scatter-
ing centers for charge carriers. The high concentration
of these defects has a pronounced effect on the electri-
cal characteristics of the layers. Thus, the mobility was
~2000 cm2/(V s) for sample 1 with an electron density
of ~6 × 1017 cm–3. At the same hole density, the mobil-
ity was ~100 cm2/(V s) for sample 2. The mobilities
measured were lower than those characteristic of the
single-crystal samples grown on (100)-oriented sub-
strates by a factor of 1.5 and 2, respectively.

The PL spectra for samples 1 and 2 are shown in
Fig. 2. It can be seen that the energies corresponding to
peaks of emission bands for band-to-band transitions
are shifted to opposite sides in relation to the energy
equal to the band gap Eg = 1.507 eV. Such behavior of
the PL spectra is characteristic of heavily doped GaAs
and was investigated in detail previously [7]. It is
caused by the simultaneous effect of two factors,
namely, the Burstein–Moss shift and narrowing of the
band gap. The former factor is dominant in n-type
materials, and the latter one is dominant in p-type mate-
rials. In addition, low-energy bands were observed in
the PL spectra, which correspond [8] to optical transi-
tions from the donor or acceptor to the As vacancy. The
difference between peak energies for these bands is
approximately equal to the energy difference between
the donor and acceptor Si levels in GaAs.
SEMICONDUCTORS      Vol. 35      No. 4      2001
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4. CURRENT–VOLTAGE CHARACTERISTICS
OF p–n JUNCTIONS

The I–V characteristics for diodes fabricated from
samples 3 and 4 are shown in Figs. 3 and 4, respec-
tively. Sample 3 has parameters of the layers for sam-
ples 1 and 2. Sample 4 differed from sample 3 by the
introduction of an additional undoped layer di = 68 nm
thick between the p- and n-layers, as well as by a lower
doping level (~4.5 × 1017 cm–3). It can be seen from
Figs. 3 and 4 that the I–V characteristics are practically
asymmetrical and strongly deviate from ideal charac-
teristics. Major reasons for this deviation of the I–V
characteristics are known [9]. These are (i) generation
and recombination of charge carriers in the depletion
region, (ii) state-to-state tunneling of carriers in the
band gap and between the bands, (iii) a high injection
level, and (iv) the influence of the series resistance.

It is easy to deduce from the experimental I–V char-
acteristics that the series resistance for both cases is
about 3.3 kΩ. It is mainly determined by the resistivity
of the n-layer, its thickness, and distance between non-
rectifying contacts. Note that this value can be signifi-
cantly decreased by increasing the n-layer thickness. It
follows from the figures that the largest current density
is no higher than 5 mA/cm2 in our case; i.e., the mea-
surements are carried out in conditions of a low injec-
tion level. Thus, the difference between the I–V charac-
teristics is determined by the two first reasons men-
tioned.

For a forward bias and voltage U > ϕT = kT/q, the
total current through the diode is defined by the rela-
tionship [9]

(1)

where ni is the intrinsic carrier density, σ is the capture
cross section for the traps, Nt is the trap concentration,
vT is the thermal velocity, and W is the total width of the
depletion region. For sample 3, the W value coincides
with the total width of the depletion region for the p–n
junction W0. For sample 4, W > W0 and, as can be easily
demonstrated, is determinable from the relationship

W2 =  + . The first and second terms in relation-
ship (1) are the diffusion and recombination currents,
respectively. Under a reverse bias and |U| > 3ϕT , the
total current can be expressed approximately as the sum
of the diffusion current in the neutral region, the gener-
ation current in the depletion region, and the tunneling
current:

(2)

For GaAs, the value of ni is very small. In addition, it
was demonstrated above that the epilayer surface relief
for the (111)A orientation is characteristic of a high
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level of imperfection and, as a consequence, high Nt

values. This was indirectly confirmed by the low-fre-
quency hysteresis in the I–V characteristics. By virtue
of these reasons, the generation–recombination constit-
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Fig. 3. Current–voltage characteristic for the diode with the
structure of sample 3.

Fig. 4. Current–voltage characteristic for the diode with the
structure of sample 4.
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uent of the current is sufficiently larger than the diffu-
sion one, with the latter depending quadratically on ni.
For the epilayers grown, the electron and hole densities
are close to the effective density of states in the bands.
As a consequence, the charge carriers are slightly
degenerate. In these conditions, direct band-to-band
tunneling becomes significant. It is known that the
quantity JT is given by

(3)

where ϕc is the contact potential difference, which is
approximately equal to Eg/q in our case. It follows from
expression (3) that JT decreases rapidly with increasing
W. The difference in the I–V characteristics for the sam-
ples is the consequence of this dependence of the tun-
neling current. For obtained concentrations in sample 3,
W0 = 54 nm. The tunneling current for the reverse bias
exceeds the recombination current for the forward bias,
and the I–V characteristic is typical of an inverted
diode [9].

For sample 4, W0 = 62 nm and W = 93 nm. The latter
value is larger than W0 for sample 3 by a factor of 1.7.
It follows from expression (3) that JT in expression (2)
decreases exponentially by a factor of 1022. At the same
time, the recombination current magnitude in expres-
sion (1) increases linearly with increasing W. Thus, the
tunneling current becomes significant at higher volt-
ages (~1.5 V). The behavior of the I–V characteristics is
therefore typical of conventional diodes. The results
demonstrate that the diode characteristics can be con-
trolled rather simply by introducing the undoped
region.

5. CONCLUSION
We grew the epilayers of the n- and p-type of con-

duction on the GaAs (111)A substrates by molecular
beam epitaxy and investigated their properties. The sur-
face relief of the n-type epilayers is similar to that of the

JT

πm1/2Eg
3/2W

2 2"qϕc

---------------------------–
 
 
 

,exp∝
layers on the (100)-oriented substrates. At the same
time, the surface relief of the p-type layers indicates
that there is a large number of imperfections. However,
electrical properties of epilayers are close to those of
single-crystal samples with the same doping level. We
also obtained planar p–n junctions and fabricated the
diodes. Depending on the structure of the layers, the
I−V characteristics of the devices are typical of the con-
ventional or inverted diodes.
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Abstract—The fabrication of new hybrid AlAsSb/InAs/Cd(Mg)Se heterostructures by molecular beam epitaxy
and investigation of their structural, luminescent, and transport properties are reported for the first time. These
structures show intense luminescence both in the infrared and in the visible regions of the spectrum. This factor,
taken together with structural data, indicates a heterointerface of high quality between the III–V and II–VI lay-
ers. A theoretical estimate is made of the relative positions of energy bands in the proposed hybrid structures,
indicating that the InAs/CdSe interface is a type-II heterojunction, whereas the InAs/Cd0.85Mg0.15Se interface
is a type-I heterojunction with a large valence band offset ∆Ev ≈ 1.6 eV. The data obtained on the longitudinal
electron transport at the InAs/Cd(Mg)Se heterointerface are in good agreement with the theoretical estimate.
© 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Among the known and widely used II–VI/III–V het-
eropairs characterized by nearly ideal lattice matching
(e.g., ZnSe/GaAs [1] and CdTe/InSb [2]) the
CdSe/InAs pair has received insufficient attention, even
though the epilayer properties of cubic CdSe (with a
zinc blende structure) grown by molecular beam epit-
axy (MBE) on GaAs substrates are well understood [3].
Data on the structural and optical properties of bulk
crystals of hexagonal CdMgSe have also been pub-
lished [4]. It should be noted that the fabrication of het-
erostructures based on high quality Cd(Mg)Se/InAs
heteropairs allows greater diversification in the design
of hybrid structures containing a CdSe/InAs heteroint-
erface in their active region; e.g., a two-dimensional
(2D) channel with magnetic electron gas in the quan-
tum wells (QWs) in an InAs layer confined on one side
by a CdMnSe semimagnetic barrier can be obtained.

In this communication, we report for the first time on
new hybrid heterostructures in the AlAsSb/InAs/Cd(Mg)Se
system grown by MBE and study their structural, lumi-
nescent, and transport properties.

2. GROWTH OF HYBRID STRUCTURES

The hybrid structures studied comprised two parts:
layers of III–V compounds, conventionally named the
(III–V) part in what follows, and layers of II–VI com-
1063-7826/01/3504- $21.00 © 20419
pounds the (II–VI) part. They were grown successively
in two separate MBE machines. The III–V part of the
structures for optical measurements was grown on a
Riber 32P machine at Ts = 480°C on p+-InAs (100) sub-
strates with hole concentration p ≈ 6 × 1018 cm–3. It
comprised a 0.1-µm-thick Be-doped p+ InAs buffer
layer, a 20-nm-thick Si-doped p-AlGaAs barrier, and a
0.6-µm-thick nominally undoped InAs layer with elec-
tron concentration n < 1017 cm–3. On completion of
growth, the substrate temperature was lowered to Ts <
25°C and then the sample surface was covered, in the
course of 1 h, with a layer of arsenic under an As4 beam
pressure of 8 × 10−6 Torr. This arsenic layer served as
passivating coating protecting the structure surface from
oxidation in air during sample transfer to the II–VI
growth chamber (EP 1203 MBE machine). Before
being used for II–VI growth, the passivated structures
were stored in a special nitrogen-filled box for a week.

Layers of Cd(Mg)Se were grown with standard
effusion cells providing molecular flows of Cd, Mg,
and Se [5, 6]. The surface layer of arsenic was removed
prior to II–VI growth by annealing the structure at Ts <
480°C. The sample surface was monitored in all growth
stages by reflection high-energy electron diffraction
(RHEED). Before the growth of II–VI layers, a (4 × 2)
surface reconstruction was observed, corresponding to
an In-stabilized surface. However, for some samples
001 MAIK “Nauka/Interperiodica”
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with a thinner arsenic layer evaporating at a lower tem-
perature (Ts = 460°C), a (2 × 4) surface reconstruction
was observed at the initial instant of time, correspond-
ing to an As-stabilized surface which, on being kept at
the same temperature, gradually transformed into (4 × 2)
via an intermediate reconstruction (4 × 4).

The growth of the (II–VI) part was started by plac-
ing the structure surface under a Cd flux for 5 s. Further,
a thin (~10 nm) CdSe (or CdMgSe) buffer layer was
grown in the epitaxy regime with an enhanced migra-
tion of atoms [7] at Ts = 200°C, with no stage of 3D
growth revealed by RHEED. After that, the substrate
temperature was raised to Ts = 280°C and the remaining
(II–VI) part of the structure was grown in the MBE
regime with beam pressure ratio Se/Cd ≈ 3. In doing so,
a clear (2 × 1) diffraction pattern was observed, corre-
sponding to a Se-enriched surface (the beam pressure
ratio Se/Cd = 2 approximately corresponds to an effec-
tive II/VI flux ratio of 1 : 1). A ZnCl2 source was used
to obtain n-Cd(Mg)Se layers.

Two samples (A and B) intended for optical mea-
surements had identical (III–V) parts and different lay-
ers in the (II–VI) part. Sample A comprised two inten-

(‡)

0.4 0.5 1.7 1.8 1.9 2.0 2.1 2.2 2.3

CdSe

InAS

CdMgSe

Energy, eV

PL intensity, arb. units

~~
CdMgSe

CdSe

InAS

AlAsSb
300 nm

(b)

Fig. 1. Cross-sectional SEM image of an undoped
AlAsSb/InAs/CdSe/CdMgSe structure (a) and its PL spec-
trum at 77 K (b).
tionally undoped layers: a CdSe layer, 83 nm thick, and
a CdMgSe layer of thickness 0.56 µm. The (II–VI) part
of sample B consisted of a 50-nm-thick undoped
CdMgSe layer and two chlorine-doped layers: a
0.3-µm-thick n-CdMgSe layer and a thin (10 nm) upper
n-CdSe layer. The electron concentration in these
doped layers was, according to capacitance–voltage
data, n ≈ 4 × 1017 cm–3. Thus, sample B was a diode
structure with a p–n junction at the AlAsSb/InAs inter-
face. Cross-sectional SEM micrographs of samples A
and B are presented in Figs. 1a and 2a, respectively.

To study transport characteristics, two more sam-
ples (C and D) were grown on semi-insulating GaAs
(100) substrates. Both the samples were fabricated as
conventional structures with a 2D electron gas on the
basis of AlGaSb/InAs heterostructures with a quantum
well (QW), i.e., an InAs layer 15 nm thick [8]; however,
in the given case the growth was interrupted immedi-
ately after the QW was obtained, and, then, the struc-
tures were overgrown similarly to samples A and B but
with different Cd(Mg)Se layers in the II–VI chamber.
In the case of sample C, an undoped CdSe layer 15 nm
thick was deposited first, followed by 10-nm-thick
undoped and 50-nm-thick chlorine-doped CdMgSe

0.4 1.8 1.9 2.0 2.1 2.2 2.3

(Mg—17%)

InAS

CdMgSe

Energy, eV

PL intensity, arb. units

(‡) 300 nm

2.4

~ ~~~

0.5

n-CdMgSe

i-InAS

p-InAS
p-AlAsSb

(b)

Fig. 2. Cross-sectional SEM image of a diode p–i–n
p-InAs/p-AlAsSb/i-InAs/n-CdMgSe/n-CdSe structure (a)
and its PL spectrum at 77 K (b).
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layers, and, finally, by an upper n-CdSe layer 10 nm
thick. In the case of sample D, no CdSe layer was
deposited onto InAs and the heterostructure was a mod-
ulation-doped AlGaSb/InAs/CdMgSe QW, in contrast
to sample C, an AlGaSb/InAs/CdSe/CdMgSe hetero-
structure containing an InAs/CdSe heterointerface.
Based on the calibration of the level of chlorine doping,
performed for sample B, it was assumed that the elec-
tron concentration in the chlorine-doped layers was
n ~ 1018 cm–3.

3. STRUCTURAL AND OPTICAL 
MEASUREMENTS

To assess the quality of separate layers constituting
the hybrid structures, photoluminescence (PL) investi-
gations were performed in a wide spectral range cover-
ing both the infrared and the visible part of the spec-
trum. The PL was measured with single-grating mono-
chromators and various kinds of excitation sources for
different spectral ranges. The PL in the (III–V) part of
the structure, emitting in the infrared part of spectrum,
was excited with an InGaAs laser diode operating in
continuous wave (CW) mode at a wavelength of λ =
950 nm. The light intensity on the sample surface was
2 W/cm2. The PL signal was recorded with a lead sul-
fide photodetector with thermoelectric cooling. The PL
in the visible range from the Cd(Mg)Se layer was
excited by a He−Cd laser (λ = 325 nm), also operating
in the CW mode.

The PL spectrum of sample A, taken at 77 K, is pre-
sented in Fig. 1b. It can be seen that the spectrum shows
three comparatively narrow peaks at 0.41, 1.737, and
2.111 eV, correlating well with the lines of band-edge
luminescence in InAs, CdSe, and CdMgSe, respec-
tively. In addition, the spectrum contains one more,
rather broad peak at around 1.9 eV, which is presum-
ably due to donor–acceptor recombination in the
CdMgSe layer, typical of wide-bandgap II–VI com-
pounds [9]. An estimate of the relative content of Mg in
the Cd1 – xMgxSe layer in an approximation of the linear
dependence of the energy gap on the composition of the
solid solution gives x ≈ 0.15. A close value x ≈ 0.17 was
calculated from X-ray diffraction analysis data (Fig. 3),
with the CdMgSe layer considered to be completely
elastically strained (this solid solution is lattice-
matched to InAs at x ≈ 0.1). Despite the absence of
relaxation and the intense luminescence from this
structure, TEM studies demonstrated the presence of a
rather high (~107 cm–2) density of stacking faults aris-
ing at the InAs/CdSe heterointerface (Fig. 4). In our
opinion, the high density of stacking faults is due to the
fact that the growth of the (II–VI) part of the structure
started, as mentioned above, on a surface enriched in
indium. This, in turn, was due to the formation of a rel-
atively thick passivating layer of arsenic, whose com-
plete removal before the growth of the (II–VI) part
SEMICONDUCTORS      Vol. 35      No. 4      2001
required rather high annealing temperatures. It is
assumed that optimization of the passivation and subse-
quent annealing will allow the growth of the (II–VI)
part on the As-stabilized surface, which should lead to
a lower density of stacking faults at the InAs/Cd(Mg)Se
interface, as in the case of GaAs/ZnSe [10].

The PL spectrum of sample B, in contrast to sample
A, only shows two narrow peaks corresponding to
band-to-band transitions in InAs and CdMgSe
(Fig. 2b). It should be noted that high-intensity elec-
troluminescence was also observed in sample B both at
77 K and at room temperature. The electrolumines-
cence spectrum contained only the InAs emission line,
with the intensity decreasing only seven- to tenfold on
elevating the temperature from 77 to 300 K.

The results presented of the structural and optical
investigations confirm the high quality of the
InAs/Cd(Mg)Se heterointerface, but fail to provide
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Fig. 3. Double-crystal X-ray rocking curve measured at
(004) InAs reflection for an AlAsSb/InAs/CdSe/CdMgSe
structure.
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Fig. 4. Cross-sectional TEM image of the
AlAsSb/InAs/CdSe/CdMgSe structure.
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exhaustive information about the relative position of
energy bands. To theoretically evaluate the band offset
at the InAs/CdSe interface, we used the known values
for the heteropairs CdSe/ZnSe, ZnSe/GaAs, and
GaAs/InAs and also Van de Walle’s model-solid theory
[11] to account for the effect of elastic strain on the
band structure. The calculation we performed demon-
strated that the InAs/CdSe interface is a type-II hetero-
junction, with InAs forming a potential barrier ∆Ec ≈
60 meV for electrons at the CdSe conduction band bot-
tom and the heavy hole valence band offset at this inter-
face ∆Ev ≈ 1.42 eV (Fig. 5). The opposite situation
would be expected for the InAs/CdMgSe interface
when there is a sufficiently high Mg content in the solid
solution. For the structures under study, the difference
between the energy gaps of CdSe and CdMgSe is,
according to PL data (Figs. 1b and 2b), ~360 meV. It
would be expected that at least half this value is
accounted for by the conduction band offset. Thus, the
InAs/Cd0.85Mg0.15Se heterointerface is a type-I hetero-
junction with a conduction band offset of ∆Ec ≈
120 meV and a higher valence band offset of ∆Ev ≈
1.6 eV. It should be noted that, owing to such a large
valence band offset, the InAs/CdMgSe heterojunction
can be used in designing laser heterostructures emitting
in the medium IR range (2–5 µm) as an effective barrier
for holes, hindering their leakage from the active InAs
region of a device.

To verify theoretical estimates, Hall effect measure-
ments were performed on samples C and D. Sample C,
containing an InAs/CdSe heterointerface, demon-
strated relatively low electron mobility: µe =
800 cm2/(V s) at T = 300 K and µe = 500 cm2/(V s) at
T = 77 K. These values are close to the electron mobil-
ities in bulk hexagonal n-CdSe, which suggests the
absence of an electron channel in the InAs layer as a
result of electron accumulation in the CdSe QW [12].
By contrast, much higher electron mobilities were
obtained in sample D: µe = 2700 cm2/(V s) at T = 300 K
and µe = 2200 cm2/(V s) at T = 77 K. Such high values

AlAs0.16Sb0.84

InAs substrate

1.28 eV

InAs CdSe
180 meV

180 meV

1.42 eV

Cd0.85Mg0.15Se

60 meV

Fig. 5. Energy band diagram for a
InAs/AlAsSb/InAs/CdSe/CdMgSe heterostructure.
cannot be accounted for only by the conduction in the
CdSe layer, which indicates that electrons in InAs at the
InAs/CdMgSe heterointerface are involved in conduc-
tion. The mobilities obtained for the 2D electron gas in
InAs are much smaller than those commonly observed
in AlGaSb/InAs/AlGaSb structures with QWs
(>150000 cm2/(V s) at 77 K). Such a significant differ-
ence is presumably due to the appearance of a high den-
sity of defects at the InAs/AlGaSb heterointerface
through the relaxation of elastic strains in the
InAs/CdMgSe part of the structure, lattice-mismatched
with respect to the GaSb buffer layer. To make the
mobility of the 2D electron gas higher, the GaSb buffer
layer must contain ~6 mol % arsenic to become lattice-
matched to InAs.

4. CONCLUSION

Hybrid AlAsSb/InAs/Cd(Mg)Se heterostructures
were fabricated for the first time by successive growth
in two separate MBE machines. These structures show
high-intensity luminescence both under optical excita-
tion and with current pumping, confirming the exist-
ence of effective energy barriers for the carriers. Inves-
tigations based on RHEED, X-ray diffraction analysis,
transmission electron microscopy, and photolumines-
cence and electroluminescence methods indicate a rel-
atively high quality of the interface between the III–V
and II–VI layers. The data obtained on the longitudinal
electron transport at the InAs/Cd(Mg)Se heterointer-
face are in good agreement with a theoretical estimate
of the mutual positions on energy bands in the proposed
hybrid structures. The estimate shows that the
InAs/CdSe interface is a type-II heterojunction,
whereas the InAs/Cd0.85Mg0.15Se heterointerface is a
type-I heterojunction with large valence band offset
∆Ev ≈ 1.6 eV.

Structures of this kind seem to be exceedingly effec-
tive in optoelectronic applications and in basic research
into electron transport at the III–V/II–VI heterointer-
face.
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Abstract—The n-SnO2:Ni/p-Si heterostructures were synthesized with a mean size of 6–8 nm of crystallites
in the tin dioxide layer. The capacitance–voltage characteristics of these structures were measured in dry air and
under adsorption of NO2 and C2H5OH molecules. The variation of a reference-signal frequency within
0.5−20 kHz made it possible to separate out the contribution of heterointerface states to the structure capaci-
tance. Adsorption of NO2 molecules was shown to reduce the density of the heterointerface states, while adsorp-
tion of ethanol molecules resulted in its increase. © 2001 MAIK “Nauka/Interperiodica”.
The heterointerface states control to a large extent
the properties of heterostructures of both diode and tun-
neling types. The presence of additional charges at an
interface leads, in particular, to the appearance of an
additional contribution to the capacitance of structures
[1]. In contrast to the capacitance of the heterojunction
itself determined in terms of the Anderson model, the
additional capacitance associated with the heterointer-
face-state recharging depends on a reference-signal fre-
quency f if the characteristic times of centers interface-
state recharging τ ≥ 1/2πf. The possibility of modifying
the heterointerface in the course of gas adsorption may
be used to develop new approaches to solving gas-mon-
itoring problems [2].

In this study, we investigate how the capacitance–
voltage (C–V) characteristics of n-SnO2:Ni/p-Si hetero-
structures in dry air and in a gaseous mixture contain-
ing NO2 and C2H5OH molecules depend on a variation
in the reference-signal frequency f from 0.5 to 20 kHz
at room temperature. The reference-signal amplitude
was below 1 mV and the bias amplitude V varied within
−3 V < V < 3 V. The SnO2 film was deposited by aerosol
pyrolysis. As a substrate, we used a p-Si single crystal
oriented along the 〈100〉  axis with a resistivity of
10 Ω cm. The thickness of the SnO2:Ni layers
amounted to 0.8–1.0 µm, and the mean size of the
nanocrystallites was 6–8 nm. The porous structure of
the layers is caused by the segregation of nanocrystal-
line grains in agglomerates of 0.05–0.10 µm in size.
Thus, a SnO2:Ni layer, as one of the forming elements
of the heterojunction, serves simultaneously as a per-
meable membrane for gas molecules, which enables
them to diffuse towards the heterointerface. The Ni-
impurity content in the SnO2 layer amounts to 0.8 at. %.
1063-7826/01/3504- $21.00 © 20424
The Au and Al ohmic contacts were deposited onto the
SnO2 and Si layers, respectively, by vacuum evapora-
tion. The gold-contact area was ~0.07 cm2 (less than
10% of the film area available for gas adsorption). The
synthesis and the methods of structure investigations
were described in more detail previously [3–5].

The C−V characteristics of heterostructures in dry
air are shown in Fig. 1. An increase in the reference-sig-
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Fig. 1. Capacitance–voltage characteristics of the
n-SnO2:Ni/p-Si heterostructure in dry air. The numbers at
the curves are the reference-signal frequencies expressed
in kHz.
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nal frequency leads to a significant reduction in capac-
itance C, which is indicative of the presence of a contri-
bution from heterointerfaces. Under gas-adsorption
conditions, the C−V characteristics are considerably
modified. In Fig. 2, we show the heterostructure C−V
characteristics measured for a reference-signal fre-
quency of 1 kHz in air (curve 1) and in gaseous mix-
tures of 104 ppm C2H5OH + N2 (curve 2) and 103 ppm
NO2 + N2 (curve 3). It can be seen from Fig. 2 that
adsorbed C2H5OH and NO2 molecules have opposite
effects. The ethanol adsorption induces an additional
increase in capacitance; at the same time, the NO2
adsorption leads to a decrease in C, with the absolute
value of capacitance being close to those obtained in air
for higher f. This indicates that the concentration of het-
erointerfaces responsible for the frequency-dependent
contribution to the capacitance decreases in this case.

The sensitivity of SnO2 nanocrystalline films to gas
is known to be mainly controlled by oxygen hemi-

sorbed on the surface and at grain boundaries in the 
state. The acceptor energy level corresponding to these
oxygen states is located at higher energies than the sur-
face acceptor level of an adsorbed NO2 molecule [6].
We may assume that the NO2 adsorption leads to
recharging of the corresponding oxygen states and
stimulates oxygen desorption. At the same time, the
NO2 molecules themselves are unlikely to initiate any
additional charges at the heterointerface, which make a
marked contribution to capacitance. It is not inconceiv-
able that the recharging time is too large for these states
compared to 1/2πf. A reduction in density of heteroint-
erfaces is indirectly evidenced also by the character of
modifications in the current–voltage (I–V) characteris-
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Fig. 2. Capacitance–voltage characteristics of the
n-SnO2:Ni/p-Si heterostructure in (1) dry air, (2) N2 +

104 ppm C2H5OH, and (3) N2 + 103 ppm NO2.
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tics of the structures under the effect of gas adsorption.
It should be noted that, in the n-SnO2:Ni/p-Si structures
(compared to structures where the tin dioxide layer was
either undoped or Cu- or Pd-doped [5]), the most sig-
nificant decrease in the forward current was observed
under conditions of NO2 adsorption. Furthermore, only
in the n-SnO2:Ni/p-Si structures did the reverse current
also decrease considerably. Nonlinearity of the I–V
characteristic became less pronounced; in this case, the
reverse current somewhat exceeded the forward one. As
we have noted in [5], the behavior of the I–V character-
istic of the n-SnO2:Ni/p-Si heterostructures under gas
adsorption is mainly dependent on the tunneling pro-
cesses; it is the heterointerfaces that play an important
role in the above processes. Thus, it seems logical to
relate an abrupt increase in the resistance of the
n-SnO2:Ni/p-Si structure (accompanied by a reduction
in the capacitance under the NO2 adsorption) directly to
a decrease in the density of heterointerfaces, which, on
the one hand, form a channel for the tunneling current
and, on the other hand, are responsible for the fre-
quency-dependent contribution to the capacitance of
these structures.

Contrary to this, the ethanol-molecule adsorption
enhances the density of heterointerfaces. The growth of
the forward tunneling current in the presence of
C2H5OH molecules confirms this assumption [5]. It is
difficult to determine unambiguously whether or not
this increase in the heterointerface density is associated
with an increase in the concentration of hemisorbed
oxygen or with the origination of additional states
induced by the ethanol-molecule dissociation. How-
ever, a modification in the C−V-characteristic shape is
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Fig. 3. Sensitivity S of the n-SnO2:Ni/p-Si heterostructures
to (1) C2H5OH and (2) NO2 as a function of a bias V.
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noteworthy. Along with a peak near the zero bias, an
additional peak of C shifted into the region of positive
values of V appears. The appearance of this peak is
more clearly pronounced for the field dependence of
sensitivity S = (C1 – C2)/C2, C1 > C2, where Ci are het-
erostructure capacitances in air and in a gas mixture
(Fig. 3). The dependences obtained show that, when
using the heterostructures investigated as gas sensors, it
is necessary to choose bias voltages corresponding to
the highest sensitivity of the structure.
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Abstract—Spectral characteristics of the transverse bulk photovoltage in the TiB2–GaAs and Au–TiB2–GaAs
Schottky contacts for starting samples (unannealed) and samples annealed at 400, 600, and 800°C were mea-
sured. The concentration of the dopant for the n-GaAs substrate was 1016 cm–3. It was found that the transition
layer is formed in the TiB2–GaAs structures owing to the diffusion of boron atoms into the GaAs substrate.
Thermal annealing leads to an increase in the doping level of the layer. For the Au–TiB2–GaAs structure, the
transition layer is formed, with the doping level of this layer being weakly affected by thermal annealing. The
spectral position of the bulk-photovoltage peaks indicates that the tails of the density of states are formed in the
band gap of the semiconductor transition layer owing to an increase in the dopant concentration to
1017−1018 cm–3. © 2001 MAIK “Nauka/Interperiodica”.
1. In recent years, numerous publications were
devoted to borides of refractory metals (see, for exam-
ple, review [1]). These materials are of interest because
of their application as the contacts for semiconductor
microelectronic devices, with the high electrical con-
ductivity of these contacts accompanied by chemical
and thermal stability [2–4].

Numerous investigations of boride compounds,
which are used or supposed to be used as thermally sta-
ble contacts in the metal–semiconductor heterosystem,
were devoted mainly to their structural properties
[5−7]. In order to investigate these materials, Schottky
contacts were formed via deposition of the films in var-
ious growth modes on various substrates, including
GaAs.

For parameters of the Schottky diodes, in addition to
the diffusion barrier height, the structural and electrical
uniformity of the contact over the area is important. For
current flow through the contact, the electrical resis-
tance of both the metal (or metal-like) contact and the
heterojunction (HJ) region at the interface are of great
importance.

The photoelectric methods are important for inves-
tigation of the uniformity of electrical characteristics
for Schottky contacts. These methods are sensitive to
the nonuniformity of the potential barrier at the metal–
semiconductor interface, as well as to electrical resis-
tivity of the semiconductor crystal and charge carrier
lifetime.

The structural methods of investigation yield exten-
sive data on the parameters of the crystal lattice and
near-interface regions, the structure of the metal film
1063-7826/01/3504- $21.00 © 20427
itself, and the distribution of the interstitial atoms and
phases close to the contact. These data allow one to
make indirect conclusions on the electrical properties
of the contact, since the subsystem of free electrons of
the crystal is not considered. However, the photogener-
ation of nonequilibrium charge carriers in conditions of
weak excitation when carrier concentration is much
lower than the dark concentration of majority carriers
(∆n ! n0) leads to the appearance of diffusion–drift
current–flow processes in semiconductor structures.
This allows one to assess the electrical properties of
objects under investigation.

Previously, discovery of the bulk photoeffect
allowed one to be hopeful of its application for investi-
gating the inhomogeneities of semiconductor crystals
[8, 9]. However, the development of the growth tech-
nology of homogeneous semiconductor crystals put the
capabilities of this method significantly behind.

A different situation is characteristic of semicon-
ductor microelectronic heterostructures. First, they
always contain several layers with differing physical
characteristics. Second, their linear dimensions are
comparable with macrononuniformities in electrical
properties of these layers and with diffusion length of
nonequilibrium charge carriers. In addition, the forma-
tion of transition regions between the layers introduces
distortions into the current-flow mechanism in such a
device structure. Consequently, the investigations of
photovoltage spectral characteristics for multilayer (or
just for two-layer) structures can give information
about inhomogeneities, their spatial extension, and the
band structure of semiconductor layers. It is notewor-
thy that recently published data confirm the necessity
001 MAIK “Nauka/Interperiodica”
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of taking into account the nonuniformity of impurity
distribution over the interface of a semiconductor struc-
ture [10, 11].

This paper is devoted to the investigation of the
spectral characteristics of the transverse bulk–gradient
photovoltage for the TiB2–GaAs and Au–TiB2–GaAs
structures. It was demonstrated previously that the spe-
cific features of the photovoltage spectral characteris-
tics for a semiconductor heterostructure [12, 13] con-
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Fig. 1. The geometry of experiments with measurement of
the transverse bulk photovoltage. Notation: mod. ill. stands
for monochromatic modulated radiation; film denotes the
TiB2 or Au–TiB2 film; EC, EV , and EF are the conduction
band bottom, valence band top, and Fermi level of the GaAs
substrate, respectively; LSCR is the space charge region of the
Schottky contact; l is the length of the illuminated part of the
sample; U is the bulk photovoltage generated by the modu-
lated light; and C1 and C2 denote the measuring contacts.

Fig. 2. Spectral characteristics of the transverse photovolt-
age for the TiB2–GaAs samples measured under illumina-
tion from the substrate side: (1) starting (unannealed) sam-
ple; (2), (3), and (4) samples annealed at T = 400, 600, and
800°C, respectively.
tain information about uniformity of the regions adjoin-
ing the heterointerface.

2. The objects investigated were n-type epilayers
grown on the Te-doped n+-GaAs substrate. The layer
thickness was ~2 µm and the density of charge carriers
was 1016 cm–3 without illumination. The GaAs sub-
strate was 200 µm thick. A TiB2 film 500 Å thick was
deposited on this structure from the epilayer side using
magnetron sputtering.

The metal film in the Au–TiB2–GaAs structures
consisted of two layers, namely, the TiB2 and Au films,
each of which was 500 Å thick. The samples of starting
structures and structures annealed for 1 min at temper-
atures T = 400, 600, and 800°C were investigated.
Thus, the structures investigated were the TiB2–GaAs
and Au–TiB2–GaAs Schottky contacts. The samples
used for measurements were 10–12 mm in length and
width. The length of the illuminated part of the sample
was l = 5 mm, and the width was 2 mm.

The geometry of experiments is shown in Fig. 1.
The gradient of the dark resistivity (doping), which
gave rise to photovoltage, is conventionally shown by
the slope of the conduction-band bottom EC and the
valence-band top EV for the GaAs crystal. The photo-
voltage amplitude U was measured between the C1 and
C2 contacts, normally to the gradient of the nonequilib-
rium-carrier concentration.

The C1 and C2 measuring contacts were formed on
the edges of the GaAs substrate at a distance of 2–3 mm
from the boundary of the illuminated part of the sam-
ple. Photovoltage was generated by exposing the sam-
ples to monochromatic light from both the GaAs sub-
strate side and from the TiB2 or Au–TiB2 sides. The
light was modulated at a frequency of 537 Hz. The inci-
dent light intensity was kept constant at the level of N =
8 × 1014 photon/(cm2 s) over the entire spectral range
under investigation. The aperture spectral width for the
MDR-24 monochromator was 0.0026 µm.

The procedure also allows one to direct the unmod-
ulated monochromatic light on the part of the sample
irradiated with monochromatic modulated light, as well
as to vary the illumination intensity and wavelength.
Investigations were carried out at T = 300 K.

3. Spectral characteristics of the transverse photo-
voltage that were measured on illumination of the sam-
ple from the GaAs substrate side are shown in Fig. 2.
Curve 1 corresponds to the starting (unannealed) sam-
ple, and curves 2–4 refer to the samples annealed at
400, 600, and 800°C, respectively. It can be seen from
Fig. 2 that the photovoltage peak is observed in the
spectral characteristics. The peak shifts to longer wave-
lengths as the annealing temperature increases. The
photovoltage amplitude varied insignificantly. The
peaks for curves 1–3 are positioned beyond the GaAs
absorption edge, i.e., at photon energies lower than the
GaAs band gap. Curve 4, which corresponds to the
sample annealed at T = 800°C, is an exception. In this
SEMICONDUCTORS      Vol. 35      No. 4      2001
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case, the amplitude decreases gradually in the GaAs
fundamental adsorption region and further to the wave-
length λ = 0.92 µm (hν = 1.35 eV), the photovoltage
peak being absent.

It should be noted that the ratio between the photo-
voltage amplitudes in the vicinity of the peak and in the
intrinsic absorption region for GaAs varied in the spec-
tral characteristics shown with variation of the annealing
temperature for the sample (Fig. 2, curves 1–3).

Spectral characteristics of the transverse photovolt-
age that were measured for the same samples on their
illumination from the TiB2 film side (Fig. 3) also have
their own specific features. It should be noted that the
photovoltage amplitudes (see curves 1–3) in the intrin-
sic absorption region for GaAs are normalized to an
identical magnitude for convenience of comparison to
each other. The falloff portion of curve 2 (annealing
temperature of 400°C) is shifted to longer wavelengths
practically in parallel with curve 1 (starting sample). At
the same time, the falloff of curve 3 (annealing temper-
ature of 600°C) is more gently sloped compared to
curves 1 and 2. All curves have tails that are extended
to longer wavelengths. For the samples annealed at T =
800°C (curve 4), the shape of the spectral characteristic
differs significantly from curves 1–3 (Fig. 3). After a
small falloff in the vicinity of the intrinsic absorption
edge for GaAs, the photovoltage peak in the vicinity of
λ = 0.915 µm (hν = 1.358 eV) is observed, whose
amplitude significantly exceeds the photovoltage value
in the intrinsic absorption region for GaAs (λ & 0.88
µm, hν * 1.41 eV). At the same time, the photovoltage
amplitude of curves 1–3 is practically constant in this
wavelength region. It is noteworthy that the photovolt-
age amplitude of curve 4 in Fig. 3 is diminished by a
factor of two compared to the experimental photovolt-
age values for convenience of representation.

4. Specific features of the spectral characteristics of
the transverse photovoltage measured for the TiB2–
GaAs Schottky contact allowed us to suggest the HJ
model.

First of all, the spectral position of the peaks in the
curves obtained on illumination of the samples from the
GaAs side (Fig. 2) allows us to suggest the existence of
a transition layer between the substrate and the TiB2
film. The transition layer is formed during the stage of
deposition of the TiB2 film on the GaAs substrate. This
follows from the existence of the photovoltage peak
positioned beyond the GaAs absorption edge in the
spectral characteristics, which corresponds to the start-
ing sample (curve 1 in Fig. 2). At annealing tempera-
ture T = 400°C, the peak begins to broaden and shift to
lower photon energies. An increase in temperature to
600°C leads to further peak shifts to the longer wave-
length λ = 0.93 µm (hν = 1.33 eV), and the peak com-
pletely disappears at T = 800°C. Curve 4 (T = 800°C)
features a gently sloping edge (Fig. 2). This behavior
indicates that the transition layer broadens with
increasing temperature, and the layer nonuniformity
SEMICONDUCTORS      Vol. 35      No. 4      2001
increases due to the mixing of chemical compounds of
the TiB2 film and GaAs. A decrease in the peak height
with an increase in the annealing temperature and peak
disappearance at T = 800°C points to an increase in the
recombination rate of electron–hole pairs in the transi-
tion-layer region. This is related to an increase in
imperfection of the layer, a decrease in the band bend-
ing at the TiB2–GaAs contact, and an accompanying
natural increase in the recombination flux to the inter-
face. An increase in the photovoltage amplitude in the
fundamental absorption region for GaAs was also
observed experimentally with an increase in the anneal-
ing temperature (Fig. 2). This points to a change in the
ratio between the recombination rates at the interface
and in the GaAs bulk. However, no regular relation was
observed between these parameters and the annealing
temperature.

The shape of the photovoltage spectral characteris-
tics that were measured under excitation from the TiB2
film side (Fig. 3) can also be described by the model of
the TiB2–GaAs HJ with the transition layer. The falloff
portion of the photovoltage spectral characteristics for
the starting sample (Fig. 3, curve 1) lies in the range of
photon energies lower than the GaAs band gap. After
annealing at T = 400°C (curve 2), this portion shifts to
lower photon energies, i.e., to the long-wavelength
spectral region. This shift in the spectral characteristic
can be related to an increase in the thickness of the tran-
sition semiconductor layer with a simultaneous
increase in its doping level. The falloff, which is more
gradual and extended to the long-wavelength region of
the spectral characteristic at an annealing temperature
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Fig. 3. Spectral characteristics of the transverse photovolt-
age for the TiB2–GaAs samples measured under illumina-
tion from the TiB2 film side. Curves 1–4 demonstrate the
data for the same samples as in Fig. 2.
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of 600°C (curve 3), points to an increase in the transi-
tion layer thickness. The photovoltage spectral charac-
teristic for the samples annealed at T = 800°C (curve 4)
differs from curves 1–3. In the vicinity of λ = 0.92 µm
(hν = 1.35 eV), a photovoltage peak appears whose
amplitude exceeds the photovoltage amplitude in the
fundamental absorption region for GaAs. This is appar-
ently related to the formation of the extended nonuni-
form transition layer at this annealing temperature. In
the vicinity of the wavelength λ = 0.88 µm (hν =
1.41 eV), which corresponds to the GaAs absorption
edge, the photovoltage amplitude decreases.

The shape of curves 1–3 (Fig. 3) in the range λ =
0.84–0.87 µm is of great importance. Here, the photo-
voltage amplitude for each particular curve is practi-
cally constant for the following reason. The light-
absorption coefficient for GaAs at wavelengths λ =
0.84–0.87 µm varies from 104 to 103 cm–1 [14], which
corresponds to an effective absorption depth of *1 µm.
According to published data, the band bending for the
TiB2–GaAs Schottky contact is in the range of
0.7−0.8 eV [15]. The width of the space charge region
(SCR) is LSCR = 0.3 µm, which is smaller than the effec-
tive light-absorption depth for GaAs. For this reason,
the influence of recombination in the SCR on the pho-
tovoltage amplitude is slight compared to that of the
bulk recombination. The transition layer contribution to
the photovoltage in the wavelength range of
0.84−0.87 µm is also undetectable (Fig. 2). Its influ-
ence on the spectral characteristics manifests itself at
wavelengths λ > 0.87 µm (hν < 1.42 eV) only. Here, the
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Fig. 4. Spectral characteristics of the transverse photovolt-
age for the Au–TiB2–GaAs samples measured under illumi-
nation from the substrate side: (1) starting (unannealed)
sample; (2), (3), and (4) samples annealed at T = 400, 600,
and 800°C, respectively.
fundamental absorption for GaAs is reduced and the rel-
ative contribution of the photovoltage, which is formed
in the transition layer, correspondingly increases.

5. Spectral characteristics of the transverse photo-
voltage, which were measured for the Au–TiB2–GaAs
structure on illumination of the samples from the GaAs
side, are shown in Fig. 4. Curve 1 corresponds to start-
ing (unannealed) samples, and curves 2–4 correspond
to the samples annealed at T = 400, 600, and 800°C,
respectively. A clearly defined peak was observed in
curves 1–3 in the vicinity of λ = 0.9 µm (hν = 1.38 eV).
At T = 800°C (curve 4), this peak is shifted to λ =
0.925 µm (hν = 1.34 eV) and its height decreases.
Compared to the TiB2–GaAs structure (Fig. 2), two
clearly defined special features are observed in the
spectral characteristics. First, photovoltage peaks in the
spectral characteristics of the starting sample and the
samples annealed at T = 400 and 600°C are located in
the vicinity of the same wavelength λ = 0.9 µm. Sec-
ond, the peak is shifted to the longer wavelengths.

Spectral characteristics of the Au–TiB2–GaAs struc-
ture that were measured on illumination from the Au–
TiB2 film side are shown in Fig. 5. Their shape resem-
bles analogous characteristics for the TiB2–GaAs struc-
ture. However, no absorption edge shift is observed for
the unannealed sample or samples annealed at T = 400
and 600°C (curves 1–3). Annealing at T = 800°C
changes the spectral characteristics. In contrast to
curves 1–3 (Fig. 3), no flat portion was observed in the
spectral characteristic for the wavelength range of
0.84–0.87 µm on illumination from the Au–TiB2 film
side (Fig. 5, curve 4). A peak of small height is
observed in the vicinity of λ = 0.91 µm. The photovolt-
age amplitude, which corresponds to curve 4 in Fig. 4,
is increased by a factor of four compared to the experi-
mental data.

6. When comparing the spectral characteristics of
the transverse photovoltage, which were measured for
the TiB2–GaAs samples (Fig. 2) and Au–TiB2–GaAs
samples (Fig. 4), the following distinctions should be
noted. First, as it was mentioned above, the photovolt-
age peak for the starting Au–TiB2–GaAs sample is
shifted to the longer wavelengths compared to the peak
in the spectral characteristic for an analogous sample of
the TiB2–GaAs structure. Second, the peak shift and
broadening for the Au–TiB2–GaAs structures occurs at
a higher annealing temperature (Figs. 3, 4).

Spectral characteristics for the Au–TiB2–GaAs
structures, which were measured on illumination from
the Au–TiB2 film side (Fig. 5), also resemble analogous
curves obtained for the TiB2–GaAs structures (Fig. 3).
However, the absorption edge shift with an increase in
annealing temperature is apparently not observed.

It follows from the analysis of the spectral charac-
teristics of the transverse photovoltage that a transition
layer also exists in the Au–TiB2–GaAs structures. This
SEMICONDUCTORS      Vol. 35      No. 4      2001
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is also confirmed by the photovoltage peak shift to the
longer wavelengths.

Nonuniformity of the band bending, which is usu-
ally observed for Schottky contacts [16], does not affect
the characteristics of the photovoltage measured. This
follows from the fact that no variations were experi-
mentally observed in spectral characteristics of the
sample exposed to additional unmodulated illumina-
tion, although this should lead to a decrease in both the
initial band bending and its relative nonuniformity
along the interface.

It is also of interest that the photovoltage spectral
characteristics that were measured on illumination of
the samples from the side of the TiB2 and Au–TiB2
films have no specific features at a large light absorp-
tion coefficient α = 4 × 104 cm–1 (λ = 0.64 µm, hν =
1.94 eV), in which case the nonequilibrium-carrier gen-
eration occurs at the interface of the structures under
investigation (Figs. 3, 5). This indicates that the inter-
face formed between the metal and semiconductor is
not destroyed at annealing temperatures of 400 and
600°C, and the recombination rate for nonequilibrium
charge carriers does not vary in this region.

7. It follows from the above results and their analy-
sis that the structures investigated consist of the TiB2 or
Au–TiB2 film, a transition layer, and the GaAs layer.

The transition layer is a layer of certain thickness in
which the distinctions from the starting material in dop-
ing level and recombination parameters are clearly
observed.

This transition layer may be not only a semiconduc-
tor with the doping level [17, 18] and conductivity type
[2] changed, but also a solid solution with the band gap
increased [13] or decreased in relation to the starting
material (GaAs). The variation in the conditions of the
current flow through the contact is primarily deter-
mined by the changed concentration of equilibrium car-
riers and recombination parameters for the transition
region, as well as by the degree of uniformity of the car-
rier distribution for this region.

The generation of photovoltage was experimentally
observed for TiB2–GaAs structures at a photon energy
lower than the GaAs band gap (Figs. 2, 3). This is pos-
sible if the tails of the density of states that manifest
themselves in doped semiconductors exist in the con-
duction and valence bands [19]. An increase in the
GaAs doping level to 1017–1018 cm–3 leads to the
absorption band shift to the longer wavelengths [20].
We may assume that the transition layer comprises the
boron-doped region adjoining the interface between the
TiB2 film and GaAs. Boron is the acceptor impurity in
GaAs, and the transition layer can be of the p-type con-
duction depending on the B concentration [2].

The photovoltage generation in the TiB2–GaAs
structure on absorption of photons with energies lower
than the GaAs band gap demonstrates that the transi-
tion layer, which is much thinner compared to the
Debye screening length (LD = 400 Å at n = 1016 cm–3),
SEMICONDUCTORS      Vol. 35      No. 4      2001
forms already during the stage of formation of this
structure. Thermal annealing leads to an increase in both
the thickness and doping level of the transition layer.

For the Au–TiB2–GaAs structure, Au atoms diffuse
into the GaAs near-contact region during the structure
formation. Gold is also an acceptor impurity [21] which
can compensate the starting doping impurity in GaAs.
The energies of photovoltage peaks in Fig. 3 (curves 1–3)
indicate that a decrease in the band gap due to the
appearance of the tails in the density of states corre-
sponds to Au concentration in the transition region of
1017–1018 cm–3.

Diffusion of B atoms and impurity gettering in the
near-contact region of the GaAs lattice occurs against
the background of the extended transition layer, which
is already formed by Au atoms during the formation of
the structure. For the Au–GaAs structure, this layer is
several hundred angströms thick [18, 22]. It is clear that
the existence of the TiB2 film should impede the diffu-
sion of Au atoms into the GaAs lattice. However, the
peak in the spectral characteristics for the Au–TiB2–
GaAs structures does not shift after annealing at T =
400 and 600°C (Fig. 2, curves 1–3) compared to the
peak for the unannealed sample. This points to the for-
mation of the Au-doped layer, which is tolerant to
annealing. For this reason, annealing at T = 400 and
600°C only slightly affects the doping level of the tran-
sition region. Accordingly, no changes in position of
the peaks in curves 1–3 (Fig. 4) of the photovoltage
spectral characteristics are observed. The variation in
the photovoltage peak position is observed only at T =
800°C (Fig. 4, curve 4), which reflects an increase in
the doping level of the transition region.

It is noteworthy that the layer formed by Au atoms
is naturally absent in the TiB2–GaAs structures. The
formation of the transition region is due to doping with
B atoms. For this reason, the variation in the level of the

1.30 1.40
Photon energy, eV

0

20

40

60

80

Photovoltage, µV

1

2
3

4

100

1.35 1.45

×4

Fig. 5. Spectral characteristics of the transverse photovolt-
age for the Au–TiB2–GaAs samples measured under illumi-
nation from the Au–TiB2 film side. Curves 1–4 demonstrate
the data for the same samples as in Fig. 4.
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transition-layer doping with B atoms during annealing
leads to the steady shift of the peak to longer wave-
lengths (Fig. 2, curves 1–3) up to the point of disap-
pearance.

Investigations of luminescence for the TiB2–GaAs
and TiN–GaAs structures demonstrated the existence
of the transition layer. It is the authors’ opinion that the
layer comprises a solid solution with the band gap
increased in reference to GaAs [13].

This discrepancy with the results given above can be
related to a highly nonequilibrium technology of fabri-
cation of the Schottky contacts investigated. For this
reason, the variation in the technological conditions
and subsequent annealing leads to the formation of
transition layers of different nature.

8. The above experimental results allowed us to
make the following conclusions.

The specific features of the spectral characteristics
of the transverse bulk photovoltage point to the appear-
ance of the B-doped semiconductor transition layer at
the interface of the TiB2–GaAs Schottky contacts dur-
ing their formation.

The transition layer in the Au–TiB2–GaAs structure
is formed primarily due to doping with Au atoms.

Due to the formation of the stable Au-doped transi-
tion layer in the Au–TiB2–GaAs structure, the change
of the layer doping level and thickness as a result of
thermal annealing occurs at higher temperatures com-
pared to the TiB2–GaAs structure.

An increase in the doping level of the transition
layer up to 1017–1018 cm–3 leads to the formation of tails
in the density of states. Because of this, the electron–
hole pairs in the semiconductor structures can be gen-
erated at the photon energy of the exciting light lower
compared to the GaAs band gap.

The measurements of the spectral characteristics of
the transverse bulk photovoltage allowed us to con-
clude that the mechanism of formation of the transition
layer for Schottky contacts of different types during
their thermal annealing is different.
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Abstract—A narrow peak at the leading edge of the current pulse was found in samples of
p-GaAs/Al0.3Ga0.7As structures subjected to a high electric field. An analysis of the shape and height of the peak
as a function of the electric field, as well as the field redistribution along the sample, allows us to conclude that
domain instability exists under these conditions. It is also shown that the energy of holes heated in moderate
electric fields can significantly exceed the optical phonon energy. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The aim of studying the hot holes in 2D structures is
to produce an inverse hole distribution. Recently, a
number of publications have been devoted to this prob-
lem ([1, 2], for example) in which the possibility of
generating far-infrared radiation is discussed. At the
same time, problems of lateral transport of hot holes in
2D structures in connection with various effects such as
the Gunn effect [1, 3] and the negative magnetoresis-
tance of hot holes [3] are also discussed.

In this paper, we consider lateral transport of hot
holes in the modulation-doped multiple-quantum-well
GaAs/Al0.3Ga0.7As-based structures separated by
impermeable barriers.

EXPERIMENTAL

The quantum wells (QWs) are 40, 20, and 17 nm in
width, and the barrier width varies from 16 to 24 nm.
Each structure consists of ten QWs doped with beryl-
lium in the middle of the barrier (the layer has a thick-
ness of 4 nm) to a concentration of 2 × 1018 cm–3. Such
a high level of doping causes the band edges to bend
both in barriers and in QWs, and an actual band dia-
gram is similar to the diagram shown in Fig. 1. In this
case, at least one quantum level with an energy of
10 meV appears in “pockets” in the QWs. This level is
occupied by holes, the degeneracy energy of which is
approximately 6 meV. At the same time, QWs also
appear in the barriers, and elementary calculations show
that only one quantum level can exist in these QWs.
Strip ohmic contacts to the samples 5 × 5 mm in size
were formed by firing evaporated Au with 3% Zn as a
doping impurity. These contacts provided linear
current–voltage characteristics near the bias voltage
1063-7826/01/3504- $21.00 © 20433
V  0. The distance between contacts in the [110]
direction is 2 mm. Some probe measurements were per-
formed on the samples in which the distance between
contacts was 8 mm. An electric-field pulse with a
3 µs duration was applied to the samples. The leading-
edge time of a pulse did not exceed 30 ns. Measure-
ments were performed at sample temperatures of
4.2 and 77 K as well as in the temperature range of
77−200 K.

RESULTS

In fairly weak electric fields that induce heating, the
current pulse shape replicates the voltage pulse shape,
and, as the voltage increases, a narrow peak appears at
a certain voltage at the leading edge of the current
pulse. The height of this peak sublinearly increases
with voltage. The other part of the current pulse a pla-
teau also increases in magnitude with voltage but much
more slowly. A typical picture of current kinetics with
a peak is shown in Fig. 2a. It can be seen from Fig. 3
that the half-width of the peak decreases as voltage
increases. Dependences of the currents at the peak and
at the pulse plateau on an electric field are also shown
in Fig. 3. For most of the samples, the current kinetics
is similar to that shown in Fig. 2a. However, in many
samples, current oscillations similar to oscillations in
Fig. 2b are observed. As can be seen, the oscillation fre-
quency increases as the electric field increases, though
the effect is rather small. It should be noted that this
phenomenon is more pronounced only at rather low
temperatures when the thermal energy kT is much
less  than the energy gap between the lower quantum
level and the Al0.3Ga0.7As band edge. At room temper-
ature, oscillations are not observed. This phenomenon
is also not observed in quantum-confined structures
001 MAIK “Nauka/Interperiodica”
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based on other materials (for example, in an
In0.14Ga0.86As/Al0.25Ga0.75As structure) in which the
band offset is much larger than in the
GaAs/Al0.3Ga0.7As structure.
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Fig. 1. Schematic representation of the band edge bending
of the 20-nm width QW.

Fig. 2. (a) Shape of the current pulse in the sample of the
2-524 structure. Width of the QW is 17 nm, electric field E =
1 kV/cm, temperature T = 77 K, and the peak half-width is
equal 125 ns. (b) Damped current oscillations in 4-353 sam-
ple subjected to electric fields with strengths of (1) 700,
(2) 1000, and (3) 1500 V/cm.

Fig. 3. The current dependence on electric field: (1) at the
current peak and (2) at the plateau of the current pulse.
Dependences of (3) the domain formation time and (4) the
domain formation rate on the electric field for sample 2-524.
The QW width is 17 nm, T = 4.2 K.
DISCUSSION

It is reasonable to explain the results obtained by the
domain instability, which is characterized by the fol-
lowing features. A high electric field applied along the
quantum-confined layers at low temperatures causes
significant heating of holes whose mobility is high due
to modulation doping of the structure. Hot holes
located originally in the GaAs QWs can acquire an
energy equal to the band edge energy of Al0.3Ga0.7As
and can diffuse into the QWs located in barriers where
the hole mobility is significantly lower than in the
GaAs QWs due to a strong impurity scattering. As a
result, spatial separation of holes with high and low
mobilities creates the necessary conditions for the
Gunn effect to occur. Such a situation was discussed in
[1] using as an example the InGaAs/GaAs structure, in
which, however, the energy gap between the first quan-
tum level of the InGaAs QW and the GaAs band edge
is much less than in a GaAs/Al0.3Ga0.7As system. As
mobility decreases with increasing electric field, a
high-field and low-mobility domain can appear, which
will determine the sample current. In the course of
domain formation, the current of the high-mobility
holes in a homogeneous sample decreases, which man-
ifests itself in a narrow peak at the leading edge of the
current pulse. A single peak at the onset of the current
pulse is indicative of the existence of a static domain.
Nonuniform field distribution between the sample con-
tacts measured by a probe is evidence that the domain
exists. This nonuniformity arises simultaneously with
the current peak. It turns out that this strong-field region
is adjacent to the cathode. It should be noted that, in
p-type samples, the location of a static domain near the
cathode was previously observed in uniaxially stressed
germanium [4]. Current oscillations are evidence that a
mobile-domain exists. The small variation in the oscil-
lation frequency is related to rather low differential
conductivity in the leveling-off region of the peak cur-
rent. It is easy to understand that the peak height char-
acterizes the current of all free holes (corresponding to
the concentration of doping impurity Na) in the GaAs
QWs when the electric field in the sample is homoge-
neous. The current pulse magnitude at the plateau is
governed by the domain conduction and by its electric
field. As the voltage applied to the sample increases, the
domain increases in size, but its field changes only
slightly. Due to this factor, the current increases insig-
nificantly. In previous studies of hot holes in 2D struc-
tures [5], in which the time of the leading edge of the
voltage pulse was much longer, the current peak at the
leading edge was not observed. A rather small current
increase with increasing electric field was explained by
strong streaming in the case of scattering of hot holes
by optical phonons.

Features of the temperature dependence of the cur-
rents at the peak and at the plateau (see Fig. 4) confirm
the assumption that the high-field and low-mobility
domain which determines the current through the sam-
SEMICONDUCTORS      Vol. 35      No. 4      2001
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ple is formed due to the transfer of hot holes from the
GaAs QWs to the Al0.3Ga0.7As barrier QWs. It is possi-
ble to explain a decrease in the peak current with tem-
perature by a decrease in mobility of the high-mobility
holes in the GaAs QWs due to scattering by acoustic
phonons; at the same time, a certain increase in the pla-
teau current at temperatures slightly higher than 77 K
can be explained by an increase in the hole mobility in
the domain in the case of impurity scattering.

The domain-formation time considered for the clas-
sical case can be approximately expressed, according to
[6], as τ = 3.5/µ1Em, where µ1 is the charge-carrier
mobility in the lower valley (electrons in the case of
GaAs) and Em is the electric field in a homogeneous
sample. In other words, product µ1Em is the carrier drift
velocity in a homogeneous sample. In the case of a
2D p-GaAs/Al0.3Ga0.7As structure, the hole drift veloc-
ity in a homogeneous sample and its dependence on the
electric field are characterized by the current peak and
by its dependence on the electric field. The rate of the
domain formation should be proportional to the hole
drift velocity. In fact, the electric field reciprocal value
of the domain formation time displayed in Fig. 3
(curve 4) is very similar to the dependence of the peak
current on the electric field, i.e., on the drift velocity.
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Fig. 4. The temperature dependences of (1) the peak current
and (2) the plateau current for sample 2-524. Electric-field
strength equals to 3 kV/cm.
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This result again confirms the validity of the domain-
instability model in the experiments described above.

CONCLUSION
The main results of this study are as follows:
(1) Static domain formation in p-GaAs/Al0.3Ga0.7As

structures makes the main contribution to current level-
ing-off in high electric fields. Optical phonon scattering
yields a more gradual approach of the current–voltage
characteristic to saturation in much higher electric
fields.

(2) Due to heating of “2D holes” in moderately
strong electric fields, their energy in the
GaAs/Al0.3Ga0.7As structure may be higher than dou-
bled energy of an optical phonon for the majority of
holes. Due to this factor, hole transfer to the QWs in
barriers becomes probable.
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Abstract—Special features of the percolation transition in quasi-two-dimensional (quasi-2D) electron systems
(metal–nitride–oxide–semiconductor structures with n-type inversion channels) with a strong fluctuation poten-
tial (FP) and a gate length smaller than the correlation radius of a percolation cluster (in which case the structure
conductance is controlled by isolated saddle-point regions of the FP) are considered. Experimentally measured
dependences of the conductance on the field-electrode potential and the temperature are analyzed in the context
of the Landauer–Büttiker formalism. Energy parameters of the FP saddle-point regions and effective density of
electron states (Nss ∝  m/π"2) near the percolation level are determined from the experimental data. Consistency
between the experimental results and the proposed statistical model of the formation of FP saddle-point regions in
quasi-2D systems is demonstrated. It is shown that saddles transform into potential troughs extended in the direc-
tion of the percolation route as the percolation trough is approached. © 2001 MAIK “Nauka/Interperiodica”.
Quasi-two-dimensional (quasi-2D) electron sys-
tems existing in metal–insulator–semiconductor struc-
tures [1], which are widely used both in applications as
field-effect transistors (FETs) [2, 3] and in fundamental
studies of the metal–insulator transition [4], are inher-
ently disordered [5]. Due to the advances of modern
technology, disorder effects are usually related to the
presence of built-in charges located at impurities in the
doped layers or at traps (defects) in the gate insulator,
rather than to the structure nonuniforminty. Under dif-
ferent experimental conditions determined by the tem-
perature and the potential of the field electrode (the
gate), these effects show up in different ways and to a
variable extent.

The statistical ensemble of built-in charges induces
a chaotic potential relief and a fluctuation potential (FP)
at the location of the quasi-2D electron channel [6].
When the fluctuation amplitude exceeds the typical
energy of quasi-2D electrons, specific features in the
electron transport are observed [7]. In modern FETs,
the density of impurities amounts to ~1013 cm–2. At
these densities of chaotically arranged built-in charges,
the FP amplitude may be as large as ~ 100 meV [6], and
it is the FP that begins to control the electron transport
in semiconductor systems important for microelectron-
ics. This factor also makes the issue of the FP effect on
conduction in quasi-2D systems near the percolation
1063-7826/01/3504- $21.00 © 20436
metal–insulator transition interesting from a funda-
mental point of view.

Spatial redistribution of quasi-2D electrons caused
by the FP is accompanied by their localization in the
wells of the chaotic potential relief [6] and results in a
dramatic change in the nature of electron transport:
under these conditions, percolation conduction takes
place [7], which proceeds by electron transitions
between the potential wells separated by the FP saddle
points. These saddle-point regions, acting as ballistic
quantum contacts between the wells [8], control the
properties of quasi-2D systems even at relatively high
temperatures. However, the view of the FP as smoothly
varying [6] leads to the conclusion that the characteris-
tic spatial scale (correlation radius [7]) of the percola-
tion cluster is macroscopic.

A promising class of objects for investigating disor-
der effects in quasi-2D systems is represented by sili-
con metal–nitride–oxide–semiconductor (MNOS)
structures [2] in which the FP is primarily determined
by the charge state of traps in the region of the SiO2–
Si3N4 interface [9]. The density of the charged traps nt
can be varied in the range of 1011–1013 cm–2 by con-
trolled electron injection from silicon, which occurs at
increased field-electrode voltages (~30 V) (see [2]).
This enables one to study the electron transport in a
wide range of FP amplitudes.
001 MAIK “Nauka/Interperiodica”
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It was shown in recent studies [9–11] that the con-
ductance G of Si-MNOS structures with an n-type
inversion channel becomes percolation-controlled as
the gate potential Vg is lowered. This is accompanied by
the disappearance of the Hall effect as the channel con-
ductivity falls below the threshold value, about e2/h (see
Fig. 1a). For low Vg, fluctuations of the voltage Vy

between the Hall probes were observed (see Fig. 1b),
which makes it possible to evaluate the characteristic
cell size of the percolation cluster, or, in other words, its
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Fig. 1. (a) Hall mobility as a function of the channel conduc-
tivity at 77 K. (b) Dependence of Vy / Ex on Vg (here, Ex is
the longitudinal electric field, and Vy is the voltage between
the Hall probes). Curves 1 and 2, recorded in a magnetic
field of 1 T, correspond to the two opposite field directions;
deviation between them at Vg ≥ 3.5 V is due to the Hall

effect for σ(Vg) ≥ e2/h. An increase in the asymmetry volt-
age between the Hall probes at Vg ≤ 3.5 V is evidence of the
transition to the percolation conduction mode with a typical
scale for the cluster correlation radius Lc ~ Vy/Ex [10, 11].
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correlation radius Lc, by the method proposed in [10];
the value thus obtained approaches ~ 10 µm. The origin
of these fluctuations is related to the electrical asymme-
try between the Hall contacts, which exists (even for a
pair of contacts whose locations are perfectly matched
geometrically) due to the stochastic nature of the perco-
lation cluster and results in the appearance of an asym-
metry voltage on the order of Vy ~ LcEx, where Ex is the
longitudinal electric field. The value of the asymmetry
voltage depends on the specific form of the percolation
cluster and varies when the latter is changed with vary-
ing Vg, which leads to fluctuations in Vy . This effect is
described in [10, 11] and represents one of the incoher-
ent mesoscopic phenomena [12, 13], which manifest
themselves when the length scale characterizing the
experimental conditions becomes comparable to Lc.
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Fig. 2. Field-effect curves for the MNOS transistor struc-
tures with a “long” and a “short” channel (dotted and solid
lines, respectively) at (a) 77 and (b) 300 K; nt ≈ (1, 2) 2.5 ×
1012, (3) 4.5 × 1012, (4) 5.3 × 1012, and (5) 6.5 × 1012 cm–2.
The conductance of a “long” transistor is adjusted to the
geometry of a “short” one.
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Here, we consider this effect only to obtain an estimate
of the correlation radius.

Since the estimated value of the correlation radius is
as large as ~ 10 µm, it is possible to fabricate Si-MNOS
structures with the gate length L ≤ Lc, where mesoscopic
effects can be observed. If, in addition, the gate width
W @ L, the conductance of such a FET structure is
known to be controlled by individual percolation routes
of anomalously low resistance, which shunt the source–
drain gap (see [12, 13]). In turn, the conductance of
these percolation routes is determined by the segments
with the highest resistance, i.e., in our case, by isolated
FP saddle-point regions across the sample [11]. It is
possible that electron transport through these regions
proceeds in the quantum ballistic mode. In this case,
features typical of quantum quasi-one-dimensional
(quasi-1D) systems are observed in the conductance. In
other words, due to incoherent mesoscopic effects
(L < Lc), a single quantum-sized region that controls
the quantum nature of the conductance of the entire
sample is self-selected. Mesoscopic features in the con-
ductance of macroscopic samples, such as the appear-
ance of quasi-plateau regions with typical values G ~
2e2/h in the G(Vg) curves, were observed experimen-
tally at temperatures from 77 to 300 K in the following
types of transistor structures with a short channel (L <
Lc) [9]: Si-MNOS structures (L = 5 µm, W = 50 µm)
(Fig. 2); GaAs metal–semiconductor FETs (L =
0.8 µm, W = 200 µm); GaAs–AlGaAs high electron
mobility transistors with a thin (3 nm) spacer (L =
0.6 µm, W = 60 µm); etc.
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Fig. 3. Experimental field-effect curves for a short-channel
MNOS structure in the temperature range of 4.2–120 K.
In this paper, using Si-MNOS structures with an
extremely high built-in charge density (limited by the
breakdown voltage of the gate insulator [2]) as an
example, we report the results of studying mesoscopic
(in terms of [12], i.e., L ≤ Lc ! W) quasi-2D systems
under the conditions of a percolation metal–insulator
transition. As in [9, 11], the structures have an n-type
inversion channel of length 5 and width 50 µm and a
gate insulator with SiO2 and Si3N4 layer thicknesses of
2.5 and 35 nm, respectively. In an effort to investigate
electron transport in disordered systems near the perco-
lation threshold, the structure conductance G was mea-
sured as a function of the gate potential Vg at different
temperatures from 4.2 to 300 K. Experimental details
are reported in [9, 14].

Dependences of G on the gate potential Vg plotted in
Fig. 3 reflect the formation of an inversion channel
under conditions of strong disorder for a built-in charge
density (which induces the FP) of nt ≈ 1.6 × 1013 cm–2.
For low gate potentials (Vg < 5 V), an exponential
increase in G with both Vg and T is observed, which is
typical of such systems when the Fermi level εf is below
the percolation level [1, 5]. In the range of 5 V < Vg <
10 V, the dependence of G on Vg becomes weaker, and
the quasi-plateau is observed. It should be noted that, at
low temperatures (T ≤ 20 K), the conductance virtually
is independent of temperature in the quasi-plateau
region, which is evidence of the tunneling mechanism
for electron transport. The behavior of the dependences
G(Vg, T) for Vg exceeding 10 V, which is the value cor-
responding to the isotherm crossing at G ~ e2/h, is typical
of the quasi-2D electron systems under the conditions
of electron screening of the fluctuations [1].

Next, let us analyze, in the context of percolation
transition [7] involving FP saddle-point regions [8], the
main features in the dependence of G on Vg and T for
the mesoscopic systems under consideration. In con-
trast to [8], finite tunneling transparency of saddle-
point regions for the Fermi energies below the saddle-
point level are taken into account. As previously
[9, 11], we assume that the conductance of the structure
(with L ≤ Lc ! W) is controlled by the highest resistivity
segment of the lowest resistivity percolation route, i.e.,
in our case, by a single saddle-point region of the FP.
Following [15], we use the parabolic saddle point
approximation for the electron potential energy in this
region:

(1)

Here, Vs is the potential at the saddle point (which coin-
cides with the classical percolation level); m is the
charge carrier (electron) effective mass; and ωx and ωy

are the parameters characterizing the potential curva-
ture in the direction of electron motion and in the trans-
verse direction, respectively.

V x y,( ) Vs

mωx
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2
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At zero temperature, the transparency t(εf) of the
saddle-point region is given by the sum of the contribu-
tions tn(εf) from quasi-1D channels corresponding to
the energies Vs + "ωy(n + 1/2) (n = 0, 1, 2,…); i.e., we
have

(2)

which results in the following dependence of the con-
ductance on the Fermi energy:

(3)

If "ωx/2π ! "ωy (e.g., in the case of "ωx ~ "ωy and εf –
Vs ≤ "ωy/2), only the first term (n = 0) in the sum can be
retained:

(4)

Expressions (3) and (4) describe electron transport
through an FP saddle-point region; in particular, they
predict an exponential dependence G(εf) for εf – Vs < 0.
It can be seen that, for "ωx, "ωy @ kT, the saddle-point
conductance given by (3) and (4) (which determines the
conductance of the entire structure) acquires quantum
quasi-1D features. If εf – Vs > 0 and "ωx ! "ωy , the
function G(εf) has a characteristic shape with steps at
multiples of 2e2/h. In another situation of "ωx ≈ "ωy ,
which is expected to be the case for the saddle-point
regions of the FP considered (see below), the function
G(εf) has only inflection points (maxima and minima of
the derivative ∂G/∂εf) at values of G that are multiples
of e2/h (see Figs. 4, 5).

The saddle-point conductivity at finite temperatures
is calculated following the formalism developed in [16]:

(5)

Here, F is the Fermi–Dirac distribution function.
The dependences G(εf) calculated for finite temper-

atures in the case of symmetric parabolic saddle-shape
potential ("ωx = "ωy) are plotted in Fig. 4. Tempera-
ture-independent points, where conductance equals
G0(1/2 + n) (where n = 0, 1,…), are evident in the
curves. The derivative ∂G/∂εf(G) has maxima at these
points. It can be seen that, for kT ! "ωx/2π, the conduc-
tance becomes virtually independent of the tempera-
ture.

Under the same conditions, the derivative ∂G/∂εf as
a function of G and the temperature dependence of the
reciprocal value of the derivative maximum at G = e2/h
were calculated; the results are shown in Figs. 5a and
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,

G ε f( ) 2e2

h
--------t ε f( ) 2e2

h
-------- tn ε f( ).∑= =
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h
--------t0=

=  
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h
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ε f "ωy/2 )– Vs–
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----------------------------------------– 
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5b, respectively. The calculations indicate that, for 0 ≤
kT/"ωx ≤ 1, the value of (∂G/∂εf)–1 at G = e2/h depends
linearly on the temperature and can be approximated by
the following expression:

(6)

In other words, if the line describing the dependence of
(∂G/∂εf)–1 on kT is extended to cross the abscissa axis,
the length of the axis portion from the origin to the
intersection point is equal to "ωx/π. This makes it pos-
sible to obtain an estimate for "ωx.

Expressions (5) and (6) can be used to predict the
behavior of the experimentally measured curves G(Vg),
in particular, the existence of an extremum of the deriv-
ative ∂G/∂Vg at G ≈ e2/h (see Fig. 6a). Indeed, an incre-
ment in the quasi-2D electron density ∂ns at the semi-
conductor surface, resulting from an increase in the
field-electrode potential ∂Vg, can be related to a change
∂εf in the Fermi energy in the following way:

(7a)

Here, C is the gate-insulator capacitance and Nss is the
effective density of electron states near the semicon-

∂G
∂ε f
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Fig. 6. Temperature characteristics of the derivative ∂G/∂Vg
obtained from the data shown in Fig. 3.
ductor–insulator interface. Thus, it can be concluded
from (6) and (7a) that the derivative ∂G/∂Vg(G) of the
experimentally measured field-effect curves

(7b)

should have an extremum in the vicinity of G ~ e2/h
whose temperature dependence can be used to obtain
an estimate for "ωx (see Fig. 6b). It should be taken into
account that the value G = e2/h corresponds to a fixed
position of the Fermi level (independent of temperature
for kT ! "ωx/2π), determined from εf – Vs = "ωy/2,
which follows from (4) and can be seen in the curves in
Fig. 4.

The derivatives ∂G/∂Vg of the experimentally mea-
sured G(Vg) curves are plotted against G in Fig. 6a. As
expected (cf. Figs. 5a and 6a), ∂G/∂Vg has an extremum
in the vicinity of G ≈ e2/h. It is demonstrated below that
the shift of the extremum to values of G smaller than
e2/h is caused, in particular, by the energy dependence
of the density of fluctuation states and, more precisely,
by an increase in Nss with εf [6] (i.e., with G). According
to (6) and (7b), at low temperatures, the value of
(∂G/∂Vg)–1 at G = e2/h depends linearly on the temper-
ature (Fig. 6b). Extrapolating the temperature depen-
dence of (∂G/∂Vg)–1 to the intersection with the hori-
zontal axis, the estimate we obtain is "ωx ≈ 100 meV.

Let us consider the factors that control the behavior
of the experimentally obtained plots ∂G/∂Vg vs. G and
their deviation from the calculated ∂G/∂εf  dependences.
These factors are the effective density Nss of fluctuation
electron states at the semiconductor–insulator interface
in the percolation-transition region (which is inaccessi-
ble for investigation by classical spectroscopic tech-
niques, i.e., by equilibrium C–V methods and relax-
ational ones, such as DLTS [17]) and the parameter
"ωx, which can vary with εf due to the deviation of the
shape of the saddle-type potential from the parabolic
one.

In the low-temperature region (kT ! "ωx/2π), the
derivative ∂G/∂εf can be expressed, according to (4), as

(8)

which enables one to determine the dependence of
∂G/∂εf on G, once the dependence of "ωx on εf (or Vg)
is known. Using Eq. (7b), one can compare the depen-
dence of ∂G/∂εf obtained using Eq. (8) with the experi-
mental data for ∂G/∂Vg. Furthermore, the parameters
Nss and "ωx can be related to the experimentally mea-
sured quantities G and Vg by

(9)
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In Fig. 7, the product "ωxNss (which stands on the
left-hand side of (9)) normalized to the density of states
in a 2D channel D = 2m/π"2 is plotted as a function of
G. The displayed curves were obtained at 4.2 and 10 K;
this is within the temperature range in which, as it was
noted above (see Fig. 3), the conductance is virtually
independent of the temperature for the gate voltages
corresponding to the Fermi level above the classical
percolation level (roughly, εf > Vs). The range of Vg

where this condition is satisfied corresponds to the pla-
teau region in the G(Vg) curves, and it is this range that
is of interest to us in this study. In Fig. 7, one can clearly
see the range of Vg bounded from below, where experi-
mental point arrangement is independent of the temper-
ature; obviously, this range corresponds to G ≥
0.05(2e2/h). The latter estimate is consistent with those
derived from (4). Analysis of the temperature depen-
dence of G(Vg) for smaller G will be the subject of a
separate study to be carried out later.

The data represented in Fig. 7 indicate that under
strong band bending (i.e., when the Fermi energy is
considerably higher than the percolation level: εf – Vs ~
"ωy/2 and G ~ e2/h), the quantity "ωxNss/D is nearly
constant, and its value agrees well with the estimate
"ωx ≈ 100 meV, which is obtained from the experimen-
tal temperature dependence of the derivative ∂G/∂Vg

(see Fig. 6b). This means that when the Fermi energy
εf – Vs ≈ "ωy/2, the effective density Nss of electron
states is close to the value D = 2m/π"2. However, when
G (i.e., εf) decreases (with decreasing Vg), the function
"ωxNss/D drops sharply, which can be related to a
decrease in both Nss and "ωx. It is known [6, 18] that
from its value at ε @ Vs (which is about D), the density
of fluctuation states falls off exponentially towards the
middle of the semiconductor band gap. It is also known
[18] that the density of states in 2D systems at the per-
colation level (i.e., for εf = Vs) is reduced by about a fac-
tor of two compared to its value for the case εf – Vs ≥
"ωy/2; i.e., it equals ~D/2. According to (4), the con-
ductance is then equal to G = (2e2/h)exp(–πωy/ωx) ≈
(2e2/h)exp(–π) for "ωy ≈ "ωx. Meanwhile, it can be
seen from the experimental data (Fig. 7) that in the
range of G from (2e2/h)exp(–π) to e2/h, the function
"ωxNss drops more steeply, almost by an order of mag-
nitude; this is evidence that the parameter "ωx

decreases sharply with decreasing Fermi energy in the
range Vs ≤ εf ≤ Vs + "ωy/2.

Such behavior of the parameter "ωx can be under-
stood in the context of the following simple physical
picture. Under high gate potentials corresponding to
the condition εf ≈ "ωy/2 + Vs, the bottleneck region of
the FP, which determines the system conductance, is
shaped as a single saddle point with the parameters
"ωy ≈ "ωx. On the other hand, near the percolation level
(εf ≤ Vs), the potential relief profile has a markedly dif-
ferent shape: the bottleneck is formed by a set of saddle
SEMICONDUCTORS      Vol. 35      No. 4      2001
points connected in a series. Such a relief should actu-
ally be considered as a potential trough extended in the
direction of electron motion, rather than a symmetric
saddle point. This manifests itself in a decrease in the
parameter "ωx from ~ 100 to ~ 20 meV (Fig. 7). Taking
into account that in the Vg range corresponding to
(2e2/h)exp(–π) < G < e2/h the conductance becomes
temperature-independent at T ! Tm = "ωx/2π and
assuming that "ωx = 20 meV, we obtain an estimate
Tm ≈ 30 K, which agrees with the experimental data.

Analyzing the experimental curves G(Vg), we can
also obtain an estimate for the parameter "ωy . For this
purpose, let us use expressions (4) and (7a), which
relate G and Vg to εf . It has already been noted above
that the values of the Fermi energy determined by εf –
Vs = "ωy/2 and εf – Vs = 0 correspond, respectively, to
the values of the conductance G = e2/h and
(2e2/h)exp(−πωy/ωx) ≈ (2e2/h)exp(–π) (for "ωy ≈ "ωx).
Consequently, the Fermi energy changes by δεf = "ωy/2
as G varies in the indicated range. According to (7a),
such change in the Fermi energy corresponds to a
change in the gate potential δVg = δεf e〈Nss〉/C, where
〈Nss〉  is the density of electron states averaged over the
energy range 0 ≤ εf – Vs ≤ "ωy/2. Thus, "ωy ≈
CδVg/e〈Nss〉 . Taking into account that, in this energy
range, Nss varies between D/2 and D [6, 18], which
means that D/2 ≤ 〈Nss〉  ≤ D, we find that 2CδVg/eD ≤
"ωy ≤ 4CδVg/eD.

.............................................................................

4.2 K

10 K

0.50.40.30.20.10

10

100

"ωx Nss/D, meV

G/(2 × e2/h)

Fig. 7. Dependence of the parameter "ωxNss/D on G in the
low-temperature region (4.2–10 K).
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Calculations relying on the low-temperature (T ≤
10 K) part of the data presented in Fig. 3 yield an esti-
mate 70 meV ≤ "ωy ≤ 140 meV. Thus, in agreement
with the assumption made above, for εf – Vs ≤ "ωy/2, the
asymmetry of the FP saddle-point regions is small:
"ωy ≈ "ωx ≈ 100 meV.

Next, let us consider the correspondence between
the parameters "ωx and "ωy obtained from the experi-
mental data analysis and a simple statistical model of
the saddle-point region formation in the chaotic poten-
tial relief in quasi-2D systems. It follows from the prop-
erties of the FP correlator [6] that the spatial scale char-
acterizing the channel local domains of uniform poten-
tial distribution is determined by the spacer thickness s
(the distance between the quasi-2D electron channel
and the plane of built-in charges). In the Si-MNOS
structures under investigation, s is equal to the thick-
ness of the SiO2 layer (s ≈ 2.5 nm). For the built-in
charge density nt ≈ 1.6 × 1013 cm–2, a local domain of
area πs2 contains, on average, 〈N〉  = πs2nt ≈ 3 built-in
charges. The deviation of the random number N of the
built-in charges within this area from the mean value
〈N〉  results in the formation of chaotic-relief potential
wells filled by electrons (for N ≤ 〈N〉) and peaks (for
N ≥ 〈N〉); saddle points are formed between these
peaks.

Obviously, the approximation of the parabolic sad-
dle-point potential [12] used above is valid only under
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Fig. 8. (1) Relative height Vm – Vs of the potential relief
“hills,” meV; (2) parameter "ωy, meV; and (3) the ratio
ωy/ωx as a function of the fluctuation N – 〈N〉  in the number

of built-in charges on the area πs2. The calculations were
carried out for the spacer thickness s = 2.5 nm and nd = 1.6 ×
1013 cm–2 (〈N〉  ≈ 3); the screening effect of the field elec-
trode was disregarded.
the condition that the energy spacing Vm – Vs between
the saddle point Vs and the nearby fluctuation peaks is
considerably greater than the value of "ωy . The height
of the peaks Vm ≈ e2(N – 〈N〉)/κs (where κ is the permit-
tivity in the region near the Si–SiO2 interface [6])
increases with increasing N, while the average distance
R between the peaks decreases due to the reduction in
the probability P(N) of strong fluctuations in the value
of N: R ≈ 2s/P(N)1/2; evidently, this leads to a decrease
in "ωy [15]. Thus, it can be expected that the condition
Vm – Vs ≥ "ωy begins to be satisfied from values for some
N ≥ 〈N〉 due to the statistical nature of the fluctuations.

Based upon these considerations, under the assump-
tion of the Poisson probability distribution for the fluc-
tuations of N, for 〈N〉  ≈ 3, we calculated the saddle-
point potential between the two domains of size s and
charge e(N – 〈N〉) separated by a distance R(N), the sec-
ond derivatives of the potential with respect to coordi-
nates x and y that determine the curvature parameters at
the saddle point ("ωx and "ωy), and the energy spacing
Vm – Vs.

The calculation results, shown in Fig. 8, demon-
strate that the condition Vm – Vs ≥ "ωy is satisfied for
quite reasonable values of N, their difference from the
mean value 〈N〉  being within the standard deviation
〈N〉1/2. The use of the symmetric saddle-point potential
approximation ("ωy ≈ "ωx) is also justified by these
results (see Fig. 8, curve 3). One can also see that the
calculated values of "ωx and "ωy (the region of inter-
section between curves 1 and 2 in Fig. 8) agree with the
experimentally derived estimates "ωy ≈ "ωx ≈
100 meV. This substantiates the basic possibility of
observing quantum effects in the conductance of disor-
dered semiconductor structures at sufficiently high
temperatures determined by kT < {"ωx/2π; (Vm – Vs –
"ωy/2)}. In the case under consideration, these are
lower than room temperature (see Figs. 2, 3).

In conclusion, we note that the experimental results
confirm unambiguously the tunneling nature of the
conductance of short, highly disordered MNOS struc-
tures in the quasi-plateau region. Experimentally deter-
mined energy parameters characterizing the curvature
in the saddle-point region that defines the conductance
agree with the simulation results obtained in the context
of a fluctuation potential statistical model.
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Abstract—The effect of a high constant electric field on plasma oscillations in the two-dimensional electron
gas of a semiconductor with a superstructure was studied taking into account the Umklapp processes. A disper-
sion relation for the plasma-oscillation frequency ω(k) was derived for high temperatures (∆ ! T, where ∆ is
the conduction miniband width and T is the temperature in energy units). The plasmon frequency in a high elec-
tric field is shown to oscillate as the electric field strength and the wave number k vary. For arbitrary values of
k, the spectrum is periodic with a period of 2π/d. Numerical estimates show that the oscillations may manifest
themselves at electric field strengths higher than 3 × 103 V/cm. © 2001 MAIK “Nauka/Interperiodica”.
Recently, interest in two-dimensional (2D) elec-
tronic structures in systems with periodic potential has
been aroused. Fabrication of such 2D superlattices
using electron-beam lithography and reactive ionic
etching has been reported previously [1]. The Shubni-
kov–de Haas oscillations of 2D electrons residing in a
2D periodic potential with a period d = 0.24 µm were
studied in [2]. A fabrication method for GaAlAs/GaAs-
based 2D electronic structures has been proposed [3].
The energy spectrum in these structures can be
described by the tight-binding approximation with
good accuracy. The possibility of solitary electromag-
netic wave propagation in 2D superstructures has been
demonstrated in [4]. The possibility of plasma oscilla-
tions in the 2D electron gas in superstructures was
investigated in [5]. It is also known that a sufficiently
high constant electric field applied along one of the
superstructure axes [6] markedly affects the electron
spectrum, and the so-called Stark quantization occurs.
In this context, it is interesting to study the effect of a
high constant electric field on plasma oscillations in 2D
superstructures and, in particular, on the wave-number
dependence of the frequency of these oscillations.

Let us consider a 2D electron gas in a system with a
periodic potential. A high constant electric field satisfy-
ing the condition Ωτ @ 1 (where τ is the electron mean
free time, Ω = eEd is the Stark frequency (" = 1 hereaf-
ter), d is the superstructure period, and E is the electric-
field strength) will be described by a time-dependent
vector potential A(t) = {–cEt, 0} (the electric field
being directed along the X axis). Thus, we use the Cou-
lomb gauge for potentials. The electron dispersion law
is the conduction miniband in the absence of an electric
field and is described in the tight-binding approxima-
tion as

(1)ε p( ) ∆ ∆
2
--- pxd pydcos+cos[ ] ,–=
1063-7826/01/3504- $21.00 © 20444
where ∆ is the conduction miniband half-width, and px

and py are the electron quasi-momentum components in
the superstructure plane.

In the self-consistent field approximation, the
Hamiltonian of interacting electrons, with the Umklapp
processes taken into account, can be written by analogy
with the 3D electron gas [7] as

(2)

where  and ap are creation and annihilation opera-
tors, respectively, for the electron with the quasi-
momentum p; Nx and Ny are the numbers of potential
wells forming the superstructure along the x and y axes,
respectively, where g = (n2π/d, m2π/d);

(3)

U(k, t) is the self-consistent potential defined by the
expression

(4)

and χ is the dielectric constant of the crystal lattice (the
broken brackets indicate averaging over the density
matrix corresponding to the Hamiltonian (2)). The
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equation of motion in the random-phase approximation

for the mean values 〈 ap〉  is written as

(5)

where np = 〈 ap〉  are electron-level occupation num-
bers for the 2D electron gas. Inserting the solution of
Eq. (5) into (4), we perform certain transformations and
obtain the following expression for the Fourier compo-
nent U(k, t):

(6)

Here,

(7)

is the polarization operator. The equation determining
the dispersion law ω(k) follows from (6) and is written
as

(8)

where

(9)

From relations (7)–(9) it follows that the plasma fre-
quency depends periodically on the wave vector with a
period of 2π/d. Therefore, we can restrict ourselves to
considering the oscillation spectrum within the first
Brillouin zone; i.e.,

(10)

The specific shape of the potential wells forming the
superstructure must be known to calculate the factor
S(k). We consider the case when ϕ(x) = const for 0 ≤ x ≤ d
and ϕ(x) = 0 for d < x < 0. Hence, expression (9)
becomes

(11)

ap k g+ +
+

∂
∂t
----- i ε p k eEt–+( ) ε p eEt–( )–[ ]+

 
 
 

ap k g+ +
+ ap〈 〉

= ieU k g+ t,( )M k g+[ ] x( )M k g+[ ] y( ) np k g+ + np–( ),–

ap
+

Ũ k ω,( ) 2πe2

χk
----------- M* kx( )M* ky( )

n m,
∑

p

∑=

× M k g+[ ] x( )M k g+[ ] y( )Π k ω,( )Ũ k g+ ω,( ).

Π k ω,( ) Jl
2 ∆

Ω
----

kxd
2

-------- 
 sin

l

∑
p

∑=

×
np k+ np–

ε py ky+( ) ε py( )– ω– lΩ+
------------------------------------------------------------------

2πe2

χ
-----------Π k ω,( )S k( ) 1,=

S k( )
M k g+[ ] x( ) 2 M k g+[ ] y( ) 2

kx gx+( )2 ky gy+( )2+
----------------------------------------------------------------------.

n m,
∑=

π/d– kx π/d , π/d– ky π/d .< << <

S k( ) 4

d4
-----=

×
1 kxdcos–( ) 1 kydcos–( )

kx gx+( )2 ky gy+( )2 kx gx+( )2 ky gy+( )2+
-------------------------------------------------------------------------------------------------------.

n m,
∑
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The sum (11) cannot be expressed in terms of tabulated
functions for arbitrary k. For small k(kx, ky ! π/d), the
function S(k) varies as 1/|k|.

Let us now consider the nondegenerate electron gas
for which

(12)

where T is the temperature in energy units. Calculation
of the polarization operator is significantly simplified at
high temperatures: 2∆ ! T. Thus, we obtain

(13)

where N0 is the surface density of the 2D electron gas,

 = (ω – lΩ)/∆, Z = sin , and Jl(Z) is the Bessel

function of the real argument. Integrating (13), we
obtain the following expression for the polarization
operator:

(14)

Here, summation over n and m is restricted by the
inequalities

(15)

We now consider the case of Ω @ ∆sin(kyd/2).
Then, two different situations have to be distinguished.

(i) Ω @ ω, kyd ! 1.
In this case, we may retain in (14) only the term with

n = 0. In view of (8), the plasma frequency is then
given by

(16)

where

n p( ) ε px py,( )/T–[ ] ,exp≈

Π k ω,( )
N0

T
------ 1

1
4π
------ Jl

2 Z( )
l

∑–


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–=

× ωdz
ω kyd/2( ) zsinsin–
----------------------------------------------

π–

π

∫ 



,

ω ∆
Ω
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2

-------- 
 

Π k ω,( )
N0

T
------ 1 Jn

2 Z( ) ω

ω2 kyd/2( )2sin–
--------------------------------------------

n

∑––=

–
i

4π
------ Jm

2 Z( ) ω

kyd/2( )2 ω2–( )sin
-------------------------------------------------
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∑ .

n
ω ∆ kyd/2( )sin–

Ω
-------------------------------------------<

n
ω ∆ kyd/2( )sin+

Ω
------------------------------------------->

,

ω ∆ kyd/2( )sin–
Ω
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-------------------------------------------.< <

ω Vmky
F k Ω,( )
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-----------------------------------,=
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Vm = ∆d/2 is the characteristic velocity of electrons in
the superstructure, and q = (4πe2N0/χT)1/2 is the recip-
rocal Debye radius.

An oscillatory field dependence of the plasma fre-
quency at a high electric field follows from (16). A sim-
ilar result was obtained for plasma oscillations in a 1D
superlattice subjected to a high electric field [7]. In both
cases, the oscillations stem from the geometrical reso-
nance between the plasmon wavelength and the ampli-
tude of the Stark oscillations of electrons in a high elec-
tric field. The ω(kx) function calculated numerically
with (11) and (16) is plotted in the figure.

If kxd ! 1, kyd ! 1, and kx = ky , the plasmon spec-
trum has a dispersion ω2 ∝  k, which is characteristic of
plasma waves in a 2D electron gas [8, 9].

(ii) Ω @ ∆.
In this case, the Bessel function can be expanded in

the Taylor series. In a zero-order approximation with
respect to Z, for the plasma frequency, we have

(17)

where F(k) = 1 + q2S(k)/2. There is no field dependence
of ω in this case.

There is no Landau attenuation in the approximation
Ω @ ∆sin(kyd/2) considered above. This attenuation is
possible only if the plasma frequency ω satisfies the
condition

(18)

ω ∆
kyd
2

--------sin
F k( )

2F k( ) 1–
----------------------------,=

mΩ ∆
kyd
2

--------sin ω mΩ ∆
kyd
2

--------sin .+< <–

12

10

8

6

4

2

0 0.1 0.2 0.3 0.4 0.5

a

b

c

kxd/2π

ω, 1013 s–1

The ω(kx) dependences for the concentration N0 = 1011 cm–2,

d = 10–6 cm, ∆ = 10–2 eV, ky ≈ 104 cm–1, and the ∆/Ω param-
eter equal to (a) ≈0.1, (b) ≈1, and (c) ≈10.
In fact, the physical mechanism of the Landau attenua-
tion is related to the absorption (emission) of a plasmon
by a particle. The energy conservation law for this pro-
cess is given by

, (19)

where the upper sign corresponds to the plasmon
absorption. Substituting the electron energy spectrum
in the presence of a high electric field

into (19), one can verify that Eq. (19) holds only if con-
dition (18) is satisfied.

Let us make some numerical estimates. In order for
the ω(kx) oscillation dependence to be pronounced, as
follows from (16), the Bessel function argument Z must
be at least larger than Z0 ≈ 2.41 (the smallest root of the
Bessel function). The first minimum in the figure is
bound to be observed at E = 3 × 103 V/cm under the
condition that ∆ = 10–2 eV and kx ≈ 8 × 104 cm–1.
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Abstract—The transition from closed to open electron orbits in a magnetic field has been studied by polarized
hot electron photoluminescence (HEPL) in superlattices with varied widths of electron minibands. The depen-
dence of the HEPL depolarization on the miniband width is observed. The strong depolarization occurring
when the kinetic energy of electrons exceeds the energy gap between the minibands is interpreted in terms of a
magnetic-field-induced transition between the electron minibands (magnetic breakdown). © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Recombination of electrons with the wave vector
k = (kx, ky, kz) in III–V semiconductors gives rise to lin-
early polarized radiation [1–3]. The degree of linear
polarization of photons with wave vector qz, generated
by the recombination of electrons with wave vector k
and heavy holes, is

(1)

The degree of linear polarization of photons emitted in
the z direction is defined by ρl = (Ix – Iy)/(Ix + Iy), where
Ix (Iy) is the intensity of luminescence with photon
polarization elum lying along the x (y) axis. In an exter-
nal magnetic field, the Lorentz force changes the direc-
tion of the electron wave vector, which, in accordance
with relation (1), leads to depolarization of the hot elec-
tron photoluminescence (HEPL) [1]. In a bulk crystal,
charge carriers move along cyclotron orbits in the plane
perpendicular to the direction of the applied magnetic
field, this motion being independent of the magnetic
field orientation with respect to the crystal axes in the
case of spherical symmetry. Such cyclotron motion
causes HEPL depolarization only when the symmetry
axis of the quasi-momentum distribution of photoex-
cited electrons does not coincide with the magnetic
field direction. The character of carrier motion is
strongly modified in crystals of lower dimensionality.
In quantum wells (QWs), charge carriers still execute
cyclotron motion when the magnetic field is perpendic-
ular to the QW plane, but this motion is forbidden in the
case of a magnetic field (in-plane) if the QW width is
less than the magnetic length: Lz ≤ lB, where Lz is the
QW width and lB = ("c/eB)1/2 is the magnetic length.

ρl

ky
2 kx

2–

ky
2 kx

2 2kz
2+ +

------------------------------.=
1063-7826/01/3504- $21.00 © 20447
Accordingly, the HEPL depolarization in a magnetic
field is either observed (when the field is perpendicular
to the QW plane) or not (in the case of an in-plane field)
[4, 5]. In superlattices (SLs), the magnetic field affects
the carrier motion both when the field direction coin-
cides with the direction of the SL growth and when the
field vector lies in the plane of the SL layers [5].

In this study, we analyzed the electron motion in a
magnetic field in superlattices with broad electron
minibands. In distinction to the case discussed in [5],
the kinetic energy of electrons was able to significantly
exceed the energy of the first forbidden band separating
the first and the second electron minibands. This
enabled a study of the magnetic-field-induced transi-
tion between the electron minibands.

2. EXPERIMENT

The experiments were performed using
GaAs/AlxGa1 – xAs superlattices with x ≈ 0.2–1 doped
with Be to ~1018 cm–3. The QW and barrier widths were
fixed at 40 and 6 Å, respectively. Hot electron photolu-
minescence was excited by a tunable Ti sapphire or
(R6G) dye lasers pumped by an Ar-ion laser. Photolu-
minescence was detected with a SPEX 1404 double-
grating monochromator equipped with a GaAs photo-
multiplier and photon counting system. The HEPL
depolarization was studied in B ≤ 14 T magnetic fields
with a Voigt (the in-plane magnetic field being perpen-
dicular to the photon wave vector) or Faraday configu-
ration (the magnetic field being aligned with the SL
growth direction and the photon wave vector). The lin-
ear polarization was measured at the maximum of the
001 MAIK “Nauka/Interperiodica”
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zero-phonon HEPL peak [5] and its value was deter-
mined using the standard expression

(2)

where I|| and I⊥  are the luminescence intensities with
polarization being parallel (elum || eex) for the former or
perpendicular for the latter to that of the exciting light
(elum ⊥  eex). In the Voigt configuration, two quantities
were measured, ρ|| and ρ⊥ , with the electric vector of the
exciting light parallel and perpendicular, respectively,
to the magnetic field.

3. RESULTS AND DISCUSSION

Figure 1a presents the degree of linear polarization
ρl vs. the magnetic field in the Faraday configuration
for one of the SLs studied. Similar to the bulk sample
[1], QWs [4], and SLs with narrow electron minibands
[5], the degree of linear polarization also decreases in the
magnetic field with the behavior of the depolarization
curve ρl(B)/ρl(0) = [1 + (B/B1/2)2]–1 (B1/2 is the field in
which the polarization is reduced by half) being inde-
pendent of the kinetic energy of electrons. In the Voigt
configuration (Fig. 1b), the HEPL depolarization man-
ifests itself in different ways in QWs, SLs, and in the
bulk. The HEPL polarization in the bulk decreases with
an increasing magnetic field, similar to the Faraday

ρl

I || I ⊥–
I || I ⊥+
---------------,=
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Fig. 1. Linear polarization ρl vs. the magnetic field at the
maximum of the zero-phonon HEPL peak: (a) Faraday con-
figuration for 40 Å/6 Å SL; solid line represents an approxima-
tion by a function of the type ρl(B)/ρl(0) = [1 + (B/B1/2)2]–1;
(b) Voigt configuration for bulk GaAs (1), QWs (2), and
narrow-miniband SL at kinetic energy of electrons ε ~ ∆1 (3)
and ε ~ 2∆1 (4).
configuration (data set 1 in Fig. 1b); however,
ρ||(B)/ρ||(0)  0.63 for B  ∞. In this configuration,
the magnetic field is aligned with the symmetry axis of
the electron momentum distribution function and,
therefore, the decrease in ρ||(B) can only be understood
after considering the valence band warping. In QWs
with Lz ≈ 150 Å, the magnetic field does not affect the
HEPL polarization in experimentally obtainable mag-
netic fields (data set 2 in Fig. 1b). In SLs with narrow
electron minibands (i.e., in SLs where the first electron
miniband in the SL growth direction is narrower than
the energy gap between the first and second minibands:
∆1 < ∆G), the effect of the magnetic field on the polar-
ization depends on the kinetic energy of electrons. The
degree of polarization markedly increases with the
magnetic field (rather than decreasing, as occurs in the
bulk) when the kinetic energy of electrons (ε) is lower
than or equal to the first miniband width (Fig. 1b, data
set 3). The polarization depends on the field only
slightly (Fig. 1b, data set 4) when the kinetic energy of
electrons lies within the first forbidden band separating
the first and second allowed minibands of the SL.

For SLs with broad electron minibands (∆1 ≥ ∆G),
the magnetic-field behavior of the polarization differs
from that in the bulk and from SLs with narrow mini-
bands. Figure 2 shows the linear polarization vs. the
magnetic field in the Voigt configuration for an SL with
the following miniband parameters (calculated in terms
of model [6]): ∆1 ≈ 232 eV, ∆G ≈ 77 meV, and a distance
between the bottoms of the first and the second mini-
bands of ∆1 + ∆G ≈ 309 meV. When the kinetic energy
of electrons lies within the first miniband (ε & ∆1), the
depolarization curve for this SL is similar to the curve
obtained for bulk GaAs (compare data sets 1 in
Figs. 1b, 2). When the electrons are excited to energies
within the band gap (∆1 < ε < ∆1 + ∆G), the effect of the
magnetic field on the HEPL polarization is weak,
which is similar to what happens in QWs or SLs with
narrow minibands at energies exceeding the width of
the first miniband (compare data sets 2 or 4 in Fig. 1b
with data set 2 in Fig. 2). With the electron energy
increasing further (ε > ∆1 + ∆G), i.e., at an energy
exceeding the energy of the second miniband bottom,
bends in the depolarization curves are observed

(marked by arrows  in Fig. 2) with the correspond-

ing magnetic field  decreasing with increasing
kinetic energy of electrons.

Now we consider the reasons for the anomalous
behavior of HEPL polarization in SLs with broad mini-
bands. Hot electron photoluminescence polarization in
narrow-miniband SLs was discussed in detail in [5]; it
was shown that in the strong-coupling approximation,
the electron motion in the Voigt configuration is
described by the pendulum equation. In this model, the
miniband quasi-momentum Qz of electrons moving
mainly in the direction of the SL growth (at ε & ∆1) is

B0
i

B0
i
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transformed in the magnetic field into a lateral quasi-
momentum k⊥  [5]. At the same time, the field-aligned
component of the lateral quasi-momentum k|| remains
unchanged. If the magnetic field is aligned with the

electric vector of the exciting light (B || eexc || x), then 

in (1) can be replaced by , and , by  [see
Eq. (1)]. In this case, the degree of HEPL polarization
ρ|| increases (see Fig. 1b, data set 3). If the lumines-
cence is excited by light with polarization B ⊥  eexc || x,

the replacement  =  and  =  should be done
in Eq. (1). Analysis of (1) shows that, in this case, the
degree of polarization ρ⊥  decreases with an increasing
magnetic field [5] (this situation is not considered
here).

In contrast to narrow-miniband SLs, ρ||(B) decreases
with an increasing magnetic field in SLs with broad
minibands, as in the bulk case. This behavior of HEPL
polarization in broad-miniband SLs at ε < ∆1 is presum-
ably due to the tight-binding approximation not appli-
cable to this case (as shown in [7]). Nevertheless, as for
narrow-miniband SLs, the HEPL polarization is nearly
unaffected by the magnetic field when the kinetic
energy of photoexcited electrons falls within the forbid-
den band. In this situation, the electrons move along
open orbits in k-space, and the change in the k⊥  quasi-

momentum component is small (∆k⊥  ∝  ) com-
pared with the total lateral quasi-momentum, and,
therefore, the change in polarization is also small. In
broad-miniband SLs, the situation changes fundamen-
tally when the kinetic energy of electrons exceeds the
energy of the bottom of the second electron miniband:
ε * ∆1 + ∆G. In this case, the electrons generated in the
first miniband continue moving along open orbits and,
therefore, the magnetic field cannot substantially affect
the HEPL polarization (∆k⊥  ! k⊥ ). However, electrons
can be thrown into the second miniband by inelastic
scattering on polar optical phonons or via tunneling in
the magnetic field. Evidently, the additional intersub-
band scattering on polar optical phonons cannot give
rise to the bend in the depolarization curves (additional
scattering can only increase the half-width of the depo-
larization curve). We suppose that the bend in the depo-

larization curves (  in Fig. 2) and its dependence on
the kinetic energy of electrons are associated with the
magnetic-field-induced transitions between electron
subbands (known in the theory of metals as magnetic
breakdown). As is shown in the theory of metals, a
magnetic field can induce transitions of electrons
between the electron subbands, which was manifested
in the experiment as a variation of the period of the
Shubnikov–de Haas oscillations (recently, magnetic
breakdown has been observed in lateral semiconductor
SLs [8, 9]). The transition from a cyclotron orbit of one
band to a cyclotron orbit of another occurs when the
distance δk between the orbits in k-space is small com-

ky
2

k ⊥
2 kx

2 k ||
2

kx
2 k ⊥

2 ky
2

k ||
2

2mc∆1

B0
i
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pared with the uncertainty of the electron wave vector.
For metals, the tunneling of electrons with the wave
vector lying on the Fermi surface occurs when δk ~ lB.
This condition can be written in an alternative form:

(3)

where ωc is the cyclotron frequency, ∆gap is the energy
distance between two electron minibands in the tunnel-
ing region, EF is the Fermi energy, and θ is the angle
satisfying the Bragg scattering condition. Evidently,
this condition is also applicable to SLs. To assess the
possibility of magnetic breakdown in SLs, the ∆gap in
(3) should be replaced by ∆G, the forbidden band sepa-
rating the first and second electron minibands in the SL,
and, instead of EF, the kinetic energy of electrons in the
first miniband should be used, which is in turn deter-
mined by the energy of an exciting photon. Therefore,
the conditions allowing the observation of magnetic
breakdown can be created by an appropriate choice of
SL parameters and photon energy. Hence, a decrease in
ρ|| would be expected in a magnetic field satisfying the
breakdown condition. Indeed, due to the conditions of
magnetic breakdown, the electrons with the quasi-

"ωc

∆gap
2

EF 2θsin
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Fig. 2. Linear polarization ρ|| vs. the magnetic field at the
maximum of the zero-phonon HEPL peak in the Voigt config-
uration for a broad-miniband SL at the kinetic energy of elec-
trons ε = 102 (1), 243 (2), 293 (3), 321 (4), and 332 meV (5).
Points 2 correspond to electrons with kinetic energy within
the first forbidden band, and points 3, to electrons with
energy equal to the energy of the bottom of the second mini-
band.
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momentum component ky are scattered into the second
miniband; consequently, their contribution to the distri-
bution function decreases, thus depressing the polariza-
tion [see relation (1)]. Evidently, the characteristic
magnetic field at which an abrupt change in polariza-
tion occurs depends, according to (3), on the kinetic
energy of electrons in the first miniband. The probabil-
ity of magnetic breakdown can be ascertained, in anal-
ogy with [10], by substituting the kinetic energy of
electrons ε for EF:

(4)

It is this general tendency that is observed in the
experiment. In the experimentally accessible magnetic
fields B = 14 T, ∆G = 80 meV, and when electrons in the
first miniband have energy slightly exceeding the
energy of the bottom of the second miniband, ε ~
310 meV, expression (4) yields P ≈ 0.34. With the
kinetic energy of electrons increasing further, the prob-
ability P increases, and is manifested by the bend in the
depolarization curves shifting to lower magnetic fields.

4. CONCLUSION

The depolarization of HEPL from SLs in a magnetic
field has been studied. Anomalous behavior of the
depolarization in the Voigt configuration is observed
when the kinetic energy of electrons in the first mini-
band exceeds the energy of the bottom of the second
miniband. This feature, manifesting itself as a bend in
the depolarization curves, is accounted for by the effect
of the magnetic-field-induced tunneling of electrons
from the first to the second miniband (magnetic break-
down).

P
π∆G

2

4"ωcε 2θ( )sin
-----------------------------------– 

  .exp=
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Abstract—The effect of nanosecond-pulse radiation of a Nd laser (pulse duration τ = 10 ns, wavelength λ =
1.06 µm) at 300 K on the parameters of Cd0.19Hg0.81Te photoresistors was studied. At the optimal energy den-
sity W = 0.2–0.3 J/cm2, the surface melts to yield a 0.04–0.52-µm-thick inversion layer with increasing sensi-
tivity and detectivity of the photoresistors. At higher energy densities W, the parameters of the photoresistors
deteriorate, and the dark resistance grows. © 2001 MAIK “Nauka/Interperiodica”.
Photoresistors based on CdxHg1 – xTe solid solutions
are widely used in both modern IR technology and sci-
entific research. Various methods are known for surface
treatment of the sensitive elements of these devices to
improve their photoelectric parameters and characteris-
tics. One of these techniques is the pulsed laser anneal-
ing (PLA).

The action of pulsed laser radiation on CdxHg1 – xTe
has been the subject of several studies, mainly con-
cerned with the effect of radiation on the physicochem-
ical properties of the modified layers. One of the impor-
tant PLA parameters is the energy density W at which
the surface layer melts. In [1–3], attempts were made to
determine the CdxHg1 – xTe melting threshold under the
action of nanosecond pulses of ruby laser. The obtained
data are contradictory, with the threshold W values
ranging from 0.03 to 0.18 J/cm2.

The aim of this study was to find the optimal
regimes of annealing under the action of nanosecond
pulses of Nd laser radiation that would improve the
parameters of CdxHg1 – xTe photoresistors. Numerical
modeling of the process of pulsed laser irradiation was
applied to determine the surface melting threshold and
the thickness of the recrystallized layer.

The photoresistors were fabricated from n-type
CdxHg1 – xTe single crystals with x = 0.19, grown by the
Bridgman technique. The annealing was done at 300 K
with pulsed radiation of a Nd laser (wavelength λ =
1.06 µm, pulse duration τ = 10 ns) through the entrance
window of a vacuum cryostat in which the photosensi-
tive elements were placed.

BaF2 was used as the material for the entrance win-
dow. To prevent mercury evaporation in the course of
PLA, the surface of the elements was protected with a
ZnS film deposited by vacuum evaporation. The photo-
electric characteristics were measured at 77 K.
1063-7826/01/3504- $21.00 © 20451
Figure 1 presents spectral distributions of the photo-
resistor’s sensitivity measured before (curve 1) and
after (curve 2) annealing by radiation pulses with
energy density W = 0.3 J/cm2. A pronounced increase in
sensitivity is observed in the short-wavelength part of
the spectrum. At higher energy densities, the sensitivity
decreases over the entire range of wavelengths λ =
2−14 µm.

Figure 2 presents the voltage sensitivity S of the
photoresistor as a function of the PLA energy density.
It can be seen that the maximum sensitivity is achieved
at W ≈ 0.3 J/cm2. At higher W values, the sensitivity
decreases. The dark resistance grows in the same range
of energy densities (W > 0.3 J/cm2).

The dependence of the detectivity (D*) on the
energy density is qualitatively similar to the S(W)
dependence; the maximum D* value corresponds to
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Fig. 1. Spectral distribution of the photoresistor sensitivity
normalized to the maximum value (1) before and (2) after
pulsed laser annealing at energy density W = 0.3 J/cm2.
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W ≈ 0.2 J/cm2, and the fast fall at W > 1 J/cm2 is mainly
due to the increasing amount of noise in the sensitive
element.

To determine the optimal regimes of CdxHg1 – xTe
PLA, temperature fields were calculated numerically
by a procedure described in [4]. Numerical calculations
take into account all basic factors affecting the heating
(including phase transitions) and furnish information
about temperature profiles across the sample thickness
and their evolution in time. Figure 3 presents the time
dependences of the thickness d of the recrystallized
CdxHg1 – xTe layer upon exposure to laser radiation
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Fig. 2. Voltage sensitivity of photoresistor vs. energy den-
sity of pulsed laser annealing.

Fig. 3. Calculated time dependence of thickness of the
CdxHg1 − xTe layer recrystallized under the action of pulses

with energy density W = (1) 0.19, (2) 0.3, and (3) 0.33 J/cm2.
pulses with varied energy density. The performed ther-
mal calculations indicate that, in the annealing of the
surface of a photosensitive element by laser pulses, the
surface layers start to melt at an energy density of
~0.16 J/cm2. At an energy density of W = 0.19 J/cm2,
the thickness of the recrystallized layer is d = 0.04 µm,
becoming as large as 0.52 µm at W = 0.3 J/cm2.

Experimental and calculated data show that with the
beginning of the surface melting the sensitivity and
detectivity of the photoresistors grow. The rise in sensi-
tivity in the short-wavelength part of the spectrum is
due to a decrease in the rate of surface recombination
and increase in the effective carrier lifetime. The latter
may be due to the formation at the surface of an inver-
sion layer hindering motion of photocarriers toward the
surface and their recombination there. The growing
effective lifetime leads to higher voltage sensitivity and
detectivity. The rise in dark resistance on raising the
PLA energy density to W > 0.3–0.5 J/cm2 is most likely
due to the increasing inversion layer thickness and its
effect on the total resistance of the sample. At energy
densities W > 1 J/cm2, the resistance increases dramat-
ically with the voltage sensitivity and detectivity mark-
edly falling as a result of structural changes in the sam-
ple in the course of PLA.

Thus, the results indicate that irradiation of the pho-
tosensitive surface of photoresistors with nanosecond
pulses of Nd laser radiation with energy density W =
0.2–0.3 J/cm2 at a temperature of 300 K leads to melt-
ing of the photoresistor surface to give an inversion
layer at the surface with thickness d = 0.04–0.52 µm.
This layer makes the rate of surface recombination
lower and the effective lifetime of photocarriers longer
with the sensitivity and detectivity of a photoresistor
becoming higher. Raising the PLA energy density fur-
ther impairs the photoresistor parameters and leads to
an increase in dark resistance.
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Abstract—Long-wavelength photodiodes based on LPE-grown type-II heterostructures in lattice-matched
GaSb/InGaAsSb/GaInAsSb and GaSb/InGaAsSb/AlGaAsSb systems were fabricated and studied. Band
energy diagram engineering for heterostructures with wide- and narrow-gap layers allows the photodiode
parameters to be controlled by varying the conditions at heterointerfaces. Electrical and photoelectric charac-
teristics and the dark current mechanisms in the heterostructures were investigated. The optimal photodiode
structure was selected that consists of two type-II broken-gap heterojunctions and one p–n-junction in the nar-
row-gap active layer. Room-temperature detectivity  = 4.1 × 108 cm Hz1/2/W at λ = 4.7 µm was obtained.
Type-II heterostructures may help develop high-efficiency uncooled photodiodes for the 1.6–4.8 µm
range for gas analysis, environmental monitoring, and also the diagnostics of combustion and explosion prod-
ucts. © 2001 MAIK “Nauka/Interperiodica”.

Dλ*
1. INTRODUCTION

In recent years, InAs–GaSb type-II heterojunctions
have attracted attention as promising materials for
optoelectronic devices (lasers and light-emitting
diodes) operating in the λ = 2–5 µm spectral range
[1−3] important for gas analysis, environmental moni-
toring, etc. This is due to the unusual band diagram of
the heterojunctions with electrons and holes localized
in self-consistent quantum wells on different sides of
the heterointerface. The decisive role of the type-II het-
erointerface gives rise to a variety of new optical, pho-
toelectric, and magnetotransport phenomena [4].

Previously, we described long-wavelength photo-
diodes based on multicomponent III–V solid solutions
(InAsSb/InAs, InAs/InAsSbP) operating either under
deep cooling [5] or at room temperature [6]. However,
operation without cooling was limited by a number of
design defects in these structures. Thus, a new alterna-
tive approach to the design of mid-IR range photo-
diodes operating at room temperature is necessary.

This paper presents a new approach to the creation
of long-wavelength photodiodes based on type-II het-
erojunctions in the In1 – xGaxAsSb/GaSb system. Previ-
ously, we showed [7] that In1 – xGaxAsSb/GaSb hetero-
junctions with a narrow-gap solid solution containing
more than 70% In (x < 0.3) are type-II broken-gap het-
erojunctions, with the conduction band of the narrow-
gap semiconductor lying about ∆ ≈ 60–100 meV higher
in the energy than the valence band of the wide-gap
semiconductor. The electron flow across the hetero-
1063-7826/01/3504- $21.00 © 20453
junction gives rise to strong band bending on both sides
of the junction and to a semimetallic channel for elec-
trons and holes at the interface [8, 9].

The intense electroluminescence observed in type-II
broken band-gap heterojunctions in the GaInAsSb/InAs
system [10, 11] indicates the high efficiency of radia-
tive recombination at a heterointerface of this kind.
Furthermore, it has been shown theoretically [10] that
non-radiative Auger recombination must be strongly
suppressed at the type-II heterointerface [12].

It has also been established [7, 13] that the broken-
gap heterojunction behaves as a Schottky diode in
which the role of a metal is played by a wide bandgap
(P−p structure) or a narrow band semiconductor (N−n
structure). In this case, depending on the type of struc-
ture, the photoresponse spectrum lies in the range of
absorption of either the narrow-gap, or the wide-gap
semiconductor [7]. It has also been shown that the
P-GaSb/n-InGaAsSb system demonstrates metallic
conduction; i.e., it behaves as an ohmic contact [4, 14].
This feature, in particular, was used to reduce the series
resistance of the structure.

The described properties of type-II heterojunctions
allow the photoresponse wavelength and the photo-
diode structure parameters to be varied by changing the
type of the band diagram and the conditions at the het-
erointerface. The results obtained indicate that type-II
heterojunctions based on InAs–GaSb solid solutions
show promise for creating high-efficiency photodiodes.
001 MAIK “Nauka/Interperiodica”
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2. EXPERIMENTAL

In order to choose the optimal photodiode structure,
we have fabricated and studied three types of hetero-
structures based on isoperiodic quaternary solid solu-
tions grown by liquid-phase epitaxy on GaSb sub-
strates.

Structure A has a narrow-gap n−p-homojunction in
the active region: P-GaSb/n-InGaAsSb/p-InGaAsSb/
P-GaInAsSb; the In content in the narrow-gap
InGaAsSb active layer varies within 3–2%, the Ga con-
tent in the wide-gap GaInAsSb “window” is 20%.

Structure B has a narrow-gap p–n homojunction in
the active region: P-GaSb/p-InGaAsSb/n-InGaAsSb/
P-GaInAsSb; the layer composition is the same as in
structure A.

Structure C has a wider-gap AlGaAsSb window:
P-GaSb/P-AlGaAsSb/p-InGaAsSb/n-InGaAsSb/N-
AlGaAsSb; the In content in the narrow-gap InGaAsSb
active layer is 9%, and the Al content in the wide-gap
AlGaAsSb window is 34%.

Undoped (100) GaSb substrates with a hole concen-
tration of p = 5 × 1016 cm–3 were used in all cases. High-
quality mirror-surface In1 – xGaxAs1 – ySby epilayers
with Ga content 0.03 < x < 0.12 and Sb content y = x +
0.12 (the band gap was practically the same for all the
compositions, Eg ≈ 0.26 eV [7] within the range under
study) were grown at 600°C from a growth solution in
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Fig. 1. Band diagram and photoresponse spectra of an
A-type structure.
metallic In at a cooling rate of 0.6°C/min. The initial
oversaturation was set to be within 5–8°C. As is known,
the system of GaSb–InAs binary solutions is character-
ized by the unlimited solubility of GaSb-rich com-
pounds in InAs-rich melts and is very sensitive to devi-
ations from the phase equilibrium. Hence, in the given
case, growth solutions with nonequilibrium composi-
tion of the liquid phase are saturated with Ga and Sb
from the GaSb substrate. To resolve this problem and
improve the quality of the interface, we introduced a
wide-gap GaInAsSb solid solution with a high Ga con-
tent, which served as a buffer layer between the GaSb
substrate and the narrow-gap InGaAsSb layer. It is
worth noting that we deal with equilibrium epitaxial
growth of materials with markedly different mechani-
cal properties: the thermal expansion coefficient of
GaSb is twice that of InAs. Therefore, the experimental
lattice mismatches obtained at 300 K (∆a/a ~ 3 × 10–3)
correspond to a zero mismatch between the InGaAsSb
solid solution and the substrate at the temperature of
epitaxy, which is confirmed by the presence of thick-
ness oscillations in the X-ray diffraction spectra.

Structures A and B contained type-II broken-gap
heterojunctions formed by an active narrow-gap layer
and wide-gap materials (GaSb and GaInAsSb, respec-
tively) (Figs. 1, 2). Structure C contained type-I hetero-
junctions between narrow-gap n- and p-InGaAsSb lay-
ers and a wide-gap AlGaAsSb capping layer (Fig. 3). In
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Fig. 2. Band diagram and photoresponse spectrum of a
B-type structure.
SEMICONDUCTORS      Vol. 35      No. 4      2001



        

PHOTODIODES FOR A 1.5–4.8 

 

µ

 

m SPECTRAL RANGE 455

          
all the structures, the p–n-homojunction was formed
during the epitaxy of the narrow-gap In1 – xGaxAsSb. An
undoped narrow-gap n-type layer had an electron con-
centration of 5 × 1016 cm–3. To obtain p-type conduction,
the quaternary solid solution was doped with Zn (p =
1 × 1017 cm–3). In structures A and B, the wide-gap win-
dow was formed by a GaxIn1 – xAsSb quaternary solid
solution with a composition close to GaSb (x = 0.8,
Eg = 0.63 eV). This layer was doped with Ge to obtain
p-conduction (p = 2 × 1016 cm–3). In the C-type struc-
ture, the narrow-gap In1 – xGaxAsSb (x = 0.03–0.12)
quaternary solid solution was confined on both sides by
AlGaAsSb layers with 34% Al, whose band gap, Eg =
1.1 eV, was substantially higher than that of GaSb (Eg =
0.71 eV) or Ga0.8In0.2AsSb.

The electrical and photoelectric properties of the
structures grown were studied on mesadiodes 300 µm
in diameter fabricated by conventional photolithogra-
phy. Ohmic contacts 50 µm in diameter were deposited
by sputtering Au:Te and Au:Zn alloys onto n- and
p-layers, respectively.

3. ANALYSIS OF RESULTS

We now discuss separately specific features of the
spectral characteristics for structures A, B, and C. Band
diagrams and photoresponse spectra of the heterostruc-
tures under study are presented in Figs. 1, 2, and 3.

In the A-type structure (PnpP), there is very strong
band bending at the heterointerface p-In1 – xGaxAsSb
(x = 0.03–0.12)/P-GaxIn1 – xAsSb (x = 0.8) (Fig. 1).
Electron–hole pairs generated in the upper layer are
effectively separated by the strong built-in electric
field. Accordingly, the sensitivity in the λ ≈ 2 µm range
is comparable with, and in some cases exceeds, the sen-
sitivity in the long-wavelength range.

In the B-type structure (PpnP), the band bending
at the interface with the wide-gap layer (window) is
negligible (Fig. 2). At compositions of the narrow-
gap solid solution x = 0.03–0.12, the broken-gap
n-In1 − xGaxAsSb/P-Ga0.8In0.2AsSb heterojunction
behaves as an ohmic contact [7]. Carriers are not sepa-
rated at this interface and, therefore, the photosensitiv-
ity is close to zero at λ < 2 µm (Fig. 2). Effective photon
absorption and carrier separation mainly occur in the
narrow-gap layer at the p-InGaAsSb/n-InGaAsSb
homojunction, with the spectral sensitivity lying in the
long-wavelength part of the spectrum.

In the C-type structure (Fig. 3), the short-wave-
length edge of the photoresponse spectrum is defined
by the wide-gap AlGaAsSb window (Eg = 1.1 eV), with
the long-wavelength threshold of sensitivity deter-
mined by the narrow-gap In1 – xGaxAsSb layer (Eg =
0.26 eV). This type of structure allows fabrication of
photodiodes with a very wide spectral range of sensitiv-
ity (0.9 to 4.8 µm at room temperature), which is
SEMICONDUCTORS      Vol. 35      No. 4      2001
important, e.g., for analyzing combustion and explo-
sion products.

An analysis of the above data led us to conclude that
the type B structure, with a narrow-gap p–n-homojunc-
tion in the active region (Fig. 4), is optimal as regards
efficiency. Next, we optimized the parameters of this
structure, which allowed us to fabricate photodiodes
that work at room temperature.
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Fig. 3. Band diagram and photoresponse spectrum of a
C-type structure.

Fig. 4. Optimized photodiode structure and its photoresponse
spectra at T = 300 and 77 K.
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Figure 5 shows the capacitance–voltage characteris-
tics C(V) for the optimized structures taken at a temper-
ature T = 300 K and frequency f = 1 MHz. At low
reverse biases (V < 0.8 V), the characteristics are satis-
factorily described by the dependence C–2 ~ V, typical
of an abrupt junction. The contact potential difference
VD found from the linear dependence of C–2 on V
(0.26 eV) coincides with the band gap of the narrow-
gap In0.91Ga0.09AsSb solid solution. Using the approxi-
mation of an asymmetric p–n-junction of area S, we
determined the donor concentration N in the uninten-
tionally doped n-region:
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qε0εN

2 V D V–( )
-------------------------, N

C22 VD V–( )
S2qε0ε

-------------------------------= = ,

1

2

–0.4 –0.2 0.2 0.4 0.60
V, V

3

4

5

6

7

8

1

2

C–2, 1018 F–2

1

2

–500 100 200 400
V, mV

2

4

8
I, mA

6

300–300
–2

–4

–6

–8

–10

–400

Fig. 5. Inverse square of capacitance vs. applied voltage for
the optimized structure at T = 300 K.

Fig. 6. I−V characteristics at T = 300 (1) and 77 K (2).

0–200 –100
where ε0 is the permittivity of free space and ε is the
dielectric constant. The values obtained lie in the range
(1–3) × 1017 cm–3.

Figure 6 presents the current–voltage (I–V) charac-
teristics of an optimized structure at T = 300 and 77 K.
The structure comprises a sequence of three junctions:
a broken-gap type-II heterojunction P-GaSb/p-
In0.91Ga0.09AsSb, a homojunction in the narrow-gap
In0.91Ga0.09AsSb solid solution, and a broken-gap type-II
heterojunction n-In0.91Ga0.09AsSb/P-Ga0.80In0.20AsSb.

As stated above, the third junction behaves as an
ohmic contact that does not limit the current and, con-
sequently, does not affect the I−V characteristic. Fur-
ther, we discuss the processes related to the first two
junctions.

3.1. Forward Bias

Forward-bias I−V characteristics of structure B are
shown in Fig. 7 in log–log scale. The room temperature
value of the ideality factor obtained from (I−V) charac-
teristics n = 1.5 is intermediate between the values of
this parameter for the diffusion (n = 1) and the genera-
tion-recombination currents (n = 2). Indeed, forward-
biasing of the p–n junction lowers its barrier in the first
place. The flow of holes from the p-region reaches the
negative contact unimpeded, but electrons encounter a
high barrier at the heterointerface and find themselves
in a deep potential well. Some electrons and holes with
high energy pass over the barriers at the heterointer-
face. However, the carrier recombination at the homo-
junction and at the heterointerface, with subsequent
tunneling of carriers through it, makes a substantial
contribution to the total current. At low temperatures,
the tunneling processes become dominant, since pass-
ing over barriers becomes improbable. This is con-
firmed by the n values obtained (n = 7.3 and 3.4) for
two linear portions of the logarithmic I−V characteristic
at T = 77 K (Fig. 7).

3.2. Reverse Bias

Figure 8 presents reverse I−V characteristics for the
type B structure in log–log scale at T = 300 and 77 K,
and Fig. 9 shows the corresponding band diagrams of
the two junctions under study, accounting for the
applied reverse bias. At small reverse biases
(<100 mV), the current depends on temperature depen-
dence very strongly. The zero-bias resistance (mea-
sured at V = –10 mV) increases from R0 = 70 Ω at T =
300 K to R0 = 1.7 MΩ at T = 77 K. The ideality factor
n, determined from the slope of the I−V characteristics
in the logarithmic scale at T = 77 K and small reverse
biases, is equal to n = 1.2 (Fig. 8) and indicates the pre-
dominantly diffusive nature of the current. That is, the
current is governed by minority carriers being extracted
from the n- and p-regions of the narrow-gap semicon-
ductor. At room temperature, a quadratic dependence of
the current on the bias is observed for small biases
SEMICONDUCTORS      Vol. 35      No. 4      2001
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(V < 100 mV) (Fig. 8), thus indicating the predomi-
nance of the generative character of the current. The
generation and subsequent separation of carriers occur
in the space-charge region of the p–n junction in the
narrow-gap layer. The effective carrier lifetime τeff was
determined from this portion of the I−V characteristic,
using the known relation for the generation-recombina-
tion current [15]:

,

where S is the p–n junction area, W is the width of the
space-charge region (proportional to V1/2), q is the elec-
tron charge, and ni is the intrinsic carrier concentration
at a given temperature. The values obtained are τeff ≈
6 ns. The effective carrier lifetime is a key factor in the
detectivity of a photodetector operating at about room
temperature in the photovoltaic mode. Therefore, fur-
ther improvement of the photodiodes under study
requires that the carrier lifetime should be made longer.

Estimations show that at room temperature with
reverse biases over 100 mV, and also at low tempera-
tures (T = 77–120 K), the tunneling mechanism of the
current dominates (n = 7 and 16 at T = 77 K, n = 3.5 at
T = 300 K) (Fig. 8). This is also confirmed by the weak
temperature dependence of the current under reverse
biases V > 150 mV. Apart from the tunneling through
the reverse-biased p−n junction, one more mechanism
may contribute to the total current. The reverse bias
applied to the p−n junction lowers the energy barriers at
the heterojunction, and the energy bands become partly
unbent. It becomes possible for electrons to pass from
the valence band of P-GaSb to the conduction band of
p-InGaAsSb, from where they are drawn by the strong
field of the p−n junction, pass into the n-region of the
narrow-gap layer, and move further toward the positive
contact.
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Fig. 7. Forward-bias I−V characteristics in log–log scale.
T = 300 (1) and 77 K (2).
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Spectral characteristics of photodiodes based on
optimized B-type structures are presented in Fig. 4. The
long-wavelength threshold of sensitivity at 77 K lies at
about λth = 4.0 µm, which corresponds to the optical
gap of the narrow-gap In0.91Ga0.09AsSb at this tempera-
ture, Eg = 0.31 eV; at 300 K, λth = 4.75 µm, which cor-
responds to Eg = 0.26 eV. The zero-bias resistance R0 at
300 K is 60–80 Ω . This important parameter is only
2−3 times lower than the R0 values typical of much
shorter-wavelength InAs-based photodetectors (λth =
3.8 µm) [16].

We also estimated the noise characteristics of a
B-type structure. Thermal noises predominated in the
photovoltaic regime at room temperature. The calcu-
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lated thermal noise was about

Spectra of the current–light sensitivity of the photo-
diodes under study were directly recorded at T = 300
and 77 K using the radiation of a Globar. The room
temperature sensitivity Rλ = 0.21 A/W was obtained at
λ = 4.7 µm.

The threshold sensitivity, or the noise equivalent
power (NEP) at λ = 4.7 µm, was estimated to be

Hence, the room temperature detectivity at λ =
4.7 µm is

At 77 K, the zero-bias resistance R0 was as high as
1.7 MΩ  and the detectivity was λ = 3.8 µm,

These results suggest that thermoelectric cooling
(T = 250 K) could raise the detectivity up to  =
2 × 109 cm Hz1/2/W.

4. CONCLUSION

We presented the results obtained in designing and
studying uncooled photodiodes for a λ = 1.5–4.8 µm
spectral range based on type-II heterostructures in the
GaInAsSb/GaSb system and employing wide-gap
AlGaAsSb layers as a window. Advantages and specific
features of the proposed photosensitive structures such
as the presence of a wide-gap window, strong band
bending at heterointerfaces, the use of a broken-gap
heterojunction between the narrow-gap active region
and the wide-gap window, and the unique properties of
the n-In0.91Ga0.09AsSb/p-Ga0.80In0.20AsSb ohmic con-
tact allow the fabrication of photodiodes with a wide
spectral range of sensitivity (0.9 to 4.8 µm) and a room
temperature detectivity  = 4.1 × 108 cm Hz1/2/W (λ =

4.7 µm). This value can be raised to  = 2 ×
109 cm Hz1/2/W (λ = 4.5 µm) through the application of
thermoelectric cooling. Despite some technological
problems, the quality of the layers grown can be
improved further. This will make the carrier lifetime
longer and, consequently, will improve the current–
light sensitivity and the detectivity.

in〈 〉 4kT∆f /R0( )1/2 1.4 10 11–  A Hz 1/2– .×= =

NEP in〈 〉 /Rλ 6.4 10 11–  W Hz 1/2– .×= =

Dλ* S1/2/NEP 4.1 108 cm Hz1/2/W.×= =

Dλ* S1/2/NEP 4.4 1010 cm Hz1/2/W.×= =

Dλ*

Dλ*

Dλ*
Photodiodes for the spectral range in question are
promising sensors for analyzing important gases like
carbon dioxide (CO2), carbon monoxide (CO), and also
combustion and explosion products. The photodiodes
under study show a higher speed of response (up to
2 MHz), which exceeds, by nearly three orders of mag-
nitude, the value for lead chalcogenide photoresistors
currently used in portable instruments for this spectral
range.
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Abstract—It is shown that the current–voltage characteristics of Si:As-based structures that have blocked hop-
ping conduction (blocked-impurity-band, or BIB, structures) and are subjected to infrared radiation in the pho-
tosensitivity range have two distinct portions. In the first portion, the photocurrent is controlled by an infrared-
radiation flux and by an avalanche impurity-related breakdown. In the second portion, the photocurrent is con-
trolled by merging of the depletion region with the contact N++ region. It is shown that the avalanche-multipli-
cation mode can be used in focal multielement photodetector systems. The uniformity of photoelectric param-
eters over an array of elements in a system of focal multielement photodetectors operating in the avalanche-
multiplication mode compares well with that observed in BIB arrays operating without avalanche multiplica-
tion. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Study of current–voltage (I−V) characteristics of the
Si:Sb-based [1] and Si:B-based [2] structures with
blocked hopping conduction [or the blocked-impurity-
band (BIB) conduction] subjected to infrared (IR) radi-
ation in the photosensitivity range have shown that the
photocurrent dependence on the bias voltage had sev-
eral characteristic portions. In the first portion, the
photocurrent depends exponentially on the bias voltage
and almost linearly on the IR irradiation intensity. Such
behavior of the photocurrent was related [2] to the
Pool–Frenkel effect, which enhances the hopping-con-
duction current in a high field [3]. In the subsequent
portions, the photocurrent increases linearly and sub-
linearly with increasing bias Vb [2]. These portions
were not observed by Huffman et al. [1]. As the bias Vb
increases further, the current increases exponentially
and much more steeply than in the first portion, which
may be attributed to impurity-related impact ionization
by electrons [1] and holes [2].

The results of similar studies of the Si:As-based
BIB structures have apparently not been published,
although these structures have been studied most often.
At the same time, the knowledge of mechanisms con-
trolling the photocurrent makes it possible to optimize
the design of BIB structures intended for use in both
focal arrays and photon counters.

When designing focal arrays intended for use in the
far-IR region of the spectrum (12–28 µm) and based on
Si:As BIB structures [4–6], superior values of photo-
electric parameters and a high degree of their unifor-
mity were obtained. Thus, for the best array consisting
of 10 × 50 elements [4], the relative rms deviation is
1063-7826/01/3504- $21.00 © 20459
δS/S = 1.52% for the average current–power sensitivity
of S = 6.52 A/W. The noise distribution over the array’s
elements is somewhat different. For a small noise factor
(expressed in terms of the value of an rms fluctuating
charge equivalent to Ne = 130 electrons) at the storage
capacitor C = 0.6 pF, the variance amounts to δNe/Ne =
25%. For other arrays [4], nonuniformity of sensitivity
was δS/S ≈ 4%. The current–power sensitivity reported
elsewhere [4, 5] corresponded to the external quantum
efficiency of η < 1.

At the same time, it is known [7] that in the Si:As-
based BIB structures with an enhanced concentration
of compensating acceptor impurity in the photosensi-
tive layer (which enhances the contact-injection volt-
age), it is possible to detect individual IR photons by
initiating an avalanche multiplication of electrons in the
structure. As the latter takes place, the multiplication
factor M may be as high as several tens of thousands. It
is significant that the amplitudes of resulting pulses
which arise upon detecting one, two, or three photons
simultaneously are well resolved [7]. This result is
indicative of the low level of noise that accompanies the
emergence of an avalanche in a BIB structure.

This is also supported by measurements of the noise
factor in a BIB photodetector [8]; two independent
methods were used to show that avalanche multiplica-
tion in the range of M = (1.0–1.8) × 104 was not accom-
panied by the appearance of additional noise [8]. The
measured noise factor K = 〈M2〉/〈M〉2 amounted to K ≈
1 ± 0.05.

The objective of this study was to identify the mech-
anisms which control the photocurrent in Si:As-based
BIB structures in relation to the bias voltage and tem-
001 MAIK “Nauka/Interperiodica”
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perature and to clarify whether it is feasible to use the
mode of avalanche electron multiplication in multiele-
ment BIB-structure photodetector systems.

2. EXPERIMENTAL

Linear photodetector arrays containing 1 × 64 active
elements were fabricated on the basis of epitaxial sili-
con structures described previously [9]. Schematic rep-
resentation of an array is shown in Fig. 1. All the basic
technological processes are consistent with planar sili-
con technology.

Contact to the buried N++ layer that was common to
all elements was formed using anisotropic-etching
technology [10] that made it possible to etch a V-shaped
groove in silicon to a considerable depth. Subsequently,
arsenic was implanted into the lateral surfaces of the
groove. Arsenic was also implanted into the surface of
the blocking layer to form the second contact to the BIB
elements of the photodetector array. The contact forma-
tion was completed by the deposition and firing of alu-
minum onto the implanted surface.

We measured the photoelectric characteristics of
individual BIB photodetectors using a system designed
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Fig. 1. Schematic representation of a linear BIB photodector
array 1 × 64 in size.

Fig. 2. (1, 2) Photocurrent and (3) the highest electric field
in the depletion region of a BIB structure. The measure-
ments were performed at 10 K. The surface area of the struc-
ture was 190 × 290 µm2. The flux of IR radiation was
(1) 3 × 108 and (2) 4 × 1011 photon/(cm2 s).
on the basis of a CF1104 helium cryostat produced by
Oxford Instruments Ltd. The system made it possible
to set and control the temperature at the operating table
of the cryostat in the relevant temperature range of
4.2−25 K to an accuracy of 0.1 K. The vacuum in the
cryostat corresponded to a pressure no higher than
10−5 Torr. In order to reduce the background flux inci-
dent on the photodetector, we installed two cold screens
(with temperatures of 77 and 20 K) inside the vacuum
chamber. The estimated background flux in the spectral
sensitivity range of the photodetector was no larger
than 10–10 W/cm2. The samples were subjected to
blackbody radiation. A chopper with a modulation fre-
quency of 600 Hz and an optical filter with a passband
of 15–25 µm were mounted between the blackbody
radiator (with a temperature of 500 K) and the cryostat.
In order to determine the photocurrent, we used a selec-
tive nanovoltmeter to measure the voltage drop across
a 16-kΩ load resistor connected in series with a BIB
element. The measured voltage was digitized using a
12-bit analog-to-digital converter and was fed to a per-
sonal computer. The voltage was swept using a saw-
tooth generator. The current–power sensitivity was
determined from the measured photocurrent, and the
calculated IR flux was governed the blackbody-radiator
temperature and the optical channel characteristics.
The setup was used to measure the photoelectric char-
acteristics of individual elements illuminated from the
planar side.

The second setup intended for measuring the photo-
electric parameters of 1 × 64 linear photodetector
arrays was based on a special helium Dewar vessel with
a large inlet window 150 mm in diameter. Temperature
in the cryogenic chamber containing a linear array and
a built-in blackbody radiator with a temperature of
300 K was controlled by varying the distance between
the chamber and the liquid-helium level. The back-
ground flux at the position of the BIB linear array did
not exceed 10–10 W/cm2.

In order to measure the linear array parameters, we
designed and fabricated a cryogenic multiplexer based
on 1 × 64 p-channel silicon transistors. The structure of
the multiplexer’s input cell and the diagrams of the con-
trol-voltage phases have been described previously
[11]. For the input cell storage capacitance of C = 2 pF,
the current noise of the multiplexer was In = 4 × 10–14 A
in the bandwidth of 500 Hz. The sampling time for a
single linear array cell was τ = 16 µs. The signal-accu-
mulation time (or the data acquisition time for the
entire 1 × 64 linear array) was about 1 ms. The multi-
plexer crystal was positioned close to the photodetector
array crystal. The corresponding contact pads were
connected using ultrasonic bonding. The linear array
was illuminated from the planar side.
SEMICONDUCTORS      Vol. 35      No. 4      2001



        

PHOTOELECTRIC CHARACTERISTICS OF INFRARED PHOTODETECTORS 461

                              
3. RESULTS AND DISCUSSION

In Fig. 2, we show the typical I−V characteristics of
individual BIB photodetectors under two levels of irra-
diation with unmodulated light. First of all, it should be
noted that portions II and III typical of the dark I−V
characteristics are not observed (see Fig. 1 in [9]). In a
wide range of bias voltages (0–2 V), the voltage depen-
dence of photocurrent resembles that of dark current in
a N++–N+–N++ structure obtained from a BIB structure
after the blocking layer had been etched off [12].

When a BIB structure is illuminated, the total cur-
rent observed in a wide range of bias voltages (0–2 V)
is in fact the photocurrent, because the dark current
may be disregarded since it is small. An unilluminated
BIB structure may be partitioned into a neutral region
where there is no electric field and a region that
includes both the blocking layer and the depletion layer
(where there are no mobile holes) with a high electric
field. When the structures are illuminated, the electron–
hole pairs are generated both in the neutral region and
in the depletion region, where the As concentration
may be as high as (3–5) × 1017 cm–3. As this takes place,
an electric field Eph ≅  ΦSW/µpp0L (here, p0 =
Naexp(−ε3/kT) is the equilibrium hole concentration at
the peak of the density of states in the impurity band)
emerges to the linear approximation in the initially neu-
tral region; this field increases as the bias voltage and
the flux intensity ΦS of the IR irradiation increase
(Fig. 3).

For As-doped Si, the electron mobility µn [13] and
lifetime τn [14] controlled by recombination at the As+

centers are well known at temperatures close to that of
liquid helium. It may be verified that the neutral portion
of a BIB structure is not involved in initiation of the
photocurrent. In fact, electrons drift over the distance of
ln = µnEphτn during their lifetime τn. This distance is
equal to a mere ln = 10–4 cm even in a field of Eph =
10 V/cm (which corresponds to Vb > 3 V [15]) and is
much smaller than the width of the quasi-neutral region
in the structure. Consideration of electron trapping by
neutral donors can only reduce the value of ln. This
means that electrons are not pulled out of the quasi-
neutral region by the field and, by recombining with
As+, are involved in the formation of photocurrent.

The time of electron transit through the depletion
layer is equal to τd ≅  W/Vd = 10–10 s (W = 10–3 cm and
Vd = 107 cm/s), which is much smaller than the lifetime
τn. Therefore, electrons leave the depletion region with-
out recombination. The remaining “slow” holes form
the electric field Eph. This field is proportional to the
illumination intensity and controls the photocurrent.
Thus, the photocurrents in the blocking layer, quasi-
neutral region, and depletion region are predominantly
due to electron transport, hole transport, and combined
electron and hole transport, respectively (see Fig. 3).
SEMICONDUCTORS      Vol. 35      No. 4      2001
As the bias voltage Vb increases, the bias depen-
dence of the photocurrent is initially controlled by the
bias dependence of the depletion layer width W(Vb)
and, at a later stage, by a stronger field dependence of
the impurity-related avalanche multiplication. As can
be seen from Fig. 2, the magnitude of the highest elec-
tric field in the depletion region Em rapidly approaches
the value of the characteristic field for impact ioniza-
tion of As atoms in Si Eav ≅  7 × 103 V/cm [16]; this
causes both the photocurrent to increase and the photo-
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Fig. 3. Schematic representation of distributions of the
potential and the electric field in an unilluminated (ΦS = 0)
and an illuminated (ΦS ≠ 0) BIB structure to the linear
approximation in the current.

Fig. 4. Experimental dependences of the current–power sen-
sitivity S on the bias voltage and temperature. The surface
area of the structure was 650 × 650 µm2. Curve 1 was cal-
culated [17], and curve 2 corresponds to experimental
data [6].
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current dependence on bias to become stronger than it
is in the expression Iph ≈ qΦSW(Vb)/L. The second por-
tion of the I−V characteristic for the illuminated sample
is related to the punch-through of the depletion region
and the contact N++ region and to an abrupt uncon-
trolled increase in the current and the noise level.

The results of measuring the current–power sensi-
tivity S shown in Fig. 4 indicate that, beginning with a
certain bias voltage (0.5–1.2 V, depending on tempera-
ture), the quantity S exceeds the value that corresponds
to the external quantum efficiency of η = 1. It has been
shown previously [17] that this is caused by avalanche
multiplication of charge carriers in the depletion
region. Our experiments demonstrate that the value of
S in the voltage range corresponding to η > 1 depends
not only on the bias voltage but also on temperature.
The temperature dependence may be approximated by
the power-law function S ∝  Tn, where n = 1.6 ± 0.1 (see
the inset in Fig. 4). Such an increase in S with temper-
ature may be attributed to a decrease in the cross sec-
tion for electron recombination at a Coulomb center in

the vicinity of T ≈ m* /k = 3 K, where m* is the effec-
tive electron mass and vs is the velocity of sound in sil-
icon [18]. Therein lies the difference between experi-
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Fig. 5. Histograms representing the distributions of (a) cur-
rent–power sensitivity S and (b) the noise charge Ne over the
elements of a linear photodetector system 1 × 64 in size. The
measurements were carried out at 10 K. The surface area of
an element was 70 × 80 µm2.
mental dependence S(T) and the dependence predicted
by the theoretical model [17]; in the latter, the depen-
dence of S on T is disregarded in the temperature range
that corresponds to the operation of a BIB structure in
background-limited mode (see Fig. 6 in [6]).

In Fig. 5, we show the bar-chart representations of
sensitivity and noise charge distributions over the ele-
ments of a linear photodetector array combined with a
multiplexer (a photodetector system). The mean value
of the noise charge in the photodetector system is close
the multiplexer’s noise charge. This means that the pho-
todetector system noise is primarily controlled by the
multiplexer, even in the mode of “soft” avalanche mul-
tiplication under exposure to a luminous flux of Φ =
1.06 × 10–11 W/element.

It can be seen that if the mean sensitivity of the ele-
ments is five times higher, its variance is close to the
variance for S ≅  6 A/W [4, 5]. In other words, a change-
over of the BIB elements in a linear array to the ava-
lanche-multiplication mode with a small multiplication
factor (M < 10) does not cause the sensitivity variance
to increase.

Our results are in agreement with data reported pre-
viously [4, 5, 8] and supplement them by offering the
prospect of designing multielement photodetector sys-
tems based on BIB structures that operate in an
enhanced-detectivity mode due to the avalanche-multi-
plication effect. Thus, the studied linear arrays feature
the detectivity of D* > 1014 cm Hz1/2/W and the noise
equivalent power of NEP < 0.7 × 10–16 W/Hz1/2, which
is superior to the corresponding values reported previ-
ously [4, 5].

CONCLUSION

(1) Study of Si:As-based BIB structures optimized
for operation in focal linear arrays showed that the
main mechanism responsible for the bias-voltage
dependence of photocurrent consists in the avalanche
breakdown of the impurity band.

(2) The avalanche breakdown of the impurity band
in the above structures enhances the current–power
sensitivity but does not cause the nonuniformity of this
sensitivity over the array of photodectors to increase.

(3) It is shown that the current–power sensitivity of
the Si:As-based BIB structures increases with temper-
ature as S ≈ T1.6 in the range of 7–20 K.

(4) In the low-background situation (with the back-
ground flux being <10–10 W/cm2), the noise and detec-
tivity of a Si:As-based linear-array photodetector sys-
tem are controlled by the multiplexer.
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Abstract—The mechanism of charge transport in an anisotype p-Si–n+-ZnO–n-ZnO–Pd heterostructure with
Schottky contact was studied. Photoelectric characteristics of this heterostructure were analyzed. The observed
dependence I ∝  V3 is attributed to the double injection of charge carriers in the drift approximation. A suppres-
sion (decrease) of the forward current by irradiation with photons in the wavelength range of λ = 0.7–1.2 µm was
observed. This effect is accounted for by special features of the trapping of photogenerated (excess) minority
charge carriers (holes) and their recombination with thermally equilibrium electrons. © 2001 MAIK
“Nauka/Interperiodica”.
Crystals and thin films of ZnO and ZnO-based diode
structures have been the subject of numerous scientific
and application-oriented studies. In particular, consid-
erable advances have been made in the development of
gas sensors, varistors, displays, and so on. We previ-
ously reported [1] the results of studying the electrical
and photoelectric characteristics of an isotype n-ZnO–
n-Si heterostructure, and possible practical applications
of this heterostructure were outlined.

In this paper, we report the results of studying the
mechanism of charge transport in an anisotype p-Si–
n+-ZnO–n-ZnO–Pd heterostructure with a Schottky
contact; photoelectric properties of this heterostructure
were also studied. It is noteworthy that both elements of
this structure (p-Si–n+-ZnO and ZnO–Pd) have been
tested previously as a solar cell [2] and hydrogen detec-
tor [3], respectively.

The formation process of the structures included
three consecutive stages. First, a conducting n+-ZnO
layer was formed on a p-Si substrate by organometallic
deposition; zinc acetylacetonate Zn(AcAc)2 was used as
a source of Zn. The ZnO layer was deposited in a verti-
cal reactor; the substrate temperature was maintained
within 300–350°C. The supporting gas was Ar satu-
rated with Zn(AcAc)2 vapors and O. During n+-ZnO layer
deposition, the temperature of the Zn(AcAc)2 source was
120°C; a flux of Ar mixed with O2 in the proportion of
[Ar]/([Ar] + [O2]) = 0.5 was used. The n+-ZnO layers
were 0.15 µm thick; the electron concentration in these
layers was (5–8) × 1019 cm–3, and electron mobility was
~50 cm2 V–1 s–1. An n-ZnO layer 100–300 Å thick was
then deposited using electron-beam evaporation of
1063-7826/01/3504- $21.00 © 20464
n-ZnO crystals (ρ . 102 Ω cm). Finally, a Pd layer
~400 Å thick was deposited using vacuum evaporation.
Figure 1a shows a schematic representation of the com-
plete structure.

We measured the steady-state current–voltage (I–V)
characteristics and photoelectric parameters of the
structures using conventional instrumentation.

Figure 2 shows a typical dependence of forward cur-
rent on the applied voltage (a positive voltage was
applied to Pd) for one of the samples; the measure-
ments were performed at T = 300 K. Two power-law

(a)

(b)

Pd
n-ZnO
n+-ZnO
p-Si

Al

Ip In

Ed

Ea1

e

h

EF

p-Sin-ZnOPd n+-ZnO

Fig. 1. (a) Schematic cross section and (b) presumed energy
band diagram of a p-Si–n+-ZnO–n-ZnO–Pd structure.
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portions are observed in the I–V characteristic; in the
first portion (for V ≤ 0.2 V), we have I ∝  V1.2–1.5

(depending on the sample), whereas in the second por-
tion, I ∝  V 3. Figure 3 shows the spectral photosensitiv-
ity of a structure in the wavelength region of λ >
0.6 µm. Two relatively narrow bands that peaked at
λmax = 0.95 and 2.65 µm are observed. The first of these
bands is obviously related to the photovoltage value
generated in the n+-ZnO–p-Si heterojunction, whereas
the second band with a lower intensity is governed by
the n-ZnO–Pd Schottky barrier.

A distinctive feature of the charge-transport mecha-
nism in the structure is its negative photosensitivity,
i.e., the decrease in (a suppression of) the dark forward
current Id when the structure is exposed to illumination,
with wavelengths of photons being in the range of
0.7−1.2 µm (see Fig. 4). The current-suppression curve
is the inverted photosensitivity curve (see Fig. 3). Only
positive photosensitivity is observed for reverse-biased
structures.

The applied forward bias voltage is distributed over
the three regions of the structure as

(1)

where V1 is the voltage at the Pd–n-ZnO Schottky bar-
rier, V2 is the voltage drop across the n-ZnO layer, and
V3 is the voltage at the n+-ZnO–p-Si heterointerface.
The existence of an extended region of cubic depen-
dence of the current on the voltage suggests that the
main fraction of the applied bias voltage drops across
the n-ZnO layer; thus, we may assume that V2 @ V1 and
V2 > V3. The aforementioned power-law I(V) depen-
dence is characteristic of the mechanism of the charge-
carrier double injection in the drift approximation.
According to the theory, we have

(2)

where L is the high-resistivity layer (n-ZnO) thickness,
µn and µp are the electron and hole mobilities, and τp is
the hole lifetime.

A crude estimation of τp using formula (2) for µp !
1 cm2 V–1 s–1 ≤ µn yields a very small value for τp, on
the order of or smaller than 10–10 s. Electrons are
injected into the n-ZnO layer from the n+-ZnO side (see
Fig. 1b), whereas holes are injected from the Pd side.
As was shown previously [4], relationship (2) follows
from the condition that the distribution of injected holes
features a pronounced minimum. In the situation under
consideration, this minimum is positioned closer to the
Pd–n-ZnO heterointerface. Thus, the transit time of
electrons

V V1 V2 V3,+ +=

I µnµpτ pV3/L5,≈

ttr
L2

µnV
---------=
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amounts to 10–11–10–12 s and corresponds to the condi-
tions of the so-called dielectric relaxation, in which
case ttr ! τM and ttr ! τp, where τM is the Maxwell
relaxation time. Under these conditions, the role of
charge carriers in thermal equilibrium is unimportant,
and the space charge is neutralized by injected elec-
trons and holes. The effect of negative photosensitivity
is not observed in this region. This effect is typical of
the transition portion in the I–V characteristic for low
injection levels. In our opinion, it is possible to explain
the mechanism of the forward-current suppression by
light in the structures studied on the basis of special fea-
tures of the mechanism for the capture and recombina-
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Fig. 2. The forward current–voltage characteristic of a p-Si–
n+-ZnO–n-ZnO–Pd structure.

Fig. 3. Spectral photosensitivity of a p-Si–n+-ZnO–n-ZnO–
Pd structure.
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tion of charge carriers in the n-ZnO layer. A similar
effect (negative photoconductivity) was observed in Ge
when minority charge carriers were excited to the
impurity level [5]. In particular, the possible increase in
the resistivity of semi-insulators under injection of minor-
ity charge carriers has been discussed previously [6].

In the case under consideration, we may assume that
compensated acceptor levels Eai were formed in the
lower half of the band gap of the n-ZnO layer as a result
of the technological process of forming the structure
and, in particular, of the above layer (Fig. 1b). It is rea-
sonable to assume that these levels should feature a
large capture cross section for minority charge carriers
(holes). It is possible that one of the Eai levels has a
larger concentration Na1 and is the most efficient in the
course of recombination. The donor level Ed lies above
the equilibrium Fermi level EF, so that the ionization
energy Ed @ kT; i.e., the rate of thermal excitation of
electrons to the conduction band is low [this rate is pro-
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Fig. 4. Suppression of current by light (Id – Il) in a p-Si–

n+-ZnO–n-ZnO–Pd diode structure as a function of the illu-
mination wavelength; here, Id is the dark current and Il is the
current in illuminated structure. Positive photosensitivity
observed under excitation with infrared radiation in the
range of λ = 2.6–2.7 µm is shown in the inset.

Fig. 5. Suppression of the dark current Id as a function of the
excitation-radiation intensity θ (λ = 0.98 µm).

2.56
portional to γmexp(–Ed/kT), where m is the number of
occupied centers]. Under excitation with light with the
wavelength corresponding to the fundamental absorp-
tion in silicon, electron–hole pairs producing the pho-
tocurrent are generated at the heterojunction. As this
takes place, the nonequilibrium electrons are thermal-
ized in the n+-ZnO layer, whereas holes (the minority
charge carriers in n-ZnO) are captured by efficient Ea1
recombination centers in this layer. For these centers,
the recombination probability is proportional to the
product of the electron capture coefficient γn by the
concentration of thermally equilibrium charge carriers
n, so that

(3)

where Pv is the effective density of states in the valence
band and the coefficient of electron capture γn is larger
than the coefficient of capture by the Ed centers. Under
these conditions, the high rate of recombination of non-
equilibrium photogenerated holes with thermal equilib-
rium electrons results in the suppression of the forward
dark current. The magnitude of suppression defined as
Id – Il (Id is the dark current and Il is the current in the
structure under illumination) depends on the concentra-
tion of nonequilibrium holes and increases with
increasing illumination intensity (Fig. 5). The charac-
teristic current-suppression curve (Fig. 4) is obviously
related to variation in the coefficient of collection of the
electron–hole pairs. Most probably, a high recombina-
tion rate at the n+-ZnO–p-Si heterointerface markedly
reduces the above coefficient; the same occurs in the
long-wavelength region. In both cases, the flux of pho-
togenerated holes to the Ea1 levels is reduced corre-
spondingly and the recombination rate is lowered,
which results in the current-suppression curve that
resembles the inverted spectral-photosensitivity curve.
The narrow photoresponse band that peaked at λmax =
2.65 µm can be accounted for by a high rate of surface
recombination in the adjoining space-charge layer as
well. We relate this band to the electron transit through
the Schottky barrier from Pd to the n-ZnO layer. Only
positive photosensitivity was observed for this band
(see the inset in Fig. 4). This supports the assumption
that the generation of minority charge carriers plays the
determining role in the emergence of negative photo-
sensitivity.

It should be noted that measurements of the current-
suppression dependence on temperature have shown
that this effect is observed at T > 120 K, with its mag-
nitude increasing with temperature. Only positive
photosensitivity is observed at T < 120 K. This indi-
cates that the conditions for observing the suppression
of current by light are limited. At low temperatures, the
concentration of charge carriers in thermal equilibrium

γnn γpPv
Eg Eai–

kT
-------------------– 

  ,exp>
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decreases and the Fermi level changes its position with
respect to the levels Ed and Ea1, which affects markedly
the mechanisms of trapping and recombination and
thus results in the disappearance of the current-suppres-
sion effect.
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Abstract—The nonequilibrium field effect associated with deep surface states at the SiO2/6H-SiC interface has
been observed and studied in a 6H-SiC MOSFET of depletion–accumulation type. An analysis of the relaxation
of channel conductance at elevated temperatures upon filling of the surface traps with nonequilibrium carriers
has shown that the energy distribution of the surface traps has the form of a narrow Gaussian peak in the upper
half of the 6H-SiC band gap, with a peak energy EC – Etm = 1.19 eV, peak width ∆Et ≈ 85 meV, and electron
capture cross section σn ≈ 10–14 cm2. These surface states are believed to have the fundamental nature of “oxi-
dation defects” similar to Pb centers in the SiO2–Si system (of dangling silicon bonds). © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

So far, several types of MOSFETs have been created
on the basis of silicon carbide [1–4]. However, these
transistors are as yet inferior to SiC transistors with a
p−n junction or Schottky barrier as regards the effective
mobility of electrons in the channel, which is due to the
influence of electron traps at the SiO2/SiC interface [5].

Traps at the SiO2/SiC interface have been exten-
sively studied by analyzing the capacitance–voltage
(C–V) characteristics of SiC-MOS capacitors (see, e.g.,
[6–8]). However, the majority of studies have been per-
formed at room temperature, which gives no way of
revealing deep states in such a wide-gap semiconductor
as SiC (for example, deep states adversely affect the
threshold voltage and the subthreshold transconduc-
tance of inversion-channel transistors).

In this paper, the nonequilibrium field effect at ele-
vated temperatures in deep surface states at the
SiO2/6H-SiC interface was studied. Depletion–accu-
mulation 6H-SiC MOSFETs with doped n channels
served as the object of study. In these transistors (nor-
mally in on-state), variations in the trap filling at the
oxide–semiconductor interface lead to changes in the
thickness of the depletion region at the gate, and, con-
sequently, to changes in the drain current. The surface
state parameters, namely, their energy distribution in
the 6H-SiC band gap and the electron capture cross sec-
tion, have been determined from the kinetics of the
channel conductance after nonequilibrium filling of
surface traps with electrons. The data obtained are
compared with the results of other studies, and the
nature of the states revealed is discussed.
1063-7826/01/3504- $21.00 © 20468
2. SAMPLES AND EXPERIMENT

Transistors (Fig. 1) were based on epitaxial 6H-SiC
p+–n–n+ structures CVD-grown at the Industrial Micro-
electronics Center in Stockholm, Sweden. The device
was fabricated according to the following standard pro-
cesses: (i) reactive-ion etching of SiC in SF6 plasma to
form mesa structures and to make the channel between
the source and the drain thinner; (ii) thermal oxidation
of the SiC surface in a flow of humid oxygen to form
the gate dielectric; (iii) thermal burning-in of nickel
to obtain ohmic contacts to the source, drain, and
p+-substrate; and (iv) formation of a molybdenum MOS
gate. The resulting discrete mesa-isolated transistor
structures had the following parameters: the donor den-
sity in the channel was N = 5 × 1015 cm–3; channel
thickness, d ≈ 1.5 µm; channel length, L = 5 µm; chan-
nel width, Z = 0.56 mm; mesa-structure area, S =
0.35 × 0.25 mm2; and thickness of the gate SiO2 layer,
dox ≈ 0.1 nm.

The donor impurity concentration in the channel
and the thickness of the channel’s active region were
chosen so that the density of donors per unit area (Nd)
did not exceed 1012 cm–2. This ensured that the drain
current was highly sensitive to charge variations at the
interface. In the structure under study, the drain current
can be controlled by both the upper MOS gate and the
lower p+–n junction. The p+–n junction can also be used
to inject holes into the surface, where they recombine
with nonequilibrium electrons captured by surface
states.

The drain current relaxation curves were taken in
the dark at several temperatures in the range
293−442 K, using an XY recorder. During the record-
ing, a constant temperature was automatically main-
tained to within 0.1 K. The measurements were done in
001 MAIK “Nauka/Interperiodica”
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the linear mode of transistor operation, which was
ensured by applying a small voltage VDS = 100 mV to
the drain. In this case, the measured drain current is
directly proportional to the channel GDS conductance:
I = GDSVDS.

3. EXPERIMENTAL RESULTS
AND QUALITATIVE INTERPRETATION

Figure 2 presents current–voltage characteristics of
the fabricated transistors, taken with an L2-56 curve
tracer in the depletion regime (in single- and double-
gate operation modes). These characteristics are typical
of the depletion-type transistors: the drain current satu-
rates well and is controlled by a negative voltage on the
MOS gate or the p+–n junction.

A study of the effect of the MOS-gate voltage pulses
on the drain current demonstrated that the character of
the channel conductance modulation depends substan-
tially on the polarity of the applied pulse. Figure 3 dem-
onstrates the modulation of the room-temperature con-
ductance produced by negative and positive pulses of
5 V amplitude and 1 s duration. During the negative
pulse, the conductance decreases from 2.1 mA/V to
nearly zero, and its initial value is restored almost
instantly after the pulse ends. During the positive pulse,
the conductance slightly increases, but, after the pulse
ends, the transistor is almost in the off-state (the con-
ductance also falls nearly to zero, but is not restored
during the experiment).

The initial conductance of the channel could be
restored in three ways: (i) by illuminating the structure
with visible light; (ii) by applying a positive voltage to
the p+–n junction; and, finally, (iii) by elevating the
temperature (the respective drain current relaxation
curves at different temperatures are represented by
solid lines in Fig. 4). It can be seen that the characteris-
tic time of the relaxation process decreases from sev-
eral hundred to several seconds with the temperature
increasing in a very narrow range from 391 to 442 K.

We ascribe the behavior of the drain current
observed to the effect of deep surface states, partially
filled in quasi-equilibrium conditions. With a negative
voltage applied to the MOS gate, the electron charge of
surface states becomes nonequilibrium (excess). In the
dark, surface state filling can return to quasi-equilib-
rium via thermal excitation of electrons from the sur-
face states; for deep levels, the characteristic time of
this process at room temperature may be very long.
After the pulse ends, the initial state is rapidly regained.
Consequently, no substantial variation of the charge on
surface states occurs under the action of the negative
pulse.

When a positive voltage is applied to the MOS gate,
electrons from the conduction band are quickly cap-
tured by the initially free surface states. This results in
the positive potential of the MOS gate being screened:
the applied voltage drops mainly across the insulator,
SEMICONDUCTORS      Vol. 35      No. 4      2001
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Fig. 1. Schematic cross section of 6H-SiC MOSFET with a
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Fig. 2. Families of source–drain current–voltage character-
istics of a 6H-SiC MOSFET, taken at room temperature in
the channel depletion regime (common-source circuit):
(a) single-gate regime (one gate grounded, negative bias on
the second), (b) double-gate regime (the same negative bias
on both gates). Upper curves correspond to a zero-biased
gate. The gate bias is changed in 1-V increments.

Fig.3. Modulation of the channel conductance by negative
(– 5 V) and positive (+ 5 V) pulses on the gate. Room tem-
perature.
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while the thickness of the depleted region at the gate
and the drain current change only slightly. After the
pulse ends, the negative charge of the trapped electrons
becomes nonequilibrium. This “frozen” excess charge
leads to nonequilibrium depletion in the semiconduc-
tor, which is responsible for the drop of the drain cur-
rent after the end of the pulse. In this regime, the resto-
ration of the quasi-equilibrium conductance by the
methods described above can be explained in the con-
text of (i) structure illumination by optical transitions of
nonequilibrium electrons from the surface state levels
to the conduction band; (ii) the positive bias of the p+−n
junction, attained by injecting holes from the p+ region
to the interface, where they recombine with nonequilib-
rium electrons in surface states; and (iii) a temperature
increase from the thermal emission of nonequilibrium
electrons from the surface state levels to the conduction
band.
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Fig. 4. Relaxation curves of the drain current after applying
a positive (+5 V) pulse to the MOS gate. Temperature T:
(1) 391, (2) 404, (3) 417, (4) 430, and (5) 442 K. Solid
curves, experiment; dotted curves, approximation (for
explanations, see the text).
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rium state (t = ∞).
4. QUANTITATIVE MODEL OF CURRENT 
RELAXATION

Now we discuss the relaxation of the system after
nonequilibrium filling of the surface states with elec-
trons, i.e., after applying a positive bias pulse to the
MOS gate. Figure 5 shows band diagrams of the semi-
conductor at different instants of time: (a) immediately
after the end of the pulse (t = 0), (b) at a certain instant
of time during the current relaxation, and (c) after the
attainment of quasi-equilibrium (t = ∞). The diagrams
in Figs. 5a and 5b reflect the nonequilibrium state of the
system, with the Fermi quasi-levels for electrons in sur-
face states (Fnt) and those in the conduction band (Fn)
not coinciding and lying on opposite sides of the quasi-
equilibrium Fermi level (Feq).

Let us first relate the changes in the excess electron
concentration in surface states, ∆nt(t), and in the drain
current, ∆I(t), with time.

During relaxation, a change in the charge of the sur-
face states, ∆Qt, is accompanied by changes in the
charges on the metallic electrode, ∆Qm, and in the space
charge region (SCR), ∆Qs. The relationship between
these quantities is governed by the overall electroneu-
trality of the system:

(1)

In its turn, a change in the surface potential (∆ψs) is
equal to the voltage drop across the insulator (∆Vox), the
sign being reversed:

(2)

By definition, ∆Vox is related to ∆Qm by

(3)

where Cox is the insulator capacitance per unit area. In
turn, the quantity ∆ψs(t) can be expressed in terms of
changes in the SCR thickness in the semiconductor,
∆h(t):

(4)

where q is the absolute value of the electron charge, and
εs is the dielectric constant of the semiconductor. Let us
make use of some evident relations for charges in the
surface states and in the SCR of the semiconductor:

(5)

Then the expression relating the change in the electron
concentration in surface states to a change in the SCR
thickness can be brought to the form

(6)

where εox is the dielectric constant of the oxide layer.
The quantity dox in (6) is called the length of surface

∆Qm t( ) ∆Qt t( ) ∆Qs t( )+[ ] .–=

∆ψs t( ) ∆Vox t( ).–=
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∆Qm
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-----------,=

δψs
qN
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-------h̃∆h, h̃ t( )–
h 0( ) h t( )+

2
---------------------------,= =
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charge screening by a metallic electrode. Its meaning is
well understood in the limiting case of a thick insulator.
If dox @ h, then the charge of the metallic electrode does
not change during relaxation, with changes in the
charge in the surface states and in the SCR being equal
in absolute value (but having opposite signs). Con-
versely, the thinner the insulator, the stronger the
screening of the surface charge by metal.

In the linear mode of transistor operation, the
change in the drain current is proportional to that in the
SCR thickness: ∆I(t) ∝  –∆n(t). If |∆h(t)| ! h(0), the
time dependence ∆I(t) coincides, within a constant fac-
tor, with the time dependence ∆h(t), so that

(7)

Now we consider the kinetics of filling monoener-
getic surface states after a departure from quasi-equi-
librium. For a monopolar n-type semiconductor and its
surface state levels in the upper half of the band gap, the
carrier exchange between the traps and the valence
band can be neglected. Furthermore, when initial
excess filling of traps occurs at the start of the relax-
ation process, the capture of electrons from the conduc-
tion band is also negligible. Then the kinetic equation
describing the thermal emission of electrons from the
traps has the simplest form:

(8)

where σn is the cross section of electron capture by sur-
face traps, v is the thermal velocity of electrons, NC is
the effective density of states in the conduction band of
the semiconductor, EC – Et is the energy depth of the
surface state levels in the band gap relative to the con-
duction band edge, and kT is the thermal energy.

The solution to (8) has the form

(9)

According to (7), the relaxation curve for the current in
the linear transistor operation mode must obey the
expression

(10)

It was found that in the case in question the time
dependence of ∆I(t)/∆I(0) is not described by a simple
exponent (10), being a superposition of exponents with
different τn. The reason for this is that the surface states
under study are distributed over a certain energy range.
For a quasi-continuous energy distribution of surface
states (Dt(E) is the density of states as a function of
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energy), states lying in arbitrarily chosen intervals dE
near the energy E are depleted in accordance with the
law for the monoenergetic surface states (9), where τn

grows exponentially with increasing level depth. In this
case, the position of the Fermi quasi-level for electrons
in surface states, Fnt(t), can be determined for any
instant of time t > 0 from the condition

(11)

(12)

Expression (12) shows that in the course of relaxation
the quasi-level Fnt moves toward the midgap. It is
assumed that at any given instant of time all the surface
state levels lying above the Fermi quasi-level are free,
and all those below the Fermi quasi-level are filled with
electrons. Then the time variation of ∆nt is calculated
to be

(13)

Further, we consider surface states with a Gaussian
density distribution over energy:

(14)

Also, we consider a situation when (i) the concentration
of quasi-equilibrium electrons in surface states is much
smaller than the total concentration of levels (Feq <
Etm – ∆Et) and (ii) the initial concentration of nonequi-
librium electrons in the surface states is close to the
total concentration of levels (Fnt(0) > Etm + ∆Et). In gen-
eral, these conditions can be fulfilled by choosing the
initial bias on the gate and the amplitude of the positive
pulse.

Changing the variables, X = (E – Etm)/∆Et, and tak-
ing into account relation (12), we obtain the relative
change in the drain current with time in the form

(15)

(16)

Thus, at known surface state parameters (EC – Etm,
∆Et, and σn), the time dependence of the drain current
is described by the function defined by (15) and (16).
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5. APPROXIMATION OF EXPERIMENTAL 
RESULTS

The inverse problem (determining the surface state
parameters from a measured current relaxation curve)
can be solved by approximating the experimental curve
by the function obtained above (with three fitting
parameters). As seen from (16), at a fixed temperature
the quantities EC – Etm and kTlnσn make additive con-
tributions to the Z(t) function, and, therefore, a numer-
ical approximation of a single experimental curve can-
not give a single-valued result for the parameters EC –
Etm and σn. Consequently, one of the parameters,
namely, EC – Etm, was found using the results of tem-
perature measurements.

In the situation under study, the Fermi quasi-level
for electrons in surface states passes through the peak
in energy distribution of surface states at the instant of
time t0.5, when ∆I(t)/∆I(0) = 0.5: Fnt(t0.5) = Etm. Accord-
ing to (11), t0.5 depends on temperature as follows:

(17)

According to this formula, the energy depth of the den-
sity-of-states peak is found as the activation energy of
the quantity t0.5, measured at several temperatures.
Other surface state parameters (∆Et and σn) were deter-
mined for each temperature by computer approxima-
tion of the experimental ∆I(t)/∆I(0) curves, but now

t0.5 τn( )max σnvNC( ) 1– EC Etm–
kT

-------------------- 
  .exp= =

EC – Etm = 1.19 eV

103

102

101

100

2.2 2.3 2.4 2.5 2.6
1000/T, K–1

t0.5, s

Fig. 6. t0.5 vs. 1000/T (for explanations, see the text).

Best-fit parameters ∆Et and σn obtained by approximating
current relaxation curves using a function described by (15)
and (16)

Parameters
Temperature T, K

391 404 417 430 442

∆Et, meV 85 83 85 86 92

1014 σn, cm2 2.8 2.8 2.6 2.2 2.3
with only two fitting parameters. For this case, the inte-
gral of the probability distribution, appearing in (15),
was calculated using the known formula

(18)

where z = 1/(1 + px), p = 0.232, a1 = 0.319, a2 = −0.357,
a3 = 1.781, a4= – 1.821, a5 = 1.330 (with a calculation
error of no more than 7.5 × 10–8).

Figure 6 presents the dependence of t0.5 on 1/T plot-
ted in semilogarithmic scale using the experimental
data from Fig. 4. The slope of this straight line corre-
sponds to the energy depth of the peak in the surface
state distribution, EC – Etm = 1.19 eV. The results of a
computer approximation (using two adjustable param-
eters) of current relaxation curves at several tempera-
tures are shown in Fig. 4 by dotted lines, and the adjust-
able parameters obtained for these temperatures are
given in the table. In the calculations, the following
room-temperature values of the thermal velocity and
the effective density of states in the conduction band
were taken: v(T = 300 K) = 2 × 107 cm/s and
NC(T = 300 K) = 1019 cm–3 (it is noteworthy that the
deviation of the product vNC introduces error only into
the capture cross section σn).

As seen from Fig. 4 and the table, the discussed
model describes the experimental data fairly well. The
integral trap density can be evaluated on the basis of the
transistor being nearly fully turned off when applying a
+5 V pulse to the gate. This means that the integral den-
sity of states (Nt) must be higher than the sheet density
of donors in the channel, i.e., Nt > Nd ≈ 7.5 × 1011 cm–2.

Thus, the surface traps responsible for the observed
nonequilibrium field effect have an energy distribution
in the form of a narrow Gaussian peak in the upper half
of the 6H-SiC band gap. The integral density of traps is
about 1012 cm–2, the ionization energy in the distribu-
tion peak EC – Etm = 1.19 eV, the peak broadening ∆Et ≈
85 meV, and the electron capture cross section σn ≈
10−14 cm2.

6. DISCUSSION OF THE RESULTS

Deep surface states with parameters close to those
listed above were detected in our previous studies using
other experimental methods. Among these, a compara-
tive analysis of the dark and light C–V characteristics of
6H-SiC(0001)C MOS capacitors at room temperature
revealed the existence of states with an ionization
energy exceeding 1 eV and integral density of no less
than 1013 eV–1 [9]. The density-of-states peak at the
energy EC – Etm ≈ 1.2 eV, with an integral density of

1
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about 1012 cm–1 has been revealed by analyzing the
high-temperature (600 K) C–V characteristics of
6H-SiC(0001)Si MOS capacitors [10]. Moreover, sim-
ilar states have been found on a “free” surface of SiC,
not subjected to special oxidation. Studies of low-fre-
quency noise in thin 4H-SiC films [11] have shown that
the generation–recombination noise observed at ele-
vated (550–700 K) temperatures is due to surface traps
with ionization energy EC – Et ≈ 1.3 eV, density Nt =
1.5 × 1012 cm–2, and electron capture cross section σn ≈
10–14 cm2. It is worth noting that for 6H- and 4H-SiC
the density-of-states peak lies about 0.3 eV above the
midgap. The existence of these surface states provides
a consistent explanation for the dependence of the
height of the Schottky barrier formed on a SiC surface
with a thin layer of natural oxide on the work function
of a metal [12].

We believe that the states revealed are similar in
nature to Pb centers in the SiO2/Si system. These cen-
ters, making a major contribution to the density of sur-
face states, are “oxidation defects”—silicon dangling
bonds [13]. The centers are amphoteric and give rise to
two density-of-states peaks in the silicon band gap.
Acceptor states corresponding to electronic transitions
0/– lie in the upper half of the gap, and donor states cor-
responding to electronic transitions +/0, in the lower
half. The difference between the detachment energies
for the first and second electrons (the so-called “corre-
lation energy”) is about 0.6 eV. If we assume the exist-
ence of a symmetrical peak of surface states in the
lower half of the SiC band gap, the “correlation energy”
will also be about 0.6 eV. Finally, assuming that this
energy is determined by the internal structure of a cen-
ter, we suggest that the nature of deep surface states at
the SiO2/SiC interface is similar to Pb centers in the
SiO2/Si system. The integral density of states and the
broadening of the density peak depends on the crystal-
lographic orientation and the conditions of the SiC sur-
face treatment: the density of states is lowest on the
well-oxidized surface of (0001)Si orientation and high-
est on a free SiC surface with (0001)C orientation.

7. CONCLUSION

A nonequilibrium field effect associated with deep
surface states has been found and studied in the SiO2–
n-6H-SiC system. The revealed states are “oxidation
defects” similar to Pb centers in the SiO2–Si system and
characterized by the following parameters: ionization
energy in the distribution peak of EC – Etm = 1.19 eV,
SEMICONDUCTORS      Vol. 35      No. 4      2001
peak broadening of ∆Et ≈ 85 meV, and an electron cap-
ture cross section of σn ≈ 10–14 cm2.
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Abstract—Three approximations of the “island” background charge are described within the proposed 2D
numerical model of the metal single-electron transistor. These approximations fit the experimental data well
when calculating I–V characteristics of single-electron transistors according to the model developed in
many cases. The validity of these approximations is exemplified by specific calculations of I–V characteristics.
© 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

A topical line of research in nanoelectronics is the
development and study of device structures based on
the single-electron tunneling effect. Currently, much
attention is being paid to single-electron transistors
owing to the advantages of using these transistors in
various devices including integrated circuits with a
higher level of integration compared to the known ones
[1, 2]. The study and development of single-electron
transistors call for adequate models.

The best known models for calculating the electrical
characteristics of single-electron transistors are those
based on semiclassical approximation and the solution
of the master equation [3], as well as on the Monte
Carlo method [4]. These models allow one to calculate
the device characteristics on the basis of its equivalent
circuit, taking discrete tunneling events into account.
To achieve a good fit to the experimental data, matching
parameters are introduced in various models when sim-
ulating the device and structure characteristics. Such
parameters in the above models include the tunneling
junction resistance and capacitance, the gate capaci-
tance, and the “island” background charge. A two-
dimensional (2D) numerical model of the metal single-
electron transistor was proposed in [5–7] within the
semiclassical approximation, which allows the physical
characteristics of the device to be calculated in relation
to the structural design, technological, and physical
parameters. This model is characterized by fewer
matching parameters: these are the density of states in
metal electrodes and the island background charge. In
many cases, good agreement with experimental data
can be achieved within the 2D numerical model
neglecting the background charge, i.e., using a single
matching parameter [5, 6].
1063-7826/01/3504- $21.00 © 20474
In this paper, we describe three approximations for
the island background charge within the proposed
2D numerical model and show their validity.

BACKGROUND CHARGE CONSIDERATION

In the known semiclassical models [3, 4], the back-
ground charge is treated as a certain constant Q0 = e,
where e is the elementary charge. In this case, the num-
ber of excess carriers on the island is given by

(1)

where  is the number of island carriers participating

in tunneling, and  can be a noninteger number to be
fitted to the experimental data.

The model developed is based on the numerical
solution to the 2D Poisson equation (the effect of a
magnetic field on transistor operation is neglected); i.e.,
(see [5–7]) we have

(2)

where ε is the dielectric constant (ε = εm in the conduc-
tive island region and ε = εi in the insulator region);
ϕ is the electrostatic potential; and qM is the volume
charge density including the density qt of carriers
directly involved in tunneling, as well as the back-
ground charge density q0. A finite-difference approxi-
mation of the Poisson equation (2) was proposed in
[6, 7] on the basis of the Tikhonov–Samarskiœ integral
interpolative approach combined with a number of
assumptions. Thus, the averaged density of excess
charges at the island, integrated over the area S of a cell

N0'

N ' Nt' N0' ,+=

Nt'

N0'

∇ε∇ϕ x y,( ) qM,–=
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in a spatial discretization mesh is written as (see [7])

(3)

where N is the number of excess carriers per spatial dis-
cretization cell of area S, k is a constant, and Lchar is the
island length in the carrier transport direction. As the
data of [7] show, the most expedient numerical values
of the coefficients k lie within the interval [1/6, 1/4].

Unfortunately, the background charge is in fact ran-
domly distributed over the island. Therefore, it is gen-
erally virtually impossible to adequately describe it
microscopically. Below, we show that this description
is not needed, at least within the semiclassical approx-
imation. We propose three approaches to account for
the effect of the background charge in the 2D numerical
model developed with consideration of a very small
number of discrete charges composing the island back-
ground charge.

In the first approach, it is assumed that the back-
ground charge distribution is analogous to the distribu-
tion of a charge involved in tunneling. Then, formula (3)
can be written as

(4)

where Nt and N0 are the numbers of excess carriers
involved in tunneling and controlling the background
charge, respectively.

In contrast to the first approach, the second implies
a uniform distribution of the background charge over
the entire island area. In this case, the function F is
written as

(5)

where Lx and Ly are the island length and width, respec-
tively, and N0 is the total number of excess carriers of
the island background charge.

However, one should consider the probability of
background charge dependence on transistor operating
conditions, in particular on the drain voltage. In this
case, it is expedient to write the number N of excessive
carriers as N = kfNt, where kf is the coefficient account-
ing for the background charge and its dependence on
the device operating conditions.

Hence, in the third approach, kf is the matching
parameter depending on the operating voltage. An anal-
ogous example of a matching parameter dependent on
the operating conditions is the bipolar transistor gain.
Thus, formula (3) in the third approach takes the form

(6)

F qM Sd

S

∫∫ N
kLchar
-------------,= =

F
Nt N0+
kLchar

------------------,=

F
Nt N0S/LxLy+

kLchar
-----------------------------------,=

F
k f Nt

kLchar
-------------.=
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THE RESULTS OF SIMULATION

Choosing one of the above approaches to the island
background charge, a good fit to the experimental data
can be achieved in many cases when calculating the
I−V characteristics of single-electron transistors
according to the proposed 2D numerical model.

We consider several examples. Figure 1 shows the
dependence of the current I on the drain voltage Vd, cal-
culated using the 2D numerical model for a transistor
based on Al/AlOx/Al tunneling junctions at an operat-
ing temperature of 0.05 K (curve 2) in comparison to
the experimental data of [8] (curve 1). We chose the
third approach to the background charge approxima-
tion, which yields a satisfactory fit to the experimental
data. The coefficient kf accounting for the background
charge is constant.

We also calculated I–V characteristics of the device
with other background charges (see Fig. 2). Curves 2

–2 –1 0 1 2
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–40

–20

0

20

40
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1
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–1.0 –0.5 0 0.5 1.0
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20
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Fig. 1. I–V characteristics of the single-electron transistor
based on Al/AlOx/Al tunnel junctions: (1) experimental data
of [8] and (2) data calculated in the context of the 2D numer-
ical model.

Fig. 2. I–V characteristics of the single-electron transistor
based on Al/AlOx/Al tunnel junctions for various island
background charges (see text).
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and 3 correspond to the smallest and greatest chosen
charges, respectively. It is evident that the background
charge variation significantly affects the Coulomb
blockade range (the drain voltage Vd range corresponds
to the zero current) and affects the current only slightly.
We note that the background charge in the known semi-
classical model [1] also has a strong effect on this
domain.

As mentioned above, one of the proposed
approaches applied to the approximation of the back-
ground charge distribution allows a good fit to the
experiment. In many cases, all three approaches can be
employed, which yields almost the same I–V character-
istics. As an example, Fig. 3 displays I–V characteris-
tics for a transistor based on the Ti/TiOx/Ti tunneling
junctions corresponding to calculations by various
approaches (curves 3, 4), as well as to a calculation
neglecting the background charge (curve 2), and in
comparison to the experimental data of [9] (curve 1).
The data calculated by the first and second approaches
coincide quite well and correspond to curve 3. It is also
evident from Fig. 3 that the characteristics calculated

0 0.05 0.10 0.15 0.20
Vd, V

0.05

0.15

0.20

0.25
I, pA

1
2
3

0.10

4

Fig. 3. I–V characteristics of the single-electron transistor
based on Ti/TiOx/Ti tunnel junctions: (1) experimental data
of [9], (2) the data calculated neglecting the background
charge, and (3, 4) the data calculated according to the first
(second) and third approaches to the background charge dis-
tribution, respectively.
taking the background charge into account differ signif-
icantly only in the Coulomb blockade domain compared
to the dependence constructed neglecting its impact.

CONCLUSION
To account for the island background charge, we

propose three approximations yielding a good fit to the
experiment. Their validity was demonstrated by calcu-
lating I–V characteristics of single-electron transistors.
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Abstract—The structure of two types of GaAs i–n––n–n+ epilayers on GaAs〈100〉  semi-insulating substrates
was studied by electron microscopy. The low-temperature photoluminescence spectra were measured and their
special features were analyzed. It is shown that the formation of dislocations during growth in such structures
significantly affects the photoluminescence spectra and impairs the parameters of microwave field-effect tran-
sistors based on these structures. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Ion-implanted and epitaxial GaAs structures are
widely used in the fabrication of microwave Schottky
gate field-effect transistors (SFETs). More stringent
requirements for the enhanced yield of semiconductor
devices, for an increase in their reliability, and for a
reduction of their degradation are stimulating further
studies of both the starting structures and the SFETs
based on these structures.

The origin of the centers and mechanisms of radia-
tive recombination in GaAs crystals implanted with sil-
icon ions has been studied previously [1]. The effect of
the growth method on the background concentration of
carbon in GaAs films was studied by Tejayardi et al.
[2]. The objective of this study was to gain insight into
the effect of dislocations formed during growth on the
photoluminescence (PL) of GaAs i–n––n–n+ structures
and on the parameters of microwave SFETs based on
the above structures.

2. EXPERIMENTAL

We studied two types of i–n––n–n+-GaAs structures
that are used in conventional microwave SFETs. The
structures were grown by molecular-beam epitaxy in a
unified technological process.

The structures of the first type (sample 572) were
obtained in the growth chamber under a pressure of
(1.3–1.9) × 10–7 Pa, whereas the pressure was
(7.5−8.7) × 10–8 Pa for the structures of the second type
(sample 573). The structures of both types were formed
1063-7826/01/3504- $21.00 © 20477
by consecutive deposition of an undoped buffer n– layer
and also n- and n+-GaAs active layers doped with Si to
different concentrations onto high-quality semi-insu-
lating i-GaAs〈100〉  substrates. The choice of Si as the
dopant was prompted by the wide use of Si in n-GaAs
technology.

The substrate temperature was maintained at 540 ±
20°C. The thicknesses of the substrate and of the n–, n,
and n+ layers were 350, 1.0, 0.25, and 0.20 µm, respec-
tively.

The concentration and mobility of electrons in the
layers were determined from the capacitance–voltage
characteristics and the measurements of the Hall coef-
ficient by the van der Pauw method, respectively.

Photoluminescence (PL) was excited with an LG
106 M-1 argon laser with a photon energy of 2.41 eV
and a power of 50 mW. The highest power density in
the focused beam amounted to 5 × 1017 photon/(cm2 s).
The PL spectra were measured with the samples
immersed in liquid helium and with the PL emission
coming from the surface on which the luminous flux
was incident; a setup based on a DFS-24 high-resolu-
tion (4.5 Å/mm) spectrometer was used.

Electron microscopy measurements were per-
formed using a JSM-35 scanning electron microscope.

3. RESULTS AND DISCUSSION

Certain electrical characteristics of both types of the
i–n––n–n+-GaAs structures and the parameters of
001 MAIK “Nauka/Interperiodica”
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microwave SFETs based on these structures and mea-
sured at a characteristic frequency of 12 GHz are listed
in the table. We draw attention to the fact that even a
slight deterioration of vacuum in the growth chamber
due to inleakage of atmospheric oxygen (a peak related
to oxygen was detected in the mass spectrum of resid-
ual gases only when the wafers of the 572 series were
grown) markedly affected the concentration and mobil-
ity of electrons in the n+ and n layers of initial wafers.
In turn, this significantly impairs the basic operating
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Fig. 1. The PL spectra of i–n––n–n+-GaAs structures for
conventional field-effect transistors with the Schottky gate:
(1, 2) the emission from different spots of sample batch 572
and (3) the same for sample batch 573. In the inset, the cen-
tral portion of the PL spectrum for sample batch 573
(curve 3) is shown. T = 4.2 K. The wavelength of the excita-
tion radiation was 5145 Å. The characteristic energies hν
expressed in eV are indicated.
parameters of microwave SFETs, specifically, the noise
temperature and the gain.

Typical PL spectra IPL of the GaAs structures stud-
ied are shown in Fig. 1. As can be seen, these spectra
differ significantly for the above two structures. Thus,
the PL spectra of the samples of the first type, recorded
from two different spots on the sample surface, are dif-
fuse and consist of a broad featureless edge band that
peaked at 1.523 eV with a steep short-wavelength wing
and a gently sloping long-wavelength wing, with a low-
intensity impurity band that peaked at 1.492 eV being
superimposed on the latter. It is significant that the
intensity of PL emission from these samples varies
from one point on the surface to another, which is a
clear manifestation of the nonuniformity of the sam-
ples.

The PL spectra of structures of the second type (see
curve 3 and the inset in Fig. 1) consist of a number of
narrow lines related to free excitons in the first excited
state (1.5187 eV), to polaritons of the upper (1.5157 eV)
and lower (1.5148 eV) branches, to excitons bound by
neutral donors (D, X) (1.5140 eV), to the recombination
of free holes at a neutral donor (D, h) (1.5131 eV), and
to electron transitions either between the conduction
band and acceptors (Ec–A) (1.4938 and 1.4877 eV) or
in the donor–acceptor pairs (DAPs) (1.4915 and

1.4806 eV), in which the acceptors are carbon  and

silicon  in a state of 1S3/2 with the thermal-ioniza-
tion energies of 26.5 and 35.1 meV, respectively [1, 3].
In addition, we note the following:

(i) The polaritonic channel of radiative recombina-
tion significantly dominates over all other channels.

(ii) The quantum yield of radiative recombination
from the upper polaritonic branch is about three times
higher than that from the lower branch.

(iii) The lines related to the excitons bound at the
point structural defects (d, X) are absent in the PL spec-
tra.

CAs
0

SiAs
0

Some electrical characteristics of GaAs i–n––n–n+ structures and the parameters of the Schottky-gate field-effect transistors
fabricated on the basis of these structures

The wafer no. 572 573

T, K 300 77 300 77

Electron concentration
in the layers, cm–3

n+ 4 × 1018 – 3 × 1018 –

n 5 × 1017 – 3 × 1017 –

The electron mobility
in the layers, cm2 V–1 s–1

n+ 1600 1660 2045 2140

n 3260 2980 4465 3595

The SFET parameters at
a frequency of 12 GHz

Gain, dB 7–7.5 – 8.5–9 –

The noise temperature, K 225–300 – 90–140 –
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The PL spectra for samples of both types in the
range of the Ec–A and DAP transitions include low-
intensity lines of comparable intensities, which is

indicative of an approximately equal content of 

and  atoms in each of the sample types. Conse-
quently, these impurities cannot be the cause of lower
electron mobilities in the n+ and n layers in the wafers
of the first type and also of the inferior operating
parameters of microwave SFETs based on these layers.

Thus, all the aforesaid, together with the presence of
the spectral line related to free excitons in a state of n = 2,
is directly indicative of an insignificant concentration
of various lattice defects in the series of the 573 sam-
ples studied and, consequently, of a high degree of
structural perfection of these samples.

These inferences are consistent with the results of
electron microscopy measurements shown in Fig. 2. In
fact, samples of batch 572 have a block structure and
include a number of small-angle crystallite boundaries
over which various dislocations are located (including
the misfit dislocations at the interface between the
n− layer and the substrate) and penetrate even further
into the substrate (see Fig. 2a), whereas the samples of
batch 573 are homogeneous and of high quality and
have sharp i–n– and n––n interfaces (see Fig. 2b). On the
basis of the results obtained, we may conclude that the
dislocations formed during growth significantly impair
the quality of the i–n––n–n+ GaAs structures and the
parameters of microwave SFETs based on these struc-
tures and that PL is a reliable method for determining
the structural quality of such samples.

The crystal lattice of GaAs i–n––n–n+ structures dis-
torts under the effect of growth-related dislocations; as
a result, the band gap Eg widens and the edge-emission
band shifts to higher energies by 3.8 meV. Such a situ-
ation has been observed previously [4] in the PL spectra
of n-GaAs crystals subjected at 2 K to uniaxial pressure
along the 〈100〉 , 〈110〉 , and 〈111〉  directions. A shift of
the excitonic band to shorter wavelengths was
observed; the magnitude of this shift depended mark-
edly on the direction of the applied force. The largest
shift of this band for the above pressure directions was
~3.2, ~8.2, and 11.0 meV under the applied pressures
of 7.0 × 108, 1.1 × 109, and 1.4 × 109 Pa, respectively.
This shift is approximately equal to, or exceeds by two
to three times, the value obtained for the i–n––n–n+

GaAs structures with growth-related dislocations.
However, it is impossible to state the force direction or
to estimate the pressure imposed on such samples.

The observed special features of polaritonic emis-
sion may be due to scattering of the low-branch polari-
tons at various imperfections of the crystal lattice with

CAs
0

SiAs
0
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the subsequent transfer of these polaritons to the upper
branch [5, 6].

4. CONCLUSION

(1) Leakage of atmospheric oxygen into the growth
chamber during fabrication of i–n––n–n+ GaAs struc-
tures by molecular-beam epitaxy is conducive to the
formation of dislocations during growth.

(2) The growth-related dislocations significantly
affect the PL spectra of i–n––n–n+ GaAs structures and
the concentration and mobility of electrons in the n+

and n layers and also impair markedly the parameters
of microwave SFETs (i.e., the noise temperature and
the gain).

(3) Photoluminescence is a reliable method for
assessing the quality of epitaxial i–n––n–n+ GaAs struc-
tures.

(‡)

(b)

6
5
4

3
2

1

7
6
5
4

3

2

1

Fig. 2. The results of examining the GaAs i–n––n–n+ struc-
tures using a JSM-35 scanning electron microscope.
(a) Sample batch 572: (1) the substrate, (2) the interface
between the n– layer and the substrate, (3) the n– layer,
(4) the n layer, (5) the n+ layer, and (6) the surface of the
sample; (b) sample batch 573: (1) the substrate, (2) the inter-
face between the n– layer and the substrate, (3) the n– layer,
(4) the interface between the n– and n layers, (5) the n layer,
(6) the n+ layer, and (7) the sample surface. The width of the
scanned image is 11.3 µm.
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Abstract—Schottky diodes based on 6H-SiC epitaxial films exposed to 1000 MeV protons at a dose of
3 × 1014 cm–2 have been studied by precision alpha spectrometry. Parameters of deep levels introduced by pro-
tons were determined by deep-level transient spectroscopy. The number of vacancies generated in proton tracks
was found using TRIM software. The width of the space charge region and the hole diffusion length before and
after irradiation were obtained by processing the alpha-spectrometry and capacitance measurements. Minor
variations in the charge transport properties of epitaxial 6H-SiC detectors were observed. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Recently, considerable progress has been made in
the fabrication of high-quality single-crystal SiC sub-
strates and epitaxial films [1]. The interest of nuclear
physicists in SiC as a material for hard radiation detec-
tors [2] is due to the potentially high radiation hardness
of SiC devices and the possibility of operating them at
elevated temperatures [3].

Radiation hardness is important, in particular, when
designing systems for detecting reaction products in
key experiments of high-energy physics. Presently,
experiments are being developed on CERN’s Large
Hadron Collider, where the detectors should be opera-
tional for at least ten years. In these experiments, the
doses of detector irradiation by relativistic particles are
within the limits 2 × 1014–5 × 1015 cm–2, depending on
the detector position relative to the point of beam colli-
sion [4].

In these conditions, serious problems arise with
highly technologically developed Si detectors even at
doses of ~1014 cm–2. First, the dissipated power
increases dramatically (reverse currents and structure
depletion voltages grow). Second, the efficiency of
nonequilibrium charge transport falls, and, correspond-
ingly, the signal amplitude decreases. In a review [4],
the conclusion was made that a search for materials
with higher radiation hardness is inevitable.

The effect of 8-MeV proton doses up to 2 × 1016 cm–2

on 6H-SiC has been studied in [5]. Under irradiation,
the room-temperature free electron concentration in the
layer decreases, while the total charge of ionized impu-
1063-7826/01/3504- $21.00 © 20481
rities |  – | measured at the temperature T =
650 K increases. This means that under irradiation,
deep centers (DCs) are formed in the upper half of the
band gap, which capture the electrons from shallow
donors. These DCs (for example, an R center with the
ionization energy Ec – Et ≈ 1.2 eV) are ionized at high

temperatures, but they do not contribute to |  – |
measured at 300 K, because at this temperature their
recharging time is about two weeks.

In similar conditions, SiC p+–n structures maintain
their efficiency for detecting short-path ions after irra-
diation doses of up to 8 × 1015 cm–2 [6].

The goal of the present study was to analyze the
radiation hardness of SiC Schottky diodes under irradi-
ation conditions corresponding to those encountered
when they are applied as detectors of relativistic parti-
cles. Data are presented concerning the change in the
detector properties of diode structures upon irradiation
with 1000 MeV protons. The dose was chosen to be
~3 × 1014 cm–2, which is half an order of magnitude
higher than the “critical” dose for silicon detectors.

2. EXPERIMENTAL

Schottky diodes, 600 µm in diameter, were used as
detectors and were fabricated by magnetron sputtering
of Ni onto the surface of 6H-SiC epitaxial films grown
by vacuum sublimation epitaxy [2]. The film doping
profile was inhomogeneous, with the carrier concentra-
tion varying from ~5 × 1014 cm–3 at the surface to 8 ×
1015 cm–3 at a depth of ~7 µm. Such a distribution of
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–
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–
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(  – ) creates a “pulling field” in the space-charge
region, thus increasing the effective diffusion length of
carriers [7].

Samples were irradiated with a 1000-MeV proton
beam extracted from the synchrocyclotron at the
B.P. Konstantinov Petersburg Nuclear Physics Insti-
tute, Gatchina. A sample was placed at a distance of
5 m from the synchrocyclotron extraction window in
the accelerator hall. The beam spot size at the irradia-
tion point was 3 × 6 cm2 with a flux density of up to
6.25 × 1010 cm–2 s–1. The long-burst operation mode [8]
was used during irradiation to ensure a uniform expo-
sure over time. The time of exposure was 4.32 × 103 s.
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Fig. 1. Energy released by an alpha-particle in the sensitive
region of the structure vs. reverse bias for three as-grown
samples. Sample no.: (1) 56, (2) 36, and (3) 25.

Fig. 2. Effective width of the sensitive region of the struc-
ture vs. reverse bias. Sample no.: (1, 2) 36 and (3, 4) 56.
(2, 4) As-grown samples and (1, 3) those after proton irradi-
ation with a dose of 2.7 × 1014 cm–2.
The beam was monitored by the method of activated
foils, using the reaction 27Al(p, 3pn)24Na, whose cross
section was assumed to be (10.5 ± 0.7) mbarn. The
activity of 24Na was measured with a gamma spectrom-
eter calibrated against a standard 60Co source whose
intensity was known to within 3% at a 95% confidence
level.

The detectivity of SiC diode structures was directly
measured using alpha-particles with an average energy
of 5.79 MeV from a 244Cm preparation. The recorded
energies (or the nonequilibrium charge created in SiC)
were determined in relation to a reverse bias applied to
the diode by amplitude analysis. The data on the struc-
ture capacitance were also used to determine the real
size of the sensitive region and the hole diffusion
length.

The parameters and concentrations of deep levels
formed under irradiation were calculated from data fur-
nished by deep-level transient spectroscopy (DLTS).

3. EXPERIMENTAL RESULTS

1. Figure 1 shows typical dependences of the mea-
sured energy E on the reverse bias U for three struc-
tures. The difference in E between the three samples is
insignificant, indicating a sufficient uniformity of the
SiC properties over the film area. Data of the type pre-
sented in Fig. 1 were used for further processing, these
dependences being taken before and after irradiation
with protons.

Data processing (Fig. 1) relied on the nonequilib-
rium charge generated in SiC by an alpha-particle being
strictly calibrated. According to the known dependence
of specific ionization losses by the alpha-particle on its
path length in SiC (Bragg curve), energy loss is strictly
related to the length of the sensitive region of the detec-
tor, Weff. We used the Bragg curve obtained with TRIM
software [9]. The curve was approximated (with the
exception of its peak region) by a cubic polynomial in
Weff. Correspondingly, the calculated energy Eth(Weff)
released along the path Weff was described by a fourth-
order polynomial. The Weff values were obtained by
solving numerically the equation E = Eth(Weff), where E
is the measured quantity, with an accuracy of no less
than 0.025 µm.

Figure 2 presents the Weff(U) dependences obtained
as described above. The contact potential difference
across the p+–n-junction was taken into account by add-
ing 1.5 V to the bias voltage. At 100 V, Weff exceeds
7 µm, being equal to the sum of the space charge region
width W and the hole diffusion length LD:

(1)

To distinguish between the contributions from the W
and LD terms to Weff, we measured the dependence of
the capacitance C on the bias U. However, the obtained
C values were not used to calculate W directly, the stray

Weff W LD.+=
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capacitance being significant for small-area structures.
To exclude this error, we used the following expression
for Weff(C)

(2)

where the constant A is related to the structure area, and
the parameters P1 and P2 correspond to stray capaci-
tance and LD. Figure 3 exemplifies a fitting calculation
according to relation (2) for one of the samples before
and after proton irradiation at a dose of 2.7 × 1014 cm–2.
The obtained LD values are (1.658 ± 0.079) and
(1.214 ± 0.098) µm, respectively.

2. Table 1 presents parameters of deep centers
before and after irradiation from DLTS data. It can be
seen that only the concentration of R centers changes
significantly, and no new centers appear. Since the R
centers are presumably associated with vacancies (see,
e.g., [5]), we can estimate their rate of introduction by
the number of primarily formed vacancies, determined
from the calculations of proton deceleration using
TRIM software. Computer simulation shows that the
number ratio of vacancies is 110 : 1 for proton energies
of 8 and 1000 MeV. This results from the decrease in
the cross section of scattering of a proton on Si and C
atoms with its increasing energy.

However, in the case under study the experiment
gave a concentration of R centers approximately
400 times lower. Thus, the result expected in terms of
the model of primary defects markedly differs from the
concentration of “final” defects formed during physic-
ochemical processes in SiC. This indicates that the
defect formation processes at 8 and 1000 MeV are not
identical. Apparently, this is due to a difference of two
orders of magnitude in the energies transmitted to the
primarily displaced out Si and C atoms.

4. DISCUSSION

The data presented in Figs. 1–3 allow the effect of
irradiation on Weff and LD to be estimated. Table 2 lists
the LD values and illustrates the tendencies of Weff vari-
ation for five samples. The span of Weff variation can be
judged from Figs. 2 and 3.

As can be seen, the hole diffusion lengths change by
no more than 30% (except in sample no. 56). The vari-
ations in Weff are even less pronounced. It seems rea-
sonable to relate the decrease in Weff for samples
nos. 25 and 55 to decreasing LD. At the same time, the
invariability of Weff for other samples (or even its
increase for sample 36) is due to compensation occur-
ring in SiC. As a result, the difference between the

charges of ionized donor ( ) and acceptor ( )

impurities, Neff = |  – |, determining the range of
the electric field in the p+–n structure, decreases. Corre-

Weff
A

C P1–( )
-------------------- P2,+=
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–
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–
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spondingly, the value of W ∝  |  – |–1/2 also
increases.

The hole drift length in an electric field of strength

F can be found as  = (µτ)pF = (LD)(Fe/kT). Here, e
is the electron charge, k is the Boltzmann constant, T is
the absolute temperature, and µ and τ are the carrier
mobility and lifetime. Assuming that F = 105 V/cm and

LD = 1 µm, we obtain  = 400 µm for holes at room
temperature.
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Fig. 3. Effective width of the sensitive region of the struc-
ture vs. measured capacitance for sample 25. Points, exper-
iment; lines, approximation by relation (2). (2) As-grown
and (1) irradiated sample.

Table 1.  Deep centers according to DLTS data

Type of
center Ec – Et, eV

Concentration, cm–3

before irradiation after irradiation

E1/E2 0.35–0.4 (1–2) × 1013 (1–2) × 1013

R 1.1–1.2 <5 × 1012 5 × 1013

Table 2.  Diffusion length and the effect of irradiation on the
size of the sensitive region

Sample no. LD, µm, before 
irradiation

LD , µm, after 
irradiation

Variation in 
Weff

25 1.66 1.21 Decrease

36 1.80 1.24 Increasing

46 0.78 0.61 Const

55 0.92 –* Decreasing

56 1.00 0.16 Const

* LD for sample 55 after the irradiation is not presented because of
the significant error in approximation by relation (2).
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The electron drift length  = (µτ)nF can be evaluated
using the data from [6], where (µτ)n = 7 × 10–9 cm2/V was
obtained in the unipolar electron transport mode for
8 MeV protons with a dose of 8 × 1015 cm–2. Assuming
that R centers are responsible for the decrease in the
lifetime and introducing a correction to the (µτ)n value,
accounting for the number of R centers formed, we

obtain  ≤ 1 cm for the conditions of the present
study.

Thus, the carrier drift lengths are quite satisfactory
for detectors with a working region several hundred
micrometers long.

5. CONCLUSION
Comparing the results of this study with the data

obtained in [5], where 8 MeV protons were used for
irradiation, we conclude that the proton energy has no
significant effect on the spectrum of centers formed
upon irradiation. R centers with energies 1.1–1.2 eV
below the bottom of the conduction band still play an
essential role. However, the rate of introduction of the
centers was lower than that predicted on the basis of the
number of primarily introduced defects.

Direct studies of SiC detector properties have shown
that the variation of parameters responsible for carrier
transport can be classified as the initial stage of deteri-
oration.

The width of the space charge region (with a high
electric field) in the diode structure remains practically
unchanged. This means that the effective charge of ion-
ized impurities Neff is conserved, despite the high con-

LF
n

LF
n

centration of primarily introduced vacancies (1.4 ×
1015 cm–3). The rate of introduction of R-centers is low,
and their concentration is only 5 × 1013 cm–3. Thus, the
Neff values are still determined by the initial impurity
concentration.
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Abstract—Thermal interference effects in the arrays of vertical-cavity surface-emitting lasers are considered.
Thermal resistances for various laser configurations in the array are estimated. © 2001 MAIK “Nauka/Interpe-
riodica”.
1. INTRODUCTION

There are serious difficulties in solving thermal
problems in injection lasers with vertical outcoupling
of radiation (also called vertical-cavity surface-emit-
ting lasers, VCSELs); these difficulties are primarily
related to the complexity of the heat-source distribution
in the laser bulk and to the two-dimensional pattern of
the electric-current flow. A certain amount of experi-
mental data related to thermal phenomena in the arrays
of VCSELs have so far been accumulated [1–5].

In this context, it is important to study the issues
related to the simulation of VCSEL array [6–12]. When
simulating the VCSELs, it is necessary to devise a uni-
fied physical model that accounts for both the optical
and the thermal (and electrical) properties of the sur-
face-emitting lasers in general. In fact, the latter cir-
cumstance forces one to use numerical simulations,
which make it possible to take adequately into account
the totality of the above properties and make construc-
tive decisions related to a complex structure of objects.
In view of this, numerical simulations inevitably lead to
the necessity of using large computational resources.
Under these conditions, it is appropriate to apply sim-
pler approaches, which make it possible first of all to
assess the thermal parameters analytically.

In this study, we use the simplest model solutions
for various configurations of operating lasers in an
array to calculate the thermal resistance that accounts
for the mutual or cross influence of the lasers on each
other. In particular, an asymmetry in the thermal prop-
erties of central, corner, and edge lasers is noted. The
results obtained were compared in detail with experi-
mental data.

2. EFFECTIVE THERMAL RESISTANCES
WITH A MUTUAL EFFECT FUNCTION 

We define the thermal resistance  with a mutual-
effect function of any lasers as the ratio between the
temperature increment ∆Ti of the ith laser and the ther-

Rij
th
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mal power Pj released during operation of the jth laser;
i.e.,

(1)

We note that this definition is not rigorous, because,
in the lasing zone, it is more appropriate to deal with the
distribution of the temperature fields. However, thermal
resistances are often used in engineering calculations
because they make it possible to easily estimate the
temperature increment (and, at the same time, the tem-
perature of the active laser region) caused by the ther-
mal-power dissipation [1–5].

In the model of an array of VCSELs under consider-
ation, there are no thermal flux losses at the top (in con-
tact with air) and lateral (in contact with passivating
polyamide) laser surfaces. This means that the heat
exchange between lasers is accomplished only via the
substrate. In the substrate itself, a distribution of the
heat flux between two mutually perpendicular direc-
tions occurs. As this takes place, a fraction of heat flux
either goes to infinity (as in the case of a semi-infinite
medium) or is lost at the contact with a cool heatsink (a
body whose temperature is treated as constant); the lat-
ter occurs when the substrate is in the form of an unlim-
ited layer with a finite thickness. Thus, the thermal
problem is reduced to determining the thermal-field
distribution over the semiconductor–substrate surface.

In this situation, it is convenient to use the simplest
model solutions to thermal problems. For example, for
a point heat source, the steady-state temperature of the
surface (z = 0) varies following the 1/r law; therefore,
we have

(2)

where r = |ri – rj|. It is noteworthy that the variables
{r, z} are cylindrical coordinates.

If the heat flux is introduced with a constant density
of q = P/πR2 (a q model) into a circular region with a

Rij
th ∆Ti

P j

--------.=

Rij
th r( ) 1

2πκr
------------,=
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radius of R in the substrate with thickness l, we may use
the analogy to [13] to obtain

Thus, we have

(3)

where  = (2πκR)–1.

T r 0,( ) P
πκR
---------- λ l( )J0 λr( )J1 λR( )dλ

λ
------.tanh

0

∞

∫=

Rij
th r( ) R0

th 2
l
R
---x 

  J0
r
R
---x 

  J1 x( )dx
x

------,tanh

0

∞
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R0
th
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Fig. 1. Effective thermal resistance for cross interference
effects of lasers as a function of the edge number N for lasers
in the N × N array, where N = 2, 3, 4, and 5 (points 1 corre-
spond to the central laser; symbols 2 refer to the corner
lasers; and symbols 3 correspond to the edge lasers).

Fig. 2. Various configurations of operating lasers (shown by
shaded circles) in the 4 × 4 array.
For a distributed heat flux controlled by constant
temperature T of a circular (with a radius of R) region
(a T model), we obtain

(4)

Integrals (3) and (4) can be analytically calculated for
l/R @ 1 since, in this case, the range of l/R where the
function (l/R)x] differs from zero is narrow and
does not make a significant contribution to the result.
For l/R ≤ 1, this function causes the result of integration
to be undervalued. Physically, this means that effective
thermal resistances for mutual (cross) effects and for a
substrate with finite thickness l are lower than in a
semi-infinite medium (l  ∞). Therefore, in what fol-
lows, we restrict ourselves to a consideration of thermal
resistances in relation to the interference effects for a
semi-infinite medium.

It is noteworthy that a solution described by expres-
sion (4) yields the value of the integral equal to 1.57 .
π/2 for r = R (l @ R), so that

Similarly, we may introduce the so-called effective
thermal resistance for an array of lasers as

(5)

where rs is the parameter (spacing) in the laser array,
and the summation is performed over all operating
lasers.

It is worth noting that the quantity γN depends
heavily on the configuration of operating lasers and
indicates to what extent the consideration of lasers in an
array is more important than the thermal contribution of
the nearest neighbor laser. Thus, the quantity γN makes
it possible to take into account to what extent an indi-
vidual operating laser is affected by other lasers in an
array. As a result, the effective thermal resistance
makes it possible to assess any variation in the temper-
ature of a given laser when all the other lasers are oper-
ating; it is assumed that the same thermal power is
released in each of the neighboring lasers.

Figure 1 shows the effective thermal resistance for
cross interference as a function of dimension N (N × N)
of a laser array. It follows from Fig. 1 that the lasers
located in the central region of the array are most
affected; the effect exerted on the lasers located at the
edge is less profound; and the lasers located at the cor-
ners of the arrays are less affected still. These results
can be explained by the fact that the heat flux from
neighboring lasers enhances the effective thermal resis-
tance of other lasers in an array; therefore, the lasers
located at the array center exhibit higher effective ther-

Rij
th r( ) R0

th 2
l
R
---x 

  J0
r
R
---x 

  xsin
x

----------tanh x.d
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∞
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[tanh

R f R=( )
th π
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---R0
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2κd
----------, where d 2R.= = =
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mal resistance because they are surrounded by a larger
number of lasers.

The numerical results below refer to the 4 × 4 laser
array. Effective thermal resistances in the case of inter-
ference effects on the laser with coordinates (3, 2) for
various configurations of operating lasers in the 4 × 4
array were calculated. Various configurations are illus-
trated in Fig. 2 (the shaded circles correspond to oper-
ating lasers). The results of calculating the thermal
resistances for interference effects in various configura-
tions of operating lasers in a given laser are listed in the
table.

3. ESTIMATION OF THE SUBSTRATE 
ELECTRICAL RESISTANCE

For the thermal models (the solutions to which were
given above) to be valid, it is necessary that the bulk
heat sources may be ignored in the substrate region. In
other words, the resistance in the substrate region
should be much lower than the active resistance of the
laser.

In order to estimate the electrical resistance of the
substrate, we use an analogy between the electrical and
thermal parameters; thus, we find that the heat flux Q(t)
corresponds to the electric-current strength I(t), the
heat-flux density q corresponds to the electric-current
density j, the temperature T corresponds to the potential
ϕ, the thermal-conductivity coefficient κ corresponds
to the electrical conductivity σ, and the heat capacity Cp
corresponds to the capacitance C.

For the sake of simplicity, we assume that an electric
current is fed to the substrate region with a constant
density. Using the analogy between the electrical and
thermal quantities, we may immediately conclude that
a solution for potentials in the region of z ≥ 0 is given
by the following expression similar to that reported pre-
viously [13] with q replaced with j0 and κ replaced with
σ = 1/ρe:

The mean potential is expressed as

and the mean electrical resistance is given by

(6)

Ue r 0,( ) j0ρeR J0 λr( )J1 λR( )dλ
λ

------.

0

∞

∫=

Ue〈 〉

Ue r( )2πrdr

0

R

∫
πR2

--------------------------------
8 j0ρeR

3π
-----------------,= =

Re〈 〉
Ue〈 〉
I0e

-----------
8ρe

3π2R
------------

16ρe

3π2d
------------.= = =
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If the substrate is a layer of finite thickness l, we
have to use the solution to the thermal problem [13]; as
a result, we obtain

where

Correspondingly,

(7)

A plot of the ζ1(l/R) function is shown in Fig. 3. It can
be seen that electrical resistance decreases with
decreasing substrate thickness.

In order to estimate the substrate electrical resis-
tance, we can also use another model solution for the
potential being constant in a circular region in the z = 0

Ue〈 〉 2 j0ρeR
l
R
---x 

  J1
2 x( )dx

x2
------tanh

0

∞
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Fig. 3. Plots of the functions ζ1 and ζ2 characterizing the
dependence of electrical resistance of the substrate on its
thickness l.

Thermal resistance of the laser with coordinates (3, 2) in the
4 × 4 array as a function of the configuration of operating
lasers

The configuration type The value of coefficient γN 
for thermal resistance

a 4

b 2.83

c 6.83

d 3.14

e 1.96

f 1.25

g 2.25

h 2.96



488 ZAKHAROV
plane (Ue(r) = U0e = const, r ≤ R). The total current is
then given by

and the resistance Re is expressed as

(8)

If the substrate is a layer of a finite thickness, we
should use the following solution for the potential:

The mean value of potential in the region with z = 0 and
r ≤ R is then given by

where

As a result, the mean resistance is expressed as

(9)

A plot of the function ζ2(l/R) is also shown in Fig. 3.
We now estimate the electrical resistance under the

condition of the current flowing in the substrate region.
Using the numerical values of ρe = 4.0 × 10–5 Ω m and
d ~ 10 µm for GaAs and employing formula (6), we
obtain 〈Re〉  ~ 2.2 Ω , which is much smaller than the
laser electrical resistance (RL ~ 1 kΩ) controlled mainly
by the Bragg mirrors. A similar estimation based on
formula (8) yields Re ~ 2 Ω .

4. COMPARISON OF THE RESULTS OF 
CALCULATIONS WITH EXPERIMENTAL DATA

As was mentioned above, the manifestation of ther-
mal effects in the VCSEL dynamics is related to tem-
perature increase in the active region and to the extreme
sensitivity of the threshold current to the active-region
temperature. Thermal effects are especially important
for lasers operating in continuous-wave mode. A tem-
perature-related shift of the lasing wavelength to lower
energies may be considered as another manifestation of
thermal phenomena.

We now compare the estimates of thermal resis-
tances with published experimental data [3–5]. Scien-

I j r( )2πr rd
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tists of the University of California studied the interfer-
ence effects on thermal properties for the 4 × 4 laser
array with a characteristic spacing of 30 µm and a
diameter of 7 µm [3]. The laser structure was grown on
an n-GaAs wafer by molecular-beam epitaxy and con-
sisted of Bragg mirrors (AlAs–GaAs layers) and an
active region in the form of three In0.18Ga0.82As quan-
tum wells 80-Å thick. The lasers were fabricated by ion
etching and were passivated with Si3N4 layers with a
thickness of 2500 Å. The laser threshold current varied
from 570 to 690 µA, and the mean value was 〈Ith〉  =
610 µA. The measured thermal-shift rate for the lasing
wavelength of λL = 975 nm was ∆λL/∆T = 0.62 Å/K.

It followed from experimental data reported previ-
ously [3] that thermal resistance of individual lasers
was controlled to a large extent by the thermal-conduc-
tivity coefficient of the “lower” Bragg mirror in the
direction perpendicular to the layer surfaces and
amounted to 2720 K/W. Wipiejewski et al. [3] esti-
mated the mean coefficient of the material’s thermal
conductivity at κ = 0.28 W cm–1 K–1, which was much
less than the bulk values of thermal conductivity in
AlAs (0.91 W cm–1 K–1) and in GaAs (0.45 W cm–1 K–1).
The above experimental value only slightly exceeds the
corresponding value for GaAs–AlAs superlattices [14]
and indicates that the thermal-conductivity coefficient
in the multilayer Bragg mirrors cannot be determined
from the properties of the bulk material; rather, it is
bound to be controlled by the processes of scattering of
phonons by interfaces.

In the 4 × 4 laser array, the effective thermal resis-
tance was calculated [3] to be 4287, 4110, and
3970 K/W for the central, edge, and corner lasers,
respectively. These values are about 50% larger than
the measured value of the thermal resistance for an
individual laser. Estimation of the thermal resistance of
an individual laser using the formula Rth = 1/2κd yields
Rth ≈ 2 × 103 K/W, which is about 30% smaller than the
experimental value.

Let us estimate the thermal resistance for the mutual
effect of two nearest neighbors on the basis of the data
shown in Fig. 3 of paper [3]. For the 2 × 2 laser array,

we obtain  = 2720 K/W and  = 3.2 × 103 K/W;

thus, we have  = 173 K/W. Based on the data

reported in [3] for the 4 × 4 laser array, we have  =
157 K/W for a central laser, 177 K/W for a corner laser,
and 166 K/W for an edge laser. Thus, the mean value of

 is 167 K/W. Using formula (5) in the estimation,

we obtain  = 1.2 × 102 K/W for κ = 44 W m–1 K–1

and  = 1.5 × 102 K/W for κ = 35.4 W m–1 K–1. The
consistency between the experimental and theoretical
results is reasonable if we set κ = 35 W m–1 K–1; i.e.,
under actual conditions, thermal resistance is found to
be lower than the calculated value.
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It is also of interest to compare the estimates of ther-
mal resistances with experimental data reported previ-
ously [4, 5]. An 8 × 8 VCSEL array fabricated by an
“inverted crystal” technique was studied by Ohiso et al.
[4]. Thermal resistances [4] were found to be 1210 and
660 K/W for the lasers with diameters of 16 and 26 µm,
respectively. Let us estimate the thermal resistance for
an individual laser. Since the Al0.1Ga0.9As compound
was used as the substrate [4], we should use the value
of κ = 44/(1 + 12.7x – 13.22x2) W m–1 K–1, where x =
0.1, for the thermal-conductivity coefficient. Thus, κ =
20.6 W m–1 K–1, and we obtain 1.5 × 103 and 0.9 ×
103 K/W for the thermal resistances of lasers with
diameters of 16 and 26 µm, respectively. Thus, under
actual conditions, the thermal resistance is found to be
smaller than the expected one, which may be related to
array mounting according to the inverted-crystal
method.

Huffaker et al. [5] formed the 2 × 2 VCSEL array
using selective oxidation. It was assumed that the ther-
mal shift of the lasing wavelength was 0.56 Å/K. The
measured thermal resistances were found to be 2550
and 2280 K/W for the lasers with characteristic dimen-
sions of 2 and 3.5 µm. Estimations based on the for-
mula Rth = 1/2kd (2) yield 5.6 × 103 K/W (d = 2 µm) and
3.2 × 103 K/W (d = 3.5 µm).

The measured value of thermal resistance with
allowance made for the mutual effect of nearest neigh-
bors was [5] 140 K/W. If we estimate this resistance
using formula (5) we obtain 3 × 102 K/W, so that the
actual thermal resistance is about two times smaller
than the expected one.

5. CONCLUSION
It follows from the above results that the thermal

resistances of laser arrays are controlled to a large
extent by structural features of both the lasers and the
array as a whole. This refers primarily to the thermal
resistances of individual lasers. Thermal resistances
with an interference function are found to be less sensi-
tive to structural features only if the lasers in an array
are separated by characteristic distances which exceed
the linear dimensions of the individual lasers. In addi-
tion, the local distribution of heat sources in the bulk of
an individual laser is unimportant for the consideration
and assessment of the thermal influence of lasers on
SEMICONDUCTORS      Vol. 35      No. 4      2001
each other. The suggested model solutions (undoubt-
edly, too inexact for an individual laser) may, neverthe-
less, yield a satisfactory agreement with the experimen-
tal data. In general, the considered approaches to solv-
ing the thermal problems yield results that are in
qualitative agreement with the experimental data. Thus,
the analytical solutions obtained may be used to esti-
mate the thermal parameters.
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