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Abstract—The effect of the heat treatment (for 1 h at 750–1100°C) of silicon on the transport of the oxygen
and carbon impurities between the impurity–defect clusters, which are present in dislocation-free n-Si crystals,
and the crystal matrix was studied. The observed nonmonotonic variations of oxygen and carbon concentrations
in the above clusters are interpreted as resulting from oscillatory “reactions” that proceed during accommoda-
tion of these clusters when the crystal temperature varies (increases). The temperature limits of such oscillatory
“reactions” are estimated. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A better understanding of defect formation in actual
silicon crystals comes from studying the origin and
properties of complex structural imperfections of the
type of defect clusters [1–6]. These imperfections
include impurity–defect clusters, which are formed in
dislocation-free silicon during its growth and are not
detected using selective etching [4]. It is believed [4, 7]
that these clusters are inclusions of the second phase in
the form of cores which are surrounded by elastic fields
and an impurity atmosphere; the latter consists largely
of oxygen and carbon atoms. The equilibrium between
the impurity–defect clusters and the crystal matrix can
be disturbed if the crystal temperature is varied signifi-
cantly; this disturbance can be eliminated by the subse-
quent accommodation of the above clusters. Mecha-
nisms for the accommodation of the impurity–defect
clusters are different at low and high temperatures. If the
temperature is lowered, the accommodation of these
clusters occurs (as in the case of the compensation of a
crystal by irradiation [8]) owing to electric interaction
(recharging of defects, screening, changes in the space-
charge region, etc.). At elevated crystal temperatures,
the impurity–defect clusters can be accommodated as a
result not only of electric interaction but also of the mat-
ter transfer between a cluster and the crystal matrix.

In this context, the objective of this study is to gain
insight into the transport of matter between an impu-
rity–defect cluster and the crystal matrix in relation to
the heat treatment temperature.

With allowance made for the fact that irradiation of
dislocation-free n-Si crystals leads to the accumulation
of oxygen- (the A centers) and carbon-containing (the
complexes of interstitial carbon atoms and substitu-
tional carbon atoms, Ci–Cs) radiation defects located
largely within impurity–defect clusters [4, 6], the pro-
1063-7826/01/3505- $21.00 © 20491
duction rates (η) obtained for these radiation defects
were used to estimate the variation in the content of the
oxygen and carbon impurities in an impurity–defect
cluster during a heat treatment.

2. EXPERIMENTAL

2.1. Crystals and Samples

For the main experiments, we used silicon samples
that had a surface area of 12 × 2.5 mm2 and a thickness
of 2 mm and were cut from the central part of an ingot.
The ingot was a dislocation-free n-Si single crystal with
a diameter of 55 mm and resistivity of ρ = 100 Ω cm;
the ingot was grown at a rate of V = 3 mm/min by the
floating-zone method in an argon atmosphere (the float-
zone n-Si). The concentrations of the oxygen and car-
bon background impurities were determined from the
infrared absorption spectra for the 5-mm-thick wafers
and were found to be equal to NO = 3 × 1016 cm–3 and
NC = 2 × 1016 cm–3, respectively. We used metallogra-
phy to assess the degree of structural perfection of the
samples after selective etching of the surface.

In preliminary experiments performed to test the
technique employed, we also used silicon crystals
obtained using different technologies. These crystals
included those of n-Si grown by the floating-zone (z)
method in vacuum (v) and contained dislocations (d)
with a low density of Nd = 2 × 104 cm–2 [the n-Si(z, v, d)
material]; the dislocation-free (df) n-Si crystals grown
by the floating-zone method in an argon atmosphere (a)
[the n-Si(z, a, df) material]; n-Si crystals obtained from
the n-Si(z, a, df) material by neutron-transmutation
doping [the neutron-transmutation-doped (NTD) n-Si
material]; and the dislocation-free n-Si crucible-grown
by the Czochralski (Cz) method in the argon atmo-
sphere [the n-Si(Cz, a, df) material].
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2.2. Thermal Treatment and Irradiation
of the Samples

Isochronous (for a time of t = 1 h) thermal treatment
of the samples was performed in air and in the temper-
ature range Ttr = 750–1100°C (with an increment of
50°C) with subsequent rapid cooling (~100 K/s). A sur-
face layer with a thickness of 100 µm was removed
after the thermal treatment.

The thermally treated and as-grown (reference)
samples were irradiated with 60Co gamma-ray quanta
with an intensity of 350 R/s at a temperature of Tirr =
40°C.

2.3. Measurements and Mathematical Processing
of the Results

Experimental data on the formation rate (η) of radi-
ation defects were obtained from the results of mea-
surements and mathematical processing of the temper-
ature (77–400 K) dependences of the Hall coefficient
and electrical conductivity of the samples before and
after irradiation. When measuring the temperature
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Fig. 1. Temperature dependences of the charge-carrier con-
centration in the (1) as-grown and (2) irradiated (Φ = 2.7 ×
1016 cm–2) silicon samples. Curve 2' represents the result of
processing curve 2. Dependence of the fraction f of unan-
nealed defects with the levels at Ec – (~0.17 eV) on the tem-
perature of isochronous (t = 15 min) heat treatment is shown
in the inset.
dependences of the Hall coefficient, special attention
was given to the symmetry and quality of the nickel
contacts deposited electrolytically onto the sample; the
nonrectifying behavior of these contacts was assessed
from the current–voltage characteristics measured pre-
liminarily in the above temperature range using a char-
acteriograph. In order to exclude the possible effect of
electrical interferences and transient processes in the
crystals studied, we measured the temperature depen-
dences of the Hall coefficient in a massive dark
screened box with low-rate cooling and heating (the
sample was monitored for 1.5 h while being warmed to
room temperature after having been kept at the liquid-
nitrogen temperature for 5 minutes). The temperature
dependences of the charge-carrier concentration n =
f(T) were calculated from the Hall coefficient tempera-
ture dependences with allowance made for the temper-
ature dependence of the Hall factor [9].

The desired values η = N/Φ were determined using
the linear portions of dependences of the defect con-
centration N on the irradiation flux Φ; the values of η
were averaged over the results obtained for three sam-
ples.

We took into account that the Ci−Cs complexes and
the A centers in n-Si have almost the same energy lev-
els, equal to about Ec – 0.16 eV and Ec – 0.18 eV,
respectively [10]. In order to determine the concentra-
tions of these radiation defects separately, we devel-
oped a special computer program for minimization, in
which the n = f(T) dependence was analyzed on the
basis of the electroneutrality equation in terms of a two-
level model. In this program, the Marquardt, Powell,
Newton–Raphson, steepest descent, and sliding
descent (flexiplex) methods [11, 12] were employed;
the search for the minimization direction was per-
formed using the golden-section method [13]. The pro-
gram made it possible to determine five parameters: the
difference between the concentrations of the shallow-
level donors and acceptors (ND – NA), the positions of
two closely spaced energy levels E1 and E2, and their
concentrations N1 and N2. According to [14], applying
the above method to the analysis of the dependences
n(T) that include the portions corresponding to com-
plete occupation and (or) complete depletion of the
defect levels makes it possible to uniquely determine
the defect parameters. Therefore, the samples to be
studied were irradiated with low integrated fluxes so
that the dependences n(T) included the portions corre-
sponding to both complete occupation and complete
depletion (Fig. 1, curve 2'). Each such dependence n(T)
involved 73 experimental points, which ensured a satis-
factory statistical reliability of the sampling used.

Mathematical processing of n = f(T) comprised two
stages. In the first stage, the curves n = f(T) for irradi-
ated samples were “cleared.” To this end, we first ana-
lyzed the dependences n = f(T) for unirradiated and/or
annealed samples (Fig. 1, curve 1) and determined the
parameters (energy levels and concentrations) of exist-
SEMICONDUCTORS      Vol. 35      No. 5      2001
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ing electrically active defects whose contribution to the
temperature variation of n was then subtracted from n =
f(T) in irradiated samples (Fig. 1, curve 2). The latter
procedure is justified because there is no interaction
between the quenched-in and radiation defects [15].
The dependence n = f(T) (Fig. 1, curve 2') thus obtained
represents the effect of radiation defects alone on the
temperature dependence of n and is analyzed in the sec-
ond stage. This stage begins with the separation of both
temperature ranges of recharging and contributions
(concentrations) of radiation defects with deep [Ec –
(≥0.30 eV)] and relatively shallow [Ec – (~0.17 eV)]
levels and is completed when the relation between the
concentrations of Ci−Cs complexes and the A centers is
determined.

2.4. Testing

Test runs of the program for minimization for the
model curves n = f(T) calculated for two types of
defects with closely spaced energy levels yielded good
results for all the methods used. In processing the
actual curves, the Marquardt and Powell methods were
found to be the most robust (convergent); both of these
methods yielded almost the same values for the param-
eters of radiation defects (the Ci−Cs complexes and the
A centers). At the same time, the Marquardt method
was found to be the least sensitive to the choice of ini-
tial parameters. Therefore, it is this method in combina-
tion with the method of least squares [16] that was used
primarily in the analysis of n = f(T); other methods
were used for checks.

In addition, the differential method [17] and the data
on the isochronous annealing of radiation defects with
the levels at Ec – (~0.17 eV) were also used for sam-
pling. In accordance with the differential method, the
bell-shaped curve ϕH = f(F), where F is the Fermi level,
obtained by differentiating the dependence n = f(T) was
analyzed. As shown previously [17], recharging of a
single type of defect occurs if the half-width of the
curve ϕH = f(F) at half maximum is equal to 3.5kT. If
there are two or more defects with closely spaced
energy levels, the half-width of the curve ϕH = f(F)
exceeds 3.5kT. In this case, the curve ϕH = f(F) was ana-
lyzed using the method of least squares in order to
determine the fractional concentrations and energy lev-
els of these defects. As for the concentration of the
recharging defects of a single type, it is equal to the
quadrupled height of the curve ϕH = f(F) [17].

The table lists the results of studying the accumula-
tion of radiation defects with the levels at Ec – (~0.17 eV)
in gamma-ray irradiated n-Si crystals obtained using
different technologies (the crystals having different
concentrations of oxygen NO and densities of grown-in
dislocations Nd).

It can be seen that an attempt to separate the defects
formed in n-Si(z, v, d) into two types yields the same
positions of the energy levels E1 and E2: E1 ≈ E2 = Ec –
SEMICONDUCTORS      Vol. 35      No. 5      2001
0.163 eV. According to [10], this level is inherent in the
Ci−Cs complexes whose total concentration  is

equal in this case to the sum of concentrations N1 and
N2 given in the table (  = N1 + N2). A similar situ-

ation (E1 ≈ E2) takes place for n-Si(z, a, df), with the
only (but essential) difference that, in this material,
another energy level at Ec – 0.185 eV, which belongs to
the A centers [10], is observed; here, we also have NA =
N1 + N2. In the case of irradiated n-Si(z, a, df) crystals
and the NTD n-Si based on them, both of the radiation-
defect types (the Ci−Cs complexes and the A centers)
are observed and are reliably resolved with respect to
both the energy position of the levels (E1 = Ec –
0.163 eV and E2 = Ec – 0.185 eV) and the concentra-
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Fig. 2. Dependences of function ϕH on the Fermi level
energy F for irradiated (1) n-Si(z, v, d) and (2) n-Si(Cz, a, df)
crystals and for a (3) NTD n-Si. Curves 4 and 5 represent the
components of curve 3. The integrated fluxes Φ were
(1) 9 × 1015, (2) 1.14 × 1016, and (3) 2.24 × 1016 cm–2.
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tions N1 and N2. Furthermore, as can be seen from the
table, the concentrations N1 and N2 are almost the same
(N1 ≈ N2) in the NTD n-Si.

The differential method also yields the same result.
The ϕH = f(F) curves for n-Si(z, a, df) and NTD n-Si
have half-widths larger than 3.5kT (Fig. 2, curve 3),
which is indicative of the recharging of two defect lev-
els closely spaced in energy; these levels contribute
identically to the ϕH(F) curves (Fig. 2, curves 4, 5) and
are separately observed (for each of them the half-
width of the ϕH(F) curve is equal to 3.5kT) in the float-
zone n-Si(z, v, d) (the Ci−Cs complexes (see Fig. 2,
curve 1) and the crucible-grown n-Si(Cz, a, df) (the
A centers, see Fig. 2, curve 2).

The reliability of the results obtained is supported
by independent data on the annealing of radiation
defects with the levels at Ec – (~0.17 eV) in the NTD
n-Si (see the inset in Fig. 1). Two stages of annealing of
these radiation defects are observed and are related to
the annealing of the Ci−Cs complexes (Ttr = 180–
260°C) and the A centers (Ttr = 300–360°C) [18]. As
can be seen, the fractional concentrations of these
defects are the same (amounting to about 50%), which
agrees closely with the approximate equality N1 ≈ N2;
the latter equality was obtained from an analysis of n =
f(T) curves for the NTD n-Si using the Marquardt
method (see table) and the differential method (Fig. 2,
curves 4, 5).

In other words, the test of the method applied to var-
ious silicon crystals demonstrated the reliability of this
method and of the results obtained for the separate
determination of the concentration of radiation defects
with closely spaced energy levels.

In addition, the above makes it possible to estimate
the relation between the formation rates of the Ci−Cs
complexes and the A centers in irradiated n-Si obtained
by different methods. We believe that these data are of
interest in their own right; therefore, these data are
listed in the three rightmost columns of the table. As
can be seen, the ratio between the introduction rates of
the Ci−Cs complexes and the A centers /ηA may
vary from a very large value [in n-Si(z, v, d), where
ηA  0], to virtually zero [in n-Si(Cz, a, df), where

ηCi–Cs
  0]. In n-Si(z, a, df) and NTD n-Si based on
this material (see table, rows 2 and 3), the values of

 and ηA are comparable, and their ratio /ηA

may be larger than unity and decreases as we pass from
the starting to the NTD material; this is probably due to
technological high-temperature treatment performed
after the production of NTD Si.

We also note that, in the dislocation-free n-Si,
grown by the floating-zone method and having the
value NO ≈ 5 × 1015 cm–3, ηA may be as high as 20% of

, whereas, sometimes, in the crucible-grown
n-Si, Ci−Cs complexes are formed with a low rate,

 ≤ 0.1ηA, which is caused in our opinion by the
different thermal history of the crystals.

3. RESULTS AND DISCUSSION

Figure 3 shows typical temperature dependences of
the charge-carrier concentration in the as-grown, heat-
treated, and irradiated crystals used in the main experi-
ments. It follows from an analysis of these dependences
that three groups of defects with levels at E1 = Ec –
0.16 eV, E2 = Ec – 0.18 eV, E3 = Ec – (≥0.40 eV) are
formed in all irradiated samples. Taking into account
the results of annealing, we assign these defects to com-
plexes consisting of interstitial carbon and substitu-
tional carbon (Ci−Cs) (the level at Ec – 0.16 eV), to the
A centers (the level at Ec – 0.18 eV), to the E centers
(the level at Ec – 0.42 eV), to divacancies V2 (the level
at Ec – 0.40 eV), to carbon–oxygen divacancies COV2
(the level at Ec – 0.54 eV), and, possibly, to other cen-
ters; the concentrations of divacancies are much lower
than those of other defects.

Figure 4 shows the dependences of the production
rates for the above defects on the temperature of the
preliminary heat treatment of the crystals. As can be
seen, ηA and  are quantities of the same order of

magnitude (albeit ηA ≤ ), whereas the production
rate for the defects with levels at Ec – (≥0.40 eV)
η0.40 !  and η0.40 ! ηA in almost the entire range
of heat-treatment temperatures (except for Ttr =

ηCi–Cs

ηCi–Cs
ηCi–Cs

ηCi–Cs

ηCi–Cs

ηCi–Cs

ηCi–Cs

ηCi–Cs
Characteristics of n-Si crystals (ρ ≈ 100 Ω cm) and the parameters of defects produced in these crystals under irradiation

Material
NO,

cm–3
NC,
cm–3

Nd,
cm–2 Φ, cm–2 Ec–E1,

eV
Ec–E2,

eV
N1, cm–3 N2, cm–3 , 

cm–1
ηA, cm–1 /ηA

n-Si(z, v, d) <1015 2.5 × 1016 2 × 104 4.2 × 1016 0.1631 0.1629 1.41 × 1013 3.31 × 1012 4.14 × 10–4 ~0 ∞

n-Si(z, a, df) 3 × 1016 2 × 1016 ~10 2.7 × 1016 0.1636 0.1851 1.22 × 1013 3.92 × 1012 4.53 × 10–4 1.45 × 10–4 3.12

n-Si(NTD) 2 × 1016 2 × 1016 ~10 2.7 × 1016 0.1634 0.1843 7.81 × 1012 7.62 × 1012 2.89 × 10–4 2.82 × 10–4 1.02

n-Si(Cz, a, df) 6 × 1017 3 × 1016 ~10 7.36 × 1016 0.1845 0.1847 2.65 × 1013 1.1 × 1012 ~0 3.75 × 10–4 ~0

ηCi–Cs ηCi–Cs
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1100°C). It can also be seen that the production rates
for the vacancy-containing centers (the A centers, the E
centers, and the V2 and COV2 centers) are higher in the
heat-treated samples than those in as-grown samples. It
is characteristic that all dependences shown in Fig. 4
are oscillatory: the quantities ηA, , and η0.40

increase and decrease alternately with increasing tem-
perature of the preliminary heat treatment. It is signifi-
cant that oscillatory variations in  (curve 1) and
in ηA (curve 2) are in “antiphase,” whereas the varia-
tions in ηA (curve 2) and in η0.40 (curve 3) occur
“in phase.” For Ttr > 1050°C, η0.40 increases dramati-
cally to values comparable to ; simultaneously,
ηA decreases by almost the same amount.

The above results may be interpreted taking into
account that anisotropic fields of compressive and ten-
sile elastic stresses cause the primary radiation defects
(vacancies V and interstitial atoms I) to migrate toward
the impurity–defect clusters. Complexes involving V
and I [4, 6] are actively formed within the clusters’
impurity cloud, which mainly consists of background
oxygen and carbon impurities. This redistribution of
free V and I between the crystal matrix and the impu-
rity–defect clusters leads to low production rates for the
E centers ηE (η0.40) and the C-containing complexes

 in the matrix and to relatively high rates ηA and

 in the impurity–defect clusters in which concen-
trations NO and NC are quite high. It is this mechanism
that underlies the aforementioned relations η0.40 ! ηA

and η0.40 ! .

In the as-grown samples, a large number of free
vacancies are trapped at the interface between the inter-
stitial-containing inclusion and the crystal matrix; anni-
hilation and “freezing-out” of the vacancies may occur
at this interface [6, 19]. Because of this, the experimen-
tally observed relation  > ηA + η0.40 is character-
istic of unannealed crystals (Fig. 4). In the heat-treated
crystals, the gettering properties of the interface are less
pronounced (owing to the attachment of impurities),
and the impurity cloud around the impurity–defect
clusters is enriched with oxygen to a larger extent.
Because of this, we observe a general trend towards an
increase in the production rate for vacancy-containing
radiation defects in annealed crystals compared to that
in the as-grown crystals (Fig. 4, curves 2, 3). An oscil-
latory build-up of the A centers and vacancy-containing
radiation defects with deep levels is observed against
the background of the above trend. In our opinion, this
form of annealing-temperature dependences of ηA and
η0.40 is related to the nonmonotonic variation in the
oxygen concentration within the impurity cloud around
the impurity–defect clusters in the course of heat treat-
ment. The simultaneous “antiphase” oscillations of

 are indicative of inverse variation in the carbon
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concentration within the impurity cloud around the
impurity–defect clusters. In other words, the impurity–
defect clusters appear to respire during the heat treat-
ment. In the course of subsequent irradiation, this “res-
piration” manifests itself in nonmonotonic (oscillatory)
variation in the production rates of radiation defects
that accumulate in the vicinity of the impurity–defect
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Fig. 3. Typical temperature dependences of the charge-car-
rier concentrations in the (1) as-grown, (2) heat-treated, and
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clusters and contain oxygen (the A centers) and carbon
(the Ci−Cs complexes). Furthermore, the observed “in-
phase” variations in ηA and η0.40 indicate that at least
one type of radiation defect with deep levels formed in
the vicinity of an impurity–defect cluster incorporates
an oxygen atom (most probably, this is the COV2 cen-
ter).

Taking into account the fact that the vacancy- and
interstitial-related channels of the radiation-defect for-
mation are independent of one another and that the
variations in ηA and  are in antiphase, we may
conclude that the oscillatory dependence of the build-
up of the A centers and the Ci−Cs complexes on the tem-
perature of preliminary heat treatment is caused by pro-
cesses more complex than those related to variations in
the probability of the direct annihilation of primary
radiation defects or in the efficiency of the clusters to
trap vacancies V [20]. Nevertheless, these processes
have a common origin as is shown by the coincidence
of the heat-treatment temperatures for which the tem-
perature dependences of the production rates for radia-
tion defects of various origins pass through the extreme
points (Fig. 4, curves 1–3).

Let us now compare the observed oscillatory varia-
tions in the oxygen and carbon concentrations in the
impurity cloud around an impurity–defect cluster with
the published data. Deep-level transient spectroscopy
(DLTS) has been used previously [21] to study the uni-
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Fig. 4. Dependences of the production rates of radiation
defects in n-Si grown by the floating-zone method on the
temperature of its preliminary heat treatment (t = 1 h). The
defects are (1) the Ci−Cs complexes, (2) the A centers, and
(3) radiation defects with the levels at Ec – (≥0.40 eV).
formity of distribution of electron-irradiation-induced
(the electron energy was equal to Ee = 2.5 MeV) A cen-
ters in the as-grown and heat-treated samples of cruci-
ble-grown n-Si. It was found that, in the as-grown
material, the DLTS peak amplitude related to the A cen-
ters was independent of the temperature of the mea-
surements. However, even after preliminary heat treat-
ment for 1 h at Ttr = 600°C, such a dependence becomes
distinct, which is interpreted as a consequence of the
emergence of local A-center clusters. This is caused by
the annealing-induced formation of local crystal
regions enriched in oxygen. As the heat-treatment dura-
tion increases (to t = 10 h), the local oxygen content
and, as a consequence, the local A-center concentration
increase and then decrease for t > 10 h. Thus, according
to [21], the local oxygen concentration may both
increase and decrease with increasing duration of the
heat treatment.

Figure 5 shows the typical temperature dependences
of the charge-carrier concentration in the studied sam-
ples of the crucible-grown n-Si(Cz, a, df). The crucible-
grown n-Si with a resistivity of ρ = 100 Ω cm has the
following special features caused by certain relations
between the concentrations of the doping (P) and back-
ground impurities (O, C) (NO @ NC and NO @ NP) inher-
ent in this material: as a result of the irradiation of this
material, the A centers are preferentially formed [5],
whereas the complexes consisting of interstitial carbon
and interstitial oxygen (Ci–Oi) and having an energy
level of Ev + 0.35 eV [22] are formed instead of the
Ci−Cs complexes. In addition, the gettering properties
of the impurity–defect clusters with respect to free
vacancies are less pronounced in this material than in the
floating-zone n-Si [6]. Nevertheless, our experiments
with the crucible-grown n-Si (NO = 6 × 1017 cm–3 and
NC = 3 × 1016 cm–3) showed (Fig. 6, curve 1) that oscil-
lations in the production rate for the A centers (i.e., in
the NO concentration in the impurity–defect clusters)
occur as a function of the temperature of preliminary
heat treatment (Ttr = 750–1100°C, ∆T = 50°C, and t =
1 h). These oscillations are essentially similar to those
of ηA in the float-zone n-Si studied (Fig. 4, curve 2). It
follows that, irrespective of the method of dislocation-
free n-Si growth, interaction of inclusions with the
background oxygen impurity occurs in the course of
heat treatment of this material; as a result of this inter-
action, the local concentration of oxygen in the impu-
rity–defect clusters varies with both the temperature
and duration of the heat treatment. It is difficult to
determine reliably the variations in NC within the impu-
rity–defect clusters in the crucible-grown n-Si using the
method employed, the reason being that, in this mate-
rial, the irradiation-produced carbon interstitials Ci are
mainly involved (as was mentioned above) in the for-
mation of Ci−Oi complexes whose energy level is
located in the lower half of the band gap and is, there-
fore, undetected by the Hall effect measurements of the
charge-carrier concentration in the n-Si crystals.
SEMICONDUCTORS      Vol. 35      No. 5      2001
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According to the data reported in [23], an oscillatory
“reaction” of transformation of the defects with the
level at Ec – 0.18 eV (the A centers) into the defects
with the level at Ec – 0.34 eV was observed in silicon
with an oxygen concentration of NO = 3 × 1017 cm–3. It
was noted that, in Si crystals gamma-irradiated and
then annealed at 100–200°C, the A centers transform
into centers with the level at Ec – 0.34 eV; the reverse
transformation is observed at temperatures higher than
200°C. The complete mutual rearrangement is inter-
preted [23] as being due to variation in the defect con-
figuration (their bistability). It is important for the orig-
ination of oscillations that the A center binds a certain
mobile component M and then releases it. Judging from
the activation energy of the rearrangement (~0.7 eV),
which may be approximately related to the migration
energy Em of defect M, it was inferred [23] that a carbon
atom (Em = 0.8 eV) may act as the mobile defect M. In
this respect, the oscillations observed here in the pro-
duction rates of the main radiation defects (ηA, ,
and η0.40) with increasing temperature of preliminary
heat treatment may be interpreted as the consequences
of oscillatory “reactions” directed at the establishment
of equilibrium between the crystal matrix and the
impurity–defect clusters (their accommodation), with
technological oxygen and carbon impurities involved
as mobile components M. If this is the case, the impu-
rity–defect clusters should be treated as complex mul-
tistable defects whose configuration may change as the
crystal temperature is varied. It is not inconceivable
that the rotational motion of the cores of the impurity–
defect clusters occurs as the heat-treatment temperature
increases; this motion is accompanied by the subse-
quent accommodation of impurity–defect clusters via
an exchange of matter (carbon and oxygen atoms)
between the impurity–defect clusters (the inclusion–
matrix interface) and the crystal matrix.

Glazov et al. [24] observed nonmonotonic (in our
opinion, oscillatory) variations in the electrical prop-
erties of silicon and its linear expansion when the
crystal was heated to temperatures in the range of
Ttr = 200–1000°C. These variations were presumably
caused by structural transformations in silicon, which
occurred when temperature was varied. However, if it is
assumed that the observed variations are also related to
the “respiration” of impurity–defect clusters, the onset
of this process may correspond to temperatures of
250−300°C. Incidentally, transformations of defects set
in at these temperatures and lead to the radiation-stimu-
lated formation of quenched-in donors-I in silicon grown
by the floating-zone method [4]. According to the results
of our additional experiments (Fig. 6, curves 2, 3), the
onset temperature for transformations is lowered to
100°C if the heat treatment and irradiation are com-
bined, i.e., if a “hot” irradiation of silicon is performed
(in other words, if heat treatment is carried out in the
course of irradiation).

ηCi–Cs
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However, the range of heat-treatment temperatures
in which the “respiration” of impurity–defect clusters is
observed (Fig. 4) is bound from above by a temperature
of 1050°C; at higher temperatures, the impurity–defect
clusters decompose and lose their gettering properties
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Fig. 5. Typical temperature dependences of charge-carrier
concentrations in (1) as-grown, (2) heat-treated, and (3) irra-
diated n-Si crystals grown by the floating-zone method. The
heat-treatment temperature was Ttr = 1000°C. The inte-

grated flux of radiation was Φ = 7.36 × 1016 cm–2.

Fig. 6. Dependences of the production rates of radiation
defects in n-Si (ρ = 100 Ω cm) on (1) the temperature of its
preliminary heat treatment Ttr and (2, 3) the irradiation tem-
perature Tirr . Silicon was grown (1) in a crucible and (2, 3)
by the floating-zone method. Irradiation was performed
with (1) 60Co gamma-ray quanta, Φ = 7.4 × 1016 cm–2; and
(2, 3) electrons with Ee = 3.5 MeV and Φ = 8 × 1013 cm–2.
The defects are (1, 3) the A centers and (2) the Ci−Cs com-
plexes.
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[25]. Therefore, at Ttr > 1000°C, the efficiency of redis-
tribution of the irradiation-generated vacancies
between the impurity–defect clusters and the crystal
matrix lowers; as a result, the build-up rate for the A
centers in the vicinity of impurity–defect clusters
decreases drastically (Fig. 4, curve 2), and, correspond-
ingly, the rate of the E-center production in the crystal
bulk ηE increases steeply (Fig. 4, curve 3).

4. CONCLUSION

On the basis of the above results, the following gen-
eral conclusion may be made. In the course of the post-
crystallization cooling of silicon from the melting tem-
perature, the accommodation of the forming impurity–
defect clusters is not completed due to lack of time and
continues during the subsequent irradiation or heat
treatment owing to the influx of primary radiation
defects or to the transport of oxygen and carbon impu-
rities from the impurity–defect clusters to the crystal
matrix or in the opposite direction. The impurity–defect
clusters may be treated as multistable formations,
which can transform from one spatial configuration
into another under irradiation or heat treatment. The
concurring accommodation of the impurity–defect
clusters is accompanied by oscillatory “reactions” with
the participation of oxygen and carbon background
impurities as mobile components. The lower (~100°C)
and upper (~1050°C) boundaries of the temperature
range in which such oscillatory reactions can proceed
were estimated.
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Abstract—The thermal and electrical conductivities of indium and gallium antimonides were studied in both
solid and liquid states. It is shown that the calculated values of the Lorentz number (L) in InSb and GaSb, unlike
in metals, increase with increasing temperature after melting. An anomalous increase in L is consistent with
anomalous (for melts) temperature dependences of density, viscosity, and coordination number of these melts
at the same temperatures. © 2001 MAIK “Nauka/Interperiodica”.
Much attention in recent years has been given to the
problem of structural disordering and its effect on the
kinetic properties of semiconductors and metals. Sev-
eral models have been proposed to theoretically explain
the effect of melting on charge transport in semicon-
ductors. The most appropriate explanation appears to
be offered by Mott’s theoretical model [1]. According
to this model, three types of transformations of the den-
sity of energy states of charge carriers in semiconduc-
tors are possible depending on the extent of the changes
in short-range order during melting: the transition to a
metallic state, the transition to a semimetallic state, or
the preservation of semiconducting properties. Mott
considers the magnitude of electrical conductivity as
the most essential criterion which determines the semi-
conducting or metallic nature of the melts.

Arranging the melts studied at that time in decreas-
ing order of magnitude of electronic conductivity, All-
gaier [2] distinguishes three groups of melts (A, B, C)
which correspond to the three types of energy-depen-
dent transformation of electron density of states in
Mott’s model.

The A group includes, among the melts of common
metals, the melts of semiconductors (germanium, sili-
con, and III–V compounds) with electrical conductivity
exceeding 5 × 105 Ω–1 m–1. The melting of these semi-
conductors is accompanied by drastic changes in the
short-range order [3, 4], i.e., the disruption of the rigid
system of interatomic covalent bonds; a drastic change
in the electron energy spectrum (the conduction and
valence bands are merged together); and an abrupt
change in density, coordination number, electrical con-
ductivity, thermal emf, viscosity, and Hall coefficient.
The magnitudes of all these parameters become close
to those existing in metallic melts. It is commonly
assumed that the melting of such semiconductors
causes their metallization.
1063-7826/01/3505- $21.00 © 20499
A specific feature of the metallic state of a substance
in both solid and liquid states is that the major heat and
charge carriers in them are free electrons. According to
the model of almost-free electrons developed by Ziman
[5], the electron thermal conductivity (λe) is governed
by the Wiedemann–Franz relation λe = LσT, where σ is
the electrical conductivity and L is the Lorentz number,
which depends on the scattering mechanism and the
degree of electron-gas degeneracy. If one assumes that
the charge carriers in the semiconductor and metal
melts are scattered elastically by molecular and atomic
vibrations of structural elements, then, for the com-
pletely degenerate electron gas, the Lorentz number for
metals is L0 = 2.44 × 10–8 W2/K2, and, for a nondegen-
erate state of electron gas in semiconductors, LMB =
1.55 × 10–8 W2/K2.

In metal melts, the Wiedemann–Franz law is
obeyed, and the Lorentz number values near the melt-
ing temperature are close to L0 [6]. However, as the
temperature increases, the Lorentz number gradually
decreases in liquid metals. The effect of inelastic scat-
tering of electrons by relatively solitary ions in a gas-
eous-like state [6] is believed to be one of the causes of
such a deviation from the Wiedemann–Franz law.

In metal-like semiconducting melts belonging,
according to Mott, to the A group, the Wiedemann–
Franz relation is not studied because of the lack of reli-
able experimental data on thermal conductivity. The
available published data on the thermal conductivity of
these melts [7–9] cover a narrow temperature range
above the melting point and vary considerably in mag-
nitude and temperature dependence.

In order to identify the mechanism of thermal con-
ductivity and to verify the validity of the Wiedemann–
Franz relation, we studied the thermal and electrical
conductivities of indium and gallium antimonide melts
in a wide temperature range.
001 MAIK “Nauka/Interperiodica”
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The thermal conductivity was measured in a steady-
state thermal mode by the method described in [10],
and the electrical conductivity was studied by the four-
probe compensation method [11]. The relative error of
measurement did not exceed 4–5% for thermal conduc-
tivitiy and 3–4% for electrical conductivitiy. The stud-
ies were carried out for the same polycrystalline sam-
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Fig. 1. Temperature dependences of (1) thermal, λ, and
(2) electrical, σ, conductivities of an InSb melt; dashed line
indicates the calculated thermal conductivity for a degener-
ate electron gas; 3, 4, and 5 are the data taken from [7], [9],
and [8], respectively.

Fig. 2. Temperature dependences of (1) thermal, λ, and
(2) electrical, σ, conductivities of a GaSb melt; dashed line
indicates the calculated thermal conductivity for a degener-
ate electron gas; 3 and 4 are the data taken from [7] and [9],
respectively.
ples of InSb and GaSb obtained by fusing in quartz
cells the pure starting compounds taken in stoichiomet-
ric proportion.

The temperature dependences of the thermal and
electrical conductivity of InSb and GaSb are shown in
Figs. 1 and 2. The available published data on the ther-
mal conductivity of InSb and GaSb are also shown.

The experimental values of electrical conductivity
obtained for the solid and liquid states are consistent
with the published data [3, 4]. The experimental data on
the thermal conductivity of melts immediately after
melting are consistent with the data obtained for InSb
[7, 9] and for GaSb [7]. We did not observe an abrupt
decrease in thermal conductivity of melts upon further
heating after melting as was reported in [7], since this
was caused by inaccuracy in the experiment (a part of
the melt apparently leaked out of the operating volume
during heating after melting). A comparison of our
results with the data published in [9] shows that in the
entire temperature range studied the magnitudes and
temperature dependences of thermal conductivity are
consistent with the published data for InSb melts and
are significantly inconsistent with the data for GaSb
melts. The available published data on thermal and
electrical conductivity were obtained for samples with
a varied concentration of charge carriers because they
were prepared by various authors using different tech-
nologies. It seems impossible to compare these data
and verify the Wiedemann–Franz correlation.

In a solid-state region the data on thermal conduc-
tivity of indium and gallium antimonides presented in
Figs. 1 and 2 are consistent with the data obtained in
[7]. In this region, phonon and electron mechanisms are
dominant in thermal conductivity (at temperatures
close to the melting point). The deviation in the temper-
ature dependence of phonon thermal conductivity from
the T–1 law observed at high temperatures for InSb and
GaSb can be explained on the basis of the results of the
effect of hydrostatic pressure on these compounds [12]
(by the thermal expansion of their crystal lattice [13]).

As can be seen in Figs. 1 and 2 (dashed lines), the
electron thermal conductivity in InSb and GaSb melts,
calculated from the Wiedemann–Franz relation using
the data on electrical conductivity for a degenerate
electron gas, is inconsistent with the experiment. The
experimental data for λe in melts are also inconsistent
with the results of calculation for a nondegenerate elec-
tron gas.

Using the data on the temperature dependence of
density [4], we calculated the molecular thermal con-
ductivity (λm) of the melts by Rao’s formula [14]. The
calculated values of λm for the entire temperature range
do not exceed 0.46 and 0.65 W/(m K) for InSb and
GaSb, respectively.

Using the experimental data on thermal conductiv-
ity of InSb and GaSb melts and taking into account the
value of λm from the Wiedemann–Franz relation, the
values of the Lorentz number for various temperatures
SEMICONDUCTORS      Vol. 35      No. 5      2001
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were also calculated. In contrast to the metallic melts,
the Lorentz numbers increase with temperature in the
range of 200–300 K after melting (from 1.7 × 10–8 to
2.1 × 10–8 W2/K2 for InSb and from 1.8 × 10–8 to 2.2 ×
10–8 W2/K2 for GaSb). The values of the Lorentz num-
ber (2.1–2.2) × 10–8 W2/K2 at temperatures of Tm +
(200–300) K (Tm is the melting temperature) are typical
of metallic melts [6] and confirm the metallic nature of
these melts in this temperature range.

The anomalous temperature dependence of the
Lorentz numbers at temperatures near the melting point
is consistent with anomalous (for metallic melts) tem-
perature variations in density, viscosity, free energy,
and entropy of activation of the viscous flow of melts of
these compounds in the same temperature range [15].
The anomalous behavior of these parameters in the
melts of III–V compounds is explained by the inherited
features of solid-state structures in a certain tempera-
ture range after melting.

The increase in the Lorentz number and anomalies
in the temperature behavior of other parameters upon
further heating of the InSb and GaSb melts suggest that
the process of structural transformation and metalliza-
tion in these compounds is not completed at melting
and is fully completed only after overheating by 200–
300 K.

The valence and conduction bands are not com-
pletely merged together upon the melting of InSb and
GaSb. It seems that the energy dependence of the den-
sity of states in the range corresponding to the band gap
of the solid state still contains a certain minimum which
flattens upon further heating of the melts. In our opin-
ion, the melts of these compounds just after melting
have intermediate properties between the metal melts
and the B group melts according to Mott’s classifica-
tion.
SEMICONDUCTORS      Vol. 35      No. 5      2001
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Abstract—Photoconductivity and transient processes in thin (0.2–0.3 µm) n-PbTe:Ga epilayers were studied.
The films were grown by the hot-wall technique on BaF2 〈111〉  substrates. Photoelectric properties of the sam-
ples were investigated in the temperature range from 4.2 to 300 K. A GaAs light-emitting diode and miniature
incandescent lamp were used as sources of pulsed and continuous infrared radiation, respectively. The most
important characteristic of the films is the very wide temperature range of photosensitivity. At an illumination
power density of 10–5 to 10–4 W/cm2, the temperature at which the films become photosensitive TC is as high
as 150 K, which exceeds TC for thicker films (2–3 µm) and high-resistivity single crystals of n-PbTe:Ga by 40
and 70 K, respectively. An analysis of the transient behavior of photoconductivity shows that photoexcited car-
riers are uniformly distributed over the volume of the thin films. A barrier for recombination of nonequilibrium
charge carriers was estimated for slow relaxation processes. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Gallium in lead telluride produces deep impurity
levels that pin the Fermi level within the band gap of the
PbTe:Ga solid solution 70 meV below the conduction-
band bottom [1–3]. At low temperatures (T < 80 K), the
electron concentration in PbTe:Ga is close to that in the
undoped material, and PbTe:Ga exhibits high photo-
sensitivity and persistent photoconductivity. Therefore,
PbTe:Ga is a promising material for infrared (IR) opto-
electronics and can be used for the fabrication of lasers,
thermal imagers, detectors, and other devices sensitive
in the spectral range from 3 to 5 µm [2, 4, 5].

Most of the publications devoted to the photoelec-
tric properties of n-PbTe:Ga dealt with single-crystal
samples [6–9]. A synthesis of photosensitive films is
complicated by the relatively narrow range of Ga con-
centrations corresponding to the semi-insulating state
of the material [10]. Further difficulties arise from the
nonuniform impurity distribution, namely, Ga segrega-
tion in the sample bulk [11]. High-resistivity
n-PbTe:Ga films have been prepared and examined
only recently. It was found [12, 13] that a temperature
TC, at which the persistent photoconductivity appears in
n-PbTe:Ga epilayers 2–3 µm thick, is as high as 100–
110 K, which exceeds TC for the single-crystal samples
by 30–40 K [2, 6]. In this study, we further optimized
the hot-wall technique with the aim of preparing thin-
ner (0.2–0.3 µm) high-resistivity epitaxial films of
n-PbTe:Ga. This allowed us to compare the photoelec-
tric characteristics of films of various thicknesses with
those of single-crystal samples.
1063-7826/01/3505- $21.00 © 20502
EXPERIMENTAL

The n-PbTe:Ga epitaxial films were grown by the
hot-wall technique on BaF2 〈111〉  substrates from a
starting charge containing 90% PbTe and 10% GaTe.
To find conditions for the growth of most perfect films,
we kept the source in the growth chamber at a temper-
ature of 740°C and varied the substrate temperature in
the range from 180 to 200°C. The growth duration was
4–6 h; the film thicknesses were about 0.2 µm. The
structure of the grown films was examined by electron
microscopy, acoustic microscopy, and X-ray diffrac-
tion.

The photoelectric properties of the n-PbTe:Ga films
were studied in the temperature range from 4.2 to
300 K with the use of a low-temperature cell that com-
pletely shielded the samples from background radia-
tion. A GaAs light-emitting diode (LED) operating at a
wavelength of 1 µm with a power density of 10–5 W/cm2

and a miniature incandescent lamp with a power den-
sity of 10–4 W/cm2 were used as IR sources. Ohmic
contacts were prepared from an In + Ag (4 at. %) + Au
(1 at. %) alloy.

RESULTS

Figure 1 shows temperature dependences of resis-
tivity ρ of the n-PbTe:Ga film 0.2 µm thick, which were
measured in the dark (curve 1) and under illumination
with the LED (curve 2) and the incandescent lamp
(curve 3). These results suggest that the ratio of dark
resistivity to photoresistivity ρd/ρill increases sharply as
temperature decreases below the characteristic temper-
ature TC = 150 K at which the persistent photoconduc-
001 MAIK “Nauka/Interperiodica”
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tivity appears. The ratio ρd/ρill is 10, 103, and 105 at T =
100, 77, and 50 K, respectively. In the case of continu-
ous illumination, the radiation-source spectrum and
intensity variations have only a weak effect on the ρ(T)
dependences. This suggests that the curves measured
under illumination characterize the highest sensitivity
of the films in the IR spectral region.

Figure 2 presents a semilogarithmic plot of the dif-
ference of photoconductivity and dark conductivity,
1/ρill – 1/ρd, as a function of inverse substrate temper-
ature for the n-PbTe:Ga films of various thicknesses.
One can see that the difference (1/ρill – 1/ρd) shows an
exponential temperature dependence over a rather wide
temperature range, from T = 50 K (this temperature is
common to single crystals and films of n-PbTe:Ga) to
the characteristic temperature TC, which increases from
100 to 150 K as the film thickness decreases. Thus, a
plot of log(1/ρill – 1/ρd) versus 1/T for the thin
n-PbTe:Ga film is linear over a fairly wide temperature
range (see curves 2, 3). We may assume that the expo-
nential temperature dependence of the film conductiv-
ity is due to a variation in concentration of nonequilib-
rium electrons, which is described by the expression
∆n ∝  δR/τ, where δR is the recombination rate of non-
equilibrium charge carriers and τ is the characteristic
recombination time. Assuming that, at relatively high
temperatures (T > 50 K), δR at each point is equal to the
generation rate, which remains constant under the
experimental conditions, we may attribute the variation
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3

106
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100

10–1

0 1 2 3 4

100/T, K–1

ρ, Ω cm

Fig. 1. Temperature dependences of resistivity of the
n-PbTe:Ga film 0.2 µm thick measured (1) in the dark and
under continuous IR illumination (2) with a LED and (3) an
incandescent lamp.
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in the concentration of nonequilibrium electrons to the
temperature dependence of the characteristic recombi-
nation time: τ ∝  exp(W/kT). Then, the barrier for
recombination of nonequilibrium charge carriers (W)
can be estimated from the formula

(1)

Thus the determined value of W is 26.5 meV.

Figure 3 shows the decay curves of photoconductiv-
ity ∆σ(t) measured after pulsed illumination with the
LED for the n-PbTe:Ga films of various thicknesses.
The time t = 0 corresponds to the instant at which the
illumination was turned off. It easy to see a qualitative
difference between the curves for the samples of differ-
ent thicknesses. First, the conductivity of the thick
n-PbTe:Ga film reaches its equilibrium value much
more rapidly than the conductivity of the thin film. Sec-
ond, a plot of log(∆σ) as a function of t for the thick
film does not yield a straight line. By contrast, photo-
conductivity decay in the thin layer shows the classical
exponential behavior described by the relation

(2)

virtually in the entire time range, except for a short
period of time at the onset of the relaxation.

For quantitative comparison of the photoconductiv-
ity transient characteristics for the films of various

1/ρill 1/ρd–( ) W /kT( ).exp∝

∆σ t( ) t/τ–( )exp∝

100

10–1

0 1 2 3 4
100/T, K–1

1

2

3

W = 26.5 meV

10–2

10–3

1/ρill – 1/ρd, Ω–1 cm–1

Fig. 2. Difference between photoconductivity and dark con-
ductivity, 1/ρill – 1/ρd, vs. inverse temperature for (1) the
n-PbTe:Ga film 2 µm thick illuminated with an incandes-
cent lamp and (2, 3) the n-PbTe:Ga film 0.2 µm thick illu-
minated with (2) a LED and (3) an incandescent lamp.
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thicknesses, we calculated the characteristic relaxation
times by the equation

(3)

Figure 4 shows thus-calculated τ(t) dependences for
the thick (curve 1) and thin (curve 2) films. For the thin

τ t( ) ∆σ/ ∂σ/∂t–( ).=

1

0

2

10 20 30
0

0.5

1.0

t, ms

∆σ/σ, arb. units

t, ms

1
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0 10 20 30

15

10

5
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Fig. 3. Photoconductivity decay curves ∆σ(t)/σ measured
for the n-PbTe:Ga films (1) 2 and (2) 0.2 µm thick after illu-
mination with a 10-ms pulse from the LED at T = 4.2 K.

Fig. 4. Variation in the characteristic time relaxation calcu-
lated with formula (3) during the relaxation of photoconduc-
tivity in the n-PbTe:Ga films (1) 2 and (2) 0.2 µm thick (see
Fig. 3).
layer, the characteristic relaxation time rapidly (in a
time t < 10 ms) reaches the value τ ≈ 13 ms and then
remains virtually unchanged. The characteristic relax-
ation time for the thick film increases progressively
with time during the entire relaxation process and prob-
ably approaches asymptotically the same value τ =
13 ms.

DISCUSSION

According to previous experimental studies [6, 7,
12, 13], photoconductivity in the n-PbTe:Ga films
shows a quite complex transient behavior. To a first
approximation, the photoconductivity transient may be
considered as a superposition of fast and slow relax-
ation processes. Amplitudes of the fast and slow pro-
cesses depend not only on the intensity and the duration
of optical excitation but also on the thermal history of a
sample, i.e., on heating–cooling conditions. For semi-
conductors doped with mixed-valence impurities, the
recombination rate depends on concentrations of non-
equilibrium carriers and impurity centers in a certain
charge state [7, 13]. Therefore, a nonuniform distribu-
tion of nonequilibrium carriers over the volume in com-
bination with a nonuniform distribution of impurity
centers in various charge states can lead to nonequiva-
lent conditions for recombination of different groups of
carriers and can have a pronounced effect on the relax-
ation processes, which are manifested in the nonexpo-
nential behavior of the decay curves. In bulk samples,
diffusion of nonequilibrium carriers from the surface to
the crystal bulk can be considered as a factor that actu-
ally affects the relaxation curves. Analyzing the relax-
ation processes, we should take into account that, in
n-PbTe:Ga, the slow processes prevail at a high excita-
tion level, whereas the comparatively fast relaxation is
observed under pulsed illumination with a low power
density. As noted by Akimov et al. [13], this can be
related to the fact that, at high concentrations of non-
equilibrium electrons, the concentration of metastable
impurity centers responsible for one-electron capture is
low compared to the concentration of the impurity cen-
ters in the ground state (two-electron capture). The dif-
fusion of nonequilibrium electrons into the crystal bulk
gives the electrons an additional chance to arrive at a
metastable center and recombine. The diffusion appar-
ently plays an important part not only in bulk single
crystals but in films 2–3 µm thick as well. This fact can
be responsible for the lower values of τ(t) for the
thicker films (see Fig. 4). Since the exponential tran-
sients are observed only for the thin films, we can pre-
sume that photoexcited carriers are uniformly distrib-
uted over the volume in these layers only. Thus, the
results obtained in this study indicate that, in the thin
films, the effects of diffusion and nonuniform distribu-
tion of nonequilibrium carriers over the volume are
eliminated.

The persistent photoconductivity observed at T < TC
predominates at temperatures of up to about 50 K. The
SEMICONDUCTORS      Vol. 35      No. 5      2001
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barrier W determined for the temperature range of
50 K < T < TC characterizes the slow relaxation process
proceeding under illumination with a high power den-
sity. It should be noted that the sample thickness affects
only TC, whereas the temperature at which the ρ(T)
curves measured under illumination level off is about
the same for all the samples studied. As the temperature
increases to 50 K, the accumulation of nonequilibrium
carriers ceases, although the time constant of the slow
relaxation should continue to increase exponentially. In
particular, this is confirmed by the fact that, at 4.2 K,
the persistent photoconductivity is observed after con-
tinuous high-intensity illumination is switched off. The
characteristic time of the slow relaxation at T = 50 K
was estimated from the expression τ = τ0exp(W/kT),
where τ0 was taken to be ~10–8 s (characteristic time of
band-to-band recombination in undoped PbTe). The
obtained value of τ(T = 50 K) ~ 10 µs is almost identi-
cal to the characteristic times of negative photoconduc-
tivity in comparatively low-resistivity n-PbTe:Ga films
[14], in which the Ga concentration is slightly higher
than that in the samples with the pinned Fermi level. It
should not be ruled out that the leveling-off of the ρ(T)
curves in the low-temperature range is due to a super-
position of the negative and positive photoconductivity
effects. In heavily doped samples, only the negative-pho-
toconductivity effect is observed [14], whereas the nega-
tive photoconductivity in high-resistivity n-PbTe:Ga
samples quenches positive photoconductivity only par-
tially.
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Abstract—The Liouville–von Neumann equation and a nonequilibrium statistical operator were used to derive
a kinetic equation for photons that interact with nonrelativistic electrons in a constant electric field. The colli-
sion integral is nonvanishing due to the effect of the field on the interaction of photons with electrons. The prob-
abilities that photons are absorbed or emitted depend on the photon frequency and on the component of the elec-
tric field along the photon-momentum direction; these dependences may either obey the power law or be oscil-
latory. The oscillations are related to the energy–time uncertainty relation. The contribution of this effect to the
photon spectrum in reference to the emission accompanying the scattering of electrons by phonons and ionized
impurities is calculated for n-GaAs. The range of parameters for which this effect may significantly affect the
spectrum is determined. © 2001 MAIK “Nauka/Interperiodica”.
1. Optical methods for studying the kinetics of non-
equilibrium processes occurring in external fields in
semiconductor and gaseous plasmas have been recently
used quite often. External fields affect not only the col-
lective effects in the above media but also the mecha-
nism of the particles’ interaction. This brings about a
modification of the collision integrals in the kinetic
equations, which is well known for the electron-distri-
bution function [1–3]. In particular, a constant electric
field may affect the probability of scattering of elec-
trons by phonons and impurity centers [4, 5] and may
change the electrical conductivity of a semiconductor
[6]. An external alternating electric field can also mod-
ify the integral for collisions of photons with the elec-
tron–phonon–impurity system [7, 8]. In this context, it
is of interest to consider the effect of a constant electric
field on the kinetics of interaction of photons with elec-
trons in view of the fact that, in the absence of a field,
the number of photons with a given frequency in a pho-
ton–electron system is unchanged in a nonrelativistic
approximation owing to the laws of conservation of
energy and momentum. In this study, we used the non-
equilibrium statistical operator [3, 9] to derive a kinetic
equation for the distribution function of photons inter-
acting with nonrelativistic electrons; the collision inte-
gral for this equation is nonvanishing only if there is a
constant electric field. The presence of a field brings
about a violation of the delta-shaped law of conserva-
tion of energy in an elementary scattering event owing
to two factors: the nonlinear dependence of electron
energy on momentum and an explicit dependence of
1063-7826/01/3505- $21.00 © 20506
the coupling constant on the electron momentum. The
extent to which one or the other factor manifests itself
depends on the geometric relation between the field
strength, momentum, and photon polarization vectors.
We consider the form of the collision integral for elec-
tron distribution that is only slightly anisotropic, which
is often the case in the aforementioned media. It is
shown that variation in the probability of the photon
emission and absorption with frequency may be both
power-law and oscillatory depending on the component
of the field in the photon-momentum direction. Oscilla-
tions are caused by “broadening” of the delta-function
and, thus, by the energy–time uncertainty relation.
Using n-GaAs as an example, we calculated the contri-
bution of this effect to the free-electron emission spec-
trum in a semiconductor in reference to the electron
emission in the course of scattering by phonons and
ionized impurities. In addition to oscillations, this
effect may manifest itself at frequencies for which the
photon energy exceeds the electron temperature
(expressed in energy units) but is lower than the opti-
cal-phonon energy. This makes it basically possible to
verify the above effect experimentally.

2. The Hamiltonian of a system of nonrelativistic
electrons that are in a constant electric field E with the
potential ϕ(r) = –rE and interact with a weak photon
field is represented by the sum of the Hamiltonian of
electrons in an external field He, the Hamiltonian of free
photons Hr , and the Hamiltonian of electron–photon
interaction Her . We introduce the photon–electron
001 MAIK “Nauka/Interperiodica”
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interaction in a conventional manner using the vector
potential A(r) and its expansion

Here,  and CjK are the creation and annihilation
operators for photons with momentum K and the polar-

ization vector ej;  = c/ , where c is the speed of light
in free space and ε is the permittivity of the medium;
ω = K  is the photon frequency; and V is the volume of
the system. If the Coulomb gage ejK = 0 (j = 1, 2) is
used, the Hamiltonians can be written as

where

 and aσ, k are the operators of creation and annihi-
lation of electrons with momentum "k; and σ, m, and e
are the spin index, effective electron mass, and electron
charge (e < 0), respectively. The term ~A2 accounting
for two-photon processes is dropped in the expression
for Her .

Using the nonequilibrium statistical operator [9],
the method for careful consideration of the external
field in the collision integral of a generalized kinetic
equation [3], and the Wick–Bloch–de Dominisis theo-
rem [10], we obtain the following kinetic equation for
the mean occupation numbers for photon states in the
second order of iterations over the photon–electron
coupling constant:

A r( )

=  2π"c
V

-------------
e j

K
-------- C jK iKr( )exp C jK

+ i– Kr( )exp+[ ] .
j K,
∑

C jK
+

c ε

c

He εkδk k',
e
V
---ϕ k k'–( )+ aσ k,

+ aσ k', ,
σ k k', ,
∑=

Hr "ωC jK
+ C jK,

j K,
∑=

Her
1

V
-------- G j k K,( ) C j K, C j K–,

++( )aσ k K+,
+ aσ k, ,

σ j k K, , ,
∑=

ϕ k( ) d3r rE( ) irk–( ), εkexp

V

∫–
"

2k2

2m
----------,= =

Gj k K,( ) e"
m
------ 2π"

εω
----------ke j,–=

aσ k,
+

∂N j K t,( )
∂t

-----------------------
2

"
2

----- 1
V
--- G j

2 k K,( ) N j K t,( ) 1+[ ]{
k

∑=
SEMICONDUCTORS      Vol. 35      No. 5      2001
(1)

Here,

are the distribution functions for electrons and photons;
ρ(t) is the statistical operator of the system; (c.c.)
denotes the term that is a complex conjugate to the pre-
ceding term; and ε > 0 and ε  0 following the ther-
modynamic passage to the limit [9]. When deriving
Eq. (1), we, as usual, assumed that the single-particle
distribution functions remain virtually unchanged dur-
ing the interaction time [11]; i.e.,

For E = 0, the right-hand side of Eq. (1) vanishes in
the nonrelativistic limit. Compton scattering by nonrel-
ativistic electrons is also absent [12]. Thus, the nonva-
nishing of the collision integral is caused only by the
effect of the external field on the interaction of photons
with electrons. For K || E (ejE = 0), this integral is non-
vanishing due only to the broadening of the delta-func-
tion, which is caused by the external field; in contrast,
for K ⊥  E, the collision integral is nonvanishing due
only to the dependence of the coupling constant
Gj(k, K) on the electron momentum [a term propor-
tional to τ appears in Eq. (1)]. It is noteworthy that the
dependence of Gj on k manifests itself if there is an
anisotropy in the electron distribution [this follows
from the inversion of the k component in the (e1, e2)
plane in Eq. (1)]; in contrast, the delta-function broad-
ens even if the function f(k) is isotropic. In the general
case, it is impossible to integrate with respect to τ. It is
also impossible to pass to the nonrelativistic limit
because the corresponding parameters are in the argu-
ment of the oscillating function. However, it is possible
to integrate with respect to the electron momenta, for
which it is necessary to specify the electron distribution
function.

The following weakly anisotropic and nondegener-
ate distribution represents an adequate approximation
to f(k) in a fairly wide range of parameters (the tests are
known; see, e.g., [13]) for both gaseous and semicon-
ductor plasma:

(2)
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Here, f0(εk) is the Maxwell distribution function

where n0 is the electron concentration; the drift momen-
tum "k0 and the electron temperature are determined
by solving the balance equations for the energy and
momentum. After passing from summation to integra-
tion in Eq. (1) and calculating the integral for k with
function (2), we find that the truncating multiplier

exp(–αω2τ2) (α = Te/2m ) appears in the integral for
τ. This makes it possible to write the kinetic equation in
the conventional form

(3)

and represent the probabilities for emission  and

absorption  of a photon in the following form:

(4)

Here,
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For K || E, it follows from expression (4) that  =

, which is obvious if we consider the problem’s
symmetry. For K ⊥  E (a± = 0), by using Eq. (1) and
expressions (3)–(6), calculating the relevant integrals,
and passing then to the nonrelativistic limit, we obtain

(7)

The negative sign of the right-hand side in Eq. (7) may
be interpreted qualitatively. In the presence of a field,
the electron momentum is given by "k + eEt. This
momentum changes during an “interaction time” owing
both to the photon momentum and to the presence of
the field. If a photon is emitted by an electron with a
momentum of "k, the law of conservation of energy
and momentum is given by

for photon absorption, we have

For nonrelativistic electrons, these conservation laws
can be obeyed only owing to the terms that contain kke;
it is important that kke < 0 for emission and kke > 0 for
absorption. Since in the presence of a field E there are
fewer electrons with kke < 0 than with kke > 0, the
absorption of photons prevails over their emission.

For cosϕ ≠ 0 (γ ≠ 1), the simplest approximation is
a± ! 1, which means that

(8)

where Λ is a quantity on the order of magnitude of the
ratio between the energy gained by electron from the
external field over the de Broglie wavelength and the
energy of emitted or absorbed photon. In the lowest
order of expansion in a power of a±, we obtain

where a ≈ (2Λ )–1. It is obvious that, in the situations
described by Eq. (7) and expression (8), oscillations of
the terms proportional to σ± cannot manifest them-
selves; thus, we have the power-law dependences of
occupation numbers on ω and E. In the reverse situation
when a± @ π2/2 and ξ ≈ 1, which corresponds to γ ≥ 2
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and Λ ! 1/π2 , we can also derive an approximate

analytical expression for . If we change the vari-

ables as y = a±(1 – x) in the expressions for  and
convert the integrals to the interval (0, π), we can show

that we have the following expression for  in the
first order in π2/a±:

(9)

When deriving expressions (9), we treated the terms
exp(–lπξ) (l ≥ 4) as small compared to 1.

It follows from formulas (4), (5), and (9) that, for
k0K < 0 (cosϕ > 0 and s = –1), σ± is an exponentially

small quantity and  are nonoscillating functions.
For k0K > 0 (cosϕ < 0 and s = 1), the terms containing

σ± prevail over the terms (9) if Λ ≥ 1 (a±/  ≤ 1),
which is consistent with the condition for applicability

of the given approximation. The probabilities  may
then depend in an oscillatory manner on ω and Ecosϕ.
Since an electron is localized in space to an accuracy of
the de Broglie wavelength λ and since, over the dis-
tance λ, the electron energy ε changes by ∆ε ≈
|e|Eλ|cosϕ| owing to the electric field, the inequality
Λ ≥ 1 may be rewritten in the form of the energy–time
uncertainty relation ∆ε∆t ≥ ", where ∆t = 2π/ω. This is
consistent with oscillations originating from the field-
induced violation of the delta-shaped law of conserva-
tion of energy. The period of oscillations in their
domain of existence is frequency-independent when
the photon frequency is changed by the quantity

, (10)

where v is the thermal velocity of electrons. The esti-
mate of the period as a function of the electric-field
component along the photon-propagation direction has
the form

(11)

Inequalities (10) and (11) impose natural restrictions on
the feasibility of observing the oscillations of the prob-
abilities for the absorption and emission of photons.
A pronounced anisotropy of the effect as a function of
the photon-propagation direction in reference to the
external-field direction is analogous to the classical sit-
uation when the Lienard–Wiechert potentials are con-
sidered [14], the reason being that the acceleration of
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electrons is accounted for in the scattering cross section
in spite of a constant mean velocity of electrons.

Figures 1 and 2 show the results of numerical calcu-

lations of the quantity  =  for free charge

carriers in n-GaAs (ε = 12.79 and m = 0.07m0) at the lat-
tice temperature of T = 80 K and for n0 = 1016 cm–3, E =
367.6 V/cm, Te = 101 K, λk0 = 0.34 (the results of solv-
ing the balance equation for energy and momentum
correspond to the data reported previously [8]), ϕ1 =

π/2( ) and ϕ2 = ϕ + π/2( ). According to Eq. (7),

 = 0 and  = constant for ϕ = π/2. The functions

 and  cannot be distinguished in Fig. 2; the
crowding of oscillations is due to logarithmic scale on

the horizontal (ω) axis. A plot of  for ϕ = π differs

from a plot of  for ϕ = 3π/4 in a somewhat larger
amplitude (~5 × 1013 s–1).

3. We now consider the contribution of the above
effect to the intraband emission from a semiconductor
in reference to the background emission in the situation
when electrons interact with phonons and impurities.
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and ϕ = π/4; and curve 3 is for  × 10–11 and ϕ = π/4.
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8

The corresponding kinetic equation has the same form
as Eq. (3); however, the quantity  in Eq. (3) should
be replaced by

where

The functions (ω) and (ω) correspond to the
emission of a photon "ω in the case of scattering by
optical phonons and ionized impurities, whereas the

functions (–ω) and (–ω) correspond to the
absorption of a photon. These quantities were
expounded in [8]. A solution to the kinetic equation has
the following form:

Here, Neq = Nj(K, t0) is the initial distribution, which is
assumed to be the equilibrium one with a temperature
of T; and

The steady-state distribution N0j exists if

i.e., if the emitted photon is absorbed in the same sys-
tem, and if the stimulated processes are induced by the
nonequilibrium distribution of photons. This means

that the characteristic relaxation time  should be
much shorter than the time of transit of a photon

through a specific medium; i.e.,  ! l/  (l is the
crystal size). In the opposite situation, we obtain the
rate of emission of photons from the medium [8]. Esti-
mations show that this situation is quite feasible in the
studied frequency region of ω < Ω (Ω is the optical-
phonon frequency); thus, approximation (2) is valid.

It follows from numerical calculations for the same
parameters that the quantity Bj > 0 does not oscillate,

because |  – | is small and the relaxation is con-
trolled by the background processes. Figure 3 shows

the curves Γj(ϕ) = N0j/Npj, where N0j (Npj = N0j for  =
0) is the steady-state distribution of the nonequilibrium
background emission. A profound effect of the phe-
nomenon under consideration on the phonon spectrum
manifests itself for ω > 1013 s–1 ("ω/Te ≈ 1) owing to the

fact that  depends on frequency approximately as
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exp(–"ω/Te) [8], whereas  decreases at these fre-
quencies following approximately the power law (this
can be seen from Fig. 1). For ω ≈ Ω ≈ 5.5 × 1013 s–1, the
emission from the crystal lattice becomes important
and affects the background emission. Figure 4 shows
the spectrum oscillations that correspond to Fig. 2.
Oscillations in Γ1 = N01/Np1 have a small amplitude for
ϕ = 3π/4 and do not manifest themselves in the plot. It
follows from the shape of curves 2 and 5 in Fig. 3 that
the ratio Γ1(π/4)/Γ1(3π/4) is not small for ω ≈ 3–4 ×
1013 s–1. In addition, Np1(π/4) = Np1(3π/4) as a result of
dependence on (ejE)2 [8]. The same situation takes
place for Γj(0)/Γj(π) (j = 1, 2); i.e., the number of pho-
tons varies significantly (by a factor of 2–3) when the
sign of E reverses. This makes it possible to verify
experimentally this effect beyond the range of oscilla-
tions.
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Fig. 4. Dependences of the relative number of photons Γj(ϕ)
on the frequency ω for various angles ϕ. Curve 1 corre-
sponds to Γ2 for ϕ = 3π/4 and curve 2 corresponds to Γj for
ϕ = π.
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Thus, a constant electric field can affect the photon-
emission spectrum not only due to the nonequilibrium
nature of the electron distribution function but also
because it changes the probabilities of the photon emis-
sion and absorption.
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Abstract—The results of studying the poorly understood 700- to 2000-nm spectral region in ZnSe cathodolu-
minescence of condensates deposited from the vapor phase with deviations from stoichiometry and Cu and
O introduction into a pure matrix are reported. The nature of cathodoluminescence in the region of

1300−1400 nm is refined: the conclusion is drawn that the emission is caused by isolated vacancies. The
behavior of VSe-related luminescence bands at 830 and 960 nm, when the matrix composition changes, is con-
sidered. © 2001 MAIK “Nauka/Interperiodica”.

VZn
I II( )
The data on the intense band that appears in the
spectral range of 1250–1400 nm (80 K) of the ZnSe
luminescence spectrum and depends on the presence of
O, Cu, and Te impurities are reported in a number of
publications [1–5].

It has been shown [5] that the cathodoluminescence
(CL) in this range is caused by doping with Cu. Its
spectral position approximately corresponds to the
position of bands caused by intracenter transitions in

 ions with 3d9 configuration, which are well
known for a number of II–VI compounds: ZnS, ZnO,
and CdS (see table). Data on similar spectra for ZnSe
are scanty and contradictory [11–13]. Previously [5],
the band at ~1300 nm was attributed, according to the
Bube scheme [11], to transitions G(2E)  E5/2(2T2)
and to corresponding emission Cu–R due to transitions

from the conduction band to the level of (3d9) ion.
However, a more detailed study of ZnSe:Cu and
ZnSe:O condensates formed by the chemical-vapor
deposition (CVD) [9] involved the difficulties in using
such an interpretation of the nature of the CL band at
1300–1400 nm (80 K). In addition, the condensates in
[14] were grown with the Se excess, i.e., under condi-
tions when the Cu ion transforms from the 3d10 into the
3d9 state.

The CL spectra of ZnSe:Cu and ZnSe:O samples
reported previously [14] were not discussed for the
range of 700–2000 nm; therefore, the data in this paper
are complementary to those in [14]. Recall that
CVD technology [15] was used for preparation of the
samples; this technology allows one to obtain a rather
pure ZnSe, to dope it controllably with Cu in the course
of the growth by varying the Zn or Se excess with

CuZn
+2

CuZn
+2
1063-7826/01/3505- $21.00 © 20512
respect to the stoichiometric composition, and to intro-
duce various amounts of oxygen. This made it possible
to form various types of Cu centers or complexes [14].
At 700°C, a number of polycrystalline ZnSe samples
were deposited. The content of other impurities in the
undoped ZnSe samples were as follows: Na, K, Mg,
Ca, B, Al, Sn, Pb, P, As, Cl, I, Ag, Cr, Mn, Fe, Co, Ni,
and Cu ≤ 1015 cm–3; Si, Cd, and N ≤ 1016 cm–3; and O ≥
1018 cm–3 [1].

The ZnSe:Cu–A sample had an increased oxygen
concentration [O] ≈ 1020 cm–3 and was grown with the
ratio of concentrations H2Se/Zn in the vapor phase
equal to 1.6. In the main part of samples A (as also B), the
copper concentration was ~1016 cm–3. The ZnSe:Cu–B
sample with lower oxygen content (~1018 cm–3) was
obtained with the higher excess of Se compared to sam-
ple A due to an increase in concentration ratio H2Se/Zn
up to 1.7. By growing these samples from the H2Se and
Zn vapors, Cu was introduced in the growth process
together with Zn via the vapor phase [4]. As is known,
the most homogeneous crystal grows from the vapor
phase and the formation of isolated CuZn centers is pos-

Peaks of main emission bands for  (3d9)

Transitions ZnS [6, 7] ZnO [8] CdS [4, 9, 10]

G(2E)  E5/2(2T2) 1490 nm – 1631 nm

G(2E)  G(2T2) 1636 nm 1730 nm 1850 nm

absorption

Transitions to the 
valence band

1796 nm 1820 nm 2066 nm

CuZn
+2
001 MAIK “Nauka/Interperiodica”
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sible. In addition, the ZnSe:Cu–D samples were
obtained without the special introduction of oxygen but
with Cu doping up to 1018–1020 cm–3 by thermal diffu-
sion (during the growth). The concentration ratio
H2Se/Zn was 1.2, and [O] was reduced in the range of
1020–1018 cm–3 with [Cu] increasing.

The C and C ' (ZnSe:O) samples were grown with-
out the special doping with Cu using the same setup
with addition of 0.9 and 4.3 vol % of O2 in the vapor
phase for the ratio H2Se to Zn concentrations equal to
1.2 and 1.0, respectively. [O]p in the central part of sam-
ples was <1019 and ~1020 cm–3, respectively.

The CL spectra were studied at fresh cleavages of
the samples by a step-by-step method. The details of
the technique have been described recently [14].

We consider the CL study results in the range of
1300–1400 nm for the ZnSe:Cu and ZnSe:O CVD-
samples, the CL spectra of which in the spectral range
400–2000 nm have been described previously [11]; for
the range of 700–2200 nm, the typical spectra are
shown in Fig. 1.

For the ZnSe:Cu–A sample (see [14]) in the initial
part, where the introduction of zinc into the reactor
occurs, the 1300- to 1400-nm band is absent, though
the Cu concentration in this region is >1017 cm–3. At the
end of sample A, under conditions of Se excess, with
the increase of Cu concentration to >1017 cm–3, the
intensity of the 1300- to 1400-nm band decreases too.
For constant [Cu] and [O] in the central part of sample A,
the intensity of the 1300- to 1400-nm band gradually
increased (see Fig. 1 in [14]). In all these cases, an
increase in the Se excess occurs. However, the correla-
tion of the intensity change of the 1300-nm band and
Cu–R is irrelevant, since, in the structure of the Cu–R
center, Cu is present in the form of 3d10 ion, whereas
the intracenter transitions in the vicinity of 1300 nm are
considered for 3d9 ion (see Table 1 in [14]).

It turned out that the behavior of the 1300-nm band
correlated with the intensity change of IR bands at 830
and 960 nm in the CL of sample A; i.e., the 1300–
1400 nm band appears simultaneously with these two
bands (see Fig. 1 in [14]). As is known [16, 17], the
830- and 960-nm bands in ZnSe are caused by VSe: by
the intracenter transition (between the excited and
ground levels) and by the transition from the conduc-
tion band (Ec) to the ground level, respectively
(Fig. 2a).

The 830-nm band ( ) dominates under conditions
of Zn excess in ZnSe [1–4]. As the concentration of
[Zn] is reduced, both bands are observed. The 960-nm
band increases in intensity when the charged states of

the  center dominate with the lowering of the Fermi

level. One can observe both charged states of  Se
vacancies if the Fermi level is close to the ground level
of the F+ center (Fig. 2b). In this case, using the ratio of

VSe
×

VSe

.

VSe

×(.)
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intensities of 960- and 830-nm bands, we can evaluate
the change in the Fermi level position with respect to

the level of . The lowering of F is possible with an
increase in concentration of intrinsic acceptors [VZn].
Simultaneously, the probability of transitions from Ec

to  levels increases (Fig. 2b). According to the
scheme in Fig. 2b, the CL band at 1300–1400 nm can
be caused by the transitions mentioned above, and a
certain difference in the band peak position can be
explained by the presence of a shallow-level donor.
Similar bands are characteristic of II–VI compounds,
e.g., CL bands at 1030 nm in CdS [9], at 950 nm in ZnS
[6], etc.

Actually, the facts considered above are not contra-
dictory to the possibility of Zn vacancy origination
under conditions of an increase in the intensity of
1300-nm band. In particular [2, 3], the intensity
enhancement by 4 orders of magnitude for 1300-nm
band in ZnSe CL was observed due to the excess of

VSe
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VZn
I II( )
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Fig. 1. Typical IR spectra of (1, 2) ZnSe:Cu samples A and
B obtained with the Se excess and [Cu] = 1016 cm–3 in the
central part of the sample; (3, 4) ZnSe:O samples C and C '
obtained without special doping with Cu but with the intro-
duction of 0.9 and 4.3% of O2 into the vapor phase in the
process of growth, respectively.
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metalloid (by Te introduction). It was noted [18] that in
this case, the generation of Zn vacancies takes place.

In addition, the comparison of the intensities of
1300- to 1400-nm band for all samples (A, B, and C)
was carried out for fixed (along length L) regions, for
which a number of parameters are constant but only
one changes. Thus, there is a region of constant [O] and
[Cu] in sample B, but the Se excess increases along the
length of the sample [14]. The CL intensity enhance-
ment of the 1400-nm band correlates with an intensifi-
cation of the 740-nm band (see Fig. 2a in [14]). A sim-
ilar region is present also in sample A (Fig. 1 in [14]).
For both cases, the intensity of 1300- to 1400-nm band
increases with the Se excess, i.e., with the increase in
[VZn]. Moreover, the intensity of the 1300- to 1400-nm
band is higher by 1–3 orders of magnitude for sample B
(grown under condition of the largest ratio of concen-
trations H2Se/Zn equal to 1.7) than the intensity of this
band for sample A.

In the region with a constant [Cu], such a large dif-
ference is likely associated also with [O], which
reaches the value of 1020 cm–3 in sample A; as is shown
in [2], the 1300- to 1400-nm CL is most efficient for a
“low” oxygen concentration (about 1019 cm–3). A decrease
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Fig. 2. (a) Model of F+ center and (b) the scheme of level
positions of Se and Zn vacancies in the ZnSe band gap
[10−12].
in the intensity of the 1300- to 1400-nm band is pre-
sumably caused by the reduction of the isolated Zn

vacancy concentration [ ]. We may assume that, in
the growth process with large Se and O2 excess in a
vapor phase, the intense formation of vacancies results
in the origination of pores. This is confirmed by exam-
ining the cleavages of crystalline samples C and, espe-
cially, crystals C ' using a scanning-electron micro-
scope.1 

To eliminate the Cu influence, we note that the
intensity of the 1300- to 1400-nm band for sample C
grown without doping with Cu with [O] ≈ 1020 cm–3 did
not decrease; rather, it increased compared to that in
sample A. The Cu introduction at a concentration of
>1018 cm–3 for sample D resulted in a complete disap-
pearance of CL in the 1300- to 1400-nm region; i.e.,
Cu is not involved in this effect or affects VZn indirectly.
Thus, Cu can occupy [VZn] or, being an acceptor, can
reduce the concentration of these defects.

Correlation of the 1300-nm band intensity with [Cu]
reported in [5] can be caused by the [Cu] influence on
the F level position and [VZn]. In addition, a number of
CL bands with peaks at 1300, 1600, and 1750 nm were
observed in ZnSe:Cu [5]. Such positions of peaks
approximately correspond to the main components in
the Cu (3d9) ion spectrum (see the table). It is not
improbable that the intracenter transitions in the Cu ion
with 3d9 configuration can take place also for ZnSe:Cu.
However, the more intense bands of native defects are
superimposed upon the emission, whereas similar
bands in the IR spectral range for other II–VI com-
pounds (ZnS and CdS) are separated in the spectrum
from the luminescence of Cu (3d9) ion.
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Abstract—The excitation-level dependence of intensities of the luminescence bands with hνm = 1.5133,
1.5141, and 1.5153 eV in semi-insulating GaAs crystals at 4.2 K was examined. The dependences obtained for
all three bands are identical. The analysis of these results indicates that, in this material, the luminescence band
with hνm = 1.5133 eV is related to the annihilation of the exciton–impurity complexes D+X (excitons X being
bound to ionized shallow donors D+). © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION AND PROBLEM 
FORMULATION

It is known that the edge luminescence spectrum of
gallium arsenide at 4.2 K contains intense bands with
peaks at hνm = 1.5133, 1.5141, and 1.5153 eV (see,
e.g., [1–9]). The origin of the bands with hνm = 1.5153
and 1.5141 eV is established reliably: they are related
to the radiative annihilation of the free excitons X (the
emission intensity IX, reaction X  hν) and the exci-
ton–impurity complexes D0X composed of an exciton X
bound to a shallow neutral donor D0 (reaction D0X 
D0 + hν), respectively [1–4]; we denote the correspond-
ing emission intensities by IX and . Meanwhile, the

origin of the luminescence band with hνm = 1.5133 eV
(we denote its intensity by I1.5133) is not yet established
unambiguously. In some of the studies (see [1, 2, 5]),
this band is related to the radiative annihilation of the
exciton–impurity complexes D+X composed of an exci-
ton X bound to a shallow ionized donor D+ (reaction
D+X  D+ + hν;  will denote the corresponding

emission intensity). This assignment was substantiated
by the agreement between the experimentally mea-
sured energy position of this band and the theoretically
calculated photon energy corresponding to the radiative
annihilation of the bound excitons D+X [1], by an
increase in the intensity of this band with a change of
the conductivity type of the crystal from n to p (i.e.,
with an increase in the ionized donor concentration

) [1, 2], and by the analysis of the observed shift of

the band maximum in the magnetic field [2, 5]. How-
ever, in other studies (see [3, 4, 6]), the luminescence
band with hνm = 1.5133 eV is related to the recombina-
tion of the free holes h at the shallow neutral donors D0,
i.e., to the radiative annihilation of D0h pairs (reaction

I
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0
X

I
D

+
X

N
D

+
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D0h  D+ + hν;  will denote the corresponding

emission intensity). This assignment is based on the
fact that the thermal dissociation energy of the centers
responsible for the emission at 1.5133 eV is close to the
ionization energy of the neutral donors D0 [1, 2, 6]; on
the analysis of the band shape [3], as well as the electric
field dependence of the band shape [4]; and on the
observation of quenching of the band intensity under
the influence of an electric field [4]. It was originally
assumed that the experimental data on the resonance
excitation of the luminescence band with hνm =
1.5133 eV in GaAs also indicate that this band origi-
nates from the D0h pair recombination radiation [3].
However, a detailed analysis carried out in [2], based on
the data reported in [3] and on similar results reported
in [2], revealed that measurements of the excitation
spectra of this luminescence band do not give argu-
ments in favor of this or any other model: these spectra
may be attributed to radiative annihilation of both D+X
bound excitons and D0h pairs. The authors of [3, 6] also
believed that their data on the dependence of I1.5133 and

 upon the excitation density L corroborate the

assignment of the band with hνm = 1.5133 eV to the
D0h pair recombination. However, unambiguous evi-
dence in support of any model of the origin of this band
cannot be obtained from the comparison of the depen-
dences I1.5133(L) and (L) without careful analysis (see

below); such an analysis was not carried out in [3, 6].1 

1 To analyze the excitation-level dependences of the emission
intensity I = ϕ(L) in detail, one needs to know the relationship
between the concentrations of nonequlibrium and equilibrium
charge carries, as well as the dependences of excess electron and
hole concentrations and ionized and neutral donor concentrations
on the excitation density L and the coordinate y.
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It follows from the above discussion that further
investigations aimed at clarifying the origin of the
hνm = 1.5133 eV luminescence band in GaAs are of
considerable interest.

In this study, we carry out a detailed comparative
analysis of the excitation-level dependence of the inten-
sities of luminescence bands with hνm = 1.5133,
1.5141, and 1.5153 eV in semi-insulating GaAs crys-
tals at 4.2 K. We demonstrate that the observed depen-
dences of the edge-luminescence band intensities point
to the D+X bound-exciton-annihilation nature of the
hνm = 1.5133 eV emission in GaAs.

2. EXPERIMENTAL

Semi-insulating GaAs crystals were grown by the
Czochralski method in pyrolytic boron nitride crucibles
with liquid B2O3 flux encapsulation at high pressure.
The resistivity of the samples was ρ ≈ 108 Ω cm at T =
300 K and ρ  ∞ at T ≤ 200 K. The equilibrium elec-
tron concentration was n0 ≈ 107 cm–3 at T = 300 K and
n0  0 at T ≤ 200 K, and the electron mobility at
300 K was µn ≈ 6000 cm2 V–1 s–1; the equilibrium hole
concentration p0 ! n0. The dark conductivity of the
samples was controlled by the ionization of the EL2
deep-level donors (antisite defects AsGa, which form
the level with the energy εEL2 . 0.75 eV) with the den-
sity NEL2 . 1016 cm–3 and are partially compensated by
the residual shallow-level acceptors (C atoms with the
concentration NC . 3 × 1015 cm–3), and donors (Si atoms
with the concentration NSi . 1015 cm–3) [10, 11].

The luminescence was excited by strongly absorbed
He–Ne laser radiation (the photon energy equals
1.96 eV and the absorption coefficient k = 2.5 × 104 cm–1);
the laser beam was directed along the y-axis, and the
spot area on the sample surface was s . 10–2 cm2. The
typical crystal size was 1 × 0.3 × 0.2 cm. Prior to taking
the measurements, the samples were treated in a polish-
ing etchant composed of H2SO3 : H2O2 : H2O in the pro-
portion of 3 : 1 : 1. The luminescence spectra were
recorded using an MDR-23 spectrometer with a resolu-
tion no worse than 0.2 meV. The shape of the spectra
(the positions of the peaks hνm and the half-widths w of
the bands and the intensity relationship between the
bands) was virtually independent of L within the limits
of the measurement error (±0.1 meV for hνm and w and
±10% for I).

The intensities of the luminescence bands under
investigation (which, obviously, depended to a large
extent on the concentrations of excess electrons δn and
holes δp) were controlled by the processes in the bulk
of the crystal (the diffusion length of the excess charge
carriers ld ≤ 1/k). The emission region was located near
the crystal surface: its length in the y direction, approx-
imately equal to ld + 1/k . 10–4 cm, was significantly
SEMICONDUCTORS      Vol. 35      No. 5      2001
smaller than the corresponding sample dimension d .
0.2 cm.

The spectra of the crystals were measured at a tem-
perature of T = 4.2 K under excitation intensities L from
1017 to 1019 photon cm–2 s–1. Under these conditions,
the conductivity of the semi-insulating GaAs crystals
was controlled by excess electrons and holes (δn, δp @
n0 + p0). The total number of excess electrons δN =

s ndy and holes δP = s pdy in the sample

increased linearly with the excitation intensity
L(δN, δP ∝  L). This means that the concentrations
δn(y) and δp(y) increase linearly with L and decrease
exponentially with y; i.e., δn(y, L), δp(y, L) ∝
Lexp(−ay), where a = ϕ(ld, 1/k) ≠ ϕ(y, L). The magni-
tudes of δn and δp were controlled by the rate of linear
recombination of the nonequilibrium charge carriers at
deep-level centers; this means that only a small fraction
of the electrons and holes generated by the laser radia-
tion became bound into excitons and, thus, recombined
via excitonic states (i.e., the total intensity of excitonic
luminescence was significantly lower than the excita-
tion intensity).

To distinguish between different assumptions about
the nature of the centers responsible for the lumines-
cence band with hνm = 1.5133 eV, we undertook a com-
parative analysis of the dependences of intensities of
this band and other exciton luminescence bands on the
excitation intensity L. A typical luminescence spectrum
recorded for one of the semi-insulating GaAs crystals
under investigation is shown in Fig. 1; here, only the
luminescence bands under study (with hνm = 1.5133,
1.5141, and 1.5153 eV), which are dominant in the
spectrum, are separated out of the spectrum.
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Fig. 1. Edge luminescence spectrum of semi-insulating
GaAs at 4.2 K; L = 2.5 × 1018 photon cm–2 s–1. The lumi-
nescence bands under study are separated from the net spec-
trum and are shown by dashed curves.
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3. RESULTS AND DISCUSSION

The excitation-level dependences of the intensities
of the bands related to annihilation of bound (D0X) and
free (X) excitons and the 1.5133-eV band in the lumi-
nescence spectra of semi-insulating GaAs samples at
4.2 K are shown in Fig. 2. One can see that the intensi-
ties , IX, and I1.5133 follow the same dependence,
namely, they increase proportionally to L2.

Let us examine the data presented. Obviously, lumi-
nescence intensities , , , and IX depend on

the concentrations of the free excitons ne, holes δp, pos-
itively charged donors , and neutral donors ;

the probability b of the free-exciton radiative annihila-

tion; the coefficient  of the hole capture by donors;
and the coefficients of the free-exciton capture by ion-
ized and neutral donors β and γ, respectively. In the
case of a semi-insulating GaAs crystal whose dimen-
sions in the y direction significantly exceed ld + 1/k,
these intensities are given by the relationships [12, 13]2 

(1)

2 Evidently, the expressions for , , , and IX written

below are valid for GaAs crystals with any value of dark conduc-
tivity, not only for semi-insulating crystals, provided the excita-
tion level is sufficiently high (δn @ n0 and δp @ p0).
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Fig. 2. Excitation-level dependences of the intensities of the
luminescence bands under study in semi-insulating GaAs at
4.2 K: (1) D0X bound-exciton band, (2) free-exciton band,
and (3) band with hνm = 1.5133 eV.
(2)

here,

(3)

(4)

where ND is the donor concentration,  is the coeffi-
cient of the electron capture by the donors, and α is the
coefficient of the electron–hole pair binding into an
exciton.3 

We consider the situation when

.

This relationship, which holds under the actual experi-
mental conditions (see above), follows from the fact
that the main channel of excess electron and hole
recombination is the linear recombination via deep-
level centers; then, obviously, , , , IX ! L.

In this case, it follows from (3) and (4) that ,  ≠
ϕ(y, L) and

Then, by evaluating the integrals in (1) and (2), we
obtain the following dependences for the intensities of
the luminescence bands under consideration:

(5)

(6)

Since, according to (5) and (6) and to the experi-
ments, the intensity I1.5133, like  and IX, increases

proportionally to L2, we may conclude that the band
with hνm = 1.5133 eV is due to the annihilation of D+X
bound excitons (I1.5133 = ). Evidently, if this band

were related to the recombination of the free holes h at

3 The expressions for , , and ne are valid at low tempera-

tures (in which case, the processes of donor thermal ionization
and exciton thermal dissociation may be neglected) for δn @ n0
and δp @ p0. The expression for ne was derived under the
assumptions that (a) local equilibrium between electrons, holes,
and excitons exists [14] and (b) free excitons are bound predomi-
nantly to donors (Fig. 1). The expressions for  and 

were derived assuming that the occupancy of the donor states is
governed by their interaction with the free carriers; in this case,

,  ≠ ϕ(y, L) if δn/δp ≠ ϕ(y, L).
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the neutral donors D0, a linear increase in I1.5133 with L
should be expected.

Thus, the observed dependence of the intensity of
the luminescence band with hνm = 1.5133 eV in semi-
insulating GaAs at 4.2 K on the excitation intensity can
be explained only under the assumption that this band
originates from the D+X bound-exciton annihilation,
rather than from the free-hole recombination at the neu-
tral donors (as was suggested in [3, 6]). This conclusion
confirms once more the major role of the bound exci-
tons D+X in the origination of the luminescence band
with hνm = 1.5133 eV in GaAs.

4. CONCLUSION

The luminescence band peaked at hνm = 1.5133 eV,
observed in semi-insulating GaAs at 4.2 K, originates
from the annihilation of the bound excitons D+X. This
result is important for the understand the physical
basics of radiative electronic transitions in intermetallic
semiconductors.
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Abstract—Submonolayer cyclic epitaxy was used for the first time to obtain a bulk layer of BeCdSe solid solu-
tion 100 nm thick with a Be content close to 46%, which corresponded to the composition lattice-matched to
the GaAs substrate. In addition, low-temperature lasing at a wavelength of 460 nm with a threshold power den-
sity of about 40 kW/cm2 in a structure with multiple ZnSe/BeCdSe quantum wells was also attained for the first
time. The band-bending parameter in the BeCdSe solid solutions was estimated at 4.5 eV. © 2001 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

In spite of rapid progress in research and develop-
ment in the field of optoelectronic devices based on
III−N materials, the wide-gap II–VI compounds remain
the most suitable materials for the development of
semiconductor lasers emitting in the blue–green region
of the spectrum because this region is still beyond the
reach of devices based on nitrides of Group III ele-
ments [1]. At present, the main impediment to the com-
mercial application of II–VI compounds is the rela-
tively short operating life of II–VI-based injection
lasers (shorter than 400 h) [2]. Conventionally, the
ZnCdSe compound having a relatively soft lattice is
used to form the active regions of the lasers; this com-
pound is characterized by a large lattice mismatch with
the GaAs substrate, which brings about the formation
and diffusion of point defects during laser operation.
Thus, it is of much interest for scientists and technolo-
gists to produce new wide-gap II–VI compounds that
emit in the blue–green spectral region, have a crystal
lattice of enhanced rigidity, and are lattice-matched to
GaAs.

The BeCdSe compound has been previously sug-
gested [3] as a new material for the active region of
optoelectronic devices for the blue–green region of the
spectrum, the reason being that beryllium chalco-
genides have the most rigid lattice among all II–VI
compounds [4]. It has been shown theoretically [3] and
experimentally [5] that it is possible to grow the
BexCd1 – xSe solid-solution layers lattice-matched to
1063-7826/01/3505- $21.00 © 20520
GaAs (x ≈ 0.46) in spite of a wide range of instability
in this solid-solution system (x = 0.03–0.38 for pseudo-
morphic growth on GaAs); this instability is caused by
the large difference in lattice constants for the constitu-
ent binary compounds (aCdSe = 6.077 Å, whereas
aBeSe = 5.139 Å). In this paper, we report the results of
optical and structural studies of a bulk BeCdSe layer
with a thickness of 100 nm and a Be content close to x ≈
0.46; the layer was grown for the first time by molecu-
lar-beam epitaxy (MBE). The same methods for growth
and study were used for a structure with multiple
ZnSe/BeCdSe quantum wells (QWs); low-temperature
lasing was observed for the first time in this structure.

EXPERIMENTAL

The structures were grown by MBE on GaAs(001)
substrates at a temperature of Ts = 300°C. Submono-
layer digital alloying (SDA) was used to grow BeCdSe.
The layer of solid solution was grown in the SDA mode
by sequential alternate deposition of CdSe and BeSe
submonolayers with widths less than 0.3 monolayers
(ML); the resulting composition was governed by the
ratio between the widths of the adjacent submonolay-
ers. The structure used for obtaining the stimulated
emission consisted of five 2-nm-thick BeCdSe QWs
separated by 10-nm-thick ZnSe barriers and also of top
and bottom Zn0.97Be0.03Se confinement layers with
thicknesses of 100 and 1000 nm, respectively. In a
structure with a bulk BeCdSe layer, the top and bottom
001 MAIK “Nauka/Interperiodica”
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Zn0.97Be0.03Se confinement layers were 50 and 400 nm
thick, respectively. The BeSe growth rate was deter-
mined by monitoring the oscillations in the pattern of
the reflection high-energy electron diffraction
(RHEED) in the course of growing the buffer 5-ML-
thick BeTe layer. The thickness of the deposited CdSe
layer grown either by MBE or in the epitaxy mode with
enhanced migration of atoms was measured by optical
and X-ray diffraction methods as reported previously
[6, 7]. In order to assess the composition of the BeCdSe
layer grown by MBE, we used the ratio between the
BeTe and BeCdSe growth rates determined in situ from
the RHEED data.

In structural studies, we employed two-crystal
X-ray diffractometry, transmission electron micros-
copy (TEM), and scanning electron microscopy (SEM).
The photoluminescence (PL) spectra were measured at
a sample temperature of 80 K; a He–Cd laser with an
emission wavelength of 325 nm was used as an excita-
tion source. The lasing characteristics were studied
under pulsed optical pumping (a nitrogen laser with a
pulse duration of 8 ns and a wavelength of 337 nm was
used).

RESULTS AND DISCUSSION

Theoretical calculations performed using the
approximation of thermodynamic equilibrium and
based on a model of a regular solid solution made it
possible to determine the instability and immiscibility
zones in a BeSe–CdSe system (Fig. 1). It can be seen
that, at the temperature of epitaxy, the instability and
immiscibility zones, which correspond to the areas
above the intersection points of the binodal curve
(curve 1) and the spinodal curve (curve 2) with the iso-
therm at 300°C, encompass almost the entire composi-
tion range. If elastic stresses emerging in the system
owing to a mismatch between the lattice parameters of
the layer and substrate are taken into account, then the
shapes of the binodal (curve 3) and spinodal (curve 4)
curves change significantly. The extent of the instabil-
ity and immiscibility zones decreases, which makes it
possible to obtain solid solutions with a high content of
beryllium (>38%) under quasi-equilibrium conditions
for pseudomorphic growth. If the elastic stresses in the
layer are relaxed in part (for example, if the critical
thickness is exceeded), the instability and immiscibility
zones extend to higher Be contents. Thus, the calcula-
tion results show that pseudomorphic layers (with the
Be content amounting to x ≈ 0.46) lattice-matched to
GaAs can be grown in a BeCdSe system.

Thin (0.8 nm) MBE-grown BeCdSe/ZnSe QWs
with a Be content as high as several percent without any
indication of phase decomposition were reported
recently [3]. In order to extend the range of composi-
tions within the instability domain, the use of a highly
nonequilibrium method of SDA was suggested; we
used this method (previously employed in the MBE
growth of the III–V compounds [8]) for the first time to
SEMICONDUCTORS      Vol. 35      No. 5      2001
grow the II–VI compounds using MBE. The use of this
method made it possible to grow QWs of high struc-
tural quality with a Be content of x ≈ 0.15. It can be seen
from Fig. 2 that the intensity of PL from a
Be0.14Cd0.86Se/ZnSe QW exceeds the PL intensity from
a CdSe QW by a factor of 50. It is noteworthy that las-
ing with the lowest pumping intensity ever attained at
room temperature has been reported recently for a sim-
ilar structure with a CdSe QW 2.8 nm wide [9]. How-
ever, even if nonequilibrium SDA is used, a further
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Fig. 1. The instability and immiscibility zones for a BeSe–
CdSe system; these zones were calculated in the approxima-
tion of the model of a regular solid solution. Line 1 is for the
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Fig. 2. The spectra of low-temperature photoluminescence
of quantum wells with various contents of beryllium. The
photograph obtained by transmission electron microscopy
for a Be0.4Cd0.6Se structure with a quantum well is shown
in the inset.
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increase in the Be content results in the appearance of
indications of phase decomposition [3]. Nevertheless,
as the Be content increases further and the boundary of
the instability zone (x ≈ 0.4) is passed, the structures
with BeCdSe/ZnSe QWs again demonstrate the same
high-intensity PL as in the case of Be0.14Cd0.86Se/ZnSe
QWs (see Fig. 2). Structural studies, in particular, those
based on TEM, demonstrate that the morphology of the
samples studied is good and that structural defects are
absent (see the inset in Fig. 2). Thus, the use of SDA
makes it possible to obtain BeCdSe/ZnSe QWs with a
Be content within the instability zone of the system.
Ivanov et al. [5] studied two structures, one of which
was grown by conventional MBE and the other, by
SDA; the structures featured a large gradient of Be con-
tent across the substrate surface area (from 40 to 48%)
and contained multiple BeCdSe/ZnSe QWs. It was
shown [5] that the optical characteristics of the two
structures (in particular, the luminescence intensity)
were approximately identical; however, the structural
quality of QWs grown by SDA was slightly higher.

In order to study the properties of lattice-matched
BeCdSe compositions, we used SDA to grow a struc-
ture with a 100-nm-thick BeCdSe layer. Since the sub-
strate was not rotated during epitaxy, the gradient of the
Be concentration in BeCdSe was appreciable. Figure 3
shows the PL spectra measured at various sites of the
sample along the direction corresponding to the gradi-
ent in Be concentration. X-ray studies showed that the
highest Be content in the sample was ~47%, which
nearly corresponded to a solid solution lattice-matched
to GaAs; therefore, we may expect that, as the Be con-
tent in the layer decreases, the PL intensity would also
decrease owing to an increase in the lattice-constant
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Fig. 3. Spectra of low-temperature photoluminescence
observed in a bulk BeCdSe layer and measured at various
sites of the sample along the direction corresponding to the
gradient of Be concentration. The insets show (a) the calcu-
lated dependences of the critical thickness of BeCdSe on Be
content according to different models and (b) scanning elec-
tron micrograph of cross section of the structure.
mismatch and, correspondingly, to relaxation of elastic
stresses in the layer, which gives rise to structural
defects. The behavior of the main PL line supports this
assumption, whereas the emergence of a new long-
wavelength peak may indicate onset of phase decompo-
sition. The instability zone extends as elastic stresses
relax in the layer (Fig. 1); therefore, we may assume
that the stresses in the structure relax in part, in spite of
the fact that the lowest Be content in the layer lies sig-
nificantly above the spinodal curve for the pseudomor-
phic layer (38%).

We grew several structures with a bulk BeCdSe
layer using both conventional MBE and SDA. Only the
SDA-grown structures featured a high structural qual-
ity. We may assume that, if MBE is used for growth, the
relaxation of elastic stresses occurs when the critical
thickness is exceeded, which may be caused by fluctu-
ations in the intensities of molecular-beam fluxes. In
contrast, SDA makes it possible to control to a high
accuracy the composition and thickness of the layer
during growth; in addition, this method is less sensitive
to flux fluctuations. The dependence of the critical
thickness of the BeCdSe layer on the Be content was
calculated using the Matthews–Blakeslee equilibrium
mechanical model [10] for estimating the lower bound
for the Be content and the People–Bean energy balance
model [11] for estimating the upper bound. It is evident
(see the inset (a) in Fig. 3) that a thickness of 100 nm
exceeds the critical one for the BeCdSe layer with a Be
content lower than 38% (according to the People–Bean
model) or even 44% (according to the Matthews–
Blakeslee model). Thus, taking into account a signifi-
cant gradient in the Be content across the surface area
of the structure, we may expect that the layer morphol-
ogy deteriorates appreciably in the region with a low Be
content. Nevertheless, the layer morphology is uniform
throughout the entire sample as can be deduced from a
SEM cross-sectional image of the structure (see inset (b)
in Fig. 3).

Figure 4 shows the complete collection of data
available to us now and obtained from the PL for
BeCdSe: the data for QWs with thicknesses of 0.8 nm
[3] and 2 nm [5] and also for the structures described in
this paper. The result of simulating the dependence of
the band gap Eg on the Be content x is

where C, the band-bending parameter, is shown by the
solid curve. The estimate based on the data for QWs
represents a rather crude approximation because the
effects of elastic stresses in the layer and the QW width
on the PL line position were disregarded in this
approach. An estimation based on the data on PL of a
bulk BeCdSe layer yields the value of 4.5 eV for C.
Such a large value of the band-bending parameter was
previously observed in systems that also had an appre-

Eg BeCdSe( )
=  1 x–( )Eg CdSe( ) xEg BeSe( ) x 1 x–( )C,–+
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ciable mismatch between lattice constants for binary
compounds, for example, in an AlxIn1 – xN system [12].

A large value of the band-bending parameter affects
significantly the feasibility of using BeCdSe in laser-
diode structures. Despite the absence of Mg in the con-
fining layers, which results in a weak optical confine-
ment, we managed to obtain stimulated emission from
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Fig. 4. The dependence Eg(x) for BexCd1 – xSe. The data
were obtained from luminescence measurements for the fol-
lowing structures: (1) a structure with BexCd1 – xSe/ZnSe
multiple quantum wells, (2) a structure with a bulk BeCdSe
layer (at the site corresponding to the highest Be content),
(3) data for BeCdSe quantum wells with thicknesses of
0.8 nm [3] and 2 nm [5], and (4) our experimental data. The
solid curve represents the calculated dependence Eg(x) for
the band-bending parameter C = 4.5 eV.

Fig. 5. Low-temperature spectra of spontaneous and stimu-
lated emission from a structure with multiple quantum wells
[(2 nm)-BexCd1 – xSe/(10 nm)-ZnSe]5.
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a structure consisting of five Be0.5Cd0.5Se/ZnSe QWs at
a temperature of 80 K. Figure 5 shows the spectra of
spontaneous and stimulated emission obtained under
pumping with a pulsed nitrogen laser. Since the Be con-
centration in BeCdSe QWs exceeds 46% (the solid
solution lattice-matched to the GaAs substrate),
stresses in the layer give rise to additional energy states.
The latter introduce a broad line in the emission spec-
trum; this line is positioned in the long-wavelength
spectral region and is not involved in lasing. Stimulated
emission emerges in the “blue” region of the spectrum.

Since there are no published data with a complete
set of parameters, it is not possible to perform correct
calculations and estimate the band offsets and the type
of BeCdSe/ZnSe heterojunction (HJ) in relation to the
Be content. Since, on the one hand, we should take into
account the elastic stresses for compositions away from
those lattice-matched to GaAs (x ≈ 0.46) and, on the
other hand, it is the Be content range in the vicinity of
the above value that is of most interest, we estimated
the band offsets for x ≈ 0.46 with the factor of stresses
in the layer disregarded.

The band offsets in a BeCdSe/ZnSe system were
estimated according to the transitivity rule as the sum
of the band offsets in the BeCdSe/CdSe and CdSe/ZnSe
systems. The band offsets for a CdSe/ZnSe system can
easily be calculated according to [13]; at the same time,
it was assumed for the BeCdSe/CdSe HJ that ∆Eg is
mainly caused by the conduction-band offset because,
for this system, only the cations are changed when
passing from one material to another. Notwithstanding
the fact that the assumption of fixed distribution of ∆Eg
between the conduction and valence bands obviously
cannot be valid in the entire Be content range owing to
the large value of the band-bending parameter, this
assumption is quite valid for high Be concentrations,
where the dependence Eg(x) is almost linear. The
results of this rather crude estimation make it possible
to assume that, in the range of Be content close to x ≈
0.46, the BeCdSe/ZnSe HJ is a type I junction. Never-
theless, the value of the band offsets and the type of the
BeCdSe/ZnSe HJ require further refinement.

CONCLUSION

Submonolayer digital epitaxy was used to grow a
structure with multiple ZnSe/BeCdSe quantum wells,
and a bulk BeCdSe layer with a thickness of 100 nm
was obtained for the first time. In both structures, the
Be content is close to x ≈ 0.46, which corresponds to
the solid solution lattice-matched to the GaAs sub-
strate. Both structures featured high-intensity photolu-
minescence at temperatures as high as 295 K. A low-
temperature lasing at a wavelength of 460 nm with a
threshold pumping density of 40 kW/cm2 was obtained
for the first time in a ZnSe/BeCdSe structure with
multiple QWs. A large band-bending parameter value
in the BeCdSe system (about 4.5 eV) in combination
with improved strength characteristics related to an
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increased Be content make it possible to regard the
unstressed BeCdSe layer lattice-matched to the GaAs
substrate as a promising component for optoelectronic
devices, in particular, for the lasers operating in the
blue–green region of the spectrum.
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Abstract—A procedure is proposed for determining the stoichiometric composition of an intrinsic semicon-
ductor Hg1 – xCdxTe, relying upon the field effect in an electrolyte. An original comparative analysis of experi-
mental capacitance–voltage characteristics and those calculated in terms of a quantum description of the space
charge region provides the x value in the surface layer of the semiconductor at a depth comparable with the
Debye screening radius. The determined stoichiometric compositions are presented for four Hg1 – xCdxTe sam-
ples (x = 0.205, 0.245, 0.290, and 0.330). © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Electrical methods for investigating semiconductors
by measuring capacitance–voltage (C–V) characteris-
tics are widely used to determine the type and concen-
tration of dopants and the spectrum of fast and slow
surface states [1]. Additional possibilities in studying
semiconductors are opened up when an electrolyte–
insulator–semiconductor (EIS) system is used instead
of the conventional metal–insulator–semiconductor
(MIS) structure. The main advantage of the field effect
technique in the case of the EIS system is the possibility
of forming a practically oxide-free surface,1 with the
result that the measured capacitance is in fact the
capacitance of the space charge region of the semicon-
ductor (Csc). Use of specially selected electrolytes and
etching regimes yields a surface with a low density of
surface states for various compositions of a mercury
cadmium telluride (MCT) solid solution in a wide
range of surface potentials.

With the field effect used in electrolytes, a direct
comparison of theoretical and experimental C–V char-
acteristics of MCT is hindered by the unavoidable error
in determining the area and roughness factor of the sur-
face of a sample subjected to chemical and electro-
chemical etching and by the additional capacitance
associated with surface states (Css).

In this paper, a method is proposed for determining
the stoichiometric composition of intrinsic MCT, free
of the above experimental errors. The procedure con-
sists in successively taking the logarithm of and differ-

1 A Helmholtz layer 2–4 Å thick plays the part of an ultrathin insu-
lating layer in the system semiconductor–electrolyte [2].
1063-7826/01/3505- $21.00 © 20525
entiating the experimental C–V characteristics in a
wide range of surface potentials, which eliminates the
error in determining the area and roughness factor of
the surface and allows a more precise comparison with
a theoretical calculation. The capacitance associated
with surface states may affect the obtained result only
in the case when the inequality Css(Vs) ! Csc(Vs), where
Vs is the surface potential of the external electric field,
is invalid.

2. THEORETICAL MODEL OF THE SPACE 
CHARGE REGION

To correctly describe the space charge region (SCR)
in narrow-gap Kane semiconductors at room tempera-
ture, it is necessary to take into account the wave nature
of electrons and holes in the bound state and in contin-
uous spectrum. In terms of the one-particle Hartree
approximation, the distributions of electron (ρe) and
heavy-hole densities (ρhh)

2 can be found from a self-
consistent solution of the Poisson and Schrödinger
equations for electrons and holes [3]:

(1)

(2)

2 The light-hole density can be neglected to a first approximation.

d2V z( )
dz2

----------------- q
ρe z( ) ρhh z( )– Na Nd–+

ε0εsc

-----------------------------------------------------------,=

d2ϕ i z k ||,( )
dz2

-------------------------– k2 Ei k ||( ) V z( ),( ) k ||
2–[ ]ϕ i z k ||,( ),=
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(3)

where V(z) is the electrostatic potential profile in the
SCR of the semiconductor; q is the electron charge; εsc

is the dielectric constant of the semiconductor; ε0 is the
permittivity of free space; Nd and Na are the concentra-
tions of ionized donor and acceptor centers, respec-
tively; and mhh is the heavy-hole mass. Here, k =

(kx, ky, kz) is the wave vector;  =  + ; as zero
energy is taken the bottom of the conduction band in
the semiconductor bulk; ϕi(z, k||), Ei(k||) and ϕj(z), Ej are
the envelopes of the wave functions and energy eigen-
values for, respectively, electrons and holes.

We assume that the dispersion law of heavy holes is
parabolic and that of electrons is described by the for-
mula [4]

(4)

"
2

2mhh

------------ d2

dz2
-------– qV z( )– ϕ j z( ) E j– Eg–( )ϕ j z( ),=

k ||
2 kx

2 ky
2

k2 E V z( ),[ ] 1

P2
-----=

×
E qV z( )–[ ] E qV z( )– Eg+[ ] E qV z( )– Eg ∆+ +[ ]

E qV z( )– Eg 2/3( )∆+ +[ ]
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Fig. 1. Experimental (dashed line) and theoretical (solid
line) C–V characteristics of MCT with x = 0.245.

The determined composition (x) of Hg1 – xCdxTe solid solutions

Method of determination x

Nominal values 0.205 0.245 0.290 0.330

Found from electron portion 0.209 0.245 0.295 0.330

Found from hole portion 0.150 0.255 0.305 0.320
where P is the matrix element of the momentum oper-
ator, Eg is the energy gap of the semiconductor, and ∆ is
the spin-orbit splitting of the valence band.

The concentrations of electrons and holes can be
found from

(5)

(6)

where

EF is the Fermi level, k0 is the Boltzmann constant, and
T is temperature.

The differential capacitance Csc(Vs) of the SCR in
the semiconductor is found in the form

(7)

where Qsc(Vs) = q ρe(z) – ρhh(z) + Na – Nd]dz (in the

case in question Nd = Na = 0). By way of example,
Fig. 1 shows a theoretical C–V characteristic for
Hg1 − xCdxTe with x = 0.245. The calculation was done
with the following MCT parameters [5]:

where m0 is the free electron mass.

3. EXPERIMENTAL

The employed experimental procedure was based
on measuring the impedance of a semiconductor–elec-
trolyte interface probed with 1-µs-long voltage pulses,
with current–voltage characteristics taken simulta-
neously. The semiconductor electrode was polarized in
the potentiostatic regime with a continuous cyclic vari-
ation of the electrode potential at rates of dφ/dt =
10−100 mV/s at a temperature of T = 295 K. The elec-
trode potential (φ) was measured relative to a standard
hydrogen electrode. In the range of electrode potentials

ρe z( ) 1
π
--- dk ||

k ||ϕ i z k ||,( ) 2

1 Ei k ||( ) EF–[ ] /k0T{ }exp+
--------------------------------------------------------------------,

i

∑
0

∞

∫=

ρhh z( ) Γ j E j( ) ϕ j z( ) 2,
j 1=

+∞

∑=

Γ j E j( )
mhhk0T

π"
2

----------------- 1 Ej EF–( )/k0T[ ]exp+{ } ,ln=

Csc

dQsc

dVs

-----------,=

[
0

∞∫

εsc 20.5 15.5x– 5.72x2, mhh/m0+ 0.5,= =

∆ 0.96 eV,=

P eV cm[ ] 18 3x–( )"
2/2m0[ ]1/2

,=

Eg eV[ ] 0.302– 1.93x 5.35 10 4– 1 2x–( )T×+ +=

– 0.81x2 0.832x3,+
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chosen for polarizing the semiconductor electrode,
there were practically no currents across the interface
associated with electrochemical reactions, and the field
effect had an equilibrium nature.

Prior to measurements, the surface of MCT single
crystals was subjected to chemical-dynamical polish-
ing in a bromine–methanol solution. Immediately
before an experiment, the sample surface was addition-
ally etched electrochemically. Such a sample treatment
removes oxides from the surface and ensures an
extremely low density of surface states. As a result, the
measured capacitance of the MCT–electrolyte interface
is actually the capacitance of the SCR in the semicon-
ductor, i.e., C = Csc, with the relations Vs = –(φ – φFB)
and –∆φ = ∆Vs, where φFB is the flat-band potential,
valid over the entire range of electrode potentials.

In this study, the proposed procedure for determin-
ing the MCT composition was tested on four single-
crystal samples with random crystallographic orienta-
tions (x = 0.205, 0.245, 0.290, and 0.330).3 Figure 1
shows as an example experimental and theoretical C–V
characteristics for a composition with x = 0.245. It can
be seen that the experimental curve lies somewhat
higher than the theoretical plot. The best agreement
between the theoretical and experimental curves is
achieved on making a correction to the sample area by
10%. In this case, the surface state density in the range
–0.1 V < Vs < 0.1 V is estimated to be no more than 3 ×
1011 cm–2 eV–1. Nevertheless, despite the error in deter-
mining the surface area, the proposed procedure allows

3 Originally, the sample composition was certified using indepen-
dent Hall-effect and optical measurements.

0.2

–0.2

–φ, V

Vs, V

[l
n(

C
, F

/m
2 )]

'

–0.2 –0.1 0 0.1

0–0.1–0.3

Experiment

Theory
5

0

–5

–10

–15

Fig. 2. Derivative of the logarithm of the experimental
(dashed line) and theoretical (solid line) capacitance as a
function of voltage for MCT with x = 0.245.
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the stoichiometric composition of the crystal to be
determined with sufficient accuracy.

4. RESULTS AND DISCUSSION

Figure 2 presents curves obtained by taking the log-
arithm and subsequent differentiation of the theoretical
and experimental C–V characteristics (x = 0.245). It can
be seen that the theoretical (as well as the experimental)
dependence of d[ln(C = Csc)]/dVs on Vs shows a mini-
mum in the hole portion (Vs < 0) and a maximum in the
electron portion (Vs > 0). Plotting the derivative values
at these extrema as a function of composition (x) yields
the curves presented in Fig. 3. A good agreement
between the theory and experiment is seen in the elec-
tron portion; a somewhat worse agreement is seen in
the hole portion, which is presumably due to an uncon-
trollable oxide growth in anodic polarization.

Thus, the theoretical curves in Fig. 3 can be used as
graphical charts for determining the composition of
intrinsic MCT samples. This can be done by taking the
logarithm of an experimental C–V characteristic, dif-
ferentiating it, and plotting the obtained minimum and
maximum values along the ordinate axis. The intersec-
tion of horizontal lines drawn through these points with
the respective calculated curves will give the sought-for
composition value x. The compositions of test samples,
determined by this algorithm, are listed in the table.

5. CONCLUSION

The proposed method for determining the stoichio-
metric MCT composition by taking C–V characteristics
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Fig. 3. Theoretical dependences (lines) of (1) maximum and
(2) minimum values of d(lnC)/dVs vs. MCT composition (x)
and experimental values of extrema (points).
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in an electrolyte–semiconductor system produced good
results. Its distinctive feature is that it determines the
composition locally (within the SCR). The method can
be extended to the case of doped MCT and other semi-
conductors of the kind (Hg1 – xZnxTe, Hg1 – xMnxTe,
etc.) with an appropriate choice of working electrolyte
solutions and polarization modes in employing the field
effect in electrolytes.
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Abstract—The physical mechanism of the current flow in Pd–(heavily doped p-AlxGa1 – xN) ohmic contact is
studied. Chloride–hydride epitaxy was used to grow the p–Al0.06Ga0.94N solid solution with uncompensated
acceptor concentration Na – Nd ranging from 3 × 1018 up to 1019 cm–3. Thermal vacuum deposition and subse-
quent thermal treatment were used to form an ohmic Pd contact. It is shown that, after the thermal treatment,
the Pd–p-Al0.06Ga0.94N barrier contact with a potential barrier height of about 2.3 V becomes ohmic and the
barrier height decreases to approximately 0.05 V. For uncompensated acceptor concentration Na – Nd =
3 × 1018 cm–3, thermionic emission is found to be the main mechanism of the current through the
Pd−p-Al0.06Ga0.94N ohmic contact. An increase in Na – Nd to approximately 1019 cm–3 in the solid solution leads
to a transition from thermionic emission (at high temperatures) to tunneling (at low temperatures). © 2001
MAIK “Nauka/Interperiodica”.
INTRODUCTION

Recently, much attention has been given to studying
wide-gap semiconductors, AlxGa1 – xN solid solutions
and GaN among them, in connection with technologi-
cal progress in ultraviolet and visible light sources and
photodetectors, field-effect transistors, and a number of
other devices [1–3]. These structures include metal–
semiconductor contacts either as an active element or
as an ohmic contact. However, production of an ohmic
contact to p-type nitrides involves difficulties, since
they are hard to be doped up to the concentration of
*1018 cm–3 [4]. Moreover, in contrast to other III–V
compound semiconductors, in GaN and GaN-based
solid solutions, the Fermi level is not pinned at the sur-
face, which leads to a considerable dependence of
potential barrier height on the electron work function.
There are no metals for which the work function
exceeds the sum of electron affinity and GaN or AlN
band gap (larger than 7 eV) [5]; this fact implies that
production of an “ideal” ohmic contact is impossible.

Let us consider the two main mechanisms of the
current flow through an ohmic contact: thermionic
emission and tunneling [6].

According to the thermionic-emission model, the
forward current If is an exponential function of voltage
V and temperature T:

(1)I f Is
qV
nkT
--------- 1– 

  ,exp=
1063-7826/01/3505- $21.00 © 20529
(2)

where Is is the saturation current, q is the electron
charge, n is the ideality factor, k is the Boltzmann con-
stant, ϕB is the potential barrier height, and A* is the
effective Richardson constant

(3)

(A = 120 A/(cm2 K2) is the Richardson constant, m*/m0
is the majority-carrier effective mass). Then, for the
resistance of R ≡ dV/dI contact at V  0, we have

(4)

and for a unit area (S) resistance of the contact, Rc = RS.
Being plotted in semilogarithmic scale, the RT(1/T)
dependence should be linear, with the slope character-
izing the barrier height ϕB.

According to the model of tunneling [6], the unit-
area resistance of a contact is given by

(5)

where " is the Planck constant, T(E) is the probability
of tunneling of carrier with energy E through the barrier

Is A*ST2 qϕB–
kT

------------ 
  ,exp=

A* A
m*
m0
-------=

R
k

qA*TS
----------------- 

  qϕB

kT
--------- 

  ,exp=

1
Rc

-----
m*q2

2π"
3

------------- T E( )
E µ–( )/kT[ ]exp 1–

-------------------------------------------------- 
  E,d

0

∞

∫=
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lower than qϕB by ∆E, and µ is the energy of the Fermi
level (EF) in the semiconductor.

In [7], it was found that

(6)

where ε0 is the permittivity of free space, εs is the per-
mittivity of a semiconductor and N is the uncompen-
sated impurity concentration. Within this model, the
resistance of contact exhibits an exponential depen-
dence on N–1/2 and depends on temperature only slightly.

There are few studies concerned with the mecha-
nisms of the current flow through the ohmic contact in
the structures based on semiconductor nitrides, espe-
cially, on those of p-type.

Thus, in [8], an ohmic contact of Ti/Ag with heavily
doped n-GaN (uncompensated donor concentration
Nd – Na falls in the range of 1.5 × 1017 to 1.7 × 1019 cm–3)

Rc

2 εsε0m*
"

------------------------- 
  ϕB

N1/2
--------- 

  ,exp∝

0

(b)

0.5 1.0 1.5 2.0 2.5–0.5–1.0–1.5

1

2

3

4

5

6

7

V, V

l/C–2, 1017 F–2

Pd Al0.06Ga0.94N
Evac

EF

Φ
m

 =
 5

.1
5 

eV

χs = 3.9 eV

Evac

Ec

EF
Eν

Eg = 3.56 eV
µ = 0.07 eV EF

Evac
Pd

Al0.06Ga0.94N
Evac

Ec

EF
Eν

Φ
m

 =
 5

.1
5 

eV

χs = 3.9 eV

Eg = 3.56 eV
µ = 0.07 eV

qϕB qVD

qϕB = 2.31 eV
qVD = 2.24 eV

(a)

Fig. 1. (a) Energy-band diagram of Pd–p-Al0.06Ga0.94N
barrier contact and (b) the capacitance–voltage curve mea-
sured for this contact at T = 300 K. Evac is the vacuum level,
Ec is the conduction band bottom, Ev is the valence band
top, and EF is the Fermi level.
was considered, the tunneling mechanism of the cur-
rent flow was ascertained, and the barrier height was
determined to be 0.067 eV.

In [5], a nonalloyed Pt–p-GaN contact was studied
for two values of uncompensated acceptor concentra-
tion: 1.8 × 1017 and 1.0 × 1018 cm–3. It was found that,
after a conventional surface treatment of a sample with
Na – Nd = 1.8 × 1017 cm–3, thermionic emission is the
main mechanism of current flow through the Pt–p-GaN
contact. However, after an oxidation and (NH4)2S sur-
face treatment of the sample with Na – Nd = 1.0 ×
1018 cm–3, it is tunneling that becomes the main mech-
anism of the current flow. Although the current–voltage
characteristic of the nonalloyed contact was linear, the
barrier height was determined to be as high as 0.42 eV.

In this paper, we report the results of studying the
Pd–p-AlxGa1 – xN ohmic contact with high concentra-
tions of holes in the semiconductor.

EXPERIMENTAL
Pd contacts were formed on the p-Al0.06Ga0.94N epil-

ayers grown by chloride–hydride vapor-phase epitaxy
(HVPE) on the n-6H–SiC commercial substrates. The
uncompensated acceptor concentration in the
p-Al0.06Ga0.94N epilayers of ~0.7 µm thickness was
Na – Nd = 3 × 1018–1019 cm–3. Pd was deposited by the
thermal vacuum method on the epilayer surface pre-
treated in KOH solution. Then, the contacts were
annealed in an N2 atmosphere at 800°C for 20 s.

The Na – Nd concentration in the epilayers was mea-
sured with a mercury probe and was also derived from
the capacitance–voltage (C–V) characteristics of Schot-
tky barriers, formed by thermal vacuum deposition of
Al or Au on the p-Al0.06Ga0.94N layers. The measure-
ments were performed at 300 K at a frequency of
10 kHz.

Resistance of the contacts was measured by the
method outlined in [9] in the temperature range
between 90 and 400 K.

On some of the samples, along with the ohmic con-
tact, a barrier contact was formed by deposition of Pd;
the barrier height of Pd–p-Al0.06Ga0.94N contact was
determined from the current–voltage (I–V) and C–V
characteristics.

RESULTS AND DISCUSSION
It is well known that, in Pd–p-GaN and Pd–p-

AlxGa1 – xN structures, the Schottky barrier height is
controlled by the electron work function for the metal,
and the electron affinity and the semiconductor band
gap. The electron work function for Pd is Φm =
5.12−5.17 eV [6]. The band gap Eg amounts to 3.39 and
6.2 eV for GaN and AlN, respectively; the electron affin-
ity χs = 4.1 eV for GaN and χs = 0.6 eV for AlN [10]. Let
us assume that, for AlxGa1 – xN semiconductors with
SEMICONDUCTORS      Vol. 35      No. 5      2001
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compositions close to GaN, the band gap Eg and the
electron affinity χs are linear in x. As a result, for
Al0.06Ga0.94N, we have Eg = 3.56 eV and χs = 3.9 eV.
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Fig. 2. The potential barrier height qϕB vs. the electron work
function Φm for Al0.06Ga0.94N. Vertical bars stand for the
calculated values qϕB = Eg – Φm + χs; dots correspond to the
experimental values obtained with Au–p-GaN [11], Ni–p-
GaN [12], and Pd–p-Al0.06Ga0.94N (this study).

Fig. 3. (a) Temperature dependence of resistance R of
Pd−Al0.06Ga0.94N (Na – Nd = 3 × 1018 cm–3) ohmic contact
and (b) the dependence of RT on 1/T for the same contact.
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Thus, in the Pd–p-Al0.06Ga0.94N, the barrier height
should be Eg – Φm + χs = 2.3 eV.

The experimental value of Pd–p-Al0.06Ga0.94N bar-
rier height derived from C–V characteristic was found
to be 2.35 eV, which is in good agreement with the the-
oretical prediction (Fig. 1).

We note that, for Au–p-GaN structures with param-
eters close to those we consider (Na – Nd = 2 × 1018 cm–3,
Eg = 3.39 eV, Φm = 5.1 eV, χs = 4.1 eV), the theoretical
prediction for ϕB (2.4 V) is also consistent with the
experiment (2.48 V) [11]. The barrier height of Ni–p-
GaN (4 × 1016 cm–3) calculated in [12] from the I–V and
C–V characteristics amounted to 2.4 V (Fig. 2).

The results of our studying the resistance of Pd–p-
Al0.06Ga0.94N ohmic contacts are as follows.

(i) For contacts to solid solution with a concentra-
tion of Na – Nd = 3 × 1018 cm–3, the contact resistance
decreased with temperature. In the wide temperature
range from 90 up to 360 K, the dependence of RT on
1/T was found to be linear on a semilogarithmic scale
(Fig. 3), which is consistent with thermionic emission
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Fig. 4. (a) Temperature dependence of resistance R of
Pd−Al0.06Ga0.94N (Na – Nd = 1019 cm–3) ohmic contact and
(b) the dependence of RT on 1/T in the temperature range
from 300 up to 360 K for the same contact.
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theory. The potential barrier height ϕB derived from the
curve is about 0.05 eV.

(ii) For contacts to solid solution with concentration
Na – Nd = 1019 cm–3, the contact resistance also
decreased with temperature, as in the first case. In the
temperature range from 300 up to 360 K, the depen-
dence of RT on 1/T was found to be linear on a semilog-
arithmic scale (Fig. 4), which is consistent with thermi-
onic emission theory. The potential barrier height ϕB

derived from the curve was also close to 0.05 eV. At low
temperatures (T = 90–190 K), however, the situation
changes: the resistance becomes temperature-indepen-
dent, which apparently indicates that thermionic emis-
sion has given way to tunneling as the main mechanism
of the current flow through the ohmic contact. We note
that, for a unit area resistance, we found that Rc ≈ 5 ×
10–3 Ω cm2 for structures with Na – Nd = 3 × 1018 cm–3

and Rc ≈ 3 × 10–3 Ω cm2 for structures with Na – Nd =
1019 cm–3 at T = 300 K.

CONCLUSION

Thus, the thermal treatment at 800°C transforms the
Pd–p-Al0.06Ga0.94N barrier contact with a potential bar-
rier height of ~2.3 eV into an ohmic contact with a
potential barrier height of ~0.05 V. For Na – Nd = 3 ×
1018 cm–3, the thermionic emission is the main mecha-
nism of the current flow through these ohmic contacts;
in contrast, for Na – Nd = 1019 cm–3, a transformation
from thermionic emission (at high temperatures) to tun-
neling (at low temperatures) is observed.
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Abstract—A thermodynamic model describing the growth of GaAsN ternary solid solutions is presented. The
model is able to predict the nitrogen content of GaAsN layers in relation to external parameters (flow rate of
molecular nitrogen, arsenic flux, growth rate, and substrate temperature). The proposed model accounts for
experimental observations such as the leveling-off dependence of the composition on the rate of the external
flow of nitrogen, the existence of a plateau in the temperature dependence of the composition, and luminescence
peak broadening with respect to the ideal case. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

During the growth of semiconducting materials by
molecular beam epitaxy (MBE), the composition pro-
file of ternary III–V compounds with a single volatile
component of group V is readily controlled with a high
precision, which is due to the unity incorporation effi-
ciency of group III elements under standard growth
conditions. Controlling the composition of compounds
with two group V elements is a more complicated tech-
nological problem, requiring a great number of growth
experiments. In this context, developing simple models
that could predict the composition of one or other ter-
nary compound on the basis of prescribed growth
parameters (external fluxes and substrate temperature)
is currently pressing. From the technological stand-
point, the thermodynamic approach to the description
of growth processes much surpasses the kinetic models,
owing to its simplicity and clearness. It has been shown
that MBE growth can be considered in terms of the
thermodynamic approach on the assumption that the
equilibrium between the gas and solid phases is
attained at the surface of a growing film [1, 2]. In [3],
we developed this approach for the growth of quater-
nary compounds with two volatile components and
successfully applied it to the InGaAsP system. A good
agreement was achieved between the experimental and
calculated dependences.

At present, a new material of semiconductor elec-
tronics, (In)GaAsN, promising for the fabrication of
1.3 µm and, possibly, 1.55 µm light-emitting devices
on GaAs substrates, is being intensively studied in quite
a number of research centers all over the world [4]. The
greatest progress in this field has been achieved with
the use of the MBE technique [5, 6]. Therefore, devel-
oping an adequate theoretical model for describing the
1063-7826/01/3505- $21.00 © 20533
growth of nitrogen-containing compounds is an urgent
task. The necessity for creating such a model is dictated
by the novelty of investigations of the GaAsN system
and the comparatively limited experimental experience
that has been gained in this field. The complexity of this
problem consists in that the content of nitrogen in
GaNxAs1 – x compounds is low and there exists a sub-
strate temperature range (T ≈ 400–500°C) in which the
nitrogen incorporation efficiency remains constant. The
question as to exactly which gas species of the plasma
are incorporated into the growing layer has not been
completely elucidated either. Nevertheless, extremely
little attention has been given in the literature to creat-
ing a theoretical basis for describing the MBE growth
of the given compound. In [7, 8], kinetic models were
developed of GaAsN layer growth with two kinds of
nitrogen plasma source driven by electron cyclotron
resonance (ECR) and direct current (DC), respectively.
However, these models fail to give the necessary
numerical relations between the growth conditions and
the parameters of a growing film. In [9], the growth pro-
cess was regarded as the interaction of the gas and solid
phases, and it was assumed that the growth occurs
under strongly nonequilibrium conditions (the chemi-
cal affinity of the reactions describing the formation of
the GaAsN compound is nonzero). Therefore, the effect
of growth parameters could be determined only quali-
tatively.

In this study, we developed a thermodynamic
approach to describe the growth of III–V compounds
for the case of GaAsN based on analyzing the equilib-
rium between various phase components involved in
the occurring chemical reactions. The results of calcu-
lations in terms of the given model are presented, dem-
onstrating good agreement with the experimental data. 
001 MAIK “Nauka/Interperiodica”
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2. THERMODYNAMIC MODEL
OF THE GROWTH OF GaNxAs1 – x TERNARY 

COMPOUND

The proposed thermodynamic approach is based on
the following assumptions. The MBE process is con-
sidered to be a process in which the equilibrium is
established at the surface of a growing layer between
the GaNxAs1 – x solid phase and Ga, N, and As2 gas
phases, which allows the application of the law of mass
action. The substrate temperature is taken as the tem-
perature of the system, T. The pressures determined by
reevaporation from the substrate surface of respective
elements are taken to be the equilibrium partial pres-
sures of the gas phase. The properties of the ternary
compounds are described in terms of the model of reg-
ular solutions [10]. Also, we assume that deviations of
the GaAsN growth from stoichiometry are negligibly
small.

We assume that only atomic nitrogen formed in the
decomposition of gaseous molecular nitrogen in the
plasma source is incorporated into the growing layer. It
is noteworthy that the model being developed is in fact
universal since it deals with a flux of atomic nitrogen
and, consequently, can be applied to any kind of plasma
source.

The reaction between the main growth components
can be represented as

(1)

With the solid solution GaNxAs1 – x regarded as a homo-
geneous mixture of binary components with appropri-
ate activity coefficients, reaction (1) can be represented
as a sum of the following two reactions

(2)

According to the model of regular solutions, the activ-
ity coefficients aGaAs and aGaN characterize the deviation
from an ideal solution. Therefore, the law of mass
action for these reactions has the form

(3a)

(3b)

where Ki are the equilibrium constants of the reactions
in which binary compounds are formed, and Pi are the
equilibrium partial pressures corresponding to element
fluxes reevaporated from the substrate.

Equations (3a) and (3b) are supplemented by the
condition of stoichiometry

(4)

Ga g( ) xN 0.5 1 x–( )As2 g( ) GaNxAs1 x– s( ).+ +

Ga g( ) N g( ) GaN s( ),+

Ga g( ) 0.5As2 g( ) GaAs s( ).+

PGaPAs2
1/2

aGaAs
------------------ KGaAs,=

PGaPN

aGaN
--------------- KGaN,=

FGa
0 FGa– 2 FAs2

0 FAs2–( ) FN
0 FN–+=
and the expression describing the ratio of the fluxes of
group V elements coming to form the epitaxial layer,

(5)

where  are the element fluxes incident onto the sub-
strate and Fi are the element fluxes reevaporated from
the substrate. The reevaporated fluxes Fi and the pres-
sures Pi are related by

(6)

where mi is the molecular weight, k is the Boltzmann
constant, and T is the substrate temperature. As a result,
we have a system of four equations, (3a), (3b), (4), and
(5) with four unknowns (x, PGa, PAs2, and PN). The ana-
lytical reduction of the system gives a system of irre-
ducible transcendental equations, requiring a numerical
solution:

(7)

(8)

where [3, 9]

α = 2.16 × 105 J/mol is the interaction parameter, and
R is the universal gas constant; the pressures and fluxes
are given in units: Pi [mbar], Fi [cm–2 s–1].

Thus, the solution of the system of equations (7) and
(8) yields the compositions x and pressures of reevapo-
rated arsenic, PAs2. Further, we obtain with the use of
expressions (3a), (3b), and (4) the pressures of reevap-
orated fluxes of gallium, PGa, and nitrogen, PN, at given

external fluxes , , and  and substrate tem-
perature T. Thus, we established a relationship between

x
1 x–
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----------------------------------,=
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0
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the quantities that can be set or measured in the course
of growth and the composition of the growing com-
pound.

The nitrogen incorporation efficiency can be written
as the ratio of the incorporated part of the external flux
to the total external flux:

(9)

or, using Eqs. (5) and (6), relation (9) can be repre-
sented as follows

(10)

The flow rate of molecular nitrogen is commonly mea-
sured in sccm (standard cm3/min). If we assume that the
flux diverges from the aperture uniformly into a solid

angle 2π, then the flux of nitrogen atoms  in cm−2 s−1

units can be represented as

(11)

Here, β is the degree of decomposition of molecular
nitrogen into atoms in the plasma source, the parameter
determined by the type and operation parameters of the
sources (such as microwave power in the RF plasma
source or direct current in the DC plasma source); f is
the flow rate of molecular nitrogen in the source, mea-
sured in sccm; d is the source-to-substrate distance; and
NA is the Avogadro number.

3. EXPERIMENTAL

To compare the predictions of the proposed thermo-
dynamic model with experimental data, we prepared
and studied bulk GaAsN layers. The samples were
grown by MBE in a standard unit with a solid source of
arsenic. An RF plasma source was used as the nitrogen
supply, which, according to the manufacturer, has a 20–
70% degree of decomposition (activation) of molecular
nitrogen into atoms, depending on the applied micro-
wave power. It should be noted that it is impossible to
determine the degree of decomposition (activation) and
beam divergence precisely in terms of the thermody-
namic model, and, therefore, the degree of decomposi-
tion plays the role of a fitting parameter. However, the
important point is that it remains constant for a given
power, irrespective of the values of the other variable
parameters.

The typical growth rate V was 1 monolayer per sec-
ond (ML/s), which corresponds, for unity gallium
incorporation efficiency, to an incorporated flux of
6.19 × 1014 cm–2 s–1. The flux of arsenic, found from the
rearrangement of a diffraction pattern, was 2.5–3.5 times
the gallium flux. The nitrogen flow rate f was varied

η
FN

0 FN–

FN
0

-------------------=

η 2

FN
0

------ x
1 x–
----------- FAs2

0 10 2– PAs2

2πmAs2kT
----------------------------–

 
 
 

.=

FN
0

FN
0 2NA

22.4 103 60 2πd2×××
------------------------------------------------------- fβ.=
SEMICONDUCTORS      Vol. 35      No. 5      2001
within 0.04–0.5 sccm. The substrate temperature
ranged from 400 to 530°C. The content of incorporated
nitrogen was found using X-ray diffraction analysis by
taking rocking curves near the (004) reflection from
GaAsN layers about 0.2 µm thick. The lattice constant
of cubic GaN was taken to be 0.451 nm.

4. RESULTS OF CALCULATION
AND DISCUSSION

In this section we analyze the dependence of the
composition (incorporation efficiency) on all four
external parameters of the growth process (T, FAs2, f, V)
and compare the results of calculation with the experi-
mental data.

It has been established experimentally [11, 12] that,
when compounds containing small amounts of nitrogen
(<3%) are grown at a low external flow rate of nitrogen,
the content of nitrogen in the solid solution is inversely
proportional to the growth rate. The solid line in Fig. 1
represents the dependence of the composition (nitrogen
content) x on the growth rate V, calculated in terms of
the proposed model at fixed external fluxes of N2 and
As2 and constant substrate temperature (460°C). It can
be seen that the dependence observed in the range of
growth rates typical of the MBE technique (0.6–1.2 ML/s)
does agree with the inversely proportional dependence
1/V shown in Fig. 1 by a dashed line. The points in the
figure represent the experimental data on nitrogen con-
tent in GaAsN layers grown at different rates (0.5 and
1.0 ML/s), obtained in this study. At a low growth rate
(<0.5 ML/s) the dependence noticeably deviates from
the inversely proportional behavior, exhibiting a ten-
dency for the nitrogen content to level off. This is
important for the growth of, e.g., In(Ga)AsN quantum
dots, when the typical growth rates in these processes

1

0.1
0.1 1

V, ML/s

x, %

Fig. 1. Nitrogen content x of a growing GaNxAs1 – x com-
pound vs. growth rate V. The solid line represents the theo-
retical dependence, the dashed line corresponds to x ~ 1/V.

The symbols represent experimental data.  = 2.3 ×

1015 cm–2 s–1, f = 0.15 sccm, β = 70%, T = 460°C.

FAs2
0
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are on the order of hundredths of a nanometer per sec-
ond and the analysis of the nitrogen content of bulk lay-
ers is hindered by plastic strain relaxation.

Figure 2 shows the composition of the growing
compound in relation to deposition temperature T at
fixed external As2 and N2 fluxes and growth rate.
A region of constant composition is clearly seen in the
temperature range 400–480°C, in good agreement with
experimental data [8]. At higher temperatures, the con-
tent of nitrogen decreases with increasing temperature,
all other deposition conditions being the same. It is
noteworthy that the x value starts to decrease long
before the onset of intense reevaporation of Ga from the
growth surface (~640°C).

A study of the dependence of the incorporation effi-
ciency η on the substrate temperature allows a deeper
insight into the nature of the above behavior. Figure 3
presents a family of η(T) curves calculated by means of
formula (10) for different external flow rates f of nitro-
gen and a fixed growth rate and arsenic flux. It can be
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Fig. 3. Incorporation efficiency η vs. substrate temperature

T.  = 1.85 × 1015 cm–2 s–1, β = 70%, V = 1 ML/s.

Molecular nitrogen flow rate f in the source: (1) 0.05,
(2) 0.1, (3) 0.15, (4) 0.2, (5) 0.25, and (6) 0.3 sccm.
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0

seen that the incorporation efficiency shows the same
behavior with temperature as the nitrogen content. At
temperatures higher than ~570°C, it is virtually impos-
sible to incorporate nitrogen into a growing layer. The
strong temperature dependence of the incorporation
efficiency in the range 520–560°C leads to the irrepro-
ducibility of the composition of layers grown under
conditions of this kind and, possibly, to fluctuations of
the nitrogen content during the growth process. Figure
3 shows that raising the flow rate of molecular nitrogen
leads to a lower incorporation efficiency over the entire
range of temperatures. Thus, the content of nitrogen
depends on the nitrogen flow rate in an essentially non-
linear manner and it seems appropriate to study theoret-
ically the dependence of x on f.

The calculated compositions of the growing layer in
relation to the external flow rate of molecular nitrogen
are presented in Fig. 4 in the form of theoretical depen-
dences x(f) at a fixed external flux of As2, a fixed growth
rate, and a substrate temperature of 460°C. The calcu-
lations were carried out for different decomposition
factors β (different microwave powers fed into the
plasma source). In addition, the figure presents experi-
mental data on the growth of GaNxAs1 – x layers under
the prescribed conditions. A study aimed at correlating
the experimental data with the results of theoretical cal-
culations revealed that, under the assumption of a uni-
form divergence of the molecular nitrogen flow into a
solid angle of 2π, the decomposition factor of the
source β = 70%. Being an upper bound, this value falls
into the range specified by the technical characteristics
of the source when a certain directionality of the beam
of nitrogen atoms is taken into account. Apparently, the
dependence x(f) tends to a constant value, in agreement
with the experimental data. Thus, it is impossible to
make the percentage of nitrogen higher in a growing
layer by merely raising the rate of the external nitrogen
flow in the source. At higher nitrogen flow rates, the
content of nitrogen is mainly determined by the decom-
position factor, i.e., by the source operation regime.
The growth in this range is preferable as regards the
reproducibility, since the microwave power can be con-
trolled with high precision, whereas the nitrogen flow
shows unavoidable fluctuations.

It is known that the experimental photolumines-
cence (PL) spectra and X-ray diffraction patterns of
GaNxAs1 – x are markedly broadened as compared with
those of pure GaAs. For example, the typical width of
the PL line is about 50 meV for GaNxAs1 – x (x ≈ 2%)
and is practically independent of the observation tem-
perature. Phase decomposition of the growing solid
solution is unlikely in the given case because of the low
content of nitrogen. Thus, it may be assumed that the
broadening is mainly caused by minor compositional
fluctuations. With account of the fact that 1% nitrogen
shifts the PL line to longer wavelengths by about
200 meV, the typical broadening corresponds to x fluc-
tuation within approximately ±0.1%.
SEMICONDUCTORS      Vol. 35      No. 5      2001
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Modern MBE machines can maintain the growth
rate with very high precision (no worse than 0.5%). The
stability of the substrate temperature is somewhat
poorer (±5°C). However, the weak temperature depen-
dence of the nitrogen content in the range T < 500°C
suppresses the composition fluctuations associated
with this factor. As already mentioned, the instability of
the nitrogen flow is suppressed by working in the range
corresponding to weak x(f) dependence. The only
parameter that can noticeably affect the stability of the
nitrogen content in the course of the growth process is
the arsenic flux, which may fluctuate within 20%. This
is due to (i) technical characteristics of the growth
machine, especially in the case of solid-state effusion
sources of arsenic; (ii) a rather large flux of arsenic,
compared with other fluxes, the process being typically
performed under As-rich conditions; and (iii) the high

x, %

2

1

3

2.25
2.00
1.75
1.50
1.25
1.00
0.75
0.50
0.25

0 0.1 0.2 0.3 0.4 0.5
f, sccm

1.10

x, %

1.05

1.00

0.95

0.90

0.85

0.80

1.75 2.00 2.25
F0

As2, 1015 cm–2 s–1

Fig. 4. Nitrogen content x of a growing GaNxAs1 – x com-
pound vs. flow rate f of molecular nitrogen. The solid lines
represent theoretical dependences, symbols correspond to

experimental data.  = 1.85 × 1015 cm–2 s–1, V =

1 ML/s, T = 460°C. Decomposition factor β: (1) 70, (2) 50,
and (3) 35%.

FAs2
0
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volatility of arsenic. In this context, finding the depen-
dence of the nitrogen content on the As2 flux is of par-
ticular importance.

Figure 5 demonstrates the dependence of the nitro-
gen content on the external arsenic flux in the vicinity
of the typical values of the growth flow rate. It can be
seen that the nitrogen content strongly depends on the
arsenic flux. Varying the As2 flux by 20% with respect
to the mean value leads to composition fluctuations
within 0.08–0.17%. This is in excellent agreement with
the estimates based on the experimental broadening of
PL lines. Thus, the arsenic flux instability may be one
of the most important factors.

5. CONCLUSION

Thus, a thermodynamic model is proposed, describ-
ing the growth of GaAsN ternary solid solutions in rela-
tion to external growth parameters (flow rate of molec-
ular nitrogen, flux of arsenic, growth rate, and substrate
temperature). The model was used to demonstrate that
the composition of the growing compound as a function
of the growth rate in the range 0.6–1.2 ML/s is in good
agreement with the experimentally observed inversely
proportional dependence x ∝  1/V. At slower growth
rates the dependence deviates from the inversely pro-
portional behavior and x tends to a constant value,
which should be taken into account in growing, e.g.,
In(Ga)AsN quantum dots. The temperature depen-
dence of the composition x and incorporation efficiency
η shows a plateau in the temperature range 400–480°C.
At higher temperatures the nitrogen incorporation effi-
ciency falls abruptly. This may lead to poor reproduc-
ibility of experimental results.

It is also shown that the x(f) dependence levels off at
high nitrogen flow rates and, thus, it is impossible to
make the percentage of nitrogen higher in the growing
layer, x, by merely raising the rate f of the external
nitrogen flow in the source. Finally, it is demonstrated
that the instability of the nitrogen flux may be an impor-
tant factor responsible for PL line broadening with
respect to the ideal case.

The proposed model can be applied to describe the
growth of GaAsN compounds with any source of nitro-
gen atoms; it can also be extended to the case of molec-
ular epitaxy from gas sources.
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Abstract—Reverse current–voltage characteristics of metal–GaAs contacts with a Schottky barrier were mea-
sured. Linear portions of the reverse-current dependence on the squared electric-field strength in the space-
charge region of diodes were obtained. Such a dependence is related to electron interaction with the lattice
vibrations. The reverse current of the Mo–GaAs:Si contacts is analyzed at different temperatures. Results of the
analysis showed that measured current–voltage characteristics are controlled by the phonon-assisted electron
tunneling from metal into semiconductor with the involvement of a deep center attributed to the EL2 trap.
A similar mechanism governs the reverse current–voltage characteristics of the Ni–GaAs:S Schottky diodes.
© 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

An increase in the speed of response and a decrease
in the power consumption are still urgent problems in
the development of modern circuits for computer engi-
neering and information processing. The first problem
may be resolved by choosing semiconductor materials
with a high carrier mobility and the second, by reduc-
ing the operating voltages of devices. In view of these
circumstances, Schottky diodes based on the III–V
materials are more and more widely used in microwave
(MW) engineering and optoelectronics. Therefore, the
current development of semiconductor MW electronics
and integrated microcircuits, in which the field-effect
transistors with a Schottky gate based on GaAs are
used, reflects a necessity for more detailed study of the
material itself and of the electron processes which
occur in the space charge region (SCR) of devices.

The objective of this study was to gain insight into
the mechanism of an increase in the probability of the
electron transitions from deep-level centers in the SCR
of semiconductor devices and into the influence of
these effects on the reverse current–voltage characteris-
tics of the metal–semiconductor contacts.

2. EXPERIMENT: THE REVERSE CURRENT 
DEPENDENCES ON THE ELECTRIC FIELD

We studied two series of samples. Among the first
series were Schottky diodes fabricated by the electro-
chemical deposition of Ni on S-doped GaAs. The sam-
ple preparation was described elsewhere [1, 2]. Among
the second series were commercial MW varicaps based
on the Schottky diodes. The n-GaAs epilayer substrates
were grown by vapor-phase epitaxy. The varicap struc-
1063-7826/01/3505- $21.00 © 20539
ture consisted of three consecutively grown layers with
concentrations of the doping impurity (Si) equal to
0.3 × 1018, 4.1 × 1018, and 0.3 × 1018 cm–3. The Schottky
barrier was fabricated by molybdenum vacuum deposi-
tion. The contact area was about 1 mm2. Studies of the
contact characteristics [1, 3] showed that these struc-
tures are Schottky diodes. The current–voltage (I−V)
characteristics of the MW varicaps were measured at a
reverse bias in a voltage range from 0 to 10 V and in a
temperature range of 100–370 K (Fig. 1). We measured
the current–voltage characteristics of the Ni−GaAs bar-
riers at room temperature in the voltage range of 0–2 V.

It can be seen from Fig. 1 that, in a rather wide tem-
perature range (from 125 to 243 K), the current in the
samples of the second series (varicaps) is scarcely
affected by temperature, but at the same time a strong
field dependence exists. Such dependence of current is
typical of the tunnel mechanism of charge transport [3].
In this case, the current is given by [4]

(1)

where F is the electric field strength in the SCR, and

 is the tunneling effective energy which depends on
the energy depth of level. To verify an assumption con-
cerning the tunnel mechanism of the charge transport,
I–V characteristics were rearranged to the I = f(1/F)
coordinates. The reverse bias voltage applied to the
sample was converted to the field strength in the SCR
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of the Schottky contact according to the relation [3]
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Fig. 1. Reverse current–voltage characteristics of micro-
wave varicap at temperatures T = (1)125, (2) 168, (3) 209,
(4) 243, (5) 275, (6) 307, (7) 338, (8) 351, and (9) 370 K.

Fig. 2. Reverse current dependence of microwave varicap
on the squared field strength in the space charge region at
temperatures T = (1) 125, (2) 168, (3) 209, (4) 243, (5) 275,
(6) 307, (7) 338, (8) 351, and (9) 370 K.
where integration was performed over the experimental
dependence of the SCR capacitance (C) on the voltage
(U) for forward (from u = U – Uk to 0) and for reverse
(from 0 to u = U) biases and S is the barrier area. This
conversion is necessary because of the complexity of
the doping profile of the samples under study [5].

I–V characteristics in the I = f(1/F) coordinates are
well approximated in the high field region by a straight
line in the entire temperature range. The effective
energy obtained from the slope is equal to 0.64 eV. It is
evident that experimental results are well described by
the tunneling model through the deep center. The
energy depth of the center E+ was calculated from the
equation [4]

(3)

where Eg is the band gap, and was found to be 0.73 eV,
which agrees well with the trap level EL2 in GaAs.

In the low-field region, the current depends only
slightly on field. Such I–V behavior is related to a pre-
dominance of the leakage currents in this region.

3. CALCULATION OF PARAMETERS
OF THE PHONON-ASSISTED

TUNNELING MODEL

Multiphonon processes are of considerable impor-
tance in nonradiative transitions [2, 6–8]. Electron–
phonon interaction results in the temperature depen-
dences of the capture coefficients and in an increase of
the thermal emission rate in high electric fields. The
vibration states of the impurity centers cause a similar
effect which may explain the observed current increase
with temperature. It is experimentally [2, 9] and theo-
retically [10–18] shown that the probability of these
transitions in high electric fields increases exponen-
tially with the squared electric-field strength. A similar
strong increase in electric current (considering that
U ∝  F2 for an abrupt p–n junction) can be seen in
Fig. 2. According to Fig. 2, the electric field strength F
exceeds 2 × 106 V/cm, which corresponds to high elec-
tric fields, in the SCR of the MW varicap. As can be
seen from Fig. 2, a linear dependence of the logarithm
of the current on F2 is observed in the range from 1012

to 4 × 1012(V/cm)2 (abscissa axis).

If only one level exists in the band gap of a semicon-
ductor, then the reverse current through the SCR with
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the involvement of this level (irrespective of the charge
transport mechanism) can be expressed as

(4)

where l is the SCR width, and W1 and W2 are the prob-
abilities of the electron transition from metal to the
deep level and from this level to the conduction band.
The probability of one of the transitions is usually
higher. Assuming that the energy distance between the
deep level and the bottom of the conduction band is
Et > ϕb – Et, where ϕb is the barrier height, we obtain
W2 @ W1. In this case, formula (4) may be rewritten as
I ≈ SeW1l. Therefore, to an accuracy of the field depen-
dence of the SCR width, we have I(F, T) = constW1(F, T).

In recent papers devoted to the study of mul-
tiphonon generation–recombination processes involv-
ing deep impurity centers based on the studies of Perel
and Yassievich [15–19], the probability of tunnel mul-
tiphonon ionization as a function of the electric field is
given by the relation [19]

(5)

where

(6)

Here S is a coefficient. Approximating the linear por-
tions of the curve logI(F2) (Fig. 2) by straight lines, we

obtained the slopes of these portions . Then,

after plotting the  = f  dependence, we

analyzed the applicability of formulas (5) and (6) to
describe the experimental curves (Fig. 3). Initially (at
high temperatures) this dependence is well approxi-
mated by the straight line

The slope of this line is  = 3.24 × 10–5. This
result is in good agreement with the theoretical value
obtained from (6):

It should be noted that so far we have not made any
assumptions about the character of the deep center that
is involved in this transition. We now assume that trap
EL2 is involved in this process. According to the above,
we assume that the energy of the EL2 level is E0 =
0.73 eV. We used the local phonon energy as well as the
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Huang and Rhys factor as adjustable parameters. The
cutoff value y0 = –1.51 × 10–5 obtained from approxi-
mation by a straight line is in good agreement with the
theoretical value calculated from the relation (6) for
"ω = 28 meV and S = 7. This result differs only slightly
from the data reported, for example, in [20] where

d Iln
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Fig. 3. Dependence of [dln I/d(F2)]1/3 on 103/T.

Fig. 4. Reverse current–voltage characteristic of the
Ni−GaAs:S diode at T = 295 K.
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"ω = 20 ± 5 meV and S"ω = 115 ± 50 meV. It should
be noted that the deep center of the VGaSAs complex,
which we previously studied [2], either is not involved
at all in the charge transport in the SCR of the reverse-
biased diode or its contribution is negligible. This fol-
lows from the fact that the energy depth of this center is
larger than the potential-barrier height of the Ni–GaAs
contact.

A plot of the reverse current as a function of the
squared field strength in the SCR of the Ni–GaAs:S
diode is shown in Fig. 4. It can be seen that, in the
squared-field range from 1010 to 2.5 × 1010 (V/cm)2, the
dependence of logI on F2 is linear. The slope in this por-
tion of the curve is dln I/d(F2) = 8.81 × 10–10, which
agrees with the theoretical value

for parameters "ω = 19.5 meV and S = 7 (the calcula-
tion was performed on the assumption that EL2 traps
with the energy depth E0 = 0.73 eV are involved in the
process). This result agrees better with the data of [20],
although due to the absence of the temperature-related
measurements we cannot state that EL2 traps exist.
Nevertheless, an obvious linear current dependence on
the squared field strength observed in all the samples
studied enables us to state that a mechanism for
phonon-assisted tunnel transport of charge carriers
exists.

4. CONCLUSION

Thus, we measured the reverse current–voltage
characteristics of the Ni–GaAs:S Schottky diodes, fab-
ricated in the laboratory, and of commercial MW vari-
caps based on the Mo–GaAs:Si Schottky diodes. In
both types of samples, linear portions of the reverse
current dependences on the squared electric-field
strength in the space charge region of diodes were
observed. It is shown that such dependence is related to
the interaction of electrons with the lattice vibrations.
The reverse current of the MW varicaps is analyzed at
different temperatures. Results of analysis showed that
the current–voltage (I–V) characteristics are controlled
by the phonon-assisted electron tunneling from metal
into semiconductor with the involvent of a deep center
attributed to the EL2 trap. It is shown that a similar
mechanism also governs reverse I–V characteristics of
the Ni–GaAs:S Schottky diodes.
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Abstract—The photovoltaic effect in the semiconductor/electrolyte junction is an effective method for inves-
tigation of the energy spectrum of InAs/GaAs heterostructures with self-assembled quantum dots. An important
advantage of this method is its high sensitivity. This makes it possible to obtain photoelectric spectra from quan-
tum dots with high barriers for the electron and hole emission from quantum dots into the matrix even if the
surface density of the dots is low (~109 cm–2). In a strong transverse electric field, broadening of the lines of
optical transitions and emission of electrons and holes from quantum dots into the matrix directly from the
excited states are observed. The effect of the photovoltage sign reversal was detected for a sufficiently high pos-
itive bias across the barrier within the semiconductor. This effect is related to the formation of a positive charge
at the interface between the cap layer and electrolyte and of the negative charge on impurities and defects in the
quantum dot layer. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Photovoltaic spectroscopy, which is based on the
investigation of the photovoltaic effect spectra for bar-
riers of various types and photoconductivities, extends
the range of optical methods for diagnostics of quan-
tum well structures [1–7]. It permits a determination of
the energy spectrum and some other characteristics of
quantum objects (quantum wells (QWs), quantum dots
(QDs), etc.) at low photoexcitation levels in a wide
spectral range at room temperature. Photoelectric
methods have a relatively low sensitivity to the type of
band structure of the material (direct band gap or indi-
rect band gap) and its imperfection. For the solution of
various problems, this may be both an advantage and a
disadvantage.

The efficiency of the methods of photoelectric spec-
troscopy was demonstrated mainly for the investigation
of heterostructures with QWs. Application of these
methods to heterostructures with self-assembled QDs,
particularly of the InAs/GaAs type, involves certain
difficulties. For this reason, they are rarely used for
diagnostics of these structures [7]. One of the major dif-
ficulties is related to the smaller optical absorption
coefficient for QDs compared to that for QWs at the
usual QD surface density of ~1010 cm–2. This hinders
revealing the photosensitivity related to QDs against
the background of the extrinsic photosensitivity of the
structures. Another difficulty is related to the greater
height of potential barriers compared to that of QWs.
This restricts electron and hole emission into the
matrix, which is necessary for the emergence of photo-
electric effects.
1063-7826/01/3505- $21.00 © 20543
One of the most convenient methods for photoelec-
tric diagnostics of the QW structures is capacitor-pho-
tovoltage spectroscopy [6]. In this method, the surface
photovoltage spectrum of a QW structure is measured
within the capacitor with a pressed insulator (mica
plate) and metal electrode. Due to the presence of the
depletion layer at the natural GaAs surface, no artificial
barrier (Schottky barrier or p–n junction) is required in
the QW structure in order to observe the capacitor pho-
tovoltage. However, it is usually impossible to reveal
QDs with a density of ~1010 cm–2 using this method [7].

In this study, the possibility for diagnostics of the
InAs/GaAs QD heterostructures was investigated by a
method related to the capacitor-photovoltage spectros-
copy. This method includes photovoltage measure-
ments for the semiconductor/electrolyte junction with a
liquid electrolyte. This method was widely used for
investigation of the surface properties of semiconduc-
tors [8]. It was also used for investigation of the energy
spectrum for the structures with the InGaP/GaAs indi-
vidual QWs, and a high spectral resolution was noted
for this method [4]. It will be demonstrated below that
the advantages of this method and its merits are of a
special importance in some aspects compared to other
photoelectric methods for the investigation of QD het-
erostructures. They adequately compensate certain
inconveniences and restrictions related to the use of the
liquid electrolyte.

2. EXPERIMENTAL

The electrolytic cell was fabricated by tightly press-
ing a Teflon ring with an inner diameter 5 mm and a
001 MAIK “Nauka/Interperiodica”
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height of 4 mm to the QD heterostructure deposited on
the semi-insulating or conducting substrate. The ring
and the sample served as the vessel for the electrolyte
(Fig. 1). The electrolyte was a 0.5 M KCl solution
mixed with glycerol in a 1 : 1 ratio. The reference elec-
trode was a Pt wire embedded in the electrolyte. The
cell design allowed for the illumination of the sample
both through the electrolyte and the substrate. The lat-
ter variant was used if the electrolyte had a considerable
absorption in the spectral range under investigation (at
the photon energy hν of <0.9 eV).

Photoelectric spectra were measured under a modu-
lated illumination at a frequency of 800 Hz in a small-
signal mode with synchronous detection of the signal.

The GaAs/InAs QD heterostructures obtained by
vapor-phase epitaxy under atmospheric pressure using
metalloorganic compounds of Ga, In, and arsine
(MOCVD method) were investigated. The QD hetero-
structures were grown on the GaAs(100) surface mis-
oriented by 3° to the [110] direction. A 0.8-µm-thick
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Fig. 1. Schematic representation of the electrolytic cell for
investigation of the semiconductor/electrolyte photovoltage
spectra. (1) QD heterostructure sample, (2) Teflon ring,
(3) electrolyte, (4) Pt electrode, and (5) sample holder.

Fig. 2. Current–voltage characteristics of the (QD hetero-
structure)/electrolyte junction. (1) Forward bias (QD het-
erostructure is cathode); (2, 3) reverse bias (QD heterostruc-
ture is anode), measurements (2) in dark and (3) under illu-
mination.
n-GaAs buffer layer was grown at 650°C, the tempera-
ture was further decreased to 530–510°C, and the QD
InAs layer was deposited. Trimethylindium and arsine
were separately supplied into the reactor at 4-s intervals
for 6 and 2 s, respectively, with the number of cycles as
large as 10. The estimated nominal thickness of the
InAs layer was ~1.5 nm, i.e., about 5 monolayers. In the
course of deposition, the QD layer was doped with bis-
muth, which allowed obtaining QDs with a higher size
uniformity. The surface relief and photoelectronic
properties of the Bi-doped QD heterostructures were
investigated in detail in [9]. QD heterostructures both
without the cap layer and with the GaAs cap layer
~15-nm thick were grown.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

3.1. General Characteristic
of the Semiconductor/Electrolyte Photovoltage Method

Static current–voltage (I–V) characteristics of the
(QD heterostructure)/electrolyte/Pt electrolytic cell
(Fig. 2) are qualitatively similar to characteristics of the
semiconductor photodiode with a Schottky barrier or a
p–n junction. At a reverse bias across the barrier in the
semiconductor, which corresponds to the n-type con-
duction of semiconductor (QD heterostructure is
anode), saturation of the dark current and photocurrent
is observed. The saturation current density is close to
the calculated value for the Schottky barrier in n-GaAs
with a barrier height of ~0.6 eV (the value correspond-
ing to pinning of the Fermi level at the free surface was
accepted). This indicates that at a reverse bias, the volt-
age drops mainly across the barrier of the depletion
layer in the semiconductor electrode. Steady-state pho-
tovoltage in the open-circuit mode under monochro-
matic illumination in the intrinsic absorption region for
GaAs (hν = 1.5 eV) is ~0.3 V. This value agrees with
the expected value for the barrier height mentioned.
Similar values were obtained by the Kelvin method on
the GaAs free surface [5].

For a forward bias (QD heterostructure is cathode),
the voltage dependence of a current is almost exponen-
tial at low voltages (Fig. 2, curve 1), and its leveling off
at a sufficiently high voltage was observed. However,
for an approximation of the forward current by the
expression I ∝  exp(qV/mkT), the nonideality factor for
the I–V characteristic turns out to be very large (m ≈
20). This is apparently caused by a considerable voltage
drop in the electrolyte and across the Pt/electrolyte con-
tact.

The photoelectric spectra Vph(hν) obtained by vari-
ous methods (photoconductivity, capacitor-photovolt-
age spectroscopy, and semiconductor/electrolyte pho-
tovoltage) are shown in Fig. 3. The spectra were
obtained for the same Bi-doped QD heterostructure, in
which the QD surface density was high enough (~2 ×
1010 cm–2) for carrying out the spectrum measurements
SEMICONDUCTORS      Vol. 35      No. 5      2001
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by all these methods. Due to a high uniformity of the
QDs in size and chemical composition, the major opti-
cal transition (a peak at hν = 0.96 eV) and transitions to
the first and second excitation levels are well resolved
and coincide in energy. The two latter peaks are spaced
almost equidistantly by ~80 meV from the major peak.
The energies of the photosensitivity peaks agree well
with the photoluminescence (PL) spectra JPL(hν) for
QDs (curve 6). For the region of transparency for GaAs
and electrolyte 0.9 < hν < 1.35 eV, the semiconduc-
tor/electrolyte photovoltage spectra coincide for illumi-
nation from the electrolyte and substrate sides (curves 4,
5). The noticeable photosensitivity in the intrinsic
absorption region for GaAs under illumination from the
substrate side is related to the effect of scattered radia-
tion. The photosensitivity band with the flattened por-
tion close to 1.35 eV is related to the wetting layer.

The planar photoconductivity spectrum for the
GaAs layer, which was obtained in similar conditions,
is shown in Fig. 3 for comparison (curve 2). It coincides
with the photoconductivity spectrum of the QD hetero-
structure in the intrinsic absorption range for GaAs. It
can be seen that the photosensitivity from the QD layer
for hν < 1.4 eV exceeds the extrinsic photosensitivity
for GaAs only by a factor of 2–3. It is known that the
photoconductivity of the GaAs layers is barrier-con-
trolled under usual conditions. It is governed by the
modulation of the width of the surface and internal bar-
riers (at the layer/substrate interface) under illumina-
tion [10]. For the weak-absorption region of GaAs at
hν < 1.4 eV, the extrinsic photoconductivity related to
the internal barrier is dominant, is determined mainly
by the radiation absorption by the EL2 and HL1 deep
centers in the semiconductor substrate, and has a pho-
toelectric threshold at hν ≈ 0.75 eV. The concentration
of these centers in the epilayer is 1–2 orders of magni-
tude lower than that in the substrate and does not con-
tribute noticeably to the photosensitivity. The back-
ground of the extrinsic photosensitivity from the sub-
strate causes difficulties in detecting the QDs by the
photoconductivity method if their concentration is
&1010 cm–2.

Upon measurement of the capacitor photovoltage in
the capacitor, one of whose plates is the quasi-neutral
region of the QD heterostructure itself, to which the
nonrectifying contact is formed, the internal barrier
seemingly should not manifest itself. However, because
of both the small capacitance of the measuring capaci-
tor and the spurious capacitive coupling of the substrate
to the measuring capacitor, the background of the
extrinsic photosensitivity from the substrate becomes
only weaker, but does not disappear completely. This
can be seen from a comparison of curves 1 and 3 in
Fig. 3. As a result, the use of the capacitor-photovoltage
spectroscopy makes it possible to reduce the lowest
concentration for detecting the QDs down to the level
of ~5 × 109 cm–2 only. Approximately the same QD
concentration is also necessary for using the method of
photovoltage with the Schottky barrier.
SEMICONDUCTORS      Vol. 35      No. 5      2001
Characteristic features of the semiconductor/elec-
trolyte photovoltage method are the practically com-
plete absence of the background of the intrinsic photo-
sensitivity from the substrate and a very low noise
level, which is related to the high capacitance of the
electrolytic capacitor. Due to these specific features of
the method, its use ensures a reduction in the lowest
detectable QD concentration by approximately an
order of magnitude compared to other photoelectric
methods. This is the major advantage of the method,
which is especially valuable for investigation of QD
heterostructures. In addition, the semiconductor/elec-
trolyte photovoltage method, to some extent, combines
the advantages of the capacitor-photovoltage spectros-
copy and photovoltage at the Schottky barrier. In the
former case, no preparation of the samples prior to
measurements is required, and the surface is accessible
for external effects. In the latter case, the current mode
of measurements and electric-field strength variation in
the vicinity of the quantum-confinement objects in a
wide range are possible. The semiconductor/electrolyte
photovoltage spectroscopy also provides certain unique
possibilities of investigating the QD heterostructures,
particularly the possibility of investigating in situ for-
mation and passivation of defects in these structures,
which are related to photoelectrochemical reactions on
their surface.

3.2. Influence of the Electric Field
on the Semiconductor/Electrolyte Photovoltage 

Spectrum

The influence of the transverse electric field on the
semiconductor/electrolyte photovoltage spectra recorded
in the mode of the current flow through the semicon-
ductor electrode are shown in Figs. 4 and 5.
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Fig. 3. Photoelectric spectra for the QD heterostructures
obtained by various methods: (1) planar photoconductivity
method, (2) same for uniform GaAs layer; (3) capacitor-
photovoltage spectroscopy; (4) method of photovoltage in
the (QD heterostructure)/electrolyte junction (illumination
from the electrolyte side), and (5) the same for illumination
from the substrate side. (6) Photoluminescence spectrum.
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At a reverse bias across the barrier, if the field
strength in the space charge region and consequently in
the QD layer increases with an increase in the bias, the
photosensitivity increases. However, the resolution of
the spectrum structure deteriorates significantly in this
case (Fig. 4, curves 1, 2). The width of the major tran-
sition peak was determined from the shape of the pho-
tosensitivity edge. It increases at the voltage of –4 V by
a factor of almost two compared to the peak width at the
zero bias (40 meV). For a forward bias across the bar-
rier, the photosensitivity decreases, whereas the spec-
tral resolution increases (curve 3).
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Fig. 4. Influence of the transverse electric field in the QD
layer on the semiconductor/electrolyte photovoltage spec-
trum. V: (1) –4.0, (2) 0.0, (3) +1.4, (4) +1.8, (5) +2.1,
(6) +2.7, and (7) +3.0 V. In insets, energy diagrams of the
near-contact region of the semiconductor/electrolyte junc-
tion at a positive bias below the threshold bias Vt (a) and
above the threshold bias (b) are shown.

Fig. 5. Influence of the transverse electric field in the QD
layer on the semiconductor/electrolyte photovoltage spec-
trum. V: (1) +3.0 (curve 7 in Fig. 4), (2) +3.2, (3) +3.4,
(4) +4.0, and (5) +8.0 V.
For a forward bias that is sufficiently large, the
sequential disappearance of the photosensitivity peaks
and bands is observed with an increase in the voltage.
First, the major transition peak disappears (Fig. 4,
curve 4), and then the peaks of transitions to the excita-
tion levels disappear as well (curves 5 and 6). For a bias
voltage of +2.7 V (curve 6), the photosensitivity band
with the threshold of ≈1.22 eV indistinguishable in the
complete spectrum is revealed. This band is related to
the presence of another array of smaller QDs, which are
usually formed in the QD heterostructures under inves-
tigation [9]. For this sample, a low-intensity PL peak at
hν ≈ 1.3 eV, which corresponds to this band, was
observed at 77 K. For V = +3 V, the photosensitivity
band in the QD heterostructure spectrum, which is
related to QDs, disappears completely. The only
remaining band is the one related to the QW of the wet-
ting layer (curve 7). We note that the PL peak from the
wetting layer was rarely observed at 77 K in the PL
spectra of the QD heterostructures under investigation.
However, this band is always present in the photoelec-
tric spectra even when QDs themselves do not notice-
ably contribute to the photosensitivity.

It was unexpected that the forward bias above the
certain threshold value of Vt = +3 V for this structure
affects the QD heterostructure spectrum (Fig. 5). The
QD photosensitivity spectrum began to be recovered in
this case. However, the photovoltage sign changes ini-
tially in the absorption region of QDs (curve 2), then in
the region of the wetting layer (curve 3), and finally the
entire absorption region of the QD heterostructures
(curves 4, 5). In this case, the photosensitivity in the
major transition region in QDs considerably exceeded
the photosensitivity at the zero bias and even at a
reverse bias. However, at a large forward bias, similarly
to a large reverse bias, the fine structure of the spectrum
disappeared almost completely and the noise level
increased significantly. The effect described was
observed only for QD heterostructures with the suffi-
ciently thin cap layer (~15 nm).

Emission of electrons and holes from QDs into the
matrix, which causes the semiconductor/electrolyte
photovoltage phenomenon in the QD absorption
region, is of tunneling nature. This is apparent from the
necessity of embedding the QD layer into the high field
region of the surface barrier in order to obtain the
noticeable photosensitivity from QDs and its complete
disappearance at a fairly large forward bias. Estima-
tions demonstrate that a decrease in the activation
energy of thermal emission because of the Schottky
effect in the fields ~5 × 104 V/cm could not account for
the above. The photoelectron and photohole lifetimes at
the QD excitation levels are generally controlled by the
rates of three processes, namely, relaxation to the
ground state, radiative and nonradiative recombination,
and emission from the QDs into the matrix.

The effect of field on the line width of the optical
transitions in QDs can be explained by the variation in
SEMICONDUCTORS      Vol. 35      No. 5      2001
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the transparency of the triangular barrier for tunneling
emission. Since the QD layer is located nearly in the
region of the surface-barrier top, the emission of elec-
trons rather than holes plays a major part in the photo-
voltage emergence (see Fig. 4, inset a). The effective
barrier width for origination and, consequently, its
transparency depend on the field strength in the vicinity
of the QD, namely, the barrier transparency increases
for a reverse bias and decreases for a forward bias
applied to the barrier. In this case, the lifetime for non-
equilibrium electrons at the QD levels correspondingly
increases or decreases, whereas the line-width for an
optical transition changes inversely proportional to this
time according to the uncertainty relation. For the
uncertainty in energy to be comparable to the emission
line width for the QD ensemble (~40 meV), the lifetime
in relation to emission should be ~0.1 ps. The interlevel
relaxation of carriers and their radiative recombination
at QDs are characterized by considerably larger times
(~10 and ~100 ps, respectively). We note that close to
the disappearance threshold of the photosensitivity
peak, apparent peak narrowing may be observed. This
is caused by the fact that the photosensitivity from the
larger points disappears at a lower bias voltage. It is
noticeable in curve 3 (Fig. 4), where the major transi-
tion peak seems to be cut from the low energy side.

The field affects the line width not only for the
major transition, but also for transitions into the QD
excited states, and the emergence of the QD spectrum
lines is sequential rather than simultaneous. These facts
demonstrate that the emission of nonequilibrium elec-
trons and holes from QDs into the matrix in a suffi-
ciently strong electric field proceeds immediately from
the QD excitation levels. This conclusion agrees well
with the above estimations of various times, which can
determine the lifetime of the excited state.

The QD photosensitivity is restored with the photo-
voltage sign reversal for an adequately large forward
bias V > Vt. This fact can be explained by the change of
the charge sign at the (QD heterostructure)/electrolyte
interface. The sign reversal from negative to positive is
due to electrochemical processes at the electrode. Pro-
tons from the electrolyte are neutralized at the semicon-
ductor cathode, and atomic hydrogen evolves. For a
sufficiently large current density, the positive charge
can form at the QD heterostructure surface due to pas-
sivation of the surface states by atomic hydrogen and to
the accumulation of protons at the surface. The absence
of the QD layer in the surface barrier would lead to the
change of the band-bending sign in the surface region
to the opposite one, i.e., to the formation of the enriched
layer at the surface. This is actually observed at the sur-
face of certain semiconductors [8]. In our case, this
does not occur since the enriched layer with the built-in
QD layer forms. This should lead to occupation of the
QD levels with electrons and disappearance of not only
the photosensitivity, but also the emission absorption
by QDs. We believe that an increase in the barrier
height to a certain value leads to the emergence of a
SEMICONDUCTORS      Vol. 35      No. 5      2001
negative charge in the QD layer and formation of a dou-
ble charged layer at the surface. The latter one is sepa-
rated by the cap layer, which acts as an insulator. If the
positive surface charge is sufficiently large, the electric
field in this layer should make tunnel electron emission
possible toward the surface rather than into the bulk of
the semiconductor (Fig. 4, inset b). This explains the
reversal of the photovoltage sign and recovery of the
photosensitivity from the QD layer.

It is noteworthy that the negative charge in the QD
layer cannot be localized directly at the QDs. The rea-
son is that their surface density is too low to ensure a
field strength of ~5 × 104 V/cm, which is necessary for
tunneling into the wetting layer. Considering that the
distance from cluster vertices (QDs) to the cap layer
surface is ~10 nm, a surface charge density of ~3 ×
1011 cm–2 is required for the creation of such a field. It
is evident that this charge can be localized only at
impurities and defects in the QD layer (Fig. 4, inset b).

Photoexcitation in the intrinsic absorption region
for GaAs with the presence of such a barrier leads to the
emergence of the oppositely directed photocurrents. In
spite of the small thickness of the cap layer, the photo-
current generated in this layer at a sufficiently large for-
ward bias becomes larger than the oppositely directed
photocurrent. However, due to the effect of compensa-
tion of photocurrents, photosensitivity at a large for-
ward bias is almost an order of magnitude lower com-
pared to the photosensitivity at a reverse bias.

3.3. Effect of the Emission Barrier in Quantum
Dots on the Semiconductor/Electrolyte Photovoltage 

Spectrum

Certain specific features of the surface relief and
photoelectronic properties of the QD heterostructures
obtained by MOCVD have been investigated previ-
ously. In particular, low energies of the major transition
in the QDs were related [9] to the formation of the tran-
sition layer of the solid solution at the QD boundary.
This boundary plays the part of the internal QW in the
QW/QD combined layers [11]. A decrease in the
energy of the major transition implies an increase in the
height of the barriers that control the rate of the electron
and hole emission from the QDs into GaAs. For a suf-
ficiently large height of these barriers, the photosensi-
tivity from the QD layer should cease to exist.

Figure 6 demonstrates the PL and semiconduc-
tor/electrolyte photovoltage spectra of two QD hetero-
structures, namely, with the cap layer (curves 1, 3) and
without it (curves 4, 5). Due to the optimization of dep-
osition conditions, presumably one of the lowest values
of the major transition energy in the InAs/GaAs QDs
was obtained for the first structure at room temperature
(0.85 eV). This value corresponds to a wavelength of
1.46 µm. In this case, the full width at a half-maximum
(FWHM) for the PL peak QD1 is ~25 meV, which is
indicative of the high uniformity of the QDs in size and
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chemical composition. However, the QD surface den-
sity, which was estimated from the relationship
between photosensitivity values in the absorption
regions for the QDs and wetting layers [9], was low
(~3 × 109 cm–2). Because of this, it was possible to
obtain the photosensitivity spectra from the QDs for
this structure by the semiconductor/electrolyte photo-
voltage method only.

For the major transition energy in the QD & 0.9 eV,
the electric field in the surface barrier in the QDs is too
weak to ensure that the quantum efficiency of the pho-
toelectron tunneling emission in the vicinity of the
major transition is close to unity even for the thinnest
cap layer (15 nm). For this reason, the photosensitivity
peak in this region turns out to be considerably lower
than the peak in the region of the transition to the first
excitation level (Fig. 6, curve 3). However, for the QD
heterostructures with a high energy of the major transi-
tion, where this restriction is absent, the heights of
these peaks are almost equal to each other (see Fig. 3).
This fact confirms the conclusion that the photoelec-
trons and photoholes at the excitation levels have no
time to relax to the ground level before their emission
from the QDs.

For a QD heterostructure without a cap layer, the
QD surface density measured directly using a scanning
atomic force microscope turned out to be ~7 × 109 cm–2.
Using the semiconductor/electrolyte photovoltage
method at a reverse bias across the barrier, we managed
to detect the photosensitivity from the surface QDs and
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Fig. 6. Photoluminescence and photovoltage spectra for het-
erostructures with a low energy of the major transition in
QDs. The QD heterostructure with the cap layer: (1) PL
spectrum at 300 K, (2) the same at 77 K, and (3) the semi-
conductor/electrolyte photovoltage spectrum. The QD het-
erostructure without the cap layer: (4) PL spectrum at 77 K,
(5) semiconductor/electrolyte photovoltage spectrum, and
(6) extracted photosensitivity (absorption) spectrum of the
wetting layer.
to observe it close to the energy hν ≈ 0.75 eV (Fig. 6,
curve 5). As should be expected for this low energy of
the major transition, the photosensitivity close to the
threshold turned out to be very low compared to the
photosensitivity for the photon energy hν > 0.9 eV. At
this energy, the quantum efficiency becomes close to
unity. The presence of the broadened PL band peaked
at hν ≈ 0.83 eV, which was observed for this structure
at 77 K (curve 4), testifies that the threshold was
attained. Allowing for the temperature shift, this peak
corresponds to the photosensitivity threshold. A large
red shift of the major transition energy in the surface
QDs was observed previously [12]. This shift was
explained by the elastic-stress relaxation in these QDs.
Pronounced broadening of the PL band from the sur-
face QDs is probably caused by an increase in the effec-
tive size variance for QDs because of their nonuniform
oxidation. A similar phenomenon was also observed for
the PL spectra of the partially oxidized surface QWs [5].

For the structure with a surface QD layer, the wet-
ting layer, if it is formed, is completely oxidized as a
result of exposure to air. For this reason, this layer does
not manifest itself in the semiconductor/electrolyte
photovoltage spectrum (curve 5). An increase in the
photosensitivity for hν > 1.3 eV is related to the funda-
mental-absorption edge for GaAs. For a structure with
a cap layer (curve 3), an increase in the photosensitivity
for hν > 1.15 eV is related to the wetting layer. Making
curves 5 and 3 for hν < 1.15 eV coincident and finding
the difference, we should obtain the photosensitivity
spectrum for the wetting layer, which also characterizes
the optical absorption spectrum for this layer (curve 6).
The calculated values of the absorption edge for the
strained InAs wetting layers one and two monolayers
thick are indicated by arrows. A decrease in the photo-
sensitivity (absorption) by a factor of more than two in
the thickness range from one to two monolayers indi-
cates that the probable thickness of the wetting layer is
intermediate between these values.

It was mentioned above that along with the array of
relatively large QDs, an array of smaller QDs is usually
formed in the QD heterostructures investigated [9]. The
base dimension and height for large and small QDs are
~40 and ~6 nm for large QDs, and ~30 and ~1.6 nm for
small QDs, respectively. The PL peak QD2 at hν ≈
1.29 eV, which is usually observed at 77 K (curve 2), is
related to small QDs. The absence of any specific fea-
ture in curve 6 at hν ≈ 1.21 eV (with the correction to
the temperature shift of the major transition) can be
explained by the relatively low surface density of the
QDs of this type. They can be identified in the photo-
sensitivity spectra measured at an optimal positive bias
(Fig. 4, curve 6).

CONCLUSION

The investigations carried out demonstrate that the
spectroscopy of the photovoltaic effect in the semicon-
ductor/electrolyte junction substantially extends the
SEMICONDUCTORS      Vol. 35      No. 5      2001
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capabilities of the photoelectric diagnostics of the het-
erostructures with quantum dots of the InAs/GaAs
type. They were demonstrated by the measurement of
the photoelectric spectra from the QDs with a large bar-
rier height for the electron and hole emission for low
QD surface concentration, and by the data on the field
influence on the photosensitivity spectra. These investi-
gations demonstrated that the transverse electric field
affects the line width for optical transitions in the QDs,
and the tunneling emission of electrons from the QDs
into the matrix proceeds directly from the excitation
levels. The use of the photoelectrochemical processes
for the (QD heterostructure)/electrolyte junction opens
prospects for controlling the surface state of these
structures.
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Abstract—The Hall effect and electrical conductivity were studied in the temperature range of 1.7–300 K in
Be-doped p-GaAs/AlGaAs multilayer structures with 15-nm-wide quantum wells. Doping of the well itself and
the adjacent barrier layer was used to create a situation when the upper Hubbard band (the A+ centers) was occu-
pied with holes and electrical conduction proceeded over the states in this band. It is shown experimentally that
the binding energy of A+ centers increases significantly in the 15-nm-wide wells compared to this energy in the
bulk, which is explained by the fact that the well size and the hole radius at the A+ center are almost identical.
The above radius was independently estimated from an analysis of the temperature dependence of the hopping
conductivity. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION
Recently, increased interest in electrical conductiv-

ity of two-dimensional (2D) structures has been evi-
dent. This is primarily caused by experimental observa-
tion of metallic-type low-temperature conductivity in
the Si metal–oxide–semiconductor field-effect transis-
tors (MOSFETs) and in the GaAs/AlGaAs-based het-
erostructures [1, 2].

Since, as is known, the scaling theory of delocaliza-
tion predicts the insulator-like behavior for 2D struc-
tures in the low-temperature limit, the above observa-
tions are of fundamental importance. By now, three
possible explanations of the observed behavior have
been suggested. In the first, it is assumed that the con-
ductivity is actually metallic down to the zero tempera-
ture, whereas a deviation from the predictions of the
scaling theory for localization is related to the behavior
different from that of the Fermi liquid; this behavior is
caused by the contribution of electron–electron interac-
tions, which is disregarded in the scaling theory of
localization [3]. In the second version, it assumed that
the observed behavior may be described by conven-
tional theory of impure metals (and, thus, the transition
to the insulator state is bound to be observed as temper-
ature is lowered), whereas the metal-like behavior in
the studied temperature range is caused by the temper-
ature dependence of the structural disorder (for the
Si-based MOSFETs, this factor was related to the scat-
tering of electrons by the traps in Si) [4].

However, a unified mechanism for explaining all
special features of the observed behavior for various
systems has not been suggested so far. In connection
with this, Kozub et al. [5] recently suggested a third
variant of explanation of the observed behavior. This
1063-7826/01/3505- $21.00 © 20550
explanation may be treated as a modification of the sec-
ond approach from the standpoint of interpreting the
temperature dependences; however, it is based on a cer-
tain common factor, i.e., on the conductivity channel
related to the upper Hubbard band [5].

However, by virtue of the fact that the structure of
localized states is not quite clear in the systems under
consideration, a quantitative comparison of predictions
of the model with experimental data is difficult. In con-
nection with this, the possibility of experimentally
studying the electrical conductivity over the upper
Hubbard band in a certain model system where the
localized-state origin would be clear from the outset is
of undeniable interest.

In the three-dimensional (3D) case, it is very diffi-
cult to distinguish the conductivity over the upper Hub-
bard band from the conduction-band conductivity; this
is caused by the fact that the theoretical binding energy
of a charged shallow-level impurity (A+ or D–) ε– rela-
tive to the conduction-band bottom is fairly small (ε– =
0.055ε0, where ε0 is the binding energy for isolated
impurity). Thus, the conductivity over the upper Hub-
bard band was considered to be negligible compared to
that over the conduction band. However, Dubon et al.
[6] observed the conductivity over the upper Hubbard
band for asymmetrically strained Ge:Cu, and it was
noted that the Hubbard bands were separated from each
other and from the valence band. In this situation, the
Hubbard energy amounted to 3.7 meV in lightly doped
samples and vanished when the impurity concentration
approached the critical value. In addition, we should
mention the data on magnetoresistance under the con-
ditions of hopping conductivity in doped semiconduc-
tors; these data demonstrate reliably that there is a con-
001 MAIK “Nauka/Interperiodica”
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tribution of the upper Hubbard band to the conductivity,
with the binding energy being larger than the theoreti-
cal estimate [7]. Since in 3D semiconductors the num-
ber of doubly charged states cannot exceed the number
of singly charged states (except for the U– centers),
these data may be treated as circumstantial.

Another situation arises in 2D systems with selec-
tive doping, in which case, using different doping meth-
ods and varying the gate bias voltage, it is possible to
controllably change the electron concentration in a
quantum well (QW) and, thus, vary the ratio between
the concentrations of the D– and D0 centers.

In fairly narrow QWs (when the extension of the
wave function is comparable to the QW size), the ener-
gies ε– and ε0 increase. It is clear that this increase in the
binding energy is more appreciable for the D– state than
for the D0 state due to the fact that the radius of the elec-
tron localization is larger in the former. For an ulti-
mately narrow QW, the energies ε– and ε0 increase ten-
fold and fourfold, respectively, in comparison to the 3D
case. In QWs with a finite width, we may have a situa-
tion when the state D– descends, whereas the state D0

remains at the same position; this can also reduce the
Hubbard energy, which may facilitate a contribution
from the upper Hubbard band and appreciably affect
the physical phenomena in the systems under consider-
ation.

We chose a GaAs/AlGaAs system with a QW width
of about 15 nm; the system was doped with Be acceptor
impurity whose localization radius (2 nm) was appre-
ciably smaller than the QW width. By doping the QW
itself and the adjacent barrier layer, we attained the sit-
uation when the upper Hubbard band was occupied
with holes under the equilibrium conditions and electri-
cal conduction proceeded over its states. In the temper-
ature range 300–1.7 K, we studied the Hall effect and
the impurity-related and hopping electrical conductivi-
ties. The experiments showed that the binding energy
of A+ centers increased significantly in 15-nm-wide
QWs compared to that in the bulk, which is caused by
the fact that the QW width and the hole radius were
almost identical in an A+ center. The above radius was
estimated independently from an analysis of the tem-
perature dependence of hopping conductivity.

EXPERIMENTAL

The structures to be studied were grown on the
semi-insulating GaAs(100) substrates by the molecu-
lar-beam epitaxy using a Riber 32P system equipped
with the solid-phase Ga, Al, As, and Be sources. We
grew the structures under the conditions of As enrich-
ment at the substrate temperature of 580°C. The growth
rate was about 10 nm/min. The structures contained ten
15-nm-wide GaAs QWs separated by 15-nm-thick
Al0.3Ga0.7As barriers. Prior to the deposition of the first
QW and after the deposition of the last QW, the 100-nm
Al0.3Ga0.7As confinement layers were deposited. Epi-
SEMICONDUCTORS      Vol. 35      No. 5      2001
taxial growth was completed by depositing a cap GaAs
layer with a thickness of 20 nm. In both of the studied
samples, the QW middle region (with a thickness of
5 nm) was doped. In one of the samples (sample 293),
the Al0.3Ga0.7As barriers were undoped, whereas, in
sample 213, the 5-nm-thick middle region of the barri-
ers was doped. Thus, the thickness of undoped spacer
layers on both sides of the barrier was 5 nm. As the
p-type dopant, we used Be introduced with a concentra-
tion of 1017 cm–3; the electron concentration measured
at 300 K in samples 293 and 213 was 1017 cm–3. Con-
tacts to the samples were formed by firing the deposited
Au layer (containing 3% of Zn) to the sample for 2 min
at a temperature of 450°C.

Figure 1 shows the temperature dependences of the
charge-carrier concentration determined from Hall
effect measurements in samples 293 and 213. The tem-
perature range 50–300 K corresponds to excitation of
holes from the acceptor level to the valence band. Fairly
high values of mobility µ = 300–500 cm2 V–1 s–1 at
300 K and the temperature dependence of mobility
µ(T) ∝  T3/2 are indicative of the charge-carrier transport
over the valence band. In the low-temperature region,
the charge-carrier concentration varies according to the
Arrhenius equation; at the same time, a decrease in the
slope of the dependence lnn = f(1/T) is observed at high
temperatures, which may be indicative of depletion of
the impurity. In particular, for sample 293, featuring a
certain compensation (which is quite likely due to
uncontrollable impurities or the states at the interfaces),
a portion with the slope of Ea is observed in the carrier-
concentration dependence, whereas a portion with a
slope of Ea/2 is observed at higher temperatures, The
ionization energies estimated from the slopes of the
temperature dependences are found to be different for

2
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1000/T, K–1
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Fig. 1. Temperature dependences of the charge-carrier con-
centrations in (1) sample 293 and (2) sample 213. The con-
centrations were determined from the Hall effect measure-
ments and were calculated by averaging over the volume,
taking into account that the sample thickness was 150 nm
(10 quantum wells with a width 15 nm each).
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two types of the samples and amount to 7 and 21 meV
for structures 213 and 293, respectively. Below T =
50 K (down to 1.7 K), the temperature dependence of
electrical conductivity σ is indicative of the hopping
mechanism of conductivity (Fig. 2). The slopes of
dependences σ(T) plotted as logσ vs. T–1/3 are found to
be different for the two samples (Fig. 3).

DISCUSSION

According to the published data, the level depth for
Be impurity in GaAs is ε0 = 27 meV. From the experi-
ment with sample 293 (only the GaAs layers were
doped), we obtained the ionization energy Ea = 21 meV.
The discrepancy with the published result may be
attributed to the effect of the finite width of the impurity
band W; according to theoretical predictions, we have
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Fig. 2. Temperature dependences of electrical conductivity
for samples (1) 293 and (2) 213.

1

2

0.40 0.45 0.50 0.55 0.60

–2.0

–1.5

–1.0

–0.5

0

0.5

1.0

T–1/3, K–1/3

log [σ, Ω–1 cm–1]

Fig. 3. Temperature dependences of electrical conductivity
represented as plots of logσ vs. T –1/3 for samples (1) 293
and (2) 213.
the following expression for W in a lightly compen-
sated sample:

Here, χ is the permittivity and N is the impurity concen-
tration. Thus, for N = 1017 cm–3, we obtain W = 10 meV,
which agrees closely with the doubled difference
between ε0 and the observed ionization energy Ea.

For sample 213 (both the GaAs layers and barriers
were doped), we obtained a much lower ionization
energy for acceptors (7 meV). In this situation, excess
holes occupy the second charge state of the acceptor A+

in the GaAs layers. Theoretically, the ionization energy
of the acceptor A+ is about 0.05ε0 in the 3D case. We
obtained the value fivefold larger, which may be
accounted for by the fact that the structure is 2D.
Indeed, the radius of the ground state a0 is 30 Å, which
is much smaller than the QW width (15 nm), whereas
the radius of the A+ center may be much larger (ulti-
mately, on the order of 4a0) and may approach the QW
width. In turn, this causes the state of the A+ center to
become lower and the Hubbard energy (the gap
between the states of the A0 and A+ centers) to decrease.

We can independently estimate the radii of the A0

and A+ centers by analyzing the low-temperature por-
tion of electrical conductivity that corresponds to the
variable-range hopping (VRH) conductivity. Since the
hopping range at low temperatures indubitably exceeds
the structure size, the VRH transport is 2D and is
described by the expression

Here, T0 is a parameter related to the density of states at
the Fermi level  and the localization radius as

where C = 13.8 is a numerical coefficient.
In Fig. 3, we show the low-temperature portions of

electrical-conductivity curves as plots of  vs.
T−1/3. It can be seen that the plots yield the straight lines;
the values of the parameter T0 for samples 293 (T0 =
103 K) and 213 (T0 = 1.8 × 104 K) were determined
from the slopes of these straight lines. The ratio of these
parameters yields the ratio between the radii of states
for the two samples; i.e.,

Thus, we find that the ratio between the radii of the A0

and A+ centers is equal to four; i.e., the radius of the A+

W e2/χN1/3.=

σ σ0
T0

T
-----– 
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.exp=

NEF

T0 C NEF
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center equals 8 nm, which is comparable to the QW
width.

Thus, our experiments showed that the binding
energy of the A+ centers is much larger (by a factor of
5) in the 15-nm-wide QWs than in the bulk, which is
explained by the fact that the QW width and the hole
radius in an A+ center have almost the same values.
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Abstract—The influence exerted by a nonlinear electromagnetic wave on the dc conductivity of a superlattice
is analyzed. An essentially nonlinear current–voltage (I–V) characteristic is obtained. A portion of negative
absolute conductivity appears in the I–V characteristic at certain nonlinear-wave parameters. A distinction is
made between the given case and that of a monochromatic wave, when a large number of such portions may
exist. For typical superlattice parameters, some of the negative absolute conductivity must appear at a nonlinear
wave field strength E0 ≈ 1.8 × 103 V/cm. © 2001 MAIK “Nauka/Interperiodica”.
The influence exerted by a monochromatic high-fre-
quency (HF) electric field on the superlattice (SL) con-
ductivity has been studied theoretically [1–4]. The
effects of absolute negative conductivity, total self-
induced transparency, and oscillatory dependence of
the current on the HF field strength were demonstrated.
Thereby, it was shown that a quantum SL must exhibit
markedly nonlinear electromagnetic (EM) properties.
The recent fabrication of high-quality SL samples and
the possibility of generating femtosecond laser pulses
enabled an experimental study of the nonlinear EM
properties of SLs [5]. For instance, Bloch oscillations
have been excited in a GaAs–Al0.3Ga0.7As SL at room
temperature by femtosecond laser pulses [6]. The pos-
sibility of tuning the oscillation frequency by means of
an external dc electric field has been demonstrated.
Self-excited oscillations of current in a SL under the
action of a high dc electric field, induced by the peri-
odic motion of field domains, were considered in [7]. It
was shown that the application of an HF field gives rise
to various nonlinear dynamic regimes. The conduction
in a double-barrier heterostructure in a strong laser field
was studied in [8]. The effect of negative absolute resis-
tance was observed. EM waves in an SL can be
described, in the approximation of rare conduction
electron collisions with crystal structure irregularities,
in terms of the sine-Gordon equation [9]. One of the
most general periodic solutions of this equation is the
solution expressed in terms of the Jacobi elliptic func-
tions. Thus, the monochromatic EM field applied to a
SL is transformed in the SL bulk into a nonlinear EM
wave. This transformation of a monochromatic EM
wave into a nonlinear one may lead to substantial
changes in the electronic properties of a SL in the field
of such a wave [10, 11]. That is why it is of interest to
consider the influence exerted by the field of a nonlin-
ear EM wave on the dc conductivity of the SL.
1063-7826/01/3505- $21.00 © 20554
Let a uniform dc electric field of strength E be
applied to the SL; in addition, let an EM wave polarized
along the SL axis propagate parallel to the SL layers.
The electric field strength can be written as

(1)

(1a)

In expressions (1) and (1a), k = eE0d|1 – β2|1/2/2ωp"β,
ω = πβωp/2K(k)|1 – β2|1/2, β = u/V, u is the phase
velocity of the wave, V is the velocity of the EM wave
in the absence of electrons, E0 is the peak field strength

of the nonlinear wave, d is the SL period,  =
4πe2n0∆d2"−2I1(∆/T)/I0(∆/T), ωp is the generalized elec-
tron plasma frequency in the miniband, n0 is the elec-
tron density in the miniband, Im(x) is a modified Bessel
function of the first kind of order m, T is temperature in
energy units, and ∆ is the half-width of the conduction
miniband.

The solutions (1) and (1a) correspond to fast waves
(β > 1), which will be the subject of further study (the
results for slow waves are similar). The characteristic
distance along which the field of the wave changes
noticeably is assumed to greatly exceed the electron
mean free path. This condition allows the field to be
considered uniform and the spatial derivative of the dis-
tribution function to be neglected.

Then the dc component of the current flowing along
the SL axis takes the form

(2)

(2a)

E z t,( ) = E0cn
2K k( )ω

π
-------------------- t z/βV–( ) k,  for k 1,≤

E z t,( ) = E0dn
2K k( )ωk

π
--------------------- t z/βV–( ) k 1–,  for k 1.>

ωp
2

jx j0 J1 J2+( ) for k 1,≤=

jx j0J for k 1.>=
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Here, j0 = " /4πed,

(3)

(4)

(5)

E(k) is a complete elliptic integral of the second kind,
K(k) is a complete elliptic integral of the first kind, Ω is
the Stark frequency, and Ω = eEd/" (E is the dc field
strength). It is noteworthy that, in the limit E0 = 0,
expressions (2) and (2a) reduce to the static I–V charac-
teristic reported in [12, 13].
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In the HF limit (provided that ω @ Ω , ν), expres-
sions (3) and (4) are essentially simplified and (2) takes
the form

(6)

The second term in the brackets is much smaller than
the first; however, at those HF field strengths when k is
equal to a root of the function a0(k) (or lies in close
vicinity of this point), the first term vanishes (or
becomes smaller than the second one) and the current j
turns negative (it starts to flow against the applied
dc field). Such a phenomenon, named the negative abso-
lute conductivity, is characteristic of essentially nonequi-
librium systems. In the present case, the nonequilib-
rium state is related to the pumping of the SL sample by
an HF EM field. It is noteworthy that at k  0 (i.e., in
the limit of linear waves) (6) turns into the expression
for the current in the HF case, reported in [1]. The pres-
ence and position of a negative absolute conductivity
portion in the I–V characteristic is particularly clear in
curves in the figure, plotted using formulas (2)–(5) at
different k. It should be noted that quite a number of
curve portions with negative absolute conductivity are
present in the case of a monochromatic field, when the
amplitude of the wave is independent of its frequency,
but only a single portion is present in the case in ques-
tion. The formal reason is that the a0(k) vanishes only
once, and in the monochromatic case it goes over to the
function J0(k) having an infinite set of roots.

Finally, let us make some numerical estimates. At
d ≈ 10–6 cm, ∆ ≈ 10–2 eV, n0 ≈ 1014 cm–3, T ≈ 102 K (then
ωp ≈ 1012 s–1), and β ≈ 1.2, a portion with negative abso-
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Ω2 ν2+
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of a nonlinear electromagnetic wave for k = 0.7 (a), 0.8 (b),
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lute conductivity in the I–V characteristic would be
expected to appear at E0 ≈ 1.8 × 103 V/cm.
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Abstract—The nonlinear wave interaction in a periodic structure formed by alternating semiconductor and
insulator layers has been studied. The translation symmetry of the structure is shown to be the reason for a num-
ber of peculiarities of the nonlinear interaction. Conditions of the resonance interaction between the first and
second harmonics are analyzed. The excitation of the second harmonic via the interaction of the first spatial har-
monics propagating in the opposite directions is considered for the first time. An explanation is given for the sig-
nificant enhancement of the wave interaction near the passband edge. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The tendency toward the miniaturization of modern
devices for processing and transmission of information
using electromagnetic waves from the optical to micro-
wave ranges necessitates the application of solid-state
structures over virtually the entire signal transmission–
receiving path. The role played by nonlinear mecha-
nisms in solids is, as a rule, relatively unimportant.
However, their effect on the useful signal is rather
strong and leads to undesirable consequences. The rea-
sons are both the significant level of transmitted power
and the great length of transmission lines. At the same
time, nonlinear phenomena in solids are widely used
for information processing (modulation and heterodyn-
ing), frequency multiplication, spectroscopy, studies of
physical parameters of solid state structures, etc. Artifi-
cial materials in the form of multilayer structures and,
in particular, semiconductor superlattices have received
wide acceptance. That is why a study of the nonlinear
interaction of electromagnetic waves in layered and, in
particular, periodic structures is important both from
the standpoint of physics and in view of the possible
numerous applications.

The present work is concerned with the excitation of
a second harmonic in a semiconductor superlattice in
the vicinity of the plasma frequency of the semicon-
ducting material. The nonlinearity under the study is
due to the nonlinearity of the free carrier current. Con-
structing an appropriate theory is a difficult task since
the nonlinearity of current arises from the nonlineari-
ties of carrier velocity and density, which are induced
by plasma wave propagation. The terms related to these
nonlinearity mechanisms appear in Maxwell’s equa-
tions and equations of motion and continuity. These
nonlinearities cannot be represented in the expression
for the insulator permittivity as squared modulus of the
1063-7826/01/3505- $21.00 © 20557
electric field strength |E|2, since they depend on the
field components EiEk in a more general way.

Taking into account the smallness of the nonlinear
terms by using the perturbation theory or, more pre-
cisely, the three-wave interaction theory [1–3] essen-
tially simplifies the analysis. However, a difficulty
arises in this case: different nonlinear mechanisms are
operative in different layers and are described by terms
appearing in different equations. It is necessary to for-
mulate a rule that would allow a clear (and physically
correct) description of all nonlinearities. For a homoge-
neous medium, this role is played by the orthogonality
of the right-hand side of the algebraic system of equa-
tions to the solution of a transposed system. As a result,
a system of abridged equations (or coupling equations)
for slowly varying wave amplitudes is obtained. The
physical meaning of this system is that the interaction
energy is small compared with the wave energy and
varies slowly (compared with the wave frequency) in
the course of interaction. In the problem under consid-
eration, the system of equations is differential because
of the spatial inhomogeneity; therefore, Green’s for-
mula should be applied [4] (see below). The mathemat-
ical meaning consists in that the right-hand side of the
system of differential equations must be orthogonal to
the solution of the transposed differential system. The
system of abridged equations is the same as in the case
of a nonlinear homogeneous medium (and, therefore, is
well described in the literature), with all specific fea-
tures of the layered structure accounted for by the coef-
ficients of this system. In the present study, we analyze
these features and their dependence on the superlattice
parameters.

The theory of weak nonlinear interactions was laid
down in [1] in terms of the kinetic approach and devel-
oped in [2, 5]. It was later elaborated by many other
authors (see, e.g., [3] and references therein). The
001 MAIK “Nauka/Interperiodica”



 

558

        

BULGAKOV, SHRAMKOVA

                                                                                                                                               
three-wave analysis was presented in [6] for bounded
media and in monograph [7] for periodic systems. This
theory was applied to periodic insulator lattices in [8].

It was shown in [9] for the model of coupling equa-
tions for a periodic medium that an essential enhance-
ment of nonlinear interaction is possible at passband
edges [9]. The authors believe that the resonance of
spatial harmonics and the resulting increase in the
interaction time are the reasons for this effect. It was
demonstrated in [8] that a more complicated phenome-
non takes place since the resonance conditions (Bragg
resonance conditions for the whole period of the struc-
ture) are fulfilled in the stop band for electromagnetic
waves. Therefore, the extent to which the nonlinear
interaction is enhanced is determined by the closeness
of the passband edge to the point of the Bragg reso-
nance.

In this work, we consider a structure with layers
exhibiting frequency dispersion. Consequently, the
synchronism laws are essentially more complicated
than those considered in [5, 8]. The laws of synchro-
nism, characteristic of periodic structures, are studied,
and it is shown that, in addition to the Bragg resonance,
one more factor—a peculiar nonlinear resonance—
strongly affects the effective interaction constant. This
resonance is characterized by the zero algebraic sum of
transverse (with respect to layer boundaries) wave vec-
tor components of interacting waves in one of the lay-
ers. In its physical meaning, this condition corresponds
to the maximum energy stored by waves in this layer.

2. PROBLEM DEFINITION:
DISPERSION RELATION

Let us consider a periodic structure with spacing d
formed by the alternation of semiconductor layers of
thickness d1 and insulator layers of thickness d2. We
orient the system of coordinates so that the Oz axis is
perpendicular to the layer boundaries. The layers are
assumed to be uniform in the Ox and Oy directions;
therefore, we can put ∂/∂y = 0. This results in decou-
pling of Maxwell’s equations into equations for two
polarizations. The polarization with nonvanishing com-
ponents Ex, Ez, and Hy of the electric and magnetic
fields is studied in this work. The propagation of elec-
tromagnetic waves is described here by Maxwell’s
equations, the material relations for every layer, and the
boundary conditions requiring that the tangential com-
ponents of magnetic and electric field be equal at all of
the boundaries. In order to derive the dispersion rela-
tion, we use the transfer matrix technique. The transfer
matrix relates the field in the zero-point of a period to
that in an arbitrary point z of the structure period [10]:

.

The elements of the transfer matrix for z = d are given
in the Appendix.

Hy1 0( )
Ex1 0( ) 

  M z( )
Hy2 z( )
Ex2 z( ) 

 =
Using the Floquet theorem, we get the dispersion
relation for the unbounded periodic medium [7] (tem-
poral and spatial dependence is assumed in the form
exp(–iωt + ikxx + ikzz)):

(1)

where kz1 =  and kz2 = 
are, respectively, the transverse wave numbers in the
semiconductor and insulator layers (henceforth, the
subscript “1” will refer to the semiconductor and “2”
will refer to the insulator layer); kx is the wave number

in the Ox direction; ε1 = ε01(1 – /ω2) and ε2 = const are
the insulator permittivities of the layers, with ε01 the lat-
tice contribution to the insulator permittivity; ωp is the

plasma frequency; and  is the “averaged” so-called
Bloch wave number replacing kz1 and kz2. A numerical
solution of (1) is presented in Fig. 1. The calculations
were carried out for a structure with the following
parameters, first layer: InSb semiconductor (ε01 = 17.8,
ωp = 1012 s–1), d1 = 0.01 cm; second layer: insulator

(ε2 = 2), d2 = 0.015 cm. The d = 0 curve is shown in

the figure by a dashed line; d = π, by a thin solid line.
The passbands are shaded.

In what follows, we are interested in the region
around the plasma frequency, in which the plasma
properties of the semiconductor layers are manifested.
Therefore, the figure shows three passbands (I, II,
and III).

The two lower passbands for the electromagnetic
waves (I, II), the so-called acoustic and optical
branches of plasma polaritons [7], become narrower
with an increasing kxd, and their edges asymptotically
approach the frequency of the surface plasmon at the
interface between the semiconductor and insulator lay-

ers, ωps = ωp , at kxd  ∞. The band of
acoustic polaritons begins at kx = 0 and ω = 0, while the
optical waves have a gap of width ω ≈ ωp at kx  0.

3. DERIVATION OF THE COUPLING
EQUATIONS

The aim of this study is to analyze the nonlinear
interaction of waves in the superlattice. Nonlinear
effects in solids are, as a rule, weak; therefore, the per-
turbation approach can be used to construct a theory.
The analysis technique has been well developed for
homogeneous media and extensively reported in the lit-
erature [11, 2, 3]. The situation is different in the inho-
mogeneous case. The problem is that in the case under
study, the nonlinear system cannot be reduced to an
algebraic set of inhomogeneous equations, as it is nec-

kdcos kz1cos d1 kz2cos d2=

–
ε1ε2

2kz1kz2
-----------------

kz1

ε1
------ 

 
2 kz2

ε2
------ 

 
2

+ kz1d1 kz2d2,sinsin

ω2/c2( )ε1 kx
2– ω2/c2( )ε2 kx

2–

ωp
2

k

k

k

ε01/ ε01 ε2+( )
SEMICONDUCTORS      Vol. 35      No. 5      2001



NONLINEAR INTERACTION OF WAVES 559
essary for the technique described in [2]. The equations
remain differential (the derivatives ∂/∂z remain in the
case under study), and conditions are to be formulated
that would make it possible to clearly take into account
the nonlinear mechanisms acting in different layers of
the structure and, in addition, to meet the requirement
of field continuity at all boundaries of the structure. The
development of such a technique for analysis of nonlin-
ear wave interactions in adjoining homogeneous media
was started in [6]. The technique was applied to peri-
odic structures in [8].

The method is based on the use of Green’s formula [4]:

(2)

where  is the differential operator having the form of
a square matrix composed of operators of the linearized

set of equations,  is the transpose of , f and  are
eigenfunctions of these operators (the asterisk is used
to denote complex conjugated values), a and b are
boundaries of the integration domain, integration is
done over the entire volume of the structure, and

( f) stands for the scalar product. The nonlinear set
of equations can be represented as

(3)

where (f, f) is the bilinear column operator formed
by nonlinear terms of the initial set of equations. By
substituting (3) into (2) and using the condition for
weakness of the nonlinear interaction

(4)

where C is the wave amplitude, we get the dynamic sys-
tem of equations for the amplitudes of the interacting
waves. The derivative with respect to the “slow time” in
(4) is denoted by d/dt.

In the case under consideration, it is supposed that
the nonlinear mechanisms are related to the nonlinear-
ity of the current j1 = env1 in semiconductor layers (n is
the time-dependent electron density, and v1 is the car-
rier velocity in the semiconductor). The nonlinear set of
equations consists of Maxwell’s equations in which the
nonlinear current is found from the continuity and car-
rier motion equations:

(5)

f̃ * L̂ f( ) L̃̂ f̃( )* f–[ ] vd

a

b

∫ f f̃ a
b
,=

L̂

L̃̂ L̂ f̃

f̃ * L̂

L̃ f Ĥ f f,( ),=

H̃

ω @ 
d Cln

dt
-------------,

curlH1

ε01

c
------

∂E1

∂t
--------- 4π

c
------ j1,+=

curlE1
1
c
---

∂H1

∂t
----------,–=

∂v1

∂t
-------- + v1grad( )v1 = 

e
m
----E1

e
mc
------- v1H0[ ] e

mc
------- v1H1[ ] ,+ +
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The equations for the insulator layer are constituted by
Maxwell’s equations with ε2 taken instead of ε01 and
j = 0.

Applying formula (2) to the system (5), we seek its
solution in the form

(6)

where C(t) is the amplitude, slowly varying with time
[owing to (4)], of a wave with frequency ω = ω(kx, )

and wave vector k = {kx, 0, }. The dependences e(z)
and hy(z) account for the inhomogeneity of the structure

∂n1

∂t
-------- div n0 n1+( )v 1+ 0,=

j1 e n0 n1+( )v1.=

E Ck t( ) e z( ) ead+[ ] iωkt– ikxx+( ),exp
kx ∞–=

∞

∑=

Hy Ck t( ) hy z( ) hy
ad( )+[ ] iωkt– ikxx+( ),exp

kx ∞–=

∞

∑=
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Fig. 1. Dispersion relation: ε0 = 17.8, d1 = 0.01 cm, ε2 = 2,
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in the z-direction, and the additional terms e(ad) and

 describe deviations of the field directions from
those in the linear case caused by the action of nonlin-
ear mechanisms. These quantities have the same order
of smallness as the nonlinear terms.

The operator  is obtained from the linearized sys-
tem of equations for the semiconductor and insulator

layers (5). The operator  consists of nonlinear terms
describing the semiconductor layer and the time deriv-
atives dC/dt of the wave amplitude, appearing in the
equations for the first and second layers. It is notewor-
thy that dC/dt is a quantity of the same order of small-
ness as the nonlinear terms. Hence, e.g., ∂Ex2/∂t =
−iωEx2 + dEx2/dt (see [12]).

The eigenfunctions of the operators L and  are
proportional, respectively, to exp(–iωt + ikxx) and

exp(i t + i x). Therefore, integration over t and x of
the linear operators gives delta-functions δ(  –

ω)δ(  – kx), and integration over dz yields the bound-
ary conditions. The frequencies and wave-vector
x-components of the eigenfunctions of the operators L

and  must be equal; therefore, kz = . That is why all
linear terms vanish upon integration. Only the terms

with additional fields e(ad) and  remain in the left-
hand side of Eq. (2). As a result, we have

where  is the operator comprising only nonlinear

terms for the semiconductor layer and  is the col-

umn vector formed by the field components , e(ad).

To integrate nonlinear terms in formula (2) over dz,
let us divide the path of integration so as to isolate
domains of width 2δi(δi  0) in the vicinity of each
boundary [7]:

where d = d1 + d2 is the structure period. In the integrals
over each layer, we express fields in terms of the fields

hy
ad( )

L̂

Ĥ

L̂

ω̃ k̃x

ω̃
k̃x

L̃ k̃z

hy
ad( )

L ∂/∂z( )Ckϕk
ad dCk

dt
---------ϕk=

+ Ck'Ck''Ĥ1 ϕk' ϕk'',( )e i ω' ω'' ω–+( )t– ,
kx kx' kx''+=

∑

Ĥ1

ϕk
ad( )

hy
ad( )

 = …  + 

δ0

δ1– d1+

∫
δ0–

δ0

∫+
δi 0, i 0 1 …,±,=→

lim

∞–

∞

∫

+  + 

δ1 d1+

δ2– d+

∫ …,+

δ1– d+

δ1 d1+

∫

in the first period of the system, using the Floquet the-
orem; i.e., we reduce them to the sum

which leads to the conservation law for the Bloch wave
vector component

(7)

and the remaining integrals are proportional to 2δi or
δi + δi + 1 and vanish in the limit δi  0.

In order to meet the field continuity conditions, we
are bound to assume that the additional fields satisfy the
same conditions as the linearized fields. Then, only
terms with dC/dt and nonlinear terms remain in Eq. (2).
In what follows, the method used to derive the coupling
equations coincides with the standard procedure [2].

If the resonance (synchronism) conditions are satis-
fied

(8)

we obtain the equation for the amplitude Ck [12]:

(9)

where

Expression (9) is the equation for the amplitude of the
kth wave. Equations for the amplitudes of the other two
waves (C ' and C '') can be obtained by interchanging the
subscripts.

The nonlinear interaction related to the system peri-
odicity exhibits the following specific features.

(1) The band structure of the spectrum consists in
that the matrix element and the synchronism conditions
make sense only within the passbands of the lattice.

(2) No synchronism condition exists for the z-com-
ponents of the wave vector, and a relation for the Bloch
components (7) of the wave vector, containing the term
2πn/d, must be satisfied instead (apparently, this fact
was first revealed on physical grounds in [13]).

i k k'' k 2πn/d+–+( )z[ ]exp ,
n ∞–=

∞

∑
n 0 1 …,,±,=

k' k'' k– 2πn/d+ + 0,=

ω' ω'' ω–+ 0=

kx' kx" kx–+ 0=

k' k'' k– 2πn/d+ + 0,=





dCk

dt
--------- Wk k' k'', , Ck'Ck'' ,=

Wk k' k'', , dzmn0
1
ω
---- ∇ ' ∇ '' v*,+( ) v 'v ''( )




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

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.
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(3) The matrix elements in (9) are complex quanti-
ties in contrast to the case of homogeneous media,
where Wk, k', k'' is imaginary.

4. ANALYSIS OF THE COUPLING
EQUATIONS

Let us analyze the conditions of interaction between
the first and second harmonics with frequencies ω' and
ω = 2ω'. The system of coupling equations (9) reads

(10)

To solve Eq. (10), we introduce the following desig-
nations: Ck = Ceiϕ, Ck' = C'eiϕ', W2k', k' = WeiΘ, Wk', 2k' =
W'eiΘ', Φ = 2ϕ' – ϕ. Then, the coupling equations take
the form

(11)

When W and W ' are imaginary, i.e., Θ = Θ' = 3/2π,
Eq. (11) is reduced to an elliptic integral and the solu-
tion is obtained in the form of elliptic functions:

(12)

where K1 = [C 2(0)/W] + [C'2(0)/W'], y1 < y2 < y3 are the
roots of the cubic equation

When C(0) < C '(0), we find the amplitudes of the
first and second harmonics:

(13)

It can be seen that the second-harmonic amplitude
grows with increasing ratio W/W ', and the period of the

elliptic function is inversely proportional to .
Thus, the physical characteristics of the interaction
between the first and second harmonics can be obtained
by analyzing the dependence of the nonlinear interac-
tion coefficients W and W ' on the structure parameters,
which is done in the following section.

dCk/dt W2k' k', Ck'
2=

dCk'/dt Wk' 2k', CkCk'*.=



dC/dt WC '
2 Θ Φ+( )cos=

dC '/dt W 'CC ' Θ' Φ–( )cos=

dΦ/dt = W C '2/C( ) Θ Φ+( ) 2W 'C Θ' Φ–( ).sin–sin–





C2 WK1 y1 y2 y1–( )---+




=

× sn2 W 'W1/2K1
1/2 t t0–( ), 

y2 y1–
y3 y1–
---------------





,

y 1 y–( )2 K– 0 K
K2

2

K1
3W W '( )2

--------------------------.= =

C2 W
W '
------ C ' 0( )[ ]2sn2 WW 'C ' 0( )t 1 K–,[ ] ,≈

C '2 C ' 0( )[ ]2 1 sn2 WW 'C ' 0( )t 1 K–,[ ]–{ } .≈

WW '
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5. NONLINEAR EXCITATION
OF THE SECOND HARMONIC

Excitation of the second harmonic, apart from being
used in frequency multiplication and periodic medium
spectroscopy, is of interest because of the possibility of
analytical study and elucidation of physical features in
the nonlinear interaction of waves.

The synchronism conditions for the interaction of
the first and second harmonics read

(14)

Here,  and ω' are determined from the system of dis-
persion relations

(15)

where ε1 = ε01{1 – /4ω'2} and  = ε01{1 – /ω'2}

(i.e., ε1 ≠ , and, therefore, kz1 ≠ 2 ). Here lies the
difficulty encountered in solving this system of equa-
tions analytically, in contrast to the case of a insulator
lattice [8]. An analytical solution of the system (15) can
be obtained only in the case of a resonance in the sec-
ond layer, i.e., at d2 = πm and kz2 = 2 , where m =
±1, ±2, … . Then, the synchronism conditions (14) are
satisfied for the first harmonics with frequencies ω' and
wave numbers :

The numerical solution of the system of Eqs. (14)
and (15) is represented by thick solid lines in Fig. 1 for
the first (1', 2') and second (1, 2) harmonics located
within the passbands. It can be seen that the first and
second harmonics are obviously located in different
passbands. Curve 1 shows a transition from the acoustic
to optical branch; curve 2, from the optical branch to
that located in the band above the plasma frequency ωp.
It is noteworthy that curves 1' and 2' end inside the rel-
evant bands at  = π/2. With this value increasing, the
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wave number of the second harmonic leads to a stop
band for this harmonic, since  > π.

In the periodic structure, a specific nonlinear inter-
action mechanism takes place. The point is that the sign
of the Bloch wave number is not determined from the
dispersion relation. This is why the synchronism condi-
tions are satisfied for both +  and – . Therefore, the
following kind of interaction is possible:

(16)

In this case, the second harmonic is excited with wave
number  = πn/d as a result of interaction of the
spatial harmonics with frequency ω' propagating in
counter-directions along the axis Oz. This kind of inter-
action is possible since the Bloch wave number is a
“quasi-wave number” similar to the electron quasi-
momentum in solids. Interest in this kind of interaction
is due to the fact that, as shown below, the condition

 = 2πn/d may lead to a substantial increase in the effi-
ciency of the nonlinear interaction.

The numerical solutions of the dispersion relations
for the resonance conditions (16) are presented in
Fig. 1 by curves 3', 3, 4', and 4. Curves 3 and 3' repre-
sent the interaction condition at which the first and sec-

k

k' k'

ω 2ω'=

kx 2kx'=

k 2πn/d± k' k'.–=





k 2+−

k

W, s–1

1

0

–1

0.96 1.00

ReW

ImW

ω, 1012 s–1

1

0

–1

0.48 0.50

ImW '

ReW '

ω, 1012 s–1

Fig. 2. Nonlinear interaction coefficients vs. frequency for
curves 1, 1' in Fig. 1.

W ', s–1
ond harmonics are located in the same passband.
Curves 4 and 4' are related to a process with harmonics
belonging to different passbands.

Figures 2 and 3 show the dependences W(ω) and
W '(ω) normalized to the maximum values:
ReW '/max(ReW ') and ImW '/max(ImW '), and the same
for W, for curves 1' and 1, 2' and 2, 3' and 3, and 4 and
4' in Fig. 1.

In order to explain this behavior and gain an under-
standing of the physical factors governing the nonlinear
interaction constants, it is necessary to take into
account that, upon integration of the expression for W,
each term in Eq. (9) gives four factors of the form

(17)

where fs is a coefficient determined from the amplitudes
of interacting waves and ks is one of the combinations

kz1 +  + , kz1 –  – , kz1 +  – , kz1 –

 + .

Thus, one of the special features of the wave inter-
action in the periodic structure is that the W ' and W
coefficients are complex even when no account is taken
of the dissipative processes. This leads to specificities
in the dynamics of the interaction process. In order to
correctly determine the signs of the real and imaginary
parts of W and W ', like signs of the power in the expo-

f s

ksd1 1– i ksd1sin+cos
ks

------------------------------------------------------,

kz1' kz1'' kz1' kz1'' kz1' kz1''

kz1' kz1''

W, s–1

1

0

–1

1.9 2.0

ReW

ImW

ω, 1012 s–1

1

0

–1

9.6 1.0

ImW '

ReW ' ω, 1012 s–1

Fig. 3. Nonlinear interaction coefficients vs. frequency for
curves 4, 4' in Fig. 1.

W ', s–1
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nentials exp(±i d) and exp(±i d) should be chosen if
a process of type (14) is under consideration. In
case (16), a system of dynamic equations (9) instead of
(10) should be used and different signs should be cho-
sen for the first harmonics. Then, the sign of the second
harmonic does not matter since d = πn. It is notewor-
thy that an incorrect choice of the signs leads to an
unstable solution of the coupling equations.

The coefficients values are determined by two reso-
nance conditions that are specific to a periodic medium.
These are the Bragg resonance conditions for the whole
structure period [8] and the “nonlinear resonance” [7].

The Bragg resonance makes the nonlinear interac-
tion coefficients in a periodic medium significantly
larger in absolute value than those in a homogeneous
medium. The nature of this phenomenon consists in
that the values of W and W ' are affected by the field
coefficients A2 and . Expressions for these coeffi-
cients are given in the Appendix. The resonance mani-
fests itself in that these coefficients become infinite at
the points for which

(18)

Curves satisfying Eq. (18) are shown in Fig. 1 by the
dash–dot lines.

In relations (17), one of fs tends to infinity. As shown
in [8], this is just the Bragg resonance condition for the
whole period of the system. Solutions to these equa-
tions are located in the forbidden bands, since (  +

)/2 > 1 (or (m1 + m22)/2 > 1), where the synchro-
nism laws are not satisfied. At the passband edge, the
coefficients A2 and  are finite, with their values
depending on the distance between the resonance point
and the point satisfying the synchronism conditions and
located at the band edge, i.e.,  = 2π or  = 0, π. Since
the solutions of (18) are different, the nonlinear interac-
tion coefficients have maximums at different frequen-
cies and wave number. Physically, this is related to the
frequency dependence of the insulator permittivity of
the semiconductor. In the insulator lattice, the peaks of
W and W ' coincide, since the Bragg resonance condi-
tion reads  = m12 = 0 (see [8]). It should finally be
noted that the possibility of a substantial increase in the
nonlinear interaction coefficient was shown for the first
time in [9] for a model problem.

The second factor affecting the W and W ' coeffi-
cients is the possibility of one of ks vanishing (no diver-
gence appears in this case as seen from (17)). It is note-
worthy that in the limit ks  0 the real part of the sec-
ond factor in (17) is zero and the imaginary part is d1.
Therefore, only ReW ' (ReW) or ImW ' (ImW) will have
a maximum. The vanishing of ks means that the “total
field” of the interacting waves is independent of the
z coordinate within the semiconductor layers; i.e., the
energy of these waves accumulated inside these layers

k' k

k

A2'

m12' 0 or m12 0=( ).=

m11'

m22'

A2'

k k'

m12'
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is the highest for the parameters leading to the condi-
tion ks = 0. As a result, the interaction constant is larger
the closer the wave parameters are to this condition,.

Figure 2 presents the frequency dependences of the
nonlinear interaction coefficients for the case of syn-
chronism (14) (curves 1', 1 in Fig. 1). A decrease in ks
(approximately twofold) makes ImW '(ω') lower and
ImW(ω) higher. The peak of ReW '(ω') is related to the
Bragg resonance for the first harmonic. The decrease in
ReW '(ω') at the band edge is related to the “competi-
tion” of two resonances. For the nonlinear interaction
coefficient W(ω) of the second harmonic, only the
Bragg resonance was found to be important in the given
example.

Figure 3 presents the same frequency dependences
for the case when the synchronism conditions (16) are
satisfied (curves 4' and 4 in Fig. 1). Here, the peaks
associated with the “nonlinear” resonance are observed
for the dependences ImW '(ω') and ImW(ω). This reso-
nance leads to higher slopes of the curves for the first
and second harmonics at low- and high-frequency ends.
However, the resonance frequencies lie relatively far
from the band edges; therefore, the increase in the coef-
ficients W and W ' is relatively small.

6. CONCLUSION

The aim of this study was to gain insight into the
nonlinear interaction of waves in a periodic layered
semiconductor–insulator superlattice. Green’s formula
(2) was applied to derive the dynamic equations which
account for the nonlinear terms in the motion and con-
tinuity equations, leading to the nonlinear current in
Maxwell’s equations for the semiconductor layers. In
addition, account is taken of the fact that nonlinear pro-
cesses occur in the periodically arranged semiconduc-
tor layers rather than in the entire volume of the super-
lattice.

The synchronism conditions are analyzed for fre-
quencies lying close to the semiconductor plasma fre-
quency; i.e., the frequency dispersion of the insulator
permittivity is taken into account. It is shown that the
second harmonic can be excited in the interaction of
first spatial harmonics propagating both in the same
and opposite directions. The latter variant of interaction
is possible only in periodic structures and has not been
described previously.

The physical factors affecting the second-harmonic
amplitude are revealed. They are related to the Bragg
resonance of the structure period and nonlinear reso-
nance, when one of the quantities ±2 , ±kz1 tends to
zero. The Bragg resonance leads to divergence of the
fields in the forbidden band. Therefore, the nonlinear
interaction coefficient depends on closeness of this
point to the passband edge. Physically, the occurrence
of the resonance means that the duration of the nonlin-
ear resonance effectively becomes longer. The nonlin-
ear resonance means that the energy of the interacting

kz1'
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harmonics, accumulated in the semiconductor layers, is
highest at the resonance point. It is this fact that leads
to an increase in the nonlinearity coefficient. The “com-
petition” between these two resonances leads to a rather
complicated frequency dependence of the nonlinear
interaction coefficients.

APPENDIX

Transfer matrix elements are given by

Expressions for fields are written as

where

m11 kz1d1 kz2d2

kz2ε1

kz1ε2
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m12 i
ω
c
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– i
ω
c
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m21 i
c
ω
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– i
c
ω
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ε2
------ kz1d1 kz2d2;sincos

m22 kz1d1 kz2d2
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Abstract—A simple analytical method for solving the kinetic equation for charge carriers in the presence of
resonance states in the streaming mode is suggested. The Breit–Wigner isotropic model for resonance scattering
was used in an analysis of both the anisotropic energy distribution of charge carriers, which arises under the
effect of an external electric field in a two- and three-dimensional gas of charge carriers, and the occupancy
of the resonance state. The conditions for the origination of the intracenter population inversion are considered.
© 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

On the basis of uniaxially stressed germanium in
which the shallow-level acceptors give rise to the reso-
nance states, a terahertz laser was developed; this laser
operated by optical transitions between the resonance
and localized states of the same impurity (see [1, 2] and
the references therein). The emergence of a new type of
population inversion induced by resonance states in
semiconductors was considered previously [3] on the
basis of the numerical solution of a kinetic equation for
the streaming mode. A detailed theoretical study of res-
onance states introduced by shallow-level acceptors in
uniaxially stressed semiconductors was reported
recently [4].

In this paper, we suggest a simple analytical method
for solving the kinetic equation for charge carriers in
the presence of resonance states in the streaming mode.
Using the Breit–Wigner resonance scattering as an
example, we analyze the anisotropic distribution of
charge carriers in energy, which arises under the effect
of an external electric field on two-dimensional (2D)
and three-dimensional (3D) systems of charge carriers;
we also analyzed the occupancy of the resonance state.
The conditions for the emergence of intracenter popu-
lation inversion are discussed.

2. THE STREAMING MODE

We consider a simple model in which we restrict
ourselves to the consideration of only the resonance
scattering of charge carriers by impurities and the inter-
action of carriers with optical phonons.

If there is no resonance scattering, the so-called
streaming mode comes into play [5, 6]. This mode
takes place for the fields F ≥ "ωo/el, where l is the mean
free path in reference to other mechanisms of scatter-
1063-7826/01/3505- $21.00 © 20565
ing. If there is an electric field F applied along the
z-axis, the charge carriers are accelerated and move in
the k space until their energy becomes higher than the
optical-phonon energy "ωo. The charge carriers whose
energy exceeds "ωo can emit an optical phonon, after
which they return to the region of low kinetic energies
εk ≤ e0.

The kinetic Boltzmann equation for the distribution
function of the charge carriers fk in the wave vector k
has the following form:

(1)

Here, S(εk) stands for a charge-carrier source that dif-
fers from zero for εk ≤ e0 and D accounts for drain of
charge carriers for εk = "ωo. The drain can be taken into
account in the simplest manner by introducing the
boundary condition

(2)

for εk = "ωo.

The dependence S(εk) is determined from the condi-
tion that the arrival of the particle to the region of low
energies εk ≤ e0 is controlled by the emission of optical
phonons due to deformation-related interaction. For the
sake of simplicity, we assume that the source is isotro-
pic and take into account the condition for the balance
of fluxes: the total flux to the region of εk ≤ e0 is equal
to the flux through the surface εk = "ωo; i.e.,

(3)

∂ f k

∂t
---------

eF
"

------
∂ f k

∂kz

---------+ S D.–=

f k 0=

J "ωo( ) S εk( )d3k∫≡ e
"
--- f k F dS⋅( ) εk "ωo= .∫=
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The resonance scattering is taken into account by
introducing the collision integral I into the right-hand
side of Eq. (1); we have

(4)

where Ni is the number of impurity centers and the scat-
tering probability Wkk' is defined as

(5)

with tkk' standing for the resonance-scattering ampli-
tude.

We consider the limiting case in which the reso-
nance-level width Γ/2 ! E0, where E0 is the energy
position of the resonance level. In this case, the pro-
cesses of capture by, and emission from, a resonance
state and, correspondingly, of the resonance scattering
occur in a narrow energy range and may be treated as
taking place at a fixed energy E0.

Thus, in the energy range of e0 < εk < "ωo, we have
free motion of charge carriers under the effect of an
electric field and resonance elastic scattering for an
energy of εk = E0, where E0 is the resonance-level
energy. In what follows, we will focus on the reso-
nance-level occupancy, which is defined by

(6)

where Wk is the total probability for the capture of the
free charge carrier with a wave vector k by the reso-
nance state [3, 4].

The normalization condition for the distribution
function is given by the equation

(7)

where n is the total charge-carrier concentration and ni

is the impurity concentration (we disregard the fact that
charge carriers have spin).

3. A SIMPLE ISOTROPIC MODEL
OF RESONANCE SCATTERING

We derive a time-independent solution to Eq. (1) for
isotropic scattering. In this case, both the elastic reso-
nance scattering and the probability of capture of free
charge carriers by the resonance state are specified by
only two parameters (E0 and Γ) and depend only on the
magnitude of the wave vector of the particle (the Breit–
Wigner model; see, for example, [7]).

I NiWkk' f k' f k–( ),
k

∑=

Wkk'
2π
"

------ tkk'
2δ εk' εk–( ),=

f r Wk f k,
k

∑=

n ni f r f k,
k

∑+=
The capture probability Wk and the amplitude of
elastic resonance scattering tkk' are defined as

(8)

(9)

where V is the normalization volume and m is the par-
ticle mass. These expressions may be derived following
[3, 4].

Introducing the resonance-scattering cross section

(10)

we can reduce the collision integral I to the following
form:

(11)

Here, υk =  is the particle velocity; also, a
parameter η = kz/k is introduced.

If Γ ! E0, resonance scattering occurs only for the
particles with the wave vector given by k0 =

; i.e.,

(12)

Since the momentum in the direction perpendicular
to the field is preserved, it is convenient henceforth to
introduce the dimensionless variables for the total
energy (y = εk/E0) and the energy of transverse motion

(y⊥  = ε⊥ /E0); here, ε⊥  = "2 /2m and  = k2 – . It
also convenient to introduce a function f1(k) defined in
the region of kz > 0 and a function f2(k) defined in the
region of kz < 0.

In isotropic models, the energy dependence of the
charge-carrier source is given by [5]

(13)

where it is convenient to determine the constant S0 from
the condition for the balance of fluxes (3) and the char-
acteristic parameter e0 is defined [5, 6] by the following
formula:

(14)
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Here, υA is the parameter specifying the rate of optical-
phonon emission υA =  by charge carriers

with an energy of εk > "ωo. When calculating e0, we
should use the value of the effective mass mz inherent in
the particle with an energy close to that of an optical
phonon.

Equation (1) written in variables y and y⊥  has the
following form with expression (13) and the collision
term taken into account:

(15)

Here, y0 = e0/E0, the parameters A and C are given by

(16)

(17)

and the parameter B is related to the value of the distri-
bution function for y = 1 as

(18)

In expression (15), the plus sign refers to the function
f1, whereas the minus sign refers to the function f2 (see
Fig. 1).

The boundary conditions (2) imposed on the distri-
bution functions can be rewritten as

(19)

where y1 = "ωo/E0.

We note that, as follows from formulas (6) and (8)
for Γ ! E0, it is the quantity B which specifies the occu-
pancy of the resonance level fr; i.e., we have

(20)

Figure 1 illustrates the domains of definition of the
functions f1 and f2 in the k space. Domains 1 and 1a
(kz > 0) correspond to the acceleration of charge carri-
ers by an electric field, whereas domains 2 and 2a (kz <
0) correspond to deceleration. Charge carriers undergo
a pronounced elastic scattering at the surface k = k0.
Outside the source, the particles appear in domain 2
only as a result of scattering. There are no charge carri-
ers at all in domain 2a. All charge carriers that arrived
in domain 1a after gaining an energy exceeding "ωo
emit an optical phonon and return to the source domain
εk < e0.
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Since the source is active only in the region of low
energies y < y0, we obtain a solution for the range of
y0 < y < y1. For y0 < y < 1, the functions f1 and f2 are
independent of y, and we have

(21)

For y > 1, the solution of Eq. (15) yields

(22)

The condition for the absence of particles in domain
2a (see Fig. 1), i.e., the equality f2 = 0 for y > 1, yields
the following expression for C2:

(23)

The flux of particles in the k space through the sur-
face of constant energy ε is defined as

(24)

Here, we are dealing with the flux per unit volume of
actual space. Rewriting integral (24) in the variables y
and y⊥ , we obtain

(25)

where

(26)

Since the source is active only for y < y0, the flux J is
constant for y0 < y < 1; in contrast, the functions f1 and
f2 depend only on y⊥  [see Eq. (21)] in this region. We
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Fig. 1. The domains of the motion of charge carriers in the

k space: k00 = /" restricts the source size; k0 =

/" defines the line of resonance scattering; k1 =

/", where "ωo is the optical-phonon energy; and

1 and 2 denote the definition domains for the functions f1
and f2, respectively.
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then have C1(y⊥ ) = C2(y⊥ ) for y⊥  > y0, and we can repre-
sent C1 as

(27)

where the function ϕ(y⊥ ) is nonvanishing only for y1 <
y0 and is controlled by the flux from the source to the
region y > y0; i.e.,

(28)

Using the function ϕ and taking into account formulas
(21)–(23), we can write the distribution functions in the
range of y0 < y < 1 as

(29)

(30)

in the range of 1 < y < y1, we have

(31)

(32)

We now consider the distribution function for
charge carriers in the region of y < y0, where Eq. (1) has
the form

(33)

and C is defined by formula (17). We then have

(34)

When integrating Eq. (34), we use the following equal-
ity as the boundary condition:

As a result, we obtain

(35)

where

(36)

On the other hand, we have
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thus, the condition for the continuity of the distribution
function for y = y0 yields

(37)

Using formula (25) and equating the fluxes for y < 1
and y > 1, we obtain the equality

(38)

which, when combined with expression (37), makes it
possible to express the constant C in terms of B; i.e.,

(39)

where

(40)

Solving now Eqs. (33) and taking into account the
continuity of the functions f1(y, y⊥ ) and f2(y, y⊥ ) at the
boundary of the source y = y0, we obtain the following
expressions for the distribution functions for y < y0:

(41)

Here, the signs “+” and “–” refer to the functions f1 and
f2, respectively.

Formulas (29)–(32) and (41) define the functions
f1(y, y⊥ ) and f2(y, y⊥ ) in the entire range of 0 < y < y1 to
an accuracy of B.

The function of distribution of the charge carriers in
total energy is obtained by integrating with respect to
y⊥ ; thus, we have

(42)

ϕ y⊥( ) 2CM y0 y⊥,( )Θ y0 y⊥–( ).=

ϕ y⊥( ) 1 A/ 1 y⊥––( )exp–[ ] y⊥d

0

y0

∫

=  B 1 2A/ 1 y⊥––( )exp–[ ] y⊥ ,d

0

1

∫

C
1
2
---BI A( ),=

I A( )

1 2A/ 1 y⊥––( )exp–[ ] y⊥d

0

1

∫

M y0 y⊥,( ) 1 A/ 1 y⊥––( )exp–[ ] y⊥d

0

y0

∫
---------------------------------------------------------------------------------------------.=

f 1 2, y y⊥,( ) B
1
2
--- I A( ) M y0 y⊥,( ) N y y⊥,( )±( )=

---+ 1 A/ 1 y⊥––( )exp– .

f y( ) 1
2
---

f 1 y y⊥,( ) f 2 y y⊥,( )+

y y y⊥–( )
-------------------------------------------------- y⊥ .d

0

y

∫=
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The value of B can be determined from normalization
condition (7), which has the following form in the vari-
ables y and y⊥ :

(43)

It should be recalled that occupancy of a center is spec-
ified by the quantity B; i.e., fr = B.

The functions of distribution of the charge carriers
in total energy f(y) and also the distribution function of
the charge carriers with momentum directed along the
electric field [f(y, 0) = f1(y, 0) + f2(y, 0)] and perpendic-
ular to the field [f(y, y) = f1(y, y) + f2(y, y)] are shown in
Figs. 2 and 3. All calculations were performed using the
following parameters: E0 = 20 meV, Γ = 2 meV, and
"ωo = 36 meV (y1 = 1.8). The function of distribution
of charge carriers in the energy of transverse motion of
particles with a total energy of E0(f(1, y⊥ )) and
"ωo(f(y1, y⊥ )) is shown in Fig. 4. Taking into account
the possibility of using a simple isotropic model for the
case of germanium under pressure, we used the effec-
tive mass of m = 0.08m0 in the calculations, which cor-
responded to the density-of-state mass in the upper
valence subband of compressed germanium (in the sub-
band of light holes). When calculating e with formula
(14), we used the value of mz = 0.32m0.

4. A TWO-DIMENSIONAL SYSTEM
OF CHARGE CARRIERS

In order to analyze the special features of the kinet-
ics of the charge carriers confined in a quantum well
(QW) under the conditions of resonance scattering, we
consider the performance of the simple isotropic model
in the case of the 2D system of charge carriers.

The Boltzmann kinetic equation for the distribution
function of the 2D system of charge carriers is again
defined by Eq. (1) taking into account the collision term
that corresponds to the resonance scattering. However,
it should be taken into account that k is now a 2D vec-
tor. Correspondingly, the density of states and the form
of the source change. For the distribution of the source
in energy, we now have

(44)

Here, εk is the kinetic energy of 2D motion, and the

source boundary  is now defined by the expression

(45)

where L is the QW width and υA is the same parameter
as that specifying the emission rate of phonons in the
3D configuration. The effect of a QW on the phonon

n ni f r
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Fig. 2. The distribution function of charge carriers f(y) for
the impurity concentration of 5 × 1015 cm–3 and electric-
field strengths F = (1) 300, (2) 1000, and (3) 2000 V/cm.

Fig. 3. The distribution function of charge carriers (1'–3') in
the direction of the electric field f(y, y⊥  = 0) (the step func-
tions) and (1–3) in the direction perpendicular to the electric
field f(y, y⊥  = y) for the impurity concentration of 5 ×
1015 cm–3 and the electric-field strengths of F = (1, 1') 300,
(2, 2') 1000, and (3, 3') 2000 V/cm.
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Fig. 4. The energy-distribution function for charge carriers
moving transversely for the total energy E0 – 0 (the solid
lines) and "ωo – 0 (the dashed lines) for the impurity con-

centration of 5 × 1015 cm–3 and electric-field strengths F =
(1) 300, (2) 1000, and (3) 2000 V/cm.
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spectrum is disregarded, and only the charge carriers at
the first quantum-confinement level are considered in
the approximation of infinitely high barriers. The
parameter S0 is determined from the condition for the
balance of fluxes (3), where the fact that the charge-car-
rier system is 2D should be taken into account.

On the other hand, formula (4) may be used again
for the collision integral; however, the scattering-prob-
ability amplitude is now defined as

(46)

and, for the capture probability, we have

(47)

where υ = "k/m is the charge-carrier velocity and 
is the 2D impurity concentration. In the approximation
of Γ ! E0, the resonance scattering occurs only if k0 =

 and formula (10) for the resonance-scatter-

ing cross section  is replaced by

(48)

Introducing again the dimensionless variables y = εk/E0

and y⊥  = ε⊥ /E0 and a parameter  = /E0, we
obtain the following equation similar to Eq. (15):

(49)

Here,

(50)

(51)

The function of distribution in total energy f(y) for a 2D
system is related to f1(y, y⊥ ) and f2(y, y⊥ ) as

(52)

We call attention to distinctions between Eqs. (51) and
(18) and between Eqs. (52) and (42); these distinctions
are caused by the fact that the spectrum is 2D. The
quantity B(2D) specifies the occupancy of the resonance

state for a 2D system:  = B(2D). We construct a
solution of the kinetic equation by analogy with a 3D
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system; we express C(2D) in terms of B(2D) using the
equation for the balance of fluxes, and we determine the
quantity B(2D) itself from the normalization condition;
i.e.,

(53)

A change in the form of energy dependence of the
source affects the form of distribution function for low

energies (y < ) and the relation between C(2D) and
B(2D). As a result, expression (39) is replaced by

(54)

where

(55)

(56)

Below, we present the following final formulas
defining the functions f1 and f2:

(i) in the range of 0 < y < , we have

(57)

(ii) in the range of  < y < 1, we have

(58)

(59)

(iii) in the range of 1 < y < y1 (y1 = "ωo/E0), we have

(60)

(61)

The function of distribution of charge carriers in the
total energy f (2D)(y) and also the distribution functions
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for charge carriers with momentum directed along the
electric field [f(y, 0) = f1(y, 0) + f2(y, 0)] and perpendic-
ularly to the field [f(y, y) = f1(y, y) + f2(y, y)] are shown
in Figs. 5 and 6.

The distribution function for charge carriers in refer-
ence to the energy of their transverse motion for the par-
ticles with total energy E0(f(1, y⊥ )) and "ωo(f(y1, y⊥ )) is
shown in Fig. 7. In calculations, we used the effective
mass of m = 0.1m0 and the QW width of L = 5 nm.

By the example of 2D configuration, we verified
that the inclusion of the multiplier (1 – fk) into the col-
lision terms is unimportant for the values of parameters
we used. If the occupancy is high, the corresponding
corrections are easily taken into account by iteration
and result in an extension of the source region in the
energy space.

5. DISCUSSION
First of all, we discuss the results obtained here

from the standpoint of the feasibility of forming the
intracenter population inversion. Figure 8 shows the
dependences of the resonance-state occupancy on the
electric-field strength for the 2D and 3D configurations.

For a 2D configuration, the occupancy of the reso-
nance states is much higher. This is caused by a
decrease in the number of states in the continuous spec-
trum up to an energy E0, where the majority of particles
are concentrated. Correspondingly, a decrease in the
resonance energy brings about an increase in the occu-
pancy of the resonance state.

It is noteworthy that the terahertz lasing by intrac-
enter transitions have been observed for electric-field
strengths that exceeded the impurity-breakdown
threshold Fthr (for Ge, this threshold is on the order of
10 V/cm; in the strained Ge, the threshold is typically
even lower due to a decrease in the binding energy of
the ground state). Typically, the impurity breakdown is
accompanied by current pinching. The simplest model
making it possible to adequately describe the behavior
of charge carriers under the conditions of impurity
breakdown requires that at least two localized states be
considered; these are the ground (E0) and excited (E1)
states.

Following the breakdown of the ground state, the
steady-state mode within the pinch is sustained by a
typically lower electric-field strength, which ensures a
dynamic equilibrium between the impact excitation of
charge carriers from the state E1 and the capture of car-
riers from the band by this state.

The Monte Carlo method has been used [8] to study
in detail the impurity breakdown in p-Ge. Calculations
were performed for the acceptor concentration of
1014 cm–3. A value of 0.05 was obtained for the occu-
pancy of the state E1 in an electric field with a strength
of 30 V/cm; as the field strength increased, the occu-
pancy decreased to a value on the order of 10–3 in the
fields with a strength higher than 1000 V/cm.
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Fig. 5. The energy-distribution functions of charge carriers
f(y) in a two-dimensional configuration for the impurity
concentration of 1011 cm–2 and electric-field strengths F =
(1) 300, (2) 1000, and (3) 2000 V/cm.

Fig. 6. The distribution functions for charge carriers moving
(1'–3') in the direction along the electric field (the step func-
tions) and (1–3) in the direction perpendicular to the field
for the impurity concentration of 1011 cm–2 and the electric-
field strengths of F = (1, 1') 300, (2, 2') 1000, and
(3, 3') 2000 V/cm.

Fig. 7. The energy-distribution functions for charge carriers
in a two-dimensional configuration; the carriers move trans-
versely with total energy E0 – 0 (the solid lines) and "ωo – 0
(the dashed lines) in electric fields with a strength of F =
(1) 300, (2) 1000, and (3) 2000 V/cm. The impurity concen-
tration is 1011 cm–2.
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Thus, we may expect that there is a range of field
strengths such that the condition for the intracenter
population inversion is satisfied.

Figures 3, 4, 6, and 7 demonstrate a pronounced
asymmetry of the distribution function. This function
has a conventional streaming-type form in the direction
along the electric field, whereas, in the direction per-
pendicular to the field, it features characteristic peaks in
the energy region in the vicinity of E0. In the 2D config-
uration, these peaks are more pronounced.

6. CONCLUSION

In this paper, we suggested a method which makes
it possible to derive an analytical solution to the kinetic
equation for hot charge carriers in the presence of reso-
nance scattering under the conditions of the streaming
mode. The method was used to reveal special features
of the distribution function for the 2D and 3D charge-
carrier systems. We calculated the occupancy of reso-
nance states and showed that it may be as high as 6% in
a 2D configuration, which indicates that 2D extrinsic
semiconductor structures may have potential in the
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Fig. 8. Dependences of the resonance-state occupancy on
the electric-field strength (a) for three-dimensional configu-
ration and the impurity concentration equal to (1) 1015 and
(2) 5 × 1015 cm–3 and (b) for two-dimensional configuration
with the impurity concentration equal to (1) 5 × 1010 and
(2) 1011 cm–2.
development of unipolar laser operating at the terahertz
frequencies.
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Abstract—Hot-electron transport in silicon carbide natural superlattices was investigated. Almost all of the
theoretically predicted effects related to the Wannier–Stark localization, such as Bloch oscillations, Stark–
phonon resonances, miniband-state localization, and resonance tunneling between the minibands, were
observed for the first time. In n+–n––n+ structures optimized for the measurements at microwave frequencies,
the formation of the mobile electric domain was observed in the electric-field range corresponding to the Bloch
oscillation conditions; thus, the onset of the microwave oscillations in the 6H-SiC natural superlattice can be
stated with a high degree of confidence. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Silicon carbide is a widely known material for high-
power high-temperature radiation-resistant electronics.
Today, SiC analogues exist for virtually all of the main
Si-based devices. However, it seems that a more prom-
ising approach is related to the design of the devices
utilizing the properties of SiC that are unique among
other semiconductors. It is this problem that is the sub-
ject of the present study. From this point of view, the
existence of SiC polytypes (different modifications of
SiC crystals with enlarged unit cell) is of major interest.
In most polytypes (with the exception of 3C- and
2H-SiC), in addition to the basic period equal to the lat-
tice constant, there is an extra period several times (or
even several factors of ten) greater than the lattice con-
stant. This additional periodicity was called a natural
superlattice (SL). It is of great interest to examine in
which way the existence of the natural SL affects the
electronic properties of the polytypes. It is well known
that, in semiconductors with an SL, the phenomenon of
the field-induced localization, or Wannier–Stark local-
ization (WSL) [1], is the subject of investigation. This
phenomenon can be described as follows. According to
the principles of the quantum mechanics, electrons
heated by an electric field and reaching the top of the
allowed band experience a Bragg reflection, after which
they move in the direction opposite to the field, losing
kinetic energy and approaching the bottom of the band;
then, the process repeats. Consequently, the electron
motion becomes periodic (this is called the Bloch oscil-
lations); thus, the electron spectrum transforms from
quasi-continuous to discrete. With an increasing field,
1063-7826/01/3505- $21.00 © 20573
the discreteness becomes more pronounced, which
means that the degree of electron localization increases.
The major consequence of this new crystal state is the
appearance of the negative differential conductance
(NDC).

Most of the studies of the field-induced localization
were carried out for the so-called artificial SLs, in par-
ticular, for the GaAs–AlAs heterostructure SLs. How-
ever, the experimental data obtained, especially those
related to the studies of the quantum transport, cannot
be considered unambiguous [2, 3].

In this study, we deal with transport phenomena in
strong electric fields, namely, the WSL in natural SLs.
The natural SLs have a number of advantages over arti-
ficial ones. They are free from the interface imperfec-
tions and the fluctuations in the layer thicknesses,
which adversely affect the possibility of obtaining the
WSL effects in artificial SL structures. This is probably
the major reason why many of the WSL effects were
experimentally observed for the first time in only the
natural SLs of SiC polytypes [4].

Such important effects as NDC, electron–phonon
resonance under Wannier–Stark quantization condi-
tions, and resonance tunneling between the adjacent
minibands observed in relation to the field-induced
localization in natural SLs are the subject of this study.
In addition, we report the data demonstrating the influ-
ence of WSL on practically important phenomena such
as impact ionization and avalanche breakdown.

Along with their basic importance, the results of this
study open alluring prospects for a number of possible
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applications of natural SLs of SiC polytypes. Here is a
list of some of them.

(1) Observation of NDC opens the way for the
development of microwave- and THz-range amplifiers
and oscillators.

(2) Electron–phonon resonance can be utilized to
create the THz-range radiation sources.

(3) Resonance tunneling effect represents a basis for
the development of efficient ultrafast high-power
switches.

Two types of structures were investigated. For the
purpose of practical implementation of microwave
oscillations in natural SLs (in addition to bipolar triode
structures, which are best suited for DC measure-
ments), SiC unipolar n+–n––n+ diode and vertical field-
effect triode structures were fabricated. These struc-
tures satisfy the necessary requirements for the obser-
vation of the high-speed processes; unusual features in
their current–voltage characteristics in a strong electric
field will be also considered.

2. A BIPOLAR n+–π–n+ STRUCTURE

The necessity to use three-terminal structures
instead of two-terminal ones resulted from the lack of
epitaxial SiC layers with low impurity concentrations
[4]. In such systems, the current can be controlled with-
out needing to change the electric field. Later, this idea
was used in the studies of artificial SLs as well.

To investigate the electron transport under the WSL
conditions, an unconventional bipolar triode structure

4H

6H

8H

0 1 2 3 4

1

2

3

4

F, 105 V/cm

I, mA

Fig. 1. Current–voltage characteristics of three-terminal
structures based on 4H-, 6H-, and 8H-SiC.
had been designed, which made it possible to satisfy
the following requirements:

(1) the current through the sample is purely elec-
tronic;

(2) the electric field in the sample is uniform;

(3) the current in the sample can be controlled inde-
pendently of the field;

(4) the field in the active region is oriented parallel
to the SL axis for each of the polytypes examined (F || C);
and

(5) the current flows through the sample by the
injection–transit mechanism.

Operation of this structure was described in detail
else where [4]. Here, we consider only a few basic fea-
tures. The structure consists of three regions: the emit-
ter, the base, and the collector. The base region is the
main one. It is composed of the polytype under study
doped with a deep-level acceptor impurity (Sc), which
results in very low free-hole concentration: p ≈
1010 cm–3 at 300 K. Thus, the structure type is n+–π–n+.
It is ensured that the electrons drift through the base of
such a structure from the emitter to the collector under
the conditions of quasi-uniform pulsed electric field. In
this mode, effects in relatively low fields (from 100 to
500 kV/cm), such as Bloch oscillations and saturation
of the drift velocity, were observed. In the other mode,
the strength of the pulsed field in the base was fixed at
a low level (about 50 kV/cm), and a high field of vari-
able strength existed in the collector junction. After
traveling through the base, the electrons enter the
region of the collector field, whose average strength
was varied from 500 to 2500 kV/cm. In this mode, elec-
tron–phonon resonances, localization in the first mini-
band, tunneling between the minibands, and other
effects were observed.

3. EXPERIMENTAL RESULTS OBTAINED
FOR BIPOLAR THREE-TERMINAL 

STRUCTURES
3.1. Bloch Oscillations

Figure 1 displays the I–V curves obtained for three
SiC polytypes (4H, 6H, and 8H). A salient feature of all
three curves is the existence of an NDC region. This
kind of NDC may result from two distinct mechanisms
characterized by considerably different critical fields:
electron reflection from the region with negative effec-
tive mass and reflection from the miniband edge, or
Bloch oscillations. In order to estimate the critical
fields, we have to know the scattering times under the
strong-field conditions; these were derived from the
experimentally determined drift velocities. Comparing
the estimated critical-field values with those experi-
mentally measured (equal to 290, 150, and 110 kV/cm),
we concluded that the data obtained can be more ade-
quately described in the context of the Bloch oscillation
SEMICONDUCTORS      Vol. 35      No. 5      2001
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mechanism. The relationships between the critical
fields for different polytypes (see above) qualitatively
agree with the ratios between the periods of the corre-
sponding natural SLs.

3.2. Stark–Phonon Resonances

With an increase in the electric field, the region of
electron localization eventually becomes smaller than
the electron free path length. Then, the current can flow
only by the tunneling hopping mechanism, and reso-
nance effects may exist. One such effect occurs when
the Stark energy is equal to the phonon energy. It
should be noted that such strong fields can be attained
only in the collector junction. Electrons, after traveling
through the base, enter the collector region, where the
highest field can be varied from 600 to 4100 kV/cm; the
mean field, whose values are laid off along the horizon-
tal axis in Fig. 2, is twice as low. Experimental data for
SiC polytypes 6H and 4H are given in Figs. 2
(curves 1–3) and 3, respectively. For the same phonon
energies, the resonance field values differ significantly
for the two polytypes; this is explained by a difference
of a factor of 1.5 in the corresponding periods of the
natural SL.

3.3. Complete Localization of the Electrons
in the First Miniband

According to the theory [5], complete localization
of the electrons in the first miniband takes place if the
Stark energy exceeds the half-width of the miniband,
and the NDC region appears in a wide range of electric
fields. We observed this effect in the 6H-SiC polytype,
which is illustrated by curve 4 in Fig. 2. We note that
similar effect in the 4H polytype should occur in the
field range beyond the breakdown threshold but cannot
be observed for this reason. In the 8H polytype, and in
several others as well, this effect was not observed due
to the microplasma breakdown that leads to a signifi-
cant reduction of the collector-junction field. The
observation of this effect enabled us to experimentally
determine, for the first time, the width of the first mini-
band in 6H-SiC, which amounted to E1 = 256 meV.

3.4. Tunneling between the Minibands

We now consider curve 5 in Fig. 2. The run of this
curve could be ascribed to the electrical breakdown if
not for the sharp reduction in the current following the
current surge, a feature that is not typical at all of the
breakdown I–V characteristics. The data can be
explained in the following way. The region of a sharp
increase in electron current occurs due to the resonance
tunneling of electrons from the discrete levels in the
first miniband to the second miniband (whose spectrum
is still quasi-continuous). The subsequent current drop
is probably related to the onset of the Bloch oscillations
in the second miniband. In the simplest case, the second
SEMICONDUCTORS      Vol. 35      No. 5      2001
miniband is wider than the first one approximately by a
factor of 4; thus, in the field range considered, the spec-
trum in the second miniband is still quasi-continuous,
and the electron Bloch oscillations mechanism can be
operative. It is known that interminiband resonance
tunneling becomes possible when the Stark energy is
equal to the energy gap E12 between the minibands.

It is reasonable to assume that the maximum (rather
than the average) value of electric field in the space-
charge region should be used to characterize the reso-
nance tunneling. Consequently, the Stark energy corre-
sponding to the tunneling between the minibands
amounts approximately to 303 meV; this is equal to the
sum E1/2 + E12, so that E12 ≈ 175 meV. The sum
E1 + E12 + E2 ≈ 1.46 eV, which agrees well with the
spectral position of the absorption band originating
from the transitions between the first and the second
minibands [6].

3.5. On the Mechanism of Electron
Impact Ionization

Previously, it was established that the electron con-
tribution to the impact ionization is strongly suppressed
for F || C [7]. A number of experiments demonstrated
that this is an entirely orientation-dependent effect
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Fig. 2. Resonances resulting from the Wannier–Stark local-
ization in the 6H-SiC natural SL and related to: (1) hopping
assisted by transverse acoustic phonons, 46 meV; (2) hop-
ping assisted by longitudinal acoustic phonons, 77 meV;
(3) hopping assisted by longitudinal optical phonons,
103 meV; (4) complete localization in the first miniband;
and (5) resonance tunneling between the first and the second
minibands.
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related to the existence of a natural SL. On the other
hand, it was demonstrated that the electron heating
does take place in anomalously high fields, exceeding
the theoretically predicted value of breakdown field by
a factor of 2 [8]. While the issue of the suppression of
electron heating in a narrow band was almost com-
pletely understood, the mechanism leading to electron
heating in the case of a miniband spectrum remained
unclarified. Based on the data presented here, we may
suggest that electrons can tunnel to the upper miniband
(see Fig. 2, curve 5) and become quasi-free, after which
their heating proceeds by the classical mechanism.

4. STUDIES OF THE BLOCH OSCILLATIONS
IN 6H-SiC TWO-TERMINAL n+–n––n+ 

STRUCTURES

The special-purpose structure described in Sections 2
and 3, representing a bipolar transistor with the base of

F, kV/cm

I, mA

0

2

1

500 1000 1500 2000

50

100

150

200

Fig. 3. Stark–phonon resonances in 4H-SiC SLs: (1) longi-
tudinal acoustic phonons, 77 meV and (2) longitudinal opti-
cal phonons, 103 meV.
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Fig. 4. Current–voltage characteristic of the two-terminal
6H-SiC n+–n––n+ structure with a natural SL.
specific design, unfortunately is not suited by its speed
characteristics for use in the microwave range. Thus,
unipolar n+–n––n+ diode structures were engineered;
their development was made possible by the recent
advances in the epitaxial growth of the layers with low
concentration of the donor impurities. The n–-type base
of these structures has the electron concentration Nd –
Na from 2 × 1015 to 5 × 1016 cm–3, and the two heavily-
doped n+ contact layers are characterized by Nd – Na

from 3 × 1018 to 1020 cm–3. The structure was processed
into a mesa with the cross-sectional dimensions of
25−40 µm; the base width was 3–5 µm. The I–V char-
acteristic for such a structure is shown in Fig. 4. It is lin-
ear and exhibits no unusual features up to a certain volt-
age, where a sharp increase in the current is observed,
which is accompanied by the emission of light. The
spectrum of this emission coincides with the spectrum
of emission observed under the breakdown conditions
in p–n junctions. It should be noted that the field
strength estimated for the case of uniform field distribu-
tion does not exceed 150 kV/cm, which is more than an
order of magnitude lower than the smallest reported
values for the breakdown field in 6H-SiC. Probably, the
field strength is increased due to the electric-field
domain formation in the base region. It is known that
such domains can be formed in the crystal under the
NDC conditions. As described above, we did observe
the NDC at the field of 150 kV/cm, which is related to
the Bloch oscillations.

Having adopted the picture of the domain forma-
tion, one needs to specify further if the domain is
mobile or immobile. The I–V curve of Fig. 4 gives an
argument in favor of the former possibility. In the case
of a static domain, the I–V characteristic should contain
a leveled-off region, as depicted in Fig. 4.

5. STUDIES OF THE BLOCH OSCILLATIONS
IN 6H-SiC THREE-TERMINAL n+–n––n+ 

STRUCTURES

Another experiment was carried out to obtain more
convincing evidence of the supposed electric-field
domain formation. For this purpose, we fabricated for
the first time a SiC unipolar three-terminal structure
forming a static-induction transistor (SIT) with a p–n
junction gate; it was fabricated from the n+–n––n+ struc-
ture by a special technology. A layout of such a SIT is
shown in Fig. 5. The conduction channel with geomet-
ric dimensions 40 × 20 × 3 µm, which is similar in
design to the diode-type n+–n––n+ structure considered
above, is located between the two regions of the p–n
junction field. The junction field has a distinct compo-
nent transverse to the direction of the current flowing in
the channel from the source to the drain. For the gate
voltage Vg = 0, the current–voltage characteristic of
such a channel (Fig. 6) is similar to that of the diode
structure (Fig. 4). Application of the voltage to the gate
SEMICONDUCTORS      Vol. 35      No. 5      2001
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has a markedly different effect on the linear and break-
down portions of the I–V curve. In the linearity region,
a change typical of SIT is observed: the current
decreases with the gate field at a rate given by the
transconductance S = 2–4 mA/V, which is in agreement
with the channel parameters. On the other hand, in the
breakdown region, the decrease in the current is charac-
terized by the transconductance S = 40–60 mA/V (see
Fig. 6). In the SIT with geometric parameters similar to
the parameters of silicon SITs, the values of the
transconductance increase nearly 50 times with respect
to those just presented. Such a gigantic and sharp drop
in the current can be explained by the destruction of the
domain under the influence of electric field oriented
perpendicularly to the domain field. Obviously, the
breakdown is suppressed with the domain destruction,
which leads to a sharp reduction in the current. The
results obtained also corroborate the assumption of the
mobile domain formation: due to the design of the SIT

Fig. 5. A layout of the static-induction transistor with the
p−n junction gate.
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Fig. 6. Current–voltage characteristics of a unipolar vertical
three-terminal structure (static-induction transistor) under
the gate voltage Vg = (1) 0, (2) –1, (3) –2, and (4) –3 V.
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(Fig. 5) under study, the considerable effect of the gate
field appears only in the channel region approximately
1 µm from the source; thus, the static domain, which is
localized near the source, would remain unaffected.

Unfortunately, this mode of operation is not suited
for the detailed investigations of microwave oscilla-
tions, since the through current cannot be stabilized and
rapid structure degradation takes place. On the other
hand, we observed a new effect that is probably no less
useful for the applications than the microwave-signal
generation. The observed sharp decrease in the large-
amplitude current can be used to design fast high-
power switching devices. Unfortunately, the structure
degradation again hinders the utilization of this effect
for practical needs in the immediate future. However,
there is a good chance that this difficulty, which is most
probably related to the inhomogeneity of the n−-SiC
layer, will be eliminated. It is common in material sci-
ence that such a problem can be resolved after the stud-
ies aimed at enhancing the material quality. There is
also the possibility that this drawback is specific to the
material grown in a certain technological unit; then,
material fabricated in other units should be tried. Pre-
sumably, the task is not very difficult, taking into
account that the scope of investigations in the area of
SiC technology becomes ever wider.

6. CONCLUSION

In this paper, we report the results indicating that
natural SL in SiC polytypes decisively affects the elec-
tron transport in strong electric fields. This is mani-
fested in a number of effects presenting the first strong
evidence of the existence of Wannier–Stark localization
in crystalline solids. It should be stressed that this was
not yet observed in artificial SLs. Furthermore, the
results obtained open the way for very interesting and
promising developments of SiC devices, which is con-
firmed by the observation of the electric-field domain
formation under the conditions close to the appearance
of NDC caused by Bloch oscillations and the domain
destruction accompanied by a fast current switching.
According to the experimental data, the domain is
mobile; thus, there is good reason to believe that the
microwave oscillations take place in the crystal. Direct
observation of the oscillations will be the subject of the
future studies. The effect of the domain destruction
resulting in a fast current switching also provides the
basis for promising application developments.
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Abstract—a-Si:H films with inclusions of (SiH2)n clusters or Si nanocrystals have been grown by magnetron-
assisted SiH4 decomposition (dc-MASD). The films were characterized by the microstructural parameter R =
0.7–1.0. Ultrasoft X-ray emission spectroscopy was applied to establish the effect of these inclusions on the
increasing ordering of Si network. It is shown that, irrespective of the nature of the inclusions, their effect is
strongest for films of intrinsic material deposited at high temperatures (up to 400°C). © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

It has been reported [1, 2] that dc magnetron-
assisted silane decomposition (dc-MASD) yields films
of amorphous hydrogenated silicon (a-Si:H) containing
ordered inclusions of varied nature—(SiH2)n clusters
(dihydride chains) or Si nanocrystals. When ordered
inclusions are formed, one would expect a change in
the structure of the amorphous matrix of the films,
compared with the “standard” a-Si:H and, in particular,
in the degree of ordering of the network constituted by
silicon atoms. Nevertheless, though being important for
the understanding of the reasons for modification of
electronic parameters of inhomogeneous amorphous
films, a focus of recent attention, the question as to
whether these changes do occur has not been consid-
ered previously. This study is a step in the direction of
obtaining an answer to this question.

2. EXPERIMENTAL PROCEDURE

The technological parameters of the processes
employed to deposit a-Si:H films containing dihydride
chains (SiH2)n or nanocrystalline Si inclusions have
been reported elsewhere [1, 2].

As an object of study, films containing (SiH2)n chains
obtained at a deposition temperature Ts varied between
50 and 400°C were examined. The hydrogen content of
these films (CH) ranged from 30 to 8 at. %, respectively.
The microstructure parameter R, determined in the con-
ventional way [1], did not vary significantly with Ts,
averaging R ≅  0.7. This means that a considerable part
of hydrogen was present in the amorphous matrix in the
form of monohydride complexes SiH. With growing
1063-7826/01/3505- $21.00 © 20579
CH, the optical gap Eg increased from 1.7 to 2.1 eV;
however, judging from the activation energies ∆E of
electrical conductivity, the Fermi level was always
close to Eg/2. For example, at Ts = 300°C, the activation
energy was 0.85 eV, which corresponds to an “intrin-
sic” material.

Films with nanocrystalline Si inclusions were
deposited at a constant temperature Ts = 390°C. The CH

values for these films were 3–4 at. %, and the R values
were close to unity; i.e., practically the entire amount of
hydrogen was incorporated in SiH2 complexes. The
films had an energy gap Eg = 1.85 eV, but the activation
energies of electrical conductivity ∆E were not the
same: both “intrinsic” and “pseudodoped” materials
were obtained (∆E = 0.96 and 0.6–0.7 eV, respectively).
This is probably associated with changes in the pres-
sure of the silane–argon mixture (2.5–3.5 mTorr) at Ts =
const. It is noteworthy that here ∆E is the activation
energy of electrical conductivity at elevated tempera-
tures, when the charge transport is governed by the
amorphous phase.

The obtained films were studied by ultrasoft X-ray
emission spectroscopy. L2,3 spectra of Si furnish infor-
mation about the partial densities of all filled s states in
Si, i.e., states lying below the Fermi level, and are
highly “sensitive” to changes in the ordering of the Si
network [3]. First, the shape of the L2,3 spectra related
to valence band states changes depending on the degree
of network ordering. Second, data on valence band
“tails,” whose intensity also depends on the degree of
network ordering, can be directly obtained from the L2,3
spectra. L2,3 spectra of Si were measured using an
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Si-L 2,3 spectrum of a “conventional” “intrinsic”
a-Si:H film deposited at Ts = 350°C.

Fig. 2. Raman frequency of transverse optical (TO)
phonons, ωTO, in conventional a-Si:H vs film deposition
temperature Ts.

Fig. 3. Si-L2,3 spectra of a-Si:H films with (SiH2)n inclu-
sions, deposited at Ts: (a) 50, (b) 150, (c) 320, and
(d) 400°C.
RSM-500 spectrometer at an electron energy of 3 keV,
corresponding to analysis depth of 50 nm.

Together with performing electrical conductivity
(dark conductivity σd) measurements, for some films
we measured the temperature dependence of photocon-
ductivity (σph) at an incident photon energy ε = 2 eV
and a carrier generation rate G = 1019 cm–3 s–1.

3. RESULTS AND DISCUSSION
We studied a-Si:H films that contained ordered

inclusions of a varied nature and which were deposited
both at Ts = var and at Ts = const. Therefore, we first
dwell upon the results concerning changes in the degree
of network ordering for “conventional” (inclusion-free)
a-Si:H films. This, in our opinion, will allow a more
substantiated judgment about the influence of inclu-
sions.

The ultrasoft X-ray emission spectra taken from
a-Si:H films deposited at low Ts show a broad main
peak at EV – E = 7–9 eV (EV is the valence band edge)
[3], whereas in the spectra of films deposited at ele-
vated temperatures this peak exhibits a fine structure
(Fig. 1). We believe that this occurs because of a certain
ordering of the Si network through its thermal relax-
ation. Raman spectra support this conclusion.

Indeed, as seen in Fig. 2, the Raman frequency of
the TO phonon band (ωTO) grows with an increasing Ts.
It is known [4] that

where ω0 is the frequency of the TO phonon band in the
absence of internal strain in the film, ∆ωTO is the half-
width of the TO band, and c is a constant. Therefore, an
increase in ωTO means that ∆ωTO decreases with
increasing Ts. The ∆ωTO value is a measure of Si–Si
bond angle variance: its decrease indicates structural
ordering on the short-range order level. However, in all
probability, this also leads to a higher degree of net-
work ordering on the medium-range order level, mean-
ing a lower variance of dihedral angles or a higher order
in the arrangement of Si tetrahedra [5].

In [5], the peak intensity of the TA phonon band,
normalized to the peak intensity of the TO phonon band
(ITA/ITO), was used as a parameter characterizing the
medium-range order, with a decrease in this parameter
indicating Si network ordering on the medium-range
order level. It should be noted that at Ts = const, the
∆ωTO and ITA/ITO values fall simultaneously, depending
on the shift of the Fermi level with respect to the con-
duction band edge, reaching their minimum values for
the intrinsic material [5].

Let us now consider ultrasoft X-ray emission spec-
tra taken for a-Si:H films containing (SiH2)n chains
(Fig. 3). As mentioned in the preceding section, all

ωTO ω0 c ∆ωTO( )2,–=
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these films are nearly “intrinsic.” Therefore, any rela-
tionship between the obtained results and the Fermi
level position is ruled out and only their relationship
with the decreasing Ts remains. An analysis of these
spectra demonstrated that the spectrum related to
valence band states is strongly smoothed at a low dep-
osition temperature Ts = 50°C, and a weakly pro-
nounced structure in the form of 2 peaks appears near
the main peak at Ts = 150°C. At Ts = 320°C, the height
of the peak closest to the valence band bottom
decreases, becoming approximately equal to that in Si
crystal [3]. This indicates that a significant network
ordering occurs with an increasing Ts. At Ts = 400°C,
this effect is preserved but the intensity of the spectrum
in the upper part of the valence band (EV – E ≤ 4 eV)
decreases, also indicating an ordering of the silicon
atom network.

However, comparing these results with those
obtained in studying conventional a-Si:H deposited at
the same temperatures shows their significant differ-
ence (see, e.g., the spectrum in Fig. 1 and spectrum c in
Fig. 3). Therefore, it may be concluded that the pres-
ence of (SiH2)n chains makes the Si network more
ordered, with this effect appearing at Ts = 150°C and
becoming increasingly pronounced with growing Ts. It
is noteworthy that the growing Ts also leads to a lower
density of states in the valence band tails. Nevertheless,
these films are somewhat inferior in photoconductivity
to a-Si:H films of device quality [1].

Let us consider ultrasoft X-ray emission spectra
taken for three films deposited at Ts = 390°C and con-
taining nanocrystalline Si inclusions (dRaman . 5 nm,
Xc . 20%): spectra a, b, and c for film 1, 2, and 3
(Fig. 4). These films differ from one another: films 1
and 2 are pseudodoped films and film 3 is intrinsic. The
temperature dependences of σd in Fig. 5 are similar to
those reported in [2]. Despite the high temperature of
Ts, the ultrasoft X-ray emission spectra of films 1 and 2
broaden substantially (Fig. 4), resembling spectrum a
in Fig. 3 for a film that contains (SiH2)n clusters and is
deposited at Ts = 50°C. For film 3, the ultrasoft X-ray
emission spectrum, by contrast, has a pronounced
structure resembling spectrum d in Fig. 3. Therefore, it
may be assumed that the pattern of change in Si net-
work ordering with the position of the Fermi level in
the conventional a-Si:H at Ts = const [5] is also valid for
films containing Si nanoinclusions. Then, the forma-
tion of nanoinclusions leads to even stronger ordering
of the network in the intrinsic film, exerting no signifi-
cant influence on the strongly disordered networks of
pseudodoped layers. It is noteworthy that this situation
is similar to that observed for films containing (SiH2)n

nanoinclusions. Indeed, these inclusions have no effect
on the strongly disordered network of a film deposited
at Ts = 50°C (Fig. 3, spectrum a).
SEMICONDUCTORS      Vol. 35      No. 5      2001
The ratio (σph/σd)300 K is 103, 10, and 102 for films 1,
2, and 3, respectively (Fig. 5). According to [2], this
parameter decreases with an increasing contribution to
the conductivity from the crystalline phase, depending
on how current paths are formed at equal Xc, which in
turn depends on the distribution of Si nanoinclusions in

I, arb. units
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Fig. 4. Si-L2,3 spectra of a-Si:H films with nanocrystalline
Si inclusions, deposited at Ts = 390°C: (a, b) pseudodoped
films 1 and 2, respectively; (c) intrinsic film 3.

Fig. 5. Temperature dependences of (1–3) dark conductivity
σd and (4–6) photoconductivity σph of a-Si:H films with
nanocrystalline Si inclusions: (1, 4) film 1, (2, 5) film 2, and
(3, 6) film 3.
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the films. However, no methods for controlling this dis-
tribution have been proposed.

4. CONCLUSION

In this study, the effect of ordered inclusions of var-
ied nature in a-Si:H films—(SiH2)n clusters and Si
nanocrystals—on the increasing ordering of the Si net-
work has been established for the first time. The inves-
tigations were done by means of ultrasoft X-ray spec-
troscopy. The obtained experimental results were ana-
lyzed with account taken of the effects of thermal
relaxation (at Ts = var) and pseudodoping (at Ts = const)
on the network ordering. It is shown that, irrespective
of the nature of the inclusions, their influence is the
strongest for intrinsic films deposited at the highest
temperatures.
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Abstract—A new effect of the excitation of luminescence in porous silicon during adsorption of ozone from
the gaseous phase was investigated. The signals of ozone-induced luminescence and photoluminescence decay
with time of ozone exposure in a strictly correlated way; simultaneously, an oxide-phase growth is observed in
porous silicon. A linear relationship was found between the luminescence intensity and the amount of oxide
phase formed in the presence of ozone. Correlated shifts in the spectra of ozone-induced luminescence and pho-
toluminescence are observed if the porosity of silicon varies. A mechanism for this effect is proposed. Accord-
ing to this mechanism, in the case of the dissociative adsorption of ozone, the exothermic reaction of oxidation
of backbonds of a silicon atom takes place on the surface of nanocrystallites. Energy released is spent for the
excitation of electron spectrum of silicon crystallites. The radiative relaxation in the case of ozone excitation
proceeds similarly to that of the photon excitation of luminescence in porous silicon. © 2001 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

The investigation of optical luminescence in porous
silicon (por-Si) began with using photon excitation, i.e.,
photoluminescence (PL) [1], in which case nonequilib-
rium electron–hole pairs or excitons are generated
when photons are absorbed in por-Si nanodimensional
fragments. Thereafter, two varieties of the injection
method for supplying excess charge carriers of oppo-
site signs in silicon nanocrystallites were invoked from
solid [2] and electrolytic [3] contacts to porous silicon.
The above ways of generating an excited state in crys-
tallites are basically similar, because they lead to a non-
equilibrium population of the electron-state spectrum
by charge carriers.

In our study [4], we pioneered in discovering an
unconventional method of excitation of por-Si lumines-
cence using the adsorption of ozone from the gaseous
phase. It is noteworthy that, in our previous paper [5],
we reported the excitation of por-Si luminescence
using a corona discharge in air; however, this was inter-
preted at that time as the manifestation of the injection
mechanism of excitation. At the first stage of studying
the new effect, the following essential features of the
process remained unclarified: (1) the possible role of
the classical chemiluminescence mechanism proceed-
ing in the case of excitation and radiative relaxation of
atomic-scale local centers, and (2) an excitation-energy
source of the ozone-induced radiation. The results of
this study deal with these problems confirming the
quantum-size model [1] of optical luminescence in por-
Si, which prevails in relevant publications. The data
obtained are indicative of the collective character of the
luminescence process in por-Si nanocrystallites under
1063-7826/01/3505- $21.00 © 20583
ozone excitation; therefore, it should be more justified
to call the investigated effect adsorboluminescence.

EXPERIMENTAL

Our samples were prepared on polished crystalline
p-Si substrates [1 Ω cm, (100) face] and n-Si [0.3 Ω cm,
(111) face]. The substrates were anodized in a mixture
of HF : H2O : C2H5OH = 1 : 1 : 2 in the galvanostatic
mode and under illumination with a halogen lamp. The
substrates were etched for several minutes with a cur-
rent density of 25 and 100 mA/cm2 for p-Si and n-Si,
respectively. Immediately after forming, the por-Si
samples were transferred into a vacuum chamber, in
which the photo-induced and ozone-induced lumines-
cence was measured. The elimination of rinsing and the
use of high-rate vacuum drying minimized the oxida-
tion of the por-Si layer. The thickness of the layers was
~10 µm for a porosity higher than 70%.

The PL spectra were measured at a pressure of ~1 Pa
and the excitation in a narrow photon-energy range
near hν ≈ 4 eV with a power of ~1 mW/cm2. We used
the automated grating spectrometer in the photon
counting mode; the spectra were corrected for spec-
trometer sensitivity.

The adsorboluminescence spectra of por-Si were
detected in the flux of the ozone–oxygen mixture at a
pressure of ~100 Pa. Ozone was generated in flowing
gas reactors of two types in an atmosphere of pure oxy-
gen (99.9%). In the first reactor, ozone was produced
by ultraviolet radiation from a deuterium lamp. The
efficiency of ozone generation amounted to several per-
cent. In the other setup, a high-frequency discharge
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Normalized spectra of adsorboluminescence (solid
lines) and photoluminescence (dashed lines) for por-Si sam-
ples on p-Si with various porosities: (a) original porosity
(~70%); and (b) enhanced porosity as a result of additional
etching (~80%).

Fig. 2. Correlation between peak energies in the spectra of
adsorboluminescence (AL) and photoluminescence (PL) for
por-Si samples with a porosity in the range of 70–85%.

Fig. 3. Kinetics of the luminescence response in a por-Si
layer on n-Si for continuous exposure to ozone and the mod-
ulated photoexcitation. The depth of modulation is 100%;
the integral detection of the response is in the wavelength
range of 600–850 nm.
with inductive coupling was used. This type of reactor
made it possible to also obtain atomic fluxes of other
gases (hydrogen and nitrogen).

We studied the correlation between the intensities of
PL and adsorboluminescence signals using our installa-
tion for measuring the PL-excitation spectra described
in detail elsewhere [6]. A luminescence signal was
detected in the wavelength range of 600–850 nm. In
this case, the flow of ozonized dry air was at atmo-
spheric pressure.

Relative variations in the concentrations of hydride
and oxide complexes of silicon in por-Si layers were
observed by the infrared (IR) transmission of samples
using a Specord M-80 two-beam spectrophotometer
and a substrate without the por-Si layer placed in the
channel of comparison. In this study, the experimental
data were obtained at room temperature.

RESULTS

The intensity of adsorboluminescence signal
depends directly on the ozone-molecule concentration.
At a high concentration, the signal varies burstlike with
exposition time; the kinetics of decay of intensity is
close to exponential for a low concentration of ozone.
Furthermore, the adsorboluminescence signal is con-
trolled by the original state of the por-Si layer: it is
lower for an oxidized surface. Therefore, the correct
measurement of the adsorboluminescence spectrum is
possible for an as-prepared sample (in our case, the IR-
measurement data show no oxide phase) at low ozone
pressure. In Fig. 1, we display the normalized spectra of
adsorboluminescence and PL of different-porosity por-
Si layers on p-Si. Case b corresponds to a higher poros-
ity of the sample than case a; this porosity was attained
by additional photoetching of the original sample in
forming the electrolyte with a floating potential across
the substrate. It can be seen that the luminescence
bands virtually coincide for less porous layers; for
highly porous layers, the PL spectrum is shifted to
shorter wavelengths and is broadened compared to the
adsorboluminescence band. In Fig. 2, the tendency for
positions of the peaks to diverge with increasing poros-
ity is shown in more detail. It is important to stress that
the shift of the PL band to shorter wavelengths with an
increase in the layer porosity is accompanied by a
steady shift of the adsorboluminescence spectrum in
the same direction, which suggests a close relation
between both processes.

In addition to the spectral correlation, the quantita-
tive relationship between the adsorboluminescence and
PL intensities is observed when the efficiency of emis-
sion from the same por-Si sample varies. The indicated
relation was obtained for the simultaneous excitation of
por-Si luminescence by photons and ozone molecules,
with the ozone action leading to a steady degradation of
luminescence properties, as was noted above. The
100% modulation of the exciting photos flux enables us
SEMICONDUCTORS      Vol. 35      No. 5      2001
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to single out the luminescence responses from both
actions in one run of the same experiment. In Fig. 3, the
time dependence of the luminescence response from a
porous layer on n-Si in the case of combined excitation
is shown. The relationship between both components of
the luminescence signal is shown in Fig. 4. It can be
seen that the correlation of the photoluminescence and
adsorboluminescence intensities is quasi-linear and it is
valid when the components vary almost by an order of
magnitude.

An adsorboluminescence-signal decay observed in
the case of ozone adsorption is indicative of the accu-
mulation of irreversible changes in the por-Si layer. The
character of these changes is associated with the pro-
cess of oxidation of the layer. The qualitative observa-
tions of the adsorboluminescence-signal kinetics in the
ozone atmosphere with an addition of HF gives a direct
confirmation: the decay rate reduces abruptly in the
presence of an oxide etchant. Moreover, there is a qual-
itative relationship between the illumination flux and
the amount of the oxide phase formed in the presence
of ozone. The ratio between these quantities was deter-
mined by measuring the adsorboluminescence kinetics
interrupted periodically for detecting the IR absorption
in the range of 1000–1200 cm–1. The absorption of por-
Si in this band is governed by the concentration of the
Si–O–Si bonds [7]. In the case of oxidation in ozone,
the band peak is at ~1070 cm–1, and its height can serve
as a measure of the oxide-phase amount. The adsor-
boluminescence flux emitted for the time of ozone
action is found by integrating the adsorboluminescence
signal intensity with respect to time. The results of
measurements carried out for the por-Si layers on n-Si
and p-Si are shown in Fig. 5. We may conclude that the
results correspond satisfactorily to the linear depen-
dence between the indicated quantities. In other words,
the number of photons emitted in the presence of ozone
is proportional to the number of Si–O–Si bonds formed
in the por-Si layer.

On the other hand, the data in Fig. 4 indicate that the
PL intensity decreases as irreversible modifications
accumulate in por-Si as a result of the adsorption of
ozone; i.e., the PL quantum efficiency reduces when the
oxide phase is formed. The form of this dependence can
be established in much the same way it was done in the
previous case; however, here we control only the inten-
sity of the PL component of the total luminescence sig-
nal. For convenience in the following discussion, the
data obtained are shown in Fig. 6 in intensity–inverse-
absorption coordinates for both types of substrates.
Thus, the PL efficiency of por-Si decreases with an
increase in the number of siloxane bridges generated by
ozone according to the hyperbolic law. We note that a
similar relation is valid for the adsorboluminescence
intensity by virtue of its proportionality to the PL signal
(Fig. 4). This conclusion does not contradict the data in
Fig. 5, as is shown below.
SEMICONDUCTORS      Vol. 35      No. 5      2001
DISCUSSION

The mechanism of luminescence in porous silicon
with the ozone-molecule adsorption is explained by
addressing two key questions.

(1) What reaction supplies the energy necessary for
emitting the photons of the optical spectrum? It is evi-
dent that the nature of adsorbents and adsorbates point
to the process of silicon oxidation. From Fig. 1, it fol-
lows that the exothermic reaction energy yield must be
comparable to a photon’s highest energy of ~2.0 eV
observed in the adsorboluminescence spectrum. The
data on the energy of the Si–Si bonds (1.8 eV) and the
Si–O bonds (3.8 eV) (taken from [8]) testify that the
indicated condition is met. From this point of view, the
process of oxidation of the end Si–Hn groups passivat-
ing the por-Si surface in the as-prepared sample
(a binding energy of 3.1 eV) is less probable. In fact,
our observations of the IR absorption in por-Si layers
show, in the case of ozone adsorption, that an increase
in the siloxane-bridge concentration is accompanied by
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Fig. 4. Correlation between the integrated intensities of
adsorboluminescence and photoluminescence in the case of
combined excitation of por-Si (from data in Fig. 3).

Fig. 5. Dependence of the light flux emitted in the case of
adsorboluminescence of por-Si on the amplitude of IR
absorption in the band corresponding to the Si–O–Si bonds
formed by the ozone action: (1) p-Si and (2) n-Si.
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the appearance of increasing absorption by the
O3−Si−H (2250 cm–1) and O2–Si–H (2190 cm–1) com-
plexes with a simultaneous decrease in the absorption
in the Si–Hn band (2087, 2114, and 2140 cm–1). This
means that ozone virtually does not break the hydride
bonds (for the exposure doses studied by us) but
induces the oxidation of backbonds in Si surface atoms
with a nanocrystallite volume in the por-Si matrix [9].
The activation energy for oxidizing the por-Si back-
bonds is high and amounts to 1.2 eV [10], which is less
than the enthalpy of ozone-molecule formation equal to
1.5 eV. If we compare these values, the special role of
ozone in the adsorboluminescence effect becomes
clear. At the first stage, ozone is adsorbed on a por-Si
surface with the following dissociation of a metastable
molecule and formation of an oxygen atom in the
excited state: O3ads  O2 + O*. From a dissociated
ozone molecule, atomic oxygen acquires an energy of
~1.5 eV, sufficient for overcoming the activation barrier
of 1.2 eV in the reaction of backbond oxidation. At the
second stage, an oxygen atom closes the dangling
Si−Si bond, thus forming the siloxane bridge Si–O–Si
with an energy gain of ~2 eV. With a certain probability,
the energy released can be spent for excitation of lumi-
nescence in the por-Si layer.

(2) Does the event of luminescence-photon radia-
tion occur at the local (atomic) level or on a collective
scale (i.e., realized via an intermediate stage of excita-
tion of the electron system of an atomic ensemble)? In
other words, we have an alternative: intracenter lumi-
nescence or radiative band-to-band recombination in
the excited electron system of silicon crystalline nanof-
ragments in por-Si.

For intracenter luminescence, a radiation spectrum
with a small half-width is characteristic: for example,
in the PL of unbounding silicon–oxygen centers
O3≡Si–  in amorphous SiO2(NBOHC), this value is
smaller than 0.2 eV. On the contrary, our data show a
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Fig. 6. Dependence of the photoluminescence intensity in
por-Si on the inverse magnitude of the IR absorption in the
band of the Si–O–Si bonds formed by the ozone action:
(1) p-Si and (2) n-Si.
considerable width of the adsorboluminescence spec-
trum comparable to the corresponding width of the PL-
spectrum band.

Even more indicative is the correlation between the
adsorboluminescence and PL peaks when the por-Si
porosity is varied (Fig. 2). This fact has a convincing
explanation in the quantum-confinement model of vis-
ible-region luminescence in por-Si [1] under the
assumption that the oxidation-reaction energy for the
Si-crystallite surface in ozone excites the radiative tran-
sitions in these crystallites. A long-wavelength shift of
the adsorboluminescence band with respect to the PL
band can be assigned to the thickness nonuniformity of
the investigated por-Si layers. The por-Si layers are
characterized by a certain gradient of porosity, because
the upper part of the layer is etched stronger in forming,
especially the in the photoinduced one. Nanocrystal-
lites with a larger characteristic size than those lying
near the surface are located closer to the inner bound-
ary. In our case, the PL was excited by ultraviolet-radi-
ation photons, and the PL response was formed by the
outer area of the por-Si layer. It is evident that the
degree of deviation of the PL spectrum from the adsor-
boluminescence spectrum is higher the greater the
porosity gradient is in the object under investigation.

In the quantum-confinement concept of optical
luminescence in por-Si, the problem of the competing
nonradiative process of recombination is of great sig-
nificance owing to its masking role. On the basis of the
published results of investigating por-Si by the method
of electron spin resonance, the most probable defects
generated during the oxidation of a por-Si layer are the
so-called Pb centers [11, 12]. A Pb center represents a
dangling bond of a surface silicon atom at the Si–SiO2
boundary. It is known that this defect can exhibit the
electrical activity as the center of capture and (or)
recombination for charge carriers. We may assume that,
under the conditions of forced oxidation of the Si-
nanocrystallite surface by ozone, the Pb-centers are
formed more efficiently than under the thermal oxida-
tion of silicon or aging in air. As a result, the efficiency
of nonradiative recombination of charge carriers
increases abruptly, while the luminescence efficiency
of the ozone-treated por-Si layer decreases (Fig. 3).
However, this fact refers both to the PL response and to
the adsorboluminescence signal by virtue of the strict
correlation found between them (Fig. 4). Thus, the final
phase of this effect of adsorboluminescence in por-Si
under the action of ozone proceeds by a mechanism
identical to that of the PL.

In conclusion, we discuss the found photon flux
emitted in the adsorboluminescence and the PL inten-
sity in relation to the amount of oxide phase produced
by ozone in por-Si (Figs. 5, 6). On the one hand, the
quantum efficiency of adsorboluminescence, i.e., the
number of emitted photons in the case of forming a sin-
gle siloxane bridge, is independent of the degree of oxi-
dation of the por-Si layer. On the other hand, the PL
SEMICONDUCTORS      Vol. 35      No. 5      2001
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intensity (and, consequently, the adsorboluminescence
intensity, due to the linear relation between them, see
Fig. 4) is inversely proportional to the degree of oxida-
tion. Is there a contradiction between these observa-
tions? A simple calculation shows that this situation is
possible if the oxide phase grows with time t as t1/2,
which is characteristic of the diffusion-limited pro-
cesses. We take into account that, for Si crystallites of
nanometer size, the surface-to-volume ratio is rather
large. If only one nonradiative defect (of the Pb-center
type) is formed on the cluster surface, the probability of
the radiative relaxation in it becomes negligible. We
may assume that, in the case of adsorption, the ozone
molecules diffuse deep into the por-Si layer and react
consecutively with the defect-free crystallites and a sin-
gle photon is generated in every formation of a siloxane
bridge. The number of degraded crystallites increases
as the diffusion front propagates, which leads to a
reduction in the PL and adsorboluminescence intensi-
ties.

CONCLUSION
We studied systematically new effect in porous sili-

con; this effect consists in the excitation of lumines-
cence under the adsorption of ozone molecules from
the gaseous phase. We studied the spectral, kinetic, and
infrared spectroscopic characteristics of the process. It
was established that the source of excitation for the vis-
ible radiation in por-Si is the exothermic reaction of
oxidation accompanying the dissociation of ozone
admolecules. On the basis of the obtained correlations
between the photoluminescence and adsorbolumines-
cence characteristics of por-Si layers, a conclusion was
SEMICONDUCTORS      Vol. 35      No. 5      2001
made about the unified mechanism of radiative relax-
ation of excited state in a system of nanometer silicon
crystallites.
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Abstract—The drift mobility of carriers in porous silicon has been studied in a wide temperature range
(190−360 K) at electric field strengths of 2 × 103–3 × 104 V/cm. An exponential temperature dependence of the
hole drift mobility with an activation energy of d ~ 0.14 eV was established. The density of localized states con-
trolling the transport is evaluated. © 2001 MAIK “Nauka/Interperiodica”.
The optical and photoelectric properties of porous
silicon have been extensively studied in view of the
prospects for practical use of this material. Much less
attention has been given to the carrier transport, despite
the fact that the information about the electron and hole
mobilities and the energy spectrum of localized states
is important for the understanding of various properties
of porous Si and, in particular, the mechanism of elec-
troluminescence [1–5].

In this study, we analyzed the drift mobility of car-
riers in porous Si in a wide range of temperatures (T =
190–360 K) and electric field strengths (F = 2 × 103–
3 × 104 V/cm).

The drift mobility was studied by the time-of-flight
technique [6]. The excess concentration of carriers in a
sample was created by a pulse of light with a wave-
length of 0.337 µm and duration of ~8 ns generated by
an LGI-21 nitrogen laser. A voltage pulse of duration
~1 ms was applied to the sample with a delay of
~100 µs between the instants of application of voltage
and light. The measurements were done in the strong
injection regime, when the influence of the electric field
of the drifting carrier packet could not be neglected.
The time constant of the input circuit of the amplifier
was much shorter than the transit time.

Porous silicon layers of thickness L ≈ 10 µm were
grown electrochemically on a polished surface of
p-type silicon with resistivity of 2–7 Ω cm. The sam-
ples studied had a “sandwich” structure. Crystalline sil-
icon served as one electrode, and a semitransparent alu-
minum film vacuum-deposited onto porous Si served as
the other. The sample resistance was 109–1010 Ω , with
top electrode area of (3–7) × 10–2 cm2.

Figure 1 presents oscillograms of photocurrent
pulses observed in hole drift. The drift of electrons
could not be observed because of the small signal
amplitude.

As can be seen from Fig. 1, the shape of the obtained
oscillograms of the transient current I(t) is typical of a
space-charge-limited current (SCLC) [7]. The depen-
1063-7826/01/3505- $21.00 © 20588
dences I(t) are characterized by the initial (I0) and peak
(Im) currents. The time tm corresponding to the current
peak was inversely proportional to the voltage applied
to the sample. The I0 and Im values increased with volt-
age by a nearly quadratic law I ∝  U2. The signal ampli-
tude was independent of the injecting light intensity.

The hole drift mobility µh was determined in two
ways. In the first case, the drift mobility was calculated
using the formula

(1)

where tT is carrier transit time under conditions of weak
injection related to tm by tm = 0.8tT [7]. The drift mobility of
holes obtained by this method was ~6.5 × 10–3 cm2/(V s) at
T = 290 K and F = 104 V/cm.

In the second case, the mobility was determined
using the expression for the density of the initial photo-
current under SCLC conditions [7]:

(2)

where ε is the dielectric constant. Previously, a value of
ε = 4.8 was obtained for PS in [3]. With this value, formula
(2) yielded a hole mobility µh = 7.4 × 10–3 cm2/(V s),
which practically coincides with the µh value calculated
from the transit time by means of formula (1).

These µh values were close to those obtained in [4]
on porous Si samples fabricated by the anodization
method in a regime not strongly different from that
used in the present work.

The investigations demonstrated that the µh value is
independent of the electric field strength in the range
103–104 V/cm.

We also studied the temperature dependence of the
drift mobility in the interval T = 190–360 K. The mea-
surements were done in a vacuum chamber with resid-
ual pressure of ~10–2 Torr. Under the conditions of a
vacuum, the room-temperature drift mobility decreased
3- to 4-fold. On performing several cycles of sample

µh L2/tTU ,=

j0 A/cm2[ ] I0/S µhεU2/ 2.25 1013L3×( ),= =
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heating–cooling, the hole mobility increased, tending
to a constant value µh = 10–1 cm2/(V s). It was found
that this stable value is thermally activated

(3)

where Ea ≅  0.14 eV (Fig. 2). The crosses in Fig. 2 rep-
resent µh values obtained at the reverse temperature
run.

It should be noted that the mobility determined in
porous Si is low, which is characteristic of substances
with disordered structure and carrier transport com-
monly controlled by trapping into localized states.
Mention of the analogy between the electrical proper-
ties of these materials was made in [8]. These facts sug-
gest a similarity between the mechanisms of carrier
transport in porous Si and substances with disordered
structure. Thus, the activation energy of drift mobility
in porous Si can be related to the energy position of
traps controlling the carrier transport.

The assumption we made is confirmed by an esti-
mate of the preexponential factor (A ≈ 50 cm2/(V s))
obtained from formula (3) using the experimentally
established values of mobility and its activation energy.
It is known [9] that such a value of the preexponential
factor indicates a carrier transport controlled by trap-
ping into localized states. In this case, with a discrete
level of localized states present, the mobility is
described by

(4)

where µ0 is the carrier mobility in extended states and
Nc and Nt are the effective density of states in the
allowed band and density of localized states, respec-
tively.

Recently, a temperature-independent electron
mobility µ ≈ 2–4 cm2/(V s) has been found [4]. This
fact suggests that the carrier mobility at the allowed
band edge in porous silicon is µ0 ≈ 1 cm2/(V s). If this
µ0 value is used in formula (4) and Nc = 1019 cm–3 is
taken, then the concentration of localized states can be
estimated at Nt = 2 × 1017 cm–3.

It follows from the obtained data that multiple
cycles of heating–cooling in a vacuum markedly affect
the drift mobility of carriers and its activation energy.
These changes can be attributed to a strong interaction
of atmospheric oxygen with the surface of porous sili-
con. This assumption is confirmed, e.g., by the results
obtained in [10, 11].

Thus, the following results were obtained in study-
ing the drift mobility in porous Si:

(i) the drift mobility of holes µ0 = (6.5–7.4) ×
10−3 cm2/(V s) at T = 290 K and F = 104 V/cm;

µ A
Ea

kT
------– 

  ,exp=

µ µ0

Nc

Nt

------
Ea

kT
------– 

  ,exp=
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(ii) µ0 is practically independent of the electric field
in the range F = 2 × 103–3 × 104 V/cm;

(iii) the drift mobility shows an exponential temper-
ature dependence with activation energy of ~0.14 eV;

(iv) multiple sample heating–cooling cycles
strongly affect the drift mobility and its activation
energy;

(v) the mechanism of drift mobility can be under-
stood in terms of the model of carrier transport con-
trolled by carrier trapping into localized states;

(vi) the density of localized states controlling the
mobility was evaluated.
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Fig. 1. Oscillograms of transient photocurrent I(t) corre-
sponding to drift of holes in a 10-µm-thick porous Si layer.
Voltage U: (1) 3 and (2) 6 V. Scale: abscissa, 20 µs/div; ordi-
nate, 0.4 µA/div.

Fig. 2. Arrhenius plot of the drift mobility of holes at L =
10 µm and F = 5 × 103 V/cm. The crosses correspond to the
reverse run of the temperature.
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Abstract—The effect of irradiation with carbon ions on the nanocluster structure of diamond-like carbon films
was studied. It is shown that the electronic properties (optical absorption and electrical conductivity at low tem-
peratures) of the films depend heavily on the ion dose, which is a consequence of the quantum confinement
effect. Variations in the optical band gap and in the activation energy for hopping conductivity are indicative of
an increase in the size of π clusters whose concentration remains unchanged in the entire range of ion doses of
3 × 1014–1.2 × 1017 cm–2. The process of defect production in the clusters is shifted to higher ion doses com-
pared to that in structurally homogeneous materials. The optical absorption in the π clusters, their concentration
in the samples, the tunneling parameters for initial and completely “graphitized” films, and the width of the bar-
rier layer between the clusters were estimated; the width of the band of defect states was determined. It is shown
that the known dependence of the optical band gap of the π clusters on their size should be modified for large
clusters (Eg ≤ 1 eV). © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

It is known that the films of amorphous carbon a-C
and hydrogenated amorphous carbon a-C:H have an
inhomogeneous structure, which is formed by carbon
atoms with different coordinations. The relative content
of 3- and 4-coordinated carbon atoms and partially
2-coordinated carbon atoms depends significantly on
the methods and conditions of the film deposition and
eventually controls the entire set of physical properties
of these materials. Carbon films with a significant con-
tent of the diamond-like phase have properties close to
those of diamond and are referred to as diamond-like
carbon films. Their extreme hardness, chemical inert-
ness, and transparence in the infrared region of the spec-
trum are qualities that underlie a wide range of practical
applications for these films. However, the interest of
researchers in these materials extends further. The main
special feature of these materials is their nanocluster
structure. This radically differentiates them from other
elemental amorphous semiconductors (such as a-Si and
a-Ge) and is of fundamental interest in its own right,
especially in view of the rapid progress in the fields of
nanoeletronics and the physics of nanostructures.

A special feature of the nanometer-size particles
consists in the fact that their electronic structure
depends appreciably on particle size. Therefore, the
quantum size effects may be expected to manifest
themselves in nanocluster materials. In connection with
this, the development of methods for forming nano-
structures and for controlling the sizes and concentra-
tion of nanoparticles is a topical problems. Ion bom-
bardment may become one of these methods according
1063-7826/01/3505- $21.00 © 20591
to the published data [1]. However, the course of irradi-
ation-induced processes in such media and their effect
on physical properties may differ drastically from those
in the known and well-studied bulk materials. On the
one hand, due to the small size of nanoparticles, radia-
tion defects can diffuse rapidly to the nanoparticle sur-
face and recombine there. In addition, the free energy
of a nanoparticle is invariably higher than the corre-
sponding value for the bulk material and decreases as
the nanoparticle size increases. All this makes the nano-
particle a very stable formation. On the other hand, if a
structural defect somehow becomes stabilized within
the particle, this may radically affect the electronic
structure of a particle, due again to small size of the par-
ticle. Therefore, we believe that studying the radiation-
induced processes in the media under consideration is
interesting and important.

The objective of this study was to gain insight into
the effect of bombardment with carbon ions on graph-
ite-like clusters in diamond-like carbon films. We stud-
ied the diamond-like carbon films irradiated with car-
bon ions. The choice of these ions is related to the fact
that the elemental composition of the films does not
change as a result of carbon implantation. This makes
it possible to study the film-structure variations related
to radiation effects.

EXPERIMENTAL

It is known [2] that the electronic properties of dia-
mond-like films, in particular, optical absorption in the
visible and near ultraviolet regions of the spectrum and
001 MAIK “Nauka/Interperiodica”
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electrical conductivity, are controlled by the presence
of graphite-like nanoclusters (the π clusters) in these
films. This makes it possible to use relatively simple
and available experimental methods to monitor the
changes in the sizes and concentration of nanoclusters
that result from external factors affecting the medium.
We studied optical properties and the temperature
dependence of electrical conductivity of the films.

In a certain range of photon energies E (typically, in
the region corresponding to α > 104 cm–1, where α is
the absorption coefficient), the spectral dependence of
the imaginary part of the dielectric constant (ε2) in dia-
mond-like carbon films is described by the Tauc for-
mula typical of a number of amorphous semiconduc-
tors; i.e.,

(1a)

If the refractive index  ≈ const, we may rewrite for-
mula (1a) as

(1b)

where EgT is the Tauc optical gap to be determined
experimentally. For amorphous semiconductors,
dependences (1a) and (1b) are based on the direct and
indirect band-to-band transitions between the delocal-
ized states [3]. Strictly speaking, the quantity EgT does
not have any definite physical significance in the model
of the energy-band structure of an amorphous semicon-
ductor [4, 5]. The situation is different if the medium
consists of nanoclusters that have different values for
the optical band gap Eg. In this situation, as will be
shown below, the quantity EgT has the meaning of the
average value of Eg for an ensemble of nanoclusters,
and the coefficient B1 in (1b) is proportional to their
concentration. According to [2], the value of Eg for
graphite-like nanoclusters is governed by the number
of hexagonal rings N that form the cluster; i.e., we have

(2)

for compact clusters and

(3)

for linear clusters (here, β = 3 eV). Therefore, by study-
ing the optical properties of diamond-like films, it is
possible to determine the mean size of the nanoclusters
and monitor variations in their concentration.

Useful information can be also obtained from the
studies of low-temperature electrical conductivity in
nanocluster systems and, in particular, in carbon films
[6, 7]. It is known that, in these materials, the charge
transport at low temperatures is accomplished by the
mechanism of the variable-range hopping conductivity;
thus, the resistance is given by

(4)

E2ε2 B2 E EgT–( )2.=

n

Eα B1 E EgT–( )2,=

Eg 2β/N0.5=

Eg 2β/N=

R R0 T0/T( )m,exp=
where m < 1. If the density of localized states in the
vicinity of the Fermi level is constant, the temperature
dependence of resistance is described by the classical
Mott law [8] with m = 1/4. In this case, the quantity T0
is controlled by the tunneling parameter α∗  and the
density of localized states in the vicinity of the Fermi
level N(EF); i.e., we have

(5)

where k is the Boltzmann constant. The value of  =
1.2 nm has been typically used in studies of the electri-
cal conductivity in diamond-like carbon films. This
value was determined previously [6] for carbon films
that were produced by graphite sputtering and con-
tained ~95 at. % of carbon in the sp2 state. However, a
diamond-like phase is inevitably present in diamond-
like carbon films; this phase forms a tunneling barrier
between the nanoclusters. The width of this barrier is
governed by the ratio between the concentrations of the
sp3 and sp2 states and by the nanocluster sizes. There-

fore, the electron-localization radius  is a function
of the nanocluster size as in the case of granular metal–

insulator systems [9]; thus, the value of  = 1.2 nm
should be regarded as the largest possible. For dia-
mond-like carbon films, the situation is more compli-
cated, because the defect-free nanoclusters themselves
act as potential barriers whose height depends on the
nanocluster sizes. Consequently, not only the optical
band gap EgT but also the parameter T0 depend on the
mean size of the nanoclusters, with the dependence for
T0 being heavier. Another parameter on which T0
depends is the density of states in the vicinity of the
Fermi level N(EF). This density is proportional to the
concentration of nanoclusters which have states near
the middle of the band gap Eg. These nanoclusters may
be represented by those with an odd number of carbon
atoms (the nanoclusters containing the pentagonal and
heptagonal rings) [2]. Furthermore, the ion bombard-
ment gives rise to an additional number of defect-con-
taining nanoclusters, which also reduces the value
of T0.

Thus, we may conclude from the above brief analy-
sis that studies of optical and electrical properties make
it possible to obtain information about the nanocluster
structure of diamond-like carbon films.

Thin diamond-like carbon films with a thickness of
d0 ≈ 50–70 nm were deposited on glass substrates by
ion sputtering of graphite [10]. The as-deposited films
were studied using optical and electrical measure-
ments; in addition, the electron diffraction patterns of
the films annealed in a vacuum chamber for 30 min at
Ta = 450°C were analyzed. The films had optical and
electrical characteristics typical of the diamond-like
carbon films: EgT = 1.1–1.2 eV, a refractive index  =

2.0, an extinction coefficient  < 0.1 (for a wavelength

T0 16α*
3 /kN EF( ),=

α*
1–

α*
1–

α*
1–

n

k
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λ = 600 nm), and a resistivity of ρ ≥ 106 Ω cm at room
temperature. The electron diffraction pattern for the
films corresponded to a cubic structure (with a lattice
constant of 0.357 nm) close to that of diamond. The
reflections corresponding to the diamond phase had the
highest intensity. Other reflections forbidden for the
diamond structure had much lower intensities.

The optical parameters of the films were determined
from the reflection R*(λ) and transmission T*(λ) spec-
tra, which were measured using a Hitachi-330 two-
beam spectrophotometer in the wavelength range of
350 nm ≤ λ ≤ 1000 nm. Using the values of d0, T*(λ),
R*(λ), and the approximation of a thin film on a trans-
parent substrate, we calculated the spectral depen-

dences (λ) and (λ) and the real ε1 =  –  and

imaginary ε2 = 2  parts of the dielectric constant of
the medium.

The temperature dependence of resistivity of the
films was measured in the temperature range of T =
20−300 K using two probes. The silver contacts were
deposited by thermal evaporation in vacuum.

We studied the structure of the films by high-energy
electron diffraction using an ÉMR 125 electron micro-
scope.

The films were implanted with C+ ions with an
energy of 20 keV (the projected range of ions in C was
Rp = 46 nm, and the corresponding standard deviation
was ∆Rp = 15 nm) in the dose range of 3 × 1014–3 ×
1017 cm–2; an ILU-3 ion accelerator was used. The ion-
current density was no higher than 2 µA/cm2. The sam-
ples were mounted on a water-cooled holder.

ESTIMATION OF OPTICAL ABSORPTION
IN THE π CLUSTERS

At present, there are no theoretical estimates avail-
able for optical absorption in individual π clusters. In
the majority of experimental studies (see, for example,
[11]), the results are discussed in terms of a model
energy-band structure for an amorphous semiconduc-
tor. In accordance with this model, the dependence
α(E), under certain conditions, has the form suggested
by Tauc [see (1a) or (1b)]. The coefficient B1 involves
the squared matrix element of momentum |p|2 and the
effective electron masses in the valence and conduction
bands. All these parameters are unknown. In addition,
as was mentioned above, the quantity EgT has no defi-
nite physical meaning in this model. Robertson and
O’Reilly [2] calculated the electronic structure of com-
pact π clusters in relation to their size, and Robertson
[12] calculated the spectral dependences J(E)/E
(α(E) ∝  J(E)/E under the assumption that |p| = const;
here, J(E) is the combined density of states); however,
the dependence α(E) was not calculated. We note that

(6)

n k n2 k
2

nk

J E( ) Nc E '( )Nv E ' E–( ) E ',d∫=
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where Nc(E') and Nv(E') are the density of states in the
cluster’s conduction and valence bands, respectively.
We can estimate the optical absorption of a nanocluster
on the basis of the special features of the electron den-
sity of states, which follow from calculations by Rob-
ertson and O’Reilly [2, 12]. These feature are as fol-
lows:

(i) The total width of the energy range within which
the π-electron states of a cluster are distributed is 6β.

(ii) The density of states is continuous, at least for
N > 18.

(iii) The maximum of the function J(E) is located at
E0 = 2β and is independent of the cluster size.

(iv) Eg = 2β/N0.5 = E0/N0.5.

In addition, we assume that |p| = const for allowed
transitions. Thus, the absorption coefficient of a
medium containing a single cluster may be repre-
sented as

(7)

Here, ϕ(ω) is the oscillator strength given by

where gm and gn are the degrees of degeneracy of the
ground and excited levels, me and e are the mass and
charge of an electron, and ω is the cyclic frequency of
incident light.

In order to calculate α(ω), we need to know the
combined density of states of π electrons J(ω); the lat-
ter dependence generally has the shape shown in
Fig. 1b. In what follows, we construct a function that at
least qualitatively describes correctly both the energy
distribution of the combined density of states for the π
electrons and its dependence on the cluster size. We
now separate the dependence J(ω) into three portions,

α ω( ) πe2/mec( )ϕ ω( )J ω( ).=

ϕ ω( ) 2gn" p 2/3gmmeω,=

0.5 1.0 1.5 2.0 2.5 3.00

14
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(a) (b)

ω/ω0

J(ω)/(ω, arb. units

Fig. 1. The dependence J(ω)/ω (a) simulated in this study
and (b) calculated previously [12].
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each of which is approximated by a specific function;
i.e.,

(8)

In view of the condition for continuity of the func-
tion J(ω) at the points ω1 and ω2, we obtain

(9)

Thus, we derived the function of the combined den-
sity of states, which is controlled by a single cluster
parameter, i.e., by the position of the absorption edge
ωg. The value of the normalization factor J0 can be
determined from the rule of sum as

(10)

where n is the atomic density and Z is the number of
electrons per atom involved in the absorption event. In
the case under consideration, Z = 1 and n is the number
of carbon atoms in a cluster; i.e.,

(11)

Thus, we obtain the following expression for the
absorption coefficient of a π cluster in the photon-
energy range of Eg < E < E1:

(12)

Here,

The results of numerical calculations of the param-
eter B may be approximated as

(13)

(I) J1 ω( ) = J0B ω ωg–( )2 ωg ω ω1≤ ≤( ),

(II) J2 ω( ) = Joγ/ ω ω0–( )2 γ2/4+[ ] ω1 ω ω2≤<( ),

(III) J3 ω( ) = J0 B2 ω 3ω0–( )2 a+[ ] ω2 ω 3ω0≤<( ).

B 64/27( )γ 3– ;=

γ ω0 ωg–( )/ 2;=

ω1 3ω0 ωg+( )/4;=

B2 0; a 3/γ;= =

ω2 ω0 γ/2 3.+=

α ω( ) ωd

0

∞

∫ 2π2e2/mec( )nZ ,=

n 4N 2+ 4 ω0/ωg( )2 2.+= =

Eα E( ) = 13.4πe2h/mec( ) 2E0
2/Eg

2 1+( )/I E0 Eg–( )3[ ]

× E Eg–( )2 B E Eg–( )2.=

I 1/J0( ) J E( )/E[ ] E.d

Eg

3E0

∫=

B Eg( ) eV 1–  cm 1–[ ] 0.5 10 16– E0/Eg( )3/2×=

E 3 eV<( ).
We now assume that the π-cluster distribution in Eg

is rectangular. As a result,

(14)

where N0 is the cluster concentration, Eg0 is the mean
value of Eg, and ∆Eg is the half-width of the distribu-
tion. The calculations show that, in the range of photon
energies of Eg0 – ∆Eg ≤ E ≤ Eg0 + ∆Eg, the function
[Eα(E)]1/2 cannot be approximated by a linear depen-
dence. This absorption region is similar to the Urbach
tail in amorphous semiconductors. If E > Eg0 + ∆Eg, the
function [Eα(E)]1/2 may be approximated by a linear
dependence of the type suggested by Tauc in a certain
energy range; however, the parameters of this function
also depend on the distribution half-width ∆Eg. Even if
the cluster distribution is not excessively narrow (when
the condition ∆Eg/Eg0 < 1 is satisfied), the experimen-
tally measured Tauc optical band gap corresponds to
the mean value of Eg0; i.e., we have

(15)

in the range of

(16)

As might be expected, the parameter B1 in expres-
sion (1b) is specified by the concentration N0 of the
π clusters. In addition, B1 also depends on Eg0. This
dependence is most important in the region of Eg0 ≤
1 eV. However, as is evidenced by experimental data
(not only those obtained by us), B1 depends on EgT only
slightly, at least in the range of 0.4 eV ≤ EgT ≤ 1.4 eV,
although, as follows from formula (13), we have
B1(0.5 eV) = 3B1(1 eV). This significant disagreement
with the experiment may be overcome if we assume
that Eg decreases more rapidly than according to the
law N–0.5 with increasing π-cluster size. For example,
the dependence Eg ∝  N–1 results in the relation B ∝
(E0/Eg)0.7; i.e., the dependence on Eg becomes less pro-
nounced. In our opinion, the latter assumption is quite
reasonable. In this case, we can obtain the following
expression for the clusters with Eg ≤ 1 eV:

(17)

This relationship makes it possible to estimate the
concentration N0 of π clusters in the sample and the
concentration NC of carbon atoms included in the nan-
oclusters. Typically, the samples we studied had the
values EgT = 1.0–1.2 eV and B1 = 6.2 × 104 eV–1 cm–1.
As a result, we obtain N0 = 1.2 × 1020 cm–3 and NC =
2 × 1022 cm–3, which are quite reasonable values, at
least on the order of magnitude.

Finally, the linear dependence of [Eα(E)]1/2 on
energy is observed experimentally only in a certain

Eα E( ) N0/2∆Eg( ) B Eg( ) E Eg–( )2 Eg,d

Eg0 ∆Eg–

E

∫=

Eα E( ) N0B Eg0( ) E Eg0–( )2=

Eg0 ∆Eg E E1< <+ 3E0 Eg0+( )/4.=

Eα E( ) 5.2 10 16– N0 E Eg0–( )2.×=
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range of photon energies. The lower bound is shifted
significantly to lower energies E as EgT decreases. Such
behavior follows directly from condition (16).

Thus, the above approximate calculations of optical
absorption in the π clusters describe adequately the
experimental data on optical absorption of diamond-
like carbon films; the estimations of the cluster concen-
tration based on these calculations yield quite realistic
values.

RESULTS AND DISCUSSION

The structure of diamond-like films is very sensitive
to external factors. At relatively low annealing temper-
atures Ta = 350–400°C, thin films are crystallized. As a
result, an electron-diffraction pattern characteristic of
these films emerges [13, 14]. Crystallization is also
observed when the films irradiated with electrons are
examined using an electron diffractometer. Such a
structural instability of the films also manifests itself in
the case of irradiation of the films with low doses of C+

ions. For the doses of ~3 × 1014 cm–2, a distinct diffrac-
tion pattern is observed. As the ion dose increases, the
diffraction pattern becomes gradually more diffuse and,
for doses of ~1015 cm–2, ceases to exist, which indicates
that the films are amorphized. Thus, we observe a
sequence of structural transformations characteristic of
semiconductor materials with the diamond structure.
As will be clear from what follows, these structural
modifications refer only to the diamond-like matrix.

Figure 2 shows the Tauc dependences for the as-
grown samples and the samples irradiated with the C+

ion doses of 3 × 1015 and 1.2 × 1017 cm–2. It can be seen
that, in the entire dose range, the slope of the Tauc depen-

dences  remains unchanged and has the same value
as in the as-grown samples: B1 = 6.2 × 104 eV–1 cm–1

(B2 = 2.3). This indicates that the π-cluster concentra-
tion remains unchanged under the carbon-ion irradia-
tion and, according to the above estimations, amounts
to ~(1–2) × 1020 cm–3.

Figure 3 shows the dose dependence of the optical
band gap, which reflects variations in the mean size of
the clusters. As can be seen from Fig. 3, three charac-
teristic portions may be separated out. For doses of
D ≤ 6 × 1014 cm–2, the mean π-cluster size remains
unchanged. In the range of 6 × 1014 cm–2 ≤ D ≤ 1.8 ×
1016 cm–2, a rapid decrease in EgT from 1.2 to ~0.43 eV
is observed. In the region of D > 1.8 × 1016 cm–2, a slow
(almost linear with dose) decrease in EgT is observed.

The observed dose dependence of EgT may be qual-
itatively explained in the following manner. To this end,
we should bear in mind that the as-grown films consti-
tute a two-phase system, which consists of the π clus-
ters (which, in the case under consideration, may be
treated as stable nuclei of the thermodynamically equi-
librium graphite phase) surrounded by the metastable

B1
1/2
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diamond-like phase. The clusters can grow according
to two mechanisms, depending on whether the clusters
are conjugate to the matrix or their peripheral bonds are
saturated with hydrogen. In the first case, the growth
may proceed by spontaneous transition from the sp3 to
sp2 configuration in the boundary cluster region due to
an increased vacancy concentration. In the second case,
the growth may proceed by attachment of carbon atoms
from the surrounding matrix to the peripheral dangling
bonds that appear owing to the hydrogen effusion. In
any case, a certain preliminary stage (D ≤ 1014 cm–2) is
needed in order for such a growth process to set in. In
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Fig. 2. The Tauc dependence for (1) the as-deposited sample
and the samples irradiated with carbon ions with the doses
of D = (2) 3 × 1015 and (3) 1.2 × 1017 cm–2.

Fig. 3. Dependence of the Tauc optical band gap EgT on the
dose D of implanted carbon ions. The region of low doses
(D < 1015 cm–2) is illustrated in the inset.
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addition, both these processes are limited only by the
generation rate of radiation defects and therefore pro-
ceed rather rapidly. Obviously, a decrease in the growth
rate is related to the fact that all, or the vast majority of,
carbon atoms are bound by the clusters. In fact, the
clusters with Eg = 0.43 eV contain ~350 carbon atoms,
which yields the concentration of ~(4–7) × 1022 cm–3.
This is comparable to the atomic density of diamond-like
films. Therefore, in the region of D > 1.8 × 1016 cm–2, the
cluster size can increase owing predominantly to the
implanted carbon atoms; i.e., this increase is approxi-
mately proportional to the ion dose.

Figure 4 shows the dose dependence of the parame-

ter . The as-deposited films had a very high resis-
tance (R > 106 MΩ at T = 300 K), which made it impos-
sible to measure the temperature dependence of resis-
tance. As a result of implantation with doses D < 6 ×
1014 cm–2, the resistance of the samples decreases
somewhat (R ≈ 3 × 105 MΩ at T = 300 K); however, a
large spread in the data is observed. Thus, it is impossi-
ble to accurately determine the dose dependence of

 in this region as well. For higher doses, the param-
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Fig. 4. The dependence of parameter  on the dose D of

implanted carbon ions.
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1/4

Fig. 5. A model of tunneling barriers for a diamond-like
film.
eter  depends heavily on the dose; this dependence
is qualitatively similar to the dependence EgT(D). This
suggests that we also have here a manifestation of the
size effect related to the tunneling parameter. In dia-
mond-like films, there are at least two types of tunnel-
ing barriers (Fig. 5); one of these is related to the dia-
mond-like matrix, whereas the other is related to the
nanoclusters themselves. For the hops over the dis-
tances of r > d, we may write

(18)

where α∗ 1 and s are the tunneling parameter and the
width of the tunneling barrier formed by the diamond-
like phase and α∗ 2 = 2π(2me∆E2)1/2/h = 2π(m2Eg)1/2/h is
the tunneling parameter for the barrier formed by a nan-
ocluster with a diameter of d. We express Eg in terms of
the cluster diameter as

(19)

where n0 ≈ 38.2 nm–2 is the cluster’s atomic density.
According to our assumption, we have Eg ∝  1/N for the
clusters with Eg ≤ 1 eV. In this situation,

(20)

Introducing these formulas into (18), we obtain the
following expression for the tunneling parameter α∗ :

(21)

It follows from this expression that the tunneling
parameter consists of two terms: the first term depends
on the dose in terms of the parameters α∗ 1 and s,
whereas the second term is dose-independent in the
region of low and medium doses because d + s = const.

Similarly to the case of the dependence EgT(D), we
can identify three characteristic regions in the depen-

dence (D).

(I) The region of D < 6 × 1014 cm–2. In this region,
as was ascertained above, the nanocluster sizes remain
unchanged; however, the diamond-like matrix is amor-
phized owing to the generation and accumulation of
radiation defects. Origination of these defects in the
region of tunneling barrier brings about a decrease in
the barrier height, i.e., a decrease in α∗ 1.

(II) The range of 6 × 1014 cm–2 < D < 1.8 × 1016 cm–2.
In this dose range, the predominant process is an
increase in the diameter of nanoclusters due to the
adsorption of the barrier layer. This results in a decrease
in the thickness s of the barrier layer from a certain ini-
tial value to zero and in a corresponding decrease in the

parameter .

(III) The region of D > 1.8 × 1016 cm–2. In this
region, s ≈ 0.

T0
1/4

α* α*1s/ d s+( ) α*2d/ d s+( ),+=

d nm[ ] 16/n0π( )1/2 E0/Eg( ) 2.2/Eg eV[ ] ,≈≈

d nm[ ] 2.2/ Eg eV[ ]( )1/2.≈

α* α*1s/ d s+( ) 8/ d s+( ).+≈

T0
1/4

T0
1/4
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It can be seen from Fig. 4 that the transition to the
weaker dependence occurs for D ≈ 1.8 × 1016 cm–2. For
this dose, we may assume that s = 0, EgT = 0.42 eV, and
d = 3.4 nm. Substituting these values into (21), we

obtain  = 0.45 nm, which is approximately three
times smaller than the value determined previously [6]

(  = 1.2 nm). The data we obtained also make it pos-
sible to estimate the average distance between nano-
clusters in the as-deposited samples at s ≈ 1.6 nm and
α∗  = 7 nm–1 (if we assume that α∗ 1 ≈ 10 nm–1).

Estimations based on expression (5) show that the
observed increase in the parameter T0 by more than
three orders of magnitude cannot be assured by a
change in the tunneling parameter α∗  alone. It follows
from the estimates that, simultaneously with an
increase in the tunneling parameter, the concentration
of defect-containing clusters over which the charge
transport occurs should increase by at least an order of
magnitude. According to these estimates, the defect
production is the predominant cause of the decrease in
T0 in the region of D > 1.8 × 1016 cm–2.

Finally, the dependence of logR on T–1/4 deviates
significantly from a linear one at T > 28 K for the sam-
ples implanted with D = 1.2 × 1017 cm–2, which indi-
cates that the conduction mechanism is changed. As the
estimates show, for these samples, one of the conditions
for manifestation of the variable-range hopping con-
ductivity is violated; i.e., we have

The temperature dependence of resistance in the
range of 28 K < T < 100 K can be approximated by an
exponential law with an activation energy of ∆E ≈
0.03 eV. We may assume [15] that, in this temperature
range, electrical conduction is accomplished by hops of
electrons or holes to the nearest states of defects and
that the value of ∆E is on the order of the half-width of
the band of states related to defects. Knowing this
value, we can estimate the concentration of the defect-
related states over which the charge transport occurs.
This concentration is of the same order of magnitude as
the concentration of defect-containing clusters; i.e.,

For example, for D = 6 × 1016 cm–2, we have Nds ≈
1.4 × 1018 cm–3, which is by about two orders of mag-
nitude smaller than the concentration of clusters in the
sample. This indicates that the π clusters have high
radiation resistance.

CONCLUSION

Thus, optical and electrical properties of diamond-
like films depend heavily on the dose of irradiation with
carbon ions, which is a consequence of the size effect.
It is ascertained that bombardment with carbon ions

α*
1–

α*
1–

r 3/8α*( ) T0/T( )1/4 d .>=

Nds 2N EF( )∆E.≈
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brings about a certain sequence of interrelated struc-
tural transformations in the matrix and the nanoparticle
system, as a result of which the vast majority of carbon
atoms become bound by more stable π clusters. The
process of the defect production in the clusters is
shifted to higher doses compared to that in structurally
homogeneous materials. The initial π-cluster concen-
tration, which, according to our estimations, amounts
to (1–2) × 1020 cm–3, remains unchanged under the
implantation conditions used in this study. The known
dependence of Eg on the π-cluster size should be mod-
ified for the clusters with Eg ≤ 1 eV. The experimental
and theoretical results obtained made it possible to esti-
mate the tunneling parameters for as-deposited and

completely graphitized samples (  ≈ 0.14 and
0.45 nm, respectively): the thickness of the barrier
layer between the nanoclusters in the as-deposited sam-
ples s ≈ 1.5–2 nm, which was unknown previously, and
the width of the band of defect-related states ~0.06 eV.
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Abstract—Light-emitting diodes (LEDs) based on p–n homo- and heterostructures with InAsSb(P) and
InGaAs active layers have been designed and studied. An emission power of 0.2 (λ = 4.3 µm) to 1.33 mW (λ =
3.3 µm) and a conversion efficiency of 30 (InAsSbP, λ = 4.3 µm) to 340 mW/(A cm2) (InAsSb/InAsSbP double
heterostructure (DH), λ = 4.0 µm) have been achieved. The conversion efficiency decreases with increasing cur-
rent, mainly owing to the Joule heating of the p–n homojunctions. In DH LEDs, the fact that the output power
tends to a constant value with increasing current is not associated with active region heating. On raising the tem-
perature from 20 to 180°C, the emission power of the (λ = 3.3 and 4.3 µm) LEDs decreases, respectively,
7- and 14-fold, to become 50 (at 1.5 A) and 7 µW (at 3 A) at 180°C. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In some applications, optoelectronic devices are
required to operate at elevated temperatures. As shown
previously [1], LEDs with an active region based on
narrow-gap InGaAs (wavelength λ = 3.3 µm) and
InAsSbP (λ = 4.3 µm) solid solutions retain their “clas-
sical” features at temperatures of up to 180°C: the tem-
perature dependence of the reverse current in the satu-
ration regime is governed by the increasing intrinsic
carrier concentration, in accordance with the Shockley
theory; emission spectra are described under the
assumption of direct band-to-band transitions, spheri-
cally symmetrical bands, and thermalized charge carri-
ers; the emission power decreases exponentially with
increasing temperature, which is typical of Auger pro-
cesses.

This study, proceeding from investigations started in
[1], is concerned with the electroluminescence (EL)
from InGaAs p−n homojunction LEDs (λ = 3.3 µm)
and InAsSbP (λ = 4.3 µm) and with InAsSb/InAsSbP
double heterostructure (DH) LEDs (λ = 4.0 µm) in the
temperature range 20–180°C. The effect of electron
confinement on the conversion efficiency of (λ =
4.0 µm) LEDs is demonstrated, and data on the long-
term stability of (λ = 3.3 µm) LEDs at elevated temper-
atures are presented.

1 For Part 1, see Semiconductors, 34, 104–107 (2000).
1063-7826/01/3505- $21.00 © 20598
2. EXPERIMENTAL

Samples were grown by liquid-phase epitaxy on
(111) (n, p)-InAs substrates with carrier a concentra-
tion of ~2 × 1016 cm–3. In0.95Ga0.05As (λ = 3.3 µm) and
InAs0.87Sb0.12P0.01 (λ = 4.3 µm) solid solutions similar
to those described previously [1, 2] were used as active
layers in LEDs based on p−n homostructures. Layers of
p-type were formed by doping the melt with zinc or
manganese; the concentration of free holes was p ≈
(1−2) × 1017 cm–3. Epilayers of n-type with electron
concentration n ≈ (1–2) × 1017 cm–3 were nominally
undoped. n-InGaAs and p-InAsSbP layers were 5–10 µm
thick. Chips of (λ = 3.3 µm) LEDs ~100 µm thick were
mounted in TO-18 packages, with the p-substrate
underneath. In this case, the voltage was applied to the
LED through a U-shaped gold contact deposited onto
the chip surface at the cathode (see Fig. 1 in [1]), thus
ensuring the absence of current lines near the inactive
p-InAs surface. In the (λ = 4.3 µm) LEDs, the substrate
and part of the wide-gap layer were etched off, and the
chips were mounted, with the p-layer underneath, onto
a silicon holder 0.4 × 1.5 × 1.7 mm3 in size; the radiation
was emitted through the wide-band part of the 50- to
80-µm-thick n-InAsSbP graded layer, as in [1].

LEDs with an emission peak at λ = 4.0 µm were fab-
ricated in the form of double heterostructures (DHs) com-
prising an undoped (111) n-InAs substrate (n = (1−2) ×
1016 cm–3) and three epilayers: (i) n-InAs1 − x − ySbxPy

(0.05 ≤ x ≤ 0.09, 0.09 ≤ y ≤ 0.18) wide-gap confinement
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Emission power vs. current for (λ = 3.3 µm) InGaAs p−n homojunction LED at T = 20, 80, 140, and 180°C. Inserts: emission
spectrum at T = 20°C, I = 1 A; oscillograms of the photodetector output signal.
layer, adjoining the substrate; (ii) n-InAs1 – wSbw (w ≈
0.07) active region; and (iii) p(Zn)-InAs1 – x – ySbxPy

(0.05 ≤ x ≤ 0.09, 0.09 ≤ y ≤ 0.18) wide-gap emitter. The

active region was grown from a melt containing  =
0.004–0.005 at. % of gadolinium, which ensures the
lowest concentration of residual impurities and the
highest carrier mobility [3]. The thicknesses of the
wide-gap layers were 3–5 µm, and that of the active
region, 6 µm; the substrate, initially 350 µm thick, was
ground and/or etched to 100 µm. Chips were mounted
p-side down onto a silicon holder; the radiation was
emitted through the substrate.

The EL was measured in the pulse regime, with τ =
30–500 µs as the pulse width and f = 500 Hz as the rep-
etition rate, on samples with mesas 430 µm in diameter.
The emission spectra were recorded using an InSb pho-
todiode cooled to 77 K. The light–current (L–I) charac-
teristics were measured with a calibrated HgCdTe pho-
todiode cooled to 77 K, with due regard for the direc-
tional pattern of a LED.

3. RESULTS

3.1. (λ = 3.3 µm) InGaAs p−n Homojunction LEDs

Figure 1 shows L–I characteristics of InGaAs p−n
homojunction LEDs at temperatures T = 20, 80, 140,
and 180°C. The inserts present the LED emission spec-
trum at T = 20°C, the working current I = 1 A, and oscil-
lograms of the photodetector output signals in the lin-
ear and sublinear portions of the L−I characteristic. The
maximum room-temperature emission power was

XGd
1
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1.33 mW (917 mW/cm2) at I = 8 A. The L−I character-
istic is linear up to I = 1 A, with a conversion efficiency
(CE) of 167 mW/(A cm2) and a quantum efficiency of
0.07%; at higher currents, the L−I characteristic is sub-
linear, and the CE decreases to 50 mW/(A cm2) at I =
8 A. On extending the pulse width from 30 to 500 µs,
the upper limit of the linear portion of the L−I charac-
teristic decreases to I = 0.4 A, and the characteristic
almost levels off at I = 1 A. In the linear portion of the
L−I characteristic, the photodetector signal is rectangu-
lar, reproducing the shape of the pumping current pulse
(see inset in Fig. 1). In the sublinear portion, the shape
of the photodetector signal is not rectangular, exhibit-
ing a sawtooth component and an exponential decay
after the end of the current pulse (see insert in Fig. 1).
After having passed the LED emission through a sap-
phire plate absorbing radiation with λ ≤ 5.5 µm, the
photodetector signal became rectangular.

When the temperature increases to T ≈ 150°C, the
output power decreases exponentially: P =
P0exp(EA/kT), where P0 is the room-temperature power,
EA is a characteristic energy, and k is the Boltzmann
constant (see Fig. 2). The characteristic energy EA =
43 meV is close to the value typical of CHCC Auger
processes [4]. When the temperature is elevated from
20 to 180°C, the quantum efficiency and CE decrease
seven fold, to, respectively, 0.01% and 24 mW/(A cm2).
The emission spectra are shifted to longer wavelengths
because of the temperature narrowing of the band gap,
with temperature coefficient dEg/dT, determined from
the spectra, equal to 3.6 × 10–4 eV/K.



600 AŒDARALIEV et al.
I = 1.0 A, τ = 30 µs, f = 500 Hz

102

450 400 350 300

101

100
2.2 2.4 2.6 2.8 3.0 3.2 3.4

λ = 3.3 µm, 102n7

λ = 4.3 µm, 211n5

λ = 4.0 µm, 290(1)

100

101

102

1000/T, K–1

Temperature, K

Po
w

er
, µ

W

Po
w

er
, m

W
/c

m
2

80°C

140°C

180°C

20°C

τ = 30 µs, f = 500 Hz
N211(5)

3.5 4.54.0

20°C
I = 1 A

Wavelength, µm

102

101

Po
w

er
, µ

W

101 102 103 104

Diode current, A/cm2

102

101

100

10–1

Po
w

er
, m

W
/c

m
2

101 102 103

Diode current, mA

5.0 5.5

100

Fig. 2. Emission power vs. temperature for (λ = 3.3, 4.0, and 4.3 µm) LEDs at I = 1 A.

Fig. 3. Emission power vs. current for (λ = 4.3 µm) InAsSbP p−n homojunction LED at T = 20, 80, 140, and 180°C. Inserts: emission
spectrum at T = 20°C, I = 1 A; oscillograms of the photodetector output signal.
3.2. (λ = 4.3 µm, 20°C) LEDs Based
on the p−n Homojunction in an InAsSbP Graded Layer

Figure 3 presents the L−I characteristics of LEDs
based on the p−n homojunction in an InAsSbP graded
layer for T = 20, 80, 140, and 180°C; the insets show
the LED emission spectrum at T = 20°C and at a work-
ing current of 1 A they also show the oscillograms of
the photodetector output signals in the linear and sub-
linear portions of the L−I characteristic. The maximal
output power at room temperature was 0.2 mW
(140 mW/cm2) at I = 8 A. The L−I characteristic is lin-
ear up to I = 250 mA, with a CE of 30 mW/(A cm2) and
a quantum efficiency of 0.02%; at higher currents, the
L−I characteristic is sublinear; the CE falls to
9.4 mW/(A cm2) at I = 8 A. Extending the pulse width
to 500 µs diminishes the CE at I ≥ 1.5 A, with the L−I
curve leveling off at I = 3 A. In the linear and sublinear
portions of the L−I characteristic, the shape of the sig-
nals at the photodetector output have the same specific
features as for the (λ = 3.3 µm) LEDs (see the inset in
Fig. 2). When the temperature is elevated from 20 to
180°C, the quantum efficiency, CE, and the output
SEMICONDUCTORS      Vol. 35      No. 5      2001
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power fall to 0.0014%, 5 mW/(A cm2), and 2.5 µW (I =
1 A), respectively (see Fig. 2). The emission spectra are
shifted to longer wavelengths owing to the temperature
narrowing of the band gap with a temperature coeffi-
cient dEg/dT of 3.5 × 10–4 eV/K.

3.3. (λ = 4.0 µm, 20°C) InAsSb(Gd)/InAsSbP
DH LEDs

Figure 3 presents the L−I characteristics of
InAsSb(Gd)/InAsSbP DH LEDs at T = 20, 80, 140, and
180°C, and the dependence of the CE on the current at
T = 20°C; the insets show an emission spectrum at T =
20°C and I = 1 A, and oscillograms of the photodetector
output signals in the linear and sublinear portions of the
L−I characteristic. The maximum emission power
obtained at room temperature was 0.23 mW
(156 mW/cm2) at I = 2.5 A. The L−I characteristic is
linear up to I = 20 mA (current density j = 15 A/cm2),
with a CE equal to 340 mW/(A cm2) and a quantum
efficiency of 0.2%. Extending the pulse width to 500 µs
has no effect on the L−I characteristic. The shape of the
photodetector output pulse remains rectangular in both
linear and sublinear portions of the L−I characteristic
(see the inset in Fig. 4). When the temperature is ele-
vated from 20 to 180°C, the quantum efficiency and the
output power decrease to 0.017% and 12 µW (I = 1 A),
respectively (see Fig. 2).

3.4. Stability of λ = 3.3 µm LEDs

Figure 5 presents data on the long-term variation of
the properties of the (λ = 3.3 µm) LEDs. The upper
SEMICONDUCTORS      Vol. 35      No. 5      2001
graph shows the times for which the LEDs under study
operated at several ambient temperatures. The samples
operated at currents I = 0, 0.5, 1, 2 A for 150 h at room
temperature, 450 h at T = 130°C, and 800 h at T =
180°C. The LEDs were cooled to room temperature
and heated again to T = 130°C eight times and to 180°C
three times. The lower graph shows the output power as
a function of the working time. As can be seen, the out-
put power decreased, on average, by 25% after 1400 h
of operation. It is noteworthy that the working current
strength has no effect on the degradation of the LEDs.
With increasing working time, the reverse currents at a
bias U = 1 V increased from 0.5–1 mA (0 h) to 3–4 mA
(1400 h). On “cleaning” the sample surface by etching
in CP-4, the reverse current returned to its initial values,
and the output power tended to regain its initial value:
P(1400 h) = (0.85–0.9)P(0 h).

4. DISCUSSION

Figure 6a presents the spectral dependence of the
CE at T = 20°C for the (λ = 3.3–5.5 µm) p−n homojunc-
tion and DH LEDs. The experimental value corre-
sponding to λ = 5.5 µm was obtained with an InAsSb
LED similar to the one described in [5]. As can be seen,
the CE of p−n homojunction LEDs decreases exponen-
tially with increasing wavelength, presumably because
of the growing contribution from nonradiative Auger
recombination in the materials with narrower band
gaps.

The L−I characteristic of p−n homojunction LEDs is
linear up to currents of 0.25–1 A; at higher currents, the
CE decreases. The LED emission spectrum is the sum
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of the EL spectrum and the spectrum of a heated body.
Consequently, the emission decay after the pumping
current pulse has ended, typical of the sublinear portion
of the L−I characteristic, indicates that they LED is
warming up. The presence of a “thermal signal” is also
manifested in the rise in the emission intensity during
the pulse (i.e., in the sawtooth shape of the optical sig-
nal). It is noteworthy that the thermal signal decays in a
very short time owing to the high thermal conductivity
of III–V materials. Evaluations taking into account the
thermal signal and the overlapping of the heated-body
spectrum with the spectrum of HgCdTe photodetector
sensitivity demonstrated that during a 30-µs pulse the
LED warms up by ∆T = 20–50°C. The comparison of
the warming-up value obtained with the temperature
dependence of the emission power suggests that it is the
warm-up that makes the decisive contribution to the
decrease in the CE at high currents. It should be noted
that the design of the (λ = 3.3 µm) LEDs is not the opti-
mal, since it includes a relatively thick (~100 µm)
p-InAs layer giving rise to high series resistance and
making the active region lie farther from the heat sink.
Both these features contribute to LED warm-up. In
contrast, the p-layer thickness in the longer wavelength
(λ > 4 µm) LEDs is less than 10 µm, which, combined
with higher conductivity of n-layers, provides a series
resistance 2–3 times lower compared with that in the
(λ = 3.3 µm) LEDs. In addition, the proximity of the
heat sink for the LEDs mounted on the holder with the
p-layer underneath should ensure good heat removal
and make the output parameters of LEDs independent
of the duration and amplitude of the pumping current
pulses.
Indeed, the specific behavior described above, typi-
cal of LEDs heated by pumping current, was not
observed in the (λ = 4.0 µm) LEDs. The record-break-
ing CE value of 340 mW/(A cm2) was obtained in a (λ =
4.0 µm) InAsSb/InAsSbP DH LED (structure 290(1) in
Fig. 6a). The high efficiency of the DH LEDs is pre-
sumably due to the occurrence of the radiative recom-
bination in the n-type active region, where the Auger
recombination is weaker than in the p-type material
which is “active” in homo-LEDs owing to the high
electron mobility. Further, the electric confinement in a
DH results in that the emission only occurs in a narrow
region, less than 6 µm thick, and, therefore, lower self-
absorption of light emitted from the active region
would be expected. In homo-LEDs, the large width of
the recombination region, determined by the electron
diffusion length and constituting several tens of
micrometers [6], leads to high absorption losses.
Among the reasons for the high CE in DH-based LEDs,
mention should also be made of the lower rate of non-
radiative recombination, caused by the gettering effect
of rare-earth dopants [3], which reduces the density of
defects (non-radiative centers) and free carriers in the
crystallizing solid phase.

However, the advantages of DH LEDs are limited to
a range of small currents—I < 20 mA (15 A/cm2)—with
a substantial reduction in the CE observed at higher
currents. Presumably, the electrical confinement in DH
causes a significant increase in the concentration of
injected carriers, with the corresponding enhancement
of the Auger recombination. A similar situation was
observed in [7], with a CE of 400 mW/(A cm2) obtained
for (λ = 3.45 µm) LEDs at currents below 3 mA
SEMICONDUCTORS      Vol. 35      No. 5      2001
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(10 A/cm2). In homo-LEDs, the carriers are distributed
over a larger volume, with the influence of the Auger
processes being weaker and the sublinearity of the L−I
characteristics, insignificant.

It is necessary to admit that the above considerations
fail to explain in sufficient detail the behavior of the
LED output power. For example, the active region
warms up in (λ = 4.3 µm) LEDs, although these LEDs
were mounted with their p-side on the heat sink. The
dependence of the output power starts to level off with
the pulse width increasing to 500 µs at a higher current
than it does in the (λ = 3.3 µm) LEDs; on the other
hand, the decrease in CE at short pulses starts at lower
currents for the (λ = 4.3 µm), compared with the (λ =
3.3 µm) LEDs. In all probability, there are two reasons
for the decrease in CE, namely, the warming-up and the
Auger recombination, in the (λ = 4.3 µm) LEDs. It is
noteworthy that the warming-up of the active region
was also mentioned as the main factor limiting the
power of (λ = 4.3 µm) LEDs at currents over 100 mA
in [8].

The decrease in output power with increasing tem-
perature in the range 20–180°C cannot be described by
a single exponent, which indicates that several mecha-
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(290 (1)) and p−n homojunction LEDs.
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nisms are operative, e.g., Auger recombination and
absorption by free carriers. Therefore, to describe the
temperature variations of the LED power, it is conve-
nient to introduce a “power quenching coefficient”
(PQC) defined as the ratio of the room-temperature
power to that at T = 180°C. Figure 6b shows the PQC
for LEDs emitting in the range λ = 0.87–4.3 µm. The
LED current was 2 A, the data for the wavelengths λ =
0.87 and 1.2 µm (T = 20°C) were obtained with
GaAlAs/GaAs and InGaAsP/InP DH LEDs, respec-
tively, and those for λ = 2.9 µm, with InGaAs p−n
homojunction LEDs. As seen, the PQC grows exponen-
tially with increasing wavelength. This indicates that
the enhancement of the Auger recombination is the
main reason for the power reduction with increasing
temperature. It is worth noting that the PQC was 7 and
14 for the (λ = 3.3 µm) and (λ = 4.3 µm) LEDs, respec-
tively, i.e., the halved values obtained in our previous
study [1], which is due to the improved post-growth
treatment.

5. CONCLUSION

To the authors’ knowledge, the obtained output
power of 1.33 mW (917 mW/cm2, I = 8 A) is the highest
achieved for (λ = 3.3 µm) LEDs; the obtained CE of
167 mW/(A cm2) is nearly 1.5 times the value of
115 mW/(A cm2), reported for (λ = 3.3 µm) LEDs in [9].
In (λ = 4.3 µm) LEDs, the obtained CE of 30 mW/(A cm2)
is close to the values reported for LEDs based on
InAs/InAsSb superlattices: 18 mW/(A cm2) [10] and
40 mW/(A cm2) [11]. The CE of 340 mW/(A cm2)
obtained for the (λ = 4.0 µm) DH-based LEDs is seven
times the CE for p−n homojunction LEDs expected
from Fig. 6a for the same wavelength.

The CE and, correspondingly, the output power of
p−n homojunction LEDs decreases exponentially with
increasing wavelength, thus reflecting the enhancement
of the nonradiative Auger recombination with a nar-
rowing band gap in the active region. The decrease in
the CE and the output power with increasing current in
p−n homojunction LEDs is mainly due to the warming-
up of the LED’s active region, while the leveling-off of
the L−I characteristic in the DH LEDs has a nonthermal
nature.

When the wavelength increases, the temperature
quenching of the LED output power is enhanced, which
reflects the enhancement of the Auger recombination
with the narrowing of the band gap.
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Abstract—High-resistivity CdS or ZnSe layers were grown in the CdS surface region during sensor fabrica-
tion. The results of comparative investigations are presented for known CdS ultraviolet sensors and Cu1.8S–CdS
junctions with interlayers. The layers incorporated in the space-charge regions reduce the tunnel diode currents
by more than three orders of magnitude, with the high quantum efficiency of the structures being retained in the
ultraviolet spectral region. © 2001 MAIK “Nauka/Interperiodica”.
The Cu1.8S–CdS photoconverters are the most sen-
sitive sensors of ultraviolet (UV) radiation. Having a
high quantum efficiency, the CdS sensors rank below
the best surface-barrier structures in electric parame-
ters. In this paper, we report the results of developing
and investigating a photoconverter structure, which
makes it possible to considerably improve electrical
characteristics of the CdS sensor while retaining a high
photosensitivity.

The Cu1.8S–CdS photoconverter constitutes a poly-
crystalline layer of cadmium sulfide onto which copper
sulfide (its stable modification is Cu1.8S [1–5]) is sput-
tered in vacuum. Thicknesses of CdS and Cu1.8S layers
are 7 µm and 15 nm, respectively. The structure indubi-
tably incorporates a surface barrier: a pulling electric
field is almost completely concentrated in the CdS pho-
tosensitive component owing to a strong asymmetry of
conductivity (a hole concentration in Cu1.8S is p = 5 ×
1021 cm–3 and an electron concentration in CdS is n =
1015 cm–3). The samples are illuminated from the Cu1.8S
side. It should be stressed that, in contrast to the Schot-
tky diodes, a highly degenerate Cu1.8S is used instead of
a metal. The basic advantage of using a highly degen-
erate semiconductor consists in the possibility of the
practicality of the photoeffect associated with genera-
tion of hot charge carriers [5]. Unsatisfactory electrical
parameters of sensors are the consequence of the tunnel
current shunting a junction. A high probability of dom-
inance of the tunnel processes is caused by the multi-
stage tunneling with the participation of deep levels in
the space-charge region (SCR) [2–4].

In this paper, we propose to incorporate a thin
(&0.1 µm) layer of a less defective material into the
SCR for blocking the tunnel component. This is possi-
ble, for example, by introducing a high-resistivity CdS
layer with a composition approaching the stoichiomet-
ric one in the SCR. Thus, the probability of tunneling is
expected to be reduced as a result of the decreasing
1063-7826/01/3505- $21.00 © 20605
number of defects participating in the process of form-
ing the tunneling current.

In correspondence with the above, we fabricated the
following structure of the basic photosensitive layer.
A low-resistivity (n = 1015 cm–3) CdS layer ~7 µm thick
was grown on a metallic substrate by the quasi-closed-
volume method; thereafter, a high-resistivity (n =
1013 cm–3) CdS layer &0.1 µm thick was deposited; a
low-resistivity CdS layer was then grown again. On the
structure obtained, a barrier-forming Cu1.8S film was
deposited. The SCR extent was ~0.7 µm. The thickness
of the high- and low-resistivity layers were ~0.1 µm;
i.e., they were completely within the SCR.

In the case of CdS sensors, the interlayer blocking
the tunnel component of current can also be formed
from zinc selenide (a wide-gap II–VI compound).
Actually, the ZnSe high-resistivity layer deposited in
the common technological cycle can be obtained with-
out violating the basic parameters of the technological
process of depositing CdS. In addition, it is of prime
importance that ZnSe forms a continuous series of solid
solutions (CdS)x(ZnSe)1 – x with CdS [6]. Thus, grow-
ing ZnSe on CdS with a transition variable-gap layer,
we can prevent the formation of additional defects in
the SCR associated with a mismatch between the crys-
talline lattices of ZnSe and CdS.

The photoconverter with a ZnSe intermediate layer
was fabricated similar to those described above with
the mandatory growth of the low-resistivity layer. The
role of the low-resistivity interlayer was discussed pre-
viously [7, 8]. The main requirements to this layer are
the following: it must be reasonably thin to avoid
screening the contact difference of potentials as well as
to provide the sufficient pulling electric field near the
illuminated surface and, consequently, to preserve a
high quantum efficiency.

Below, we report the results of comparative investi-
gations of the Cu1.8S–CdS junctions obtained using the
001 MAIK “Nauka/Interperiodica”
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known technologies [1–5, 7, 8] and the Cu1.8S–CdS
junctions with high-resistivity interlayers. We studied
the forward and reverse current–voltage (I–V) charac-
teristics I(U) and the spectra of external quantum effi-
ciency Q(λ).

In Fig. 1, we show the forward I–V characteristics,
which can be functionally written as I = I0exp(αU),
where α = e/βkT if the thermal processes are dominant.
Values of β (shown in Fig. 1) for curves 1 and 2 and an
unusual variation in the slope of the I–V characteristic
on the semilogarithmic scale (when the slope of
straight lines decreases instead of increasing with the
forward voltage) are typical of the junctions with
p-Cu1.8S [2] in which the recombination–tunneling cur-
rents are prevalent. The presence of a high-resistivity
CdS layer in the SCR reduces the shunting currents
almost by an order of magnitude compared to the struc-
ture without a high-resistivity CdS layer (curves 2 and
1, respectively).

The aforementioned currents decrease by more than
three orders of magnitude if a ZnSe interlayer is used.
Furthermore, as can be seen from Fig. 1 (curve 3), for
bias voltages U > 0.3 V, the overbarrier dark currents
for which β = 1.4, I0 < 10–12 A (the sample surface area
is 25 mm2) prevail.

Special features of the reverse I–V characteristics
(Fig. 2) are also indicative of a decrease in the currents
as a result of the decreasing probability of tunneling.
For the reverse I–V characteristics, the current can be
written as I ∝  Um. In Fig. 2, two portions with parame-
ters of I–V characteristics inherent in the junctions of
this type [3] are observed for straight lines 1 and 2: pre-
breakdown portions with m = 1.9–2.4 and the portions
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Fig. 1. Forward current–voltage characteristics of the
Cu1.8S–CdS junctions: (1) without intermediate layers,
(2) with high-resistivity CdS layer, and (3) with a ZnSe
layer. Values of β are indicated.
of soft tunnel breakdown with m > 3.5. When the ZnSe
interlayer is used, there is no tunnel breakdown (m < 3,
curve 3) up to the bias voltage U = 10 V. For these struc-
tures, the generation currents with m = 1 are dominant
up to U = 1 V. As can be seen from Fig. 2, for U = 1 V,
the current decreases by four orders of magnitude com-
pared to the junctions without the high-resistivity inter-
layers (curve 1).

In Fig. 3, we show the spectra of the external quan-
tum efficiency of CdS sensors. Curve 1 is a typical
spectrum for efficient CdS-based photoconverters.
Curves 2 and 3 are the spectral distributions of sensitiv-
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Fig. 2. Reverse current–voltage characteristics of the CdS
sensors: (1) without intermediate layers, (2) with an inter-
mediate high-resistivity CdS layer, and (3) with an interme-
diate ZnSe layer.

Fig. 3. Spectral distribution of quantum efficiency Q(λ) for
the Cu1.8S–CdS surface-barrier sensor: (1) without high-
resistivity intermediate layers, (2) with a high-resistivity
ZnSe layer, and (3) with a low-resistivity layer and a ZnSe
layer.
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ity of junctions with only the high-resistivity ZnSe and
the photoconverters with intermediate high-resistivity
ZnSe and low-resistivity CdS layers, respectively. It
can be seen that the presence of the low-resistivity sur-
face layer considerably enhances the quantum effi-
ciency within the entire spectral region.

Thus, the investigations of the I–V characteristics
and the spectra of quantum efficiency show that the
consecutive growth of high- and low-resistivity layers
arranged in the SCR of the surface-barrier contact
makes it possible to considerably improve the electrical
parameters and to retain a high quantum efficiency of
the CdS sensors. It should be stressed that the I–V char-
acteristic parameters attained in this study for the thin-
film polycrystalline structures do not rank below those
inherent in the best single-crystalline analogues. A high
photosensitivity and optimal electrical characteristics
close to the limiting ones make the developed struc-
tures the best among the known UV sensors.
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Abstract—High frequency IMPATT oscillations followed under certain conditions by reversible impact ion-
ization wave breakdown of the p+–n–n+ diode structure have been experimentally observed for the first time in
a drift step recovery diode operating in the avalanche breakdown mode after a fast voltage restoration of the
p−n junction. © 2001 MAIK “Nauka/Interperiodica”.
The reversible impact ionization wave breakdown in
semiconductors underlies the operation of at least two
types of semiconductor devices incorporating the
p+−n–n+ diode structure as an active switching semi-
conductor element. Devices of the first type, avalanche
switching diodes [1], are in fact avalanche transit time
diodes operating in the so-called TRAPATT (trapped
plasma avalanche triggered transit) mode. These
diodes, proposed as far back as 1967 [2], are currently
used for microwave generation at frequencies of several
GHz, with a pulse output power up to 103 W. The sec-
ond type of the devices, known as silicon avalanche
shapers (SAS), was proposed in 1979 after the discov-
ery of reversible breakdown in semiconductors with the
formation of a delayed impact ionization wave [3]. The
devices of the second type are also widely used nowa-
days for the generation of extremely high-power high-
voltage electrical pulses with amplitudes of tens of
kilovolts and pulse powers over 107 W at voltage build-
up times less than 10–10 s. In both types of diode struc-
tures, the impact ionization wave breakdown of the
lightly doped base of the device is triggered by apply-
ing a short high-power overvoltage pulse from an exter-
nal source to the initially reverse-biased p−n junction.
In this case, the efficiency of the impact ionization
wave formation is largely determined by the parameters
of the external “triggering” pulse (mainly by its ampli-
tude and form), by the initial reverse bias applied to the
p−n junction, and by other factors (p−n junction tem-
perature, illumination of the structure, etc.).

In this paper, we report the first experimental obser-
vation of the wave breakdown in p+–n–n+ diode struc-
tures in the mode when the bias applied to the p−n junc-
tion is switched from forward to reverse. In contrast to
the modes described above, the pulsed reverse over-
voltage across the structure is not produced by the trig-
1063-7826/01/3505- $21.00 © 20608
gering pulse from the external source, but is formed by
the p+–n–n+ structure itself. The pulse of the reverse
overvoltage across the p−n junction arises in the device
during abrupt (in the matter of several nanoseconds)
recovery of the blocking properties of the p−n junction
after the depletion of the electron–hole plasma stored in
the base layers of the p+–n–n+ structure during the
injection phase of the forward-biased p+–n and n+–n
junctions. This effect has been observed in the so-called
drift step recovery diodes (DSRD) [4], for which the
step recovery of the p−n junction blocking capacity is
the basic mode of operation in circuits generating high-
voltage nanosecond pulses [5].

In our experiments, we used DSRDs fabricated by
the conventional diffusion technology on n-Si(111)
wafers with a resistivity of ρ ≈ 35 Ω cm. The total thick-
ness of the p+–n–n+ DSRD structures was ~250 µm,
with the p+–n and n+–n junctions lying at depths of
~70 and 30 µm, respectively. The working area of the
p+–n junction was ~3.3 cm2, the hole lifetime in the
n-base at low injection level was ~40 µs, and the static
voltage of the avalanche breakdown in a p−n junction
was UBR ≈ 1300 V.

The DSRDs were studied in a discharge L–C oscil-
latory circuit commonly used to form nanosecond
pulses in DSRD-based circuits (Fig. 1a). During the
forward pumping phase τ+ = 200 ns long, the injection
current flows through the p+–n–n+ DSRD structure,
modulating the n-base conductance and leading to
accumulation of the excess charge of injected carriers
in the base (Fig. 1b). Beginning at the instant of time t1,
the diode current reverses and the charge stored in the
structure starts to decay. In this stage, the electrical
resistance of the diode remains low until the instant t2,
when the space-charge layer arising near the p+–n junc-
001 MAIK “Nauka/Interperiodica”
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tion cuts off the current flow through the structure in a
time τR ≈ WR/V. Here, WR is the width of the space
charge layer under the appearing reverse bias UR, and V
is the drift velocity of charge carriers in silicon. The
parameters of the L–C circuits in Fig. 1a are chosen so
that all the energy of the circuits is stored in the induc-
tors L1 and L2 at the instant of time t = t2 = (3/2)t1. Then,
with the current through the DSRD interrupted, the cur-
rent in the L–C circuits starts to flow through the load
resistance R connected in parallel with the diode. The
switchover of the current into the load upon recovery of
the blocking capacity of the p+–n–n+ structure is
accompanied by a sharp increase in the voltage across
the DSRD and the load to a value Umax that may exceed
the UBR of the diode structure. The overvoltage across
the DSRD structures can be controlled by varying the
amplitude of the current IR interrupted at the instant t2

and the load resistance R, since the maximum voltage
across the load may reach a value Umax = IRR (if Umax <
UBR). The circuit used in the experiments allowed grad-
ual variation of IR in the range 50–400 A at R = 30 Ω ,
which enabled the breakdown mode for diodes with
UBR in the range 1–6 kV. Pulses of current through the
DSRD and voltage across the p+–n–n+ structures during
their switching were recorded using a Tektronix TDS-
380 two-channel digital oscilloscope with 1-ns time
resolution or an S7-19 high-speed oscilloscope when
transient processes with duration less than 1 ns were to
be analyzed.

Figure 2 presents oscillograms of voltage pulses
across the DSRD and current through the p+–n–n+

structure in the stage of restoration of the blocking
capacity of the p+−n-junction after the decay of the
charge accumulated in the base during the injection
stage (the accumulation stage is not shown in Fig. 2). At
the instant of interruption of the DSRD current with
amplitude IR = 100 A, the voltage across the p+–n–n+

structure does not yet exceed the voltage of avalanche
breakdown of the p−n-junction and the voltage pulse is
bell-shaped (curve 1), which is typical of DSRD oper-
ation in circuits forming nanosecond voltage pulses.
The rate of rise of the reverse voltage across the p+−n
junction on interrupting a 100-A current is ~1.6 ×
1011 V/s. This is still far from the maximum possible
value of (dU/dt)max = (1/2)[(EBR/VS)] ≈ 6.5 × 1011 V/s,
where EBR is the breakdown electric field for silicon,
and VS is the saturated drift velocity of charge carriers.

As the amplitude of the interrupted current
increases, the rise in the voltage across the diode
becomes faster owing to an increased drift velocity,
which attains a value VS at an interrupted current den-
sity of jRS = qNDVS, equal to about 200 A/cm2 for the
DSRDs under study (q is the electron charge, and ND is
the donor concentration in the n-base of the p+–n–n+

structure). However, V is virtually close to the limiting
SEMICONDUCTORS      Vol. 35      No. 5      2001
value for silicon at current densities over ~100 A/cm2.
On cutting off a current of 240 A (jR = 70 A/cm2), the
dU/dt at the edge of the reverse voltage pulse across the
p+–n–n+ structure is ~5 × 1011 V/s (curve 2). In this
case, the voltage across the R = 30 Ω load, the maxi-
mum possible for the L–C circuit, could be ~3.5 kV
with account taken of the energy loss for commutation.
This exceeds the breakdown voltage of the p+–n–n+

structure. Consequently, the device connected in paral-
lel with the load resistor starts to limit the voltage
across the load to ~UBR = 1.3 kV and enters the mode
of deep avalanche breakdown in the p+−n junction with
a breakdown current of ~150 A. In this mode, the volt-
age across the p+–n–n+ structure and the current
through it oscillate at a frequency of ~280 MHz, with
the oscillations decaying as the average voltage across
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S1 S2

C1 C2+
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+
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I, U, arb. units

1

0

–2

IF τR

τ–

τ+

IR

U

200 400 t, ns

t1 t2

(b)

Fig. 1. (a) Simplified electric circuit for DSRD studies in the
mode of nanosecond voltage pulse formation and avalanche
breakdown in the p−n junction. C1 and C2 are storage capac-
itors that represent the sources of energy in the circuits; L1
and L2 are intermediate magnetic storages of energy in the
circuits; S1 and S2 are power switches in the charging and
discharge circuits, respectively; and R is the load resistor.
(b) Diagrams of the current through and the voltage across
DSRD operating in the mode of symmetric L–C circuits,
with L1 ≈ L2 and C1 ≈ C2 (see Fig. 1a); τ+, τ–, and τR are,
respectively, the durations of the charge pumping, charge
decay, and DSRD current interruption and voltage rise
stages; and IF and IR are the forward and reverse currents.
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the p+−n-junction decreases to ~UBR of the diode. The
observed character of oscillations and their frequency
indicate the transition of the DSRD to the mode of
IMPATT (impact avalanche transit time) oscillations,
similar to those observed in the case of avalanche
breakdown in power p–i–n diodes operating with
an inductive load in the mode of the diode current
reversal [6].

With the amplitude of reverse current through the
DSRD increasing further and, with increasing conse-
quently avalanche breakdown current density in the
p+−n junction in the IMPATT oscillatory mode, the
oscillatory stage becomes longer and the rate of rise of
the voltage across the p+–n–n+ structure reaches a value
of ~6 × 1011 V/s at jR = 100 A/cm2. Beginning with this
jR value equal to ~(1/2)jRS, even a minor further
increase in the reverse current amplitude leads to an
abrupt change in the nature of DSRD operation in the
avalanche breakdown mode. As soon as the charge in
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Fig. 2. Pulse oscillograms of (a) voltage across and (b) cur-
rent through DSRD in the process of recovery of the p+−n
junction blocking capacity and its avalanche breakdown at
several values of the reverse current IR: (1, 1') 100,
(2, 2') 240, and (3, 3') 350 A. The static breakdown voltage
of the p+−n junction UBR = 1320 V.
the n-base of the structure decays and the first peak is
reached, the voltage across the DSRD falls abruptly (in
less than 1 ns) to a level of ~300 V and then rises grad-
ually without IMPATT oscillations to a value ~UBR of
the p+−n junction (Fig. 2, curve 3). The abrupt fall of
the voltage in curve 3 has a duration of ~1 ns because
of the insufficient time resolution of the recording
TDS-380 digital oscilloscope, whereas the value mea-
sured with an S7-19 high-speed S7-19 oscilloscope is
380 ps. Such a fast decrease in the voltage across the
DSRD p+–n–n+ structure to a value substantially lower
than the UBR of the p−n junction suggests that the
n-base of the structure is filled with electron–hole
plasma with a carrier concentration of ~3 × 1013 cm–3

(provided that the carrier distribution in the volume of
the n-base is uniform). In this case, the time of this fill-
ing is much shorter than the time of carrier drift through
the n-base at a saturated velocity, the latter time being
about 1.5 ns for the diodes under study. This indicates
that the carrier generation and transport mechanisms in
the p+–n–n+ structure change from avalanche transit to
impact ionization wave breakdown, similar to that
occurring in silicon avalanche shaper structures. It is
worth noting that further studies in a special discharge
circuit ensuring a reliable recording of this process in
the course of time are necessary for the correct determi-
nation of the velocity of the impact ionization wave and
a more detailed analysis of the observed effect. In the
case in question, the discharge circuit, the DSRD, and
the load have been designed for recording processes
with a duration greater than 1 ns. The spurious induc-
tance of the circuit does not allow precise measure-
ments of processes with durations of about t = L/R ≈
300 ps, which is comparable with the measured decay
time of the voltage across the DSRD during the forma-
tion and traveling of the impact ionization wave.

To conclude, we have presented the first experimen-
tal evidence that drift step recovery diodes operating
with avalanche breakdown in the p−n junction can enter
the mode of IMPATT oscillations of the current through
and the voltage across the device, with reversible
impact ionization wave breakdown in the p+–n–n+

diode structure induced on further increasing the ava-
lanche breakdown current density. A detailed study of
the effect, including its stability and homogeneity over
the structure area, its influence on the reliability of in-
series connected DSRDs, and its possible practical
applications, will be the goal of further experimental
research.
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