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II INTERNATIONAL CONFERENCE ON AMORPHOUS
AND MICROCRYSTALLINE SEMICONDUCTORS
II International Conference on Amorphous
and Microcrystalline Semiconductors
The II International Conference on Amorphous and
Microcrystalline Semiconductors took place in St. Peters-
burg from July 3 to July 5, 2000. The conference was
organized by the Russian Academy of Sciences and
represented by the Ioffe Physicotechnical Institute. The
Organizing Committee Chairman was E.I. Terukov,
and the members were K.D. Tséndin, O.I. Kon’kov, and
I.N. Trapeznikova.

There were 168 papers presented at the conference.
Scientists from France, Germany, South Korea, Great
Britain, Cuba, Latvia, and all the countries belonging to
the Commonwealth of Independent States attended the
conference.

The so-called Kolomiets lecture was delivered by
É.A. Lebedev and had the title “Transport of Charge
Carriers in Unordered Materials”; É.A. Lebedev is a
follower and colleague of the late Professor B.T. Kolo-
miets, is the discoverer of the switching effect in vitre-
ous chalcogenide semiconductors, and is the developer
of the transit-time method for studying the charge-car-
rier transport in unordered semiconductors. During the
plenary session, lectures were given by leading scien-
tists in the field of unordered semiconductors, i.e., by
A.M. Andriesh (Moldova), S.A. Dembovskiœ,
Yu.S. Tver’yanovich, K.D. Tséndin, A.L. Talis,
E.I. Terukov, V.V. Sobolev, A.I. Popov (all from Rus-
sia), Ya. Teteris (Latvia), and Jean-Paul Kleider
(France); in these lectures, the latest achievements in
the physics of vitreous chalcogenide semiconductors
and amorphous materials were reviewed.

Five lines can be distinguished in the scope of the
conference:

(1) amorphous hydrogenated silicon and its alloys,
(2) amorphous and diamond-like carbon,
(3) microcrystalline and nanocrystalline semicon-

ductors,
(4) vitreous chalcogenide semiconductors, and
(5) technological applications.
In the papers devoted to amorphous silicon, much

consideration was given to various methods for obtain-
ing the films and to the interrelation between these
methods and the states of impurities and defects; these
states affect physical properties such as electrical con-
ductivity, luminescence, and optical absorption. Atten-
tion of participants of the conference was drawn to the
papers by O.A. Golikova, V.G. Golubev, M.S. Bresler,
V.Kh. Kudoyarova, S.P. Vikhrov, A.G. Kazanskiœ, and
V.P. Afanas’ev. Particular interest was attracted to the
1063-7826/01/3506- $21.00 © 20613
communications delivered by M.S. Bresler, which were
devoted to the observation and study of the effect of
stimulated radiation in the films of hydrogenated amor-
phous silicon doped with erbium, and to that delivered
by V.G. Golubev, which was concerned with enhance-
ment of the photoluminescence intensity in the vicinity
of 1.54 µm in the a-Si:(H, Er) films installed in a planar
Fabry–Perot microcavity. The participants of the con-
ference gave much attention to the problems in the
technology of fabrication (and to studies) of nanostruc-
tured and microcrystalline silicon samples; this atten-
tion is caused by the suppression of the Staebler–Wron-
ski effect in such samples, which is of interest in rela-
tion to practical applications.

In the papers devoted to amorphous and diamond-
like carbon, various methods (chemical, ion-plasma,
and electron-beam treatments) for the structural modi-
fication of the material were considered; metastable
states arising as a result of such modification were dis-
cussed. Particular interest was expressed in the effect of
the field emission of electrons in carbon films obtained
by different methods; attention was also drawn to the
issues related to special features of morphology of such
films, their optical properties, microhardness, wettabil-
ity, and liquid adhesion. An approach advanced in the
papers delivered by A.L. Talis, M.I. Samoœlovich, and
M.I. Mironov is of much interest; this approach makes
it possible to describe the noncrystalline diamond-like
structures in terms of generalized crystallography.

The third line in the scope of the conference was
widely represented by the papers devoted to nanocrys-
talline, microcrystalline, and porous silicon as well as
by the papers concerned with fullerene-containing
materials. The papers presented by Jean-Paul Kleider,
O.A. Golikova, and V.P. Afanas’ev contained interest-
ing information about the so-called polymorphous
(nanostructured) silicon films, whose structure and
properties differ from those of the films of hydroge-
nated amorphous silicon and which are actively studied
at present. We should highlight an interesting paper
presented by A.B. Pevtsov and devoted to the produc-
tion and characterization of three-dimensional arrays of
GaN and InN nanoclusters in the opal matrix, which is
topical in relation to the possibility of forming the
semiconducting nanostructures and photonic crystals
in such materials. The papers presented by V.V. Popov,
V.V. Sobolev, É.A. Lebedev, and V.A. Yukhimchuk
were devoted to studies of the structural and optical
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properties and electron spin resonance in nanostruc-
tured and porous materials.

Among the papers devoted to chalcogenide and
other vitreous semiconductors, particular attention was
paid to those concerned with specific features of elec-
tron energy spectrum in these materials and to changes
in this spectrum as a result of varying the growth meth-
ods and of doping. Great interest was expressed in the
papers presented by V.Ya. Kogaœ (ultrafast dissolution
of metals in chalcogenide vitreous semiconductors),
O.Yu. Prikhod’ko (effects of the methods for thermal
evaporation and high-frequency cosputtering on the
electron spectrum of amorphous S–Se films), and the
papers presented by A.A. Babaev and devoted to the
effect of low impurity concentrations on photolumines-
cence and charge-carrier drift in the arsenic sulfide
samples. The application-oriented studies of vitreous
chalcogenide semiconductors included such topics as
the writing of data (K.D. Tséndin), photoluminescence
in vitreous chalcogenide semiconductors doped with
the rare-earth elements (A.S. Tver’yanovich), the
development of photoresists based on thin films of vit-
reous chalcogenide semiconductors (V.I. Vlasov), and
the design of an acoustooptical modulator for the
diode-laser emission (L.A. Kulakova).

The papers concerned with prospects of the techni-
cal applications of vitreous chalcogenide semiconduc-
tors were widely presented at the conference. In addi-
tion to the aforementioned applications based on vitre-
ous chalcogenide semiconductors, we may mention the
photoluminescent and electroluminescent structures
based on various materials, thin-film solar cells, and the
development of thermally stable polymers that are
based on polyimides and feature efficient photolumi-
nescence. It is remarkable that there were papers in
which not only the prospects of using amorphous mate-
rials in practical medicine to develop new devices and
materials having unique physicochemical and bio-
chemical properties were proven but the operating pro-
totypes were also demonstrated.

Numerous topical issues were discussed in three
poster sessions.

In the closing roundtable discussion, it was noted
that the conference was timely and topical and that the
papers presented were of high scientific quality. In the
discussion held at the closure of the conference, it was
persistently wished that the next conference be con-
vened in two years.

The abstracts of the papers presented at the confer-
ence were published. The organizing committee rec-
ommended the most interesting papers be published in
this issue of “Fizika i Tekhnika Poluprovodnikov”
(“Semiconductors”).

The convening of the conference was made possible
by the support of the Russian Foundation for Basic
Research (project no. 00-02-26038). The Ioffe Physi-
cotechnical Institute of the Russian Academy of Sci-
ences contributed appreciably to the conference organi-
zation. The role of the St. Petersburg State Technical
University should be acknowledged for providing the
conference site (in the House of Scientists at Lesnoœ).

Evgeniœ Terukov,
Organizing Committee

Chairman
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Abstract—The recombination of nonequilibrium charge carriers in p-Si doped lightly with boron was ana-
lyzed; the samples were obtained by high-frequency decomposition of silane diluted heavily with hydrogen
under conditions of a high high-frequency power. The columnar formations composed of microcrystallites are
typical of the structure of such a material. It was established that, in a limited temperature range, the dominant
recombination mechanism may be related to recombination at intercolumnar boundaries in combination with
tunneling and partial thermal activation. Such recombination leads to an anomalously small exponent in the cur-
rent–illuminance characteristic γ = 0.3. The suggested model makes it possible to calculate the temperature
dependences of γ for various levels of doping of the material and predicts a decrease in the efficiency of doping
and an increase in the defect concentration in the material with an increasing concentration of introduced boron.
The recombination mechanism changes at elevated temperatures; as a result, the recombination at the bound-
aries governed by the Shockley–Read statistics becomes prevalent. Tunneling-related recombination within the
columns is dominant at low temperatures. Both mechanisms lead to an increase in γ to conventional values
(γ ≈ 0.7). © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In the group of silicon materials including those
with an amorphous, nanocrystalline, microcrystalline,
or polycrystalline structure, the amorphous and poly-
crystalline materials are indubitable leaders in the num-
ber of publications devoted to recombination of non-
equilibrium charge carriers. It is generally accepted that
recombination in amorphous silicon is controlled by
localized states in the mobility gap; these states act as
the centers of the capture and recombination of non-
equilibrium charge carriers, whereas recombination at
the crystal boundaries is predominant in polycrystalline
silicon. Compared to the above materials, the number
of publications devoted to nanocrystalline and microc-
rystalline materials is much less, which is apparently
related to the complexity of studying these materials
and, as a consequence, to difficulties in interpreting the
data obtained.

In fact, a realistic model of recombination in an
unordered and inhomogeneous semiconductor should
take into account three recombination processes: inside
the “main” and “incorporated” materials and also at the
corresponding interfaces. All three recombination pro-
cesses are competitive, and each of them can play a
determining role under given experimental conditions.
Identification of the main and incorporated materials
can be extremely diverse. Thus, for nanocrystalline sil-
1063-7826/01/3506- $21.00 © 20615
icon, the role of the main material is played by the
amorphous matrix, whereas crystalline inclusions act
as an incorporated material. The situation is more com-
plicated for microcrystalline silicon. It is known that
this material features an extremely inhomogeneous
structure, in which the microcrystallites are combined
into columnar formations linked to each other by an
amorphous “connecting fabric” [1]. For such a struc-
ture, the microcrystallites combined in columnar for-
mations may represent the main material, whereas the
amorphous connecting binders may constitute the
incorporated material.

An intriguing property of microcrystalline silicon is
the observed (in a limited temperature range) anoma-
lously flat current–illuminance characteristic with an
exponent that may be as small as 0.15 [2–4]. Such a
small exponent of the current–illuminance characteris-
tic was observed previously in heavily doped and com-
pensated germanium at sufficiently low temperatures,
in that case this effect was related to the spatial separa-
tion of recombining nonequilibrium charge carriers
owing to fluctuations of the conduction- and valence-
band edges [5]. In this paper, we show that the current–
illuminance characteristic with an exponent smaller
than 0.5 in microcrystalline silicon may be related to
the recombination of nonequilibrium electrons and
holes at the charged boundaries of columnar formations
that ensure the spatial separation of charge carriers.
001 MAIK “Nauka/Interperiodica”
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2. RESULTS AND DISCUSSION

Microcrystalline silicon, whose properties are dis-
cussed in this paper, was obtained by high-frequency
(HF) decomposition of silane-containing mixtures
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Deep states
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Fig. 1. (a) Schematic representation of the structure of
microcrystalline silicon. (b) Energy-band diagram of lightly
doped microcrystalline p-Si. (c) Possible mechanisms for
recombination of nonequilibrium charge carriers: (1) the
Shockley–Read recombination at intercolumnar bound-
aries, (2) tunneling recombination within the columns, and
(3) tunneling recombination at intercolumnar boundaries.

Fig. 2. Possible mechanisms of recombination at the inter-
columnar boundary. E denotes the energy for which tunnel-
ing occurs: (1), (2), and (3) correspond to the thermally acti-
vated process, tunneling transition, and combined process,
respectively.
under conditions of high HF power and a high degree
of dilution of SiH4 with hydrogen [4]. It is characteris-
tic of such a material that its conductivity is n-type due
to light doping with oxygen during the film deposition
[6] and that its structure is inhomogeneous; in this
structure (shown schematically in Fig. 1a), the microc-
rystallites 10–30 nm in size are combined into much
larger (100−300 nm) columnar formations with clearly
pronounced interfaces [1, 4]. Light doping with boron
makes it possible to obtain samples with nearly intrin-
sic conductivity. The presumed energy-band diagram
of the material that is doped lightly with boron and has
a columnar structure is shown in Fig. 1b. The band
bending at the intercolumnar boundaries is related to
the accumulation of holes at the deep states as a result
of doping with boron.

In Fig. 1c, we illustrate the most probable mecha-
nisms for the recombination of nonequilibrium charge
carriers. In order to calculate the characteristics of the
Shockley–Read recombination at the column bound-
aries, we may use the well-developed models for unor-
dered materials; however, these models always yield an
exponent larger than 0.5 for the current–illuminance
characteristic [7, 8]. It should be noted that we disre-
gard the probability of the Shockley–Read recombina-
tion in the bulk of the columns, because the estimations
show that recombination at the boundaries is prevalent
for all reasonable values of the parameters. An interest-
ing hypothetical mechanism of the decrease in the expo-
nent of the current–illuminance characteristic in unor-
dered material was suggested previously [9] and was
related to the smoothing of fluctuations in the potential
due to the accumulation of nonequilibrium charge car-
riers and variation in the current-flow level. Seemingly,
a similar situation could arise in the material we studied
owing to an illumination-induced modulation of the
charge trapped at the interface states. However, our cal-
culations show that this possibility may only be real-
ized (if at all) in a fairly narrow range of the material
parameters and that the exponent of the current–illumi-
nance characteristic cannot be smaller than 0.5 at high
and low temperatures. This contradicts the experimen-
tal data. Therefore, we believe that another type of
recombination is prevalent in the material we studied.

Tunneling-related recombination may be dominant
in the bulk of an unordered semiconductor at fairly low
temperatures. This recombination is also well studied
in a wide temperature range, and it is known that this
type of recombination yields the exponent of the cur-
rent–illuminance characteristic in the range from 0.6
to 1, i.e., much larger than that observed experimen-
tally [10, 11]. We now consider the tunneling recombi-
nation at the intercolumnar interfaces.

A scheme of this recombination process is illus-
trated in Fig. 2. Apparently, the recombination pro-
ceeds in two stages. In the first stage, electrons are cap-
tured by the interface states. This is a fast process,
because the column boundaries are charged positively
SEMICONDUCTORS      Vol. 35      No. 6      2001
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and attract the nonequilibrium electrons. Most proba-
bly, the net rate is governed by the second (compara-
tively slow) process of penetration of nonequilibrium
holes to the interface states. This penetration may occur
both by thermally overcoming the barrier and by tun-
neling or recombination processes (lines 1, 2, and 3 in
Fig. 2, respectively).

We now estimate the recombination rate as a func-
tion of the energy E, for which tunneling of a hole to the
interface occurs; we have

(1)

where Ni is the concentration of the recombination cen-
ters at the interface, σp is the cross section of the non-
equilibrium-hole capture, v p is the thermal velocity of
holes, p0 is the nonequilibrium-hole concentration at
the mobility edge of the valence band (Ev), r(E) is the
tunneling distance, and a is a constant that specifies the
penetration of the charge-carrier wave function into the
potential barrier.

We assumed that the probability of tunneling is pro-
portional to exp[–r(E)/a], which is a typical assumption
for localized charge carriers. The best approximation
for delocalized charge carriers is given by [12]

(2)

Both approximations yield a tunneling probability that
decreases exponentially with distance. However, we
believe that the localized-carrier approximation is more
realistic because the sizes of microcrystallites forming
the columns are very small; as a result, the wave func-
tion of nonequilibrium charge carriers is profoundly
perturbed and differs substantially from that of quasi-
free charge carriers.

The dependence r(E) can be calculated from the
barrier shape [13]; i.e.,

(3)

where ps is the surface density of holes trapped at the
intercolumnar boundary and Na is the acceptor concen-
tration.

An analysis of (1) and (2) shows that there is a well-
pronounced maximum in the recombination rate; this
maximum corresponds to the tunneling distance equal
to

(4)
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As a result, a characteristic recombination time related
to rmax exists for each boundary with the surface-state
density of ps; thus, we have

(5)

where τ0 is the preexponentioal factor related to the
charge-carrier thermal velocity, the capture cross sec-
tions, etc.

In terms of such a model, the boundaries with low ps

feature short recombination times, whereas those with
high ps have long recombination times. As a conse-
quence, the boundary states with low ps are predomi-
nantly unoccupied, whereas those with high ps are
mainly occupied. Obviously, ps is a random quantity
that fluctuates from one boundary to another. If g(ps) is
a distribution function for the quantity ps, the total con-
centration of nonequilibrium charge carriers can be cal-
culated by integrating over all the interfaces as

(6)
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4εε0kT
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Fig. 3. Comparison of the calculated dependence of the
exponent in the current–illuminance characteristic on recip-
rocal temperature (solid line) with experimental data (1) [2]
and (2) [3]. Parameters used in the calculation are listed in
the table.

The model parameters used in calculations whose results are
shown in Fig. 3

Acceptor concentration Na = 1.1 × 1018 cm–3

Interface concentration Ns = 6 × 1015 cm–3

Variance of distribution of the surface-
state density at the interfaces

psm = 1 × 1012 cm–2

Localization radius of the wave function a = 12 Å

The time preexponentional factor τ0 = 10–12 s
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where f(G, ps) is the occupancy function for the bound-
ary states; this function can be determined by equating
the generation and recombination rates per boundary;
thus, we have

(7)f G ps,( ) 1
1 Ns/Gτ ps( )+
-----------------------------------,=

1
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Fig. 4. Decay of photoconductivity after the illumination
was switched off. (a) The results of calculations and
(b) experimental data [4]. T = (1) 194, (2) 232, (3) 261,
(4) 297, (5) 327, (6) 351, and (7) 373 K.

Fig. 5. Calculated temperature dependence of the half-
decay time τ1/2 of photoconductivity after illumination was
switched off.
where Ns is the total concentration of boundaries and
G is the generation rate for the electron–hole pairs.

Let us now discuss the possible form of the distribu-
tion function g(ps). The following assumptions are
valid for this distribution. First, the actual form of the
distribution g(ps) for low ps is not very important
because the corresponding boundaries do not contrib-
ute to the concentration of nonequilibrium charge car-
riers. Second, it is reasonable to assume that the frac-
tion of the boundaries with high ps is relatively small;
consequently, for high ps, g(ps) is a descending func-
tion, and, most probably, this descent is fairly steep. It
is found that the model is not very sensitive to a specific
distribution shape. Thus, we performed the calculations
for exponential

(8)

and Gaussian

(9)

distributions. Both functions yield qualitatively similar
results, and a current–illuminance characteristic with
an exponent less than 0.5 is actually obtained. How-
ever, distribution (9) describes the temperature depen-
dences of the exponent in the current–illuminance char-
acteristic and of the photoconductivity kinetics slightly
better; therefore, the results presented below were
obtained using distribution (9).

It is pertinent to mention immediately a plausible
interpretation of the quantity psm, which appears in the
distribution function. Since this quantity specifies the
variance of the distribution of the surface density of
states at the interfaces, it may be used to assess the
degree of disorder in the material.

Substituting (5), (7), and (9) into (6), we can numer-
ically calculate the dependences of the nonequilibrium-
carrier concentration on the generation rate and temper-
ature. The results of such a calculation (represented as
the γ(1/T) dependence) are shown in Fig. 3. Experimen-
tal data reported previously [2, 3] are also shown for the
sake of comparison. In the table, we list the model
parameters that yield the closest agreement with exper-
imental data. We may state that all the values are quite
reasonable.

We should specially discuss a discrepancy between
the model and experiment at high and low tempera-
tures. To this end, we should return to Fig. 1c, in which
the competition between three recombination mecha-
nisms is illustrated. It seems quite obvious that the
Shockley–Read recombination (1) is bound to be prev-
alent at high temperatures and yields γ ≈ 0.7, in com-
plete agreement with experimental data. At very low
temperatures, pure tunneling mechanism (2) is appar-
ently predominant, which also results in an appreciable
increase in the exponent γ [10, 11]. Therefore, the
agreement between the suggested model and the exper-
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iment may exist only in a narrow temperature range, in
which mechanism (3) is predominant.

The model makes it possible to calculate not only
the steady-state characteristics of photoconductivity
but also the time dependences of photoconductivity
after the illumination has been switched off. In fact, fol-
lowing the cessation of excitation, the interfaces free
themselves of charge carriers via recombination; this
process develops in time t with recombination times
inherent in the interfaces. Therefore, by analogy with
Eq. (6), we may assume that

(13)p t( ) Ns g ps( ) f G ps,( )e
t /τ ps( )–

psd .
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Fig. 6. Comparison of calculated (lines) and experimental
(1, 2, 3) temperature dependences of the exponent γ of the
current–illuminance characteristic in the samples with dif-
ferent concentrations of boron impurity. Content of dibo-
rane in the gaseous mixture was  = (1) 2, (2) 5, and

(3) 10 ppm.
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Fig. 7. Dependences of (1) the ionized-acceptor concentra-
tion Na and (2) a degree of disorder in the material psm on
the concentration of doping impurity (boron).
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The results of calculations based on the above
parameters are shown in Fig. 4a and are to be compared
with experimental data in Fig. 4b [4]. In Fig. 5, we
show the calculated temperature dependence of the
photoconductivity half-decay time τ1/2. We may note
that there is reasonable agreement between theory and
experiment; this agreement may be apparently further
improved if we take into account recombination mech-
anisms (1) and (2) illustrated in Fig. 1c.

Temperature dependences of the exponent in the
current–illuminance characteristic are affected pro-
foundly by the degree of doping of the material. Figure 6
shows the results of calculations; experimental data
reported recently [4] are also shown for the sake of
comparison. In Fig. 7, we show the dependence of the
parameters that are used in calculations and ensure the
best fit to experimental data on the fraction of diborane

 in the initial gaseous mixture. The results
obtained can be treated in the following manner. For
low diborane content, the doping efficiency (associated
with the concentration of ionized acceptors Na) is
directly proportional to , whereas the disorder
degree (associated with psm) is almost independent of
the introduced-impurity concentration. As 
increases, the doping efficiency decreases owing appar-
ently to an increase in the number of defects and in the
degree of disorder of the material. The dependence lev-
els off for the highest doping level; i.e., all the intro-
duced impurity atoms become electrically inactive
owing to an increase in the concentration of compensat-
ing defects. This treatment is in excellent agreement
with the published experimental data for both microc-
rystalline and amorphous silicon [4, 14].

3. CONCLUSION

Microcrystalline silicon has a highly inhomoge-
neous structure, in which the microcrystallites are com-
bined into columnar formations separated by interfaces
that play a determining role in the recombination of
nonequilibrium charge carriers. When boron is intro-
duced, the intercolumnar boundaries accumulate posi-
tive charge and become less accessible to nonequilib-
rium holes. At fairly low temperatures, the penetration
of holes to the interface is controlled by subbarrier tun-
neling, which gives rise to a large spread in recombina-
tion lifetimes and, as a consequence, to the exponent of
a current–illuminance characteristic smaller than 0.5;
as a result, an extended tail in the photoconductivity
decay after the cessation of excitation is observed. This
mechanism of recombination is found to be very sensi-
tive to the spread in the properties of interfaces and in
the concentration of ionized acceptors. Furthermore,
this mechanism is effective in a comparatively narrow
temperature range; i.e., the Shockley–Read recombina-
tion is predominant at high temperatures, whereas the

CB2H6

CB2H6

CB2H6
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tunneling recombination within the columns is preva-
lent at low temperatures.
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Abstract—Electrical properties and characteristics of defects in the upper part of the band in Er-doped a-Si:H
grown by plasma-enhanced chemical vapor deposition were studied for the first time. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The observation of efficient room-temperature pho-
toluminescence (PL) from Er ions in amorphous hydro-
genated silicon a-Si:H(Er) produced by magnetron
sputtering [1] stimulated studies of Er luminescence in
a-Si:H(Er) fabricated by various technologies. For
example, the first observation of Er luminescence in
a-Si:H(Er) produced by plasma-enhanced chemical
vapor deposition (PECVD), known to be the basic
method for fabrication of device-quality amorphous sil-
icon for solar cells, was reported in [2]. According to
[3], the electroluminescence is excited owing to the
Auger process, in which electrons from the a-Si:H con-
duction band are captured by silicon dangling bonds
(D-centers), with energy transferred to the f-shell of Er
ions. The introduction of erbium into an amorphous
a-Si:H matrix induces, along with the dangling bonds,
local distortions of hydrogen–silicon and silicon–sili-
con bonds. As is known, sets of shallow traps are
formed near the edges of the allowed bands in the latter
case. Until now, the character of Er-induced electrically
active centers in amorphous hydrogenated Si (their
activation energy and energy distribution) remained
unclarified; however, these data may be helpful in
deriving both the physical model and the technology of
the Er-based electroluminescent structures (suppres-
sion of nonradiative recombination, etc.).

In this communication, we report new data on the
electrical properties and characteristics of levels in the
upper part of the forbidden band for a-Si:H(Er) pro-
duced by PECVD with Er(TMHD)3 metalorganic pow-
der as the Er source.

2. SAMPLES AND EXPERIMENTAL
METHODS

The samples were grown in a conventional installa-
tion for the PECVD of a-Si:H from a 25% SiH4 +
75% Ar gas mixture. Powdered Er(TMHD)3 heated in
1063-7826/01/3506- $21.00 © 20621
a special thermal evaporator to temperatures of 140,
165, or 190°C served as an Er source. For details of
a-Si:H(Er) layer fabrication, see [4]. Single-crystal
KÉF-4.5 or KÉF-40 (n-Si:P, ρ = 4.5 or 40 Ω cm) sub-
strates were used. Films were deposited at substrate
temperature Ts = 220°C. The thickness of the films
under study was 0.6 µm at a deposition time of 60 min.
The concentration profiles for the introduced Er and H,
and for the accompanying C and O impurities, were
determined by SIMS. The Er concentration was 3 ×
1020 and 1 × 1021 cm–3 in films obtained at evaporator
temperatures of 140 and 190°C, respectively, and the
oxygen concentration was 5 × 1021 cm–3 for both
modes. The Al contact was deposited by thermal evap-
oration onto the a-Si:H(Er) surface. The contact to the
back side of the single-crystal substrate (c-Si) was
deposited using a Ga–Zn eutectic alloy.

The energy spectrum of electrically active centers in
the a-Si:H(Er)/c-Si heterostructures obtained was stud-
ied by thermally stimulated current spectroscopy in a
wide temperature range from 7 to 350 K. In the interval
7–170 K (further designated as the “low-temperature”
(LT) range), a liquid-helium cryogenic installation was
used, and at 80–350 K (henceforth, “high-temperature”
(HT) range), an installation with liquid nitrogen was
used. Computerized thermal controllers of the cryo-
genic setups allowed either a linear mode of sample
heating at a constant rate of 0.1–0.3 K/s, or “fractional”
(stepwise) heating [5].

Different schemes were used to measure the ther-
mally stimulated currents in the LT and HT temperature
intervals. For LT studies, an a-Si:H(Er)/c-Si hetero-
structure was short-circuited at room temperature and
cooled in the dark to 7–10 K (filling temperature, Tfill).
Then a reverse bias Vfill (filling voltage) was applied
across the structure, and the structure was illuminated
by a low-intensity incandescent lamp for 1 min. Once
the illumination terminated, the structure was heated at
001 MAIK “Nauka/Interperiodica”
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a constant rate, and a thermally stimulated current was
recorded.

For studies at liquid nitrogen and higher tempera-
tures, the filling voltage was applied across the struc-
ture at various filling temperatures in the HT range
(from 100 to 320 K), and the structure was cooled down
to the liquid nitrogen temperature under bias. Then the
filling bias was cut off, the structure was short-circuited
with an electrometer, and a thermally stimulated cur-
rent was recorded during heating. In several experi-
ments, the centers were filled at 77 K by illuminating a
reverse-biased structure.

3. RESULTS AND DISCUSSION

Figure 1 shows a typical thermally stimulated cur-
rent spectra taken in the LT range for a-Si:H(Er)/c-Si
heterostructures. As can be seen, the introduction of Er
significantly modifies the spectrum at temperatures
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Fig. 1. Low-temperature spectra of thermally stimulated
current in a-Si:H(Er)/c-Si samples fabricated at varied tem-
peratures of the Er source, °C: (1) 190 and (2) 140;
(3) undoped film. Filling under illumination at 7 K. (a) Ini-
tial portion of the spectrum (10–35 K). For convenience,
curve 1 is shifted downwards by 1.5 × 10–13 A; (b) whole
spectrum.
over 17 K; i.e., two Er-related peaks (L2 and L3) appear
at 21 and 30 K, respectively. With the Er concentration
raised from 3 × 1020 to 1 × 1021 cm–3, the amplitude of
the L2 peak increases by nearly an order of magnitude,
and a relatively broad peak L3 appears.

With increasing Er concentration, the thermally
stimulated current grows significantly over the entire
temperature range (Fig. 1b, curves 1, 2). At high Er
concentrations, a well-resolved structure of peaks
appears in the temperature range 80–160 K (Fig. 1b,
curve 1).

Figure 2 presents an HT-range (80–350 K) spectrum
of thermally stimulated current in the structure with the
highest Er concentration. This figure also demonstrates
the effect of the filling voltage on the thermally stimu-
lated current spectrum, which made it possible to deter-
mine the peak temperatures for separate peaks forming
the current. It is significant that the application of a bias
to the structure at liquid nitrogen temperature did not
give rise to thermally activated processes, which indi-
cates that the deep levels are localized inside the a-Si:H
layer. Measurements of the thermally stimulated cur-
rent at varied filling temperatures and also filling under
illumination at 80 K served as complementary methods
to determine the number of current peaks and the tem-
peratures of their maxima. A qualitative analysis of
these results led to the conclusion that the thermally
stimulated current spectra observed originate from
electron traps lying in the upper part of the band gap,
with the exception of the P1 peak (Fig. 2), which has a
polarization nature.

The activation energies of the electron traps were
determined using the initial rise analysis [6], the tem-
perature positions of current peaks [7], and the frac-
tional glow technique [8]. The “shoulders” in the tem-
perature dependence of the effective activation energies
shown in Fig. 3 reveal a quasi-discrete system of levels
related to electrically active defects [8]. The activation
energies of traps, determined by various methods, are
listed in the table.

Among the traps existing in the upper part of the
band gap of a-Si:H(Er)/c-Si heterostructures in the
temperature range 7–350 K, three groups of dominant
centers can be distinguished.

First, there are shallow centers forming a clearly
defined peak of the thermally stimulated current with
peak temperature Tmax = 15–16 K. No pronounced
dependence on the Er content in the film was found (the
same peak is observed in the undoped a-Si:H layer
(Fig. 1, curve 3), but its intensity in a-Si:H(Er) layers is
somewhat higher). This peak is observed for undoped
layers deposited on both KÉF-4.5 or KÉF-40 sub-
strates. Thus, it is not related to shallow impurities,
thermal donors, or substrate defects. The activation
energy evaluated from the peak temperature is 34 meV.
An analysis of the peak shape by the method described
in [11] demonstrated that the peak half-width L1 is
always less than that predicted by theory for the nar-
SEMICONDUCTORS      Vol. 35      No. 6      2001
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Fig. 2. Thermally stimulated current in a-Si:H(Er)/c-Si structure (Er source temperature 190°C). Levels filled at 320 K at filling volt-
ages Vfill: (1) 8, (2) 6, (3) 4, and (4) 2 V.
rowest peak of a purely thermally activated nature
(monoenergetic level located in the c-Si surface layer,
with low retrapping). It should be noted that similar
peaks of thermally stimulated current, observed in
SiO2/Si [12] and a-SiC/c-Si [13] systems, were attrib-
uted to traps localized in thin (0.4–2.5 nm) interfacial
layers between SiO2 (or a-SiC) and crystalline Si, sep-
arated from the c-Si substrate by a potential barrier. As
the structure is heated, the traps are depleted via acti-
vated tunneling involving phonons localized on defects
at the interface (a thermally stimulated current appears)
[14]. The correlation between the activation energy of
traps and the energies of local surface phonons of var-
ied nature is most evident for SiO2/Si structures [14]. In
our opinion, similar considerations can also be applied
to the a-Si:H(Er)/c-Si system. As mentioned in [1], the
material under study has a complex structure, with both
C–H bonds and O–H groups in the Er atom environ-
ment, and its Raman spectra reflect the enhancement of
compositional and structural disorder through incorpo-
ration of (Er, O, and C) impurities into the matrix of
amorphous hydrogenated silicon. The phase inhomo-
geneity of the a-Si:H(Er)/c-Si structures is also demon-
strated by SIMS data (Fig. 4) confirmed by optical
studies [4]. In our opinion, the L1 peak is associated
with a trap localized at the a-Si:H(Er)/c-Si interface,
and the discharge of this trap on heating occurs by the
mechanism proposed in [14]. The increase in the peak
amplitude upon introduction of erbium may be due to
enhanced mechanical stresses at the interface, induced
SEMICONDUCTORS      Vol. 35      No. 6      2001
by the impurities appearing at the interface during
growth. Peak L4 can also be attributed to the first group
of peaks, not associated directly with the presence of
erbium. The maximum amplitude of this peak is
observed in undoped samples, and is seen as a shoulder
in doped structures (Fig. 1b). It is necessary to note that
this peak is not observed in the low-temperature (20–
100 K) spectra of thermally stimulated conductivity in
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Fig. 3. Temperature dependence of the effective activation
energy EA obtained by fractional glow technique from the
thermally stimulated current spectra presented in Fig. 2 for
a-Si:H(Er)/c-Si structures (Er source temperature 190°C).
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bulk a-Si:H [15], and a detailed study of a-Si:H/c-Si
heterointerfaces is necessary to reveal its nature.

To the second group we attribute the levels respon-
sible for thermally stimulated peaks L2 and L3 (Fig. 1a)
with activation energies of 43 and 62 meV, whose
amplitudes grow with increasing erbium concentration.
Presumably, the levels observed in a-Si:H(Er)/c-Si have
the same nature as the shallow donors in single-crystal
Si with ion-implanted Er, detected both in Hall mea-
surements (activation energy of 70 meV) [16], and by
deep level transient spectroscopy (DLTS) [10]. In our
opinion, the erbium-containing complex, forming a
monoenergetic donor with activation energy of 70 meV
[16] during ion implantation, is identical to the center
with an activation energy of 62 meV. The lower activa-
tion energy may be due both to the conditions of shal-
low donor formation in the amorphous matrix and to
the markedly nonequilibrium nature of the thermal-
activation analysis used in the present study (influence
of strong electric field and effects similar to the Poole–
Frenkel effect). Indeed, the donor nature of two shallow
electron states have been revealed in [10] by analyzing
the manifestations of the Poole–Frenkel effect by
DLTS. The deeper state had an activation energy of
60 meV (see the table), and the energy of an additional,
shallower level E(S) could not be determined [10]. It is
not unlikely that a similar shallow donor (or a donor
band in the density-of-states tail) in the a-Si:H(Er)
layer is responsible for the peak of the current with an
activation energy of 43 meV. The doping capacity of
erbium-related centers is also confirmed by changes in
the background dark conductivity of the structures
under study (Fig. 5). With increasing erbium concentra-
tion, the conductivity grows dramatically, and its tem-
perature dependence is modified.

To the third group of erbium-induced centers, we
attribute the levels manifesting themselves in the tem-
perature range 90–280 K. The comparison of the
observed transformation of these centers upon Er and O
coimplantation and annealing with the DLTS data
[9, 10] for deep levels created by Er implantation in c-Si
(pure epitaxial or single-crystal with varied content of
residual oxygen) suggests that at least the observed lev-
els L7–L13 are related to Er complexes or to Er located
in unstable configurations. The formation of a stable
Er–O complex with activation energy Ec – 0.15 eV was
found in [10]; this complex is responsible for the effi-
cient excitation of Er via the recombination of elec-
tron–hole pairs bound at this level [17]. In [10], the
enhancement of the Er electroluminescence was attrib-
Activation energies of the thermally stimulated current peaks in a-Si:H(Er)/c-Si structures

Experiment Published data

Supposed nature
of levelsType of trap Peak tempera-

ture Tmax, K

Activation energy, eV

J.T. Randall
et al. [7]

R.A. Cresswell 
et al. [8]

S. Limbertino
et al. [9]

J.L. Benton
et al. [10]

L1 15.8 0.034 Traps at the a-Si:H(Er)/c-Si 
interface

L2 20.9 0.043 E(S)

Donor levels0.09

L3 29.2 0.062 0.06

L4 60 0.12 Unrelated to erbium

L5 90 0.18 0.10

Er–O complexes
L6 100 0.20 0.11

0.15 (E5) 0.14

L7 120 0.25 0.20 0.20 (E4) 0.18

L8 128 0.27 0.28 0.26 (E3) 0.27

L9 138 0.28 0.24

L10 147 0.30 0.34 0.36 (E2) 0.31

0.32

L11 176 0.46 0.48

L12 225 0.55 0.51 (E1)

L13 240 0.60

L14 260 0.65
D center?

L15 274 0.76

P1 304 0.84 Polarization of an Er complex
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uted to the level at 0.16 eV. The authors of [16] suggest
that the observed transformation of the Ec – 0.117 eV
donor state to a deeper donor state with energy Ec –
0.145 eV on raising the postimplantation annealing
temperature is favorable for the excitation of Er-con-
taining complexes. Thus, the presence of deep levels
with energies of 0.117, 0.145, 0.15, and 0.16 eV in
Er-doped single-crystal silicon may indicate the exist-
ence of Er–O complexes stimulating electrolumines-
cence. In this context, we suppose that the observed
levels L5–L6 are related to Er–O complexes in the
a-Si:H matrix; however, the direct extension of these
concepts to amorphous hydrogenated silicon meets
several difficulties.

On the one hand, it is generally assumed on the basis
of the data obtained in [18] that erbium oxide clusters
are emitting centers in c-Si, a-Si:H(Er), and also in
a-Si:H(Er) when subjected to high-temperature annealing.
Mössbauer emission spectroscopy with the 169Er (169Tm)
isotope demonstrated that clusters with the structure of
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Fig. 4. Distribution of components across the film thickness,
measured by SIMS. Films grown in the course of 60 min
with doping at Er source temperature TEr: (a) 140 and
(b) 195°C.
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Er2O3 oxide, similar to those in c-Si, are optically active
photoluminescence centers, but the clusters somewhat
differ in their local surrounding. As follows from SIMS
data (Fig. 4), the oxygen content in the Er-enriched
layer of amorphous Si is sufficient for similar clusters
to be formed.

On the other hand, the analysis of the levels in
a-Si:H(Er) should take into account the specificity of
doping and additional impurity incorporation into the
amorphous material. It is known that in amorphous
materials there exist “intrinsic tails” of the density of
states, induced by fluctuations of bond angles and
lengths. Other types of network disordering, such as
dangling bonds or impurities, form other types of states
in the forbidden band. They affect the intrinsic tails in
two ways: their presence enhances the network disor-
dering and broadens the intrinsic tails, and the energy
distribution of some states in the gap (in particular,
shallow donors) may overlap with the tails. The actual
tail is a superposition of these two components [19]. It
has been established that, with increasing concentration
of shallow dopants, the density of negatively charged
dangling bonds in amorphous n-Si increases as a square
root of the total impurity concentration [20]. In our
case, the introduction of Er atoms into the amorphous
matrix gives rise to deep levels L14 and L15 with a con-
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Fig. 5. Temperature dependence of the reverse dark current
in a-Si:H(Er)/c-Si structures obtained at Er source tempera-
ture TEr = (1) 190, (2) 165, and (3) 140°C.
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centration that far exceeds that of all the levels
described above and grows with increasing concentra-
tion of introduced Er. Since the activation energies of
these levels (0.65 and 0.76 eV) are close to the energies
of doubly and singly negatively charged dangling
bonds (0.54 and 0.90 eV, respectively) [21], we may
suppose that they correspond to dangling silicon bonds
(D-centers) which favor the resonance energy transfer
to an erbium ion [22].

To conclude, we have studied for the first time the
electrical properties and characteristics of defect levels
in the upper part of the band gap, formed upon intro-
duction of erbium into PECVD-grown amorphous
hydrogenated Si to give a-Si:H(Er).
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Abstract—Conditions were considered for producing GaAs nanocrystalline films by a thermal method on the
basis of a UVN-71-P3 modernized vacuum setup using three evaporator types. The extended X-ray absorption
fine structure (EXAFS) method was applied to study the local atomic structure of the samples produced. © 2001
MAIK “Nauka/Interperiodica”.
INTRODUCTION

Currently, the production of semiconductor materi-
als with a nanocrystalline structure [1] is being widely
studied. As is known, technological problems when
producing III–V films are caused by the fact that the
components of Group V arsenic and phosphorus are
volatile and have a high vapor tension at elevated tem-
peratures. For example, arsenic and phosphorus vapor
pressures above GaAs and InP melts are 0.1 MPa
(1 atm) and 2.5 MPa, respectively. Therefore, when
heated, all phosphides and arsenides lose their volatile
components with a higher or lower rate. High tempera-
tures and pressures of toxic and explosive gases drasti-
cally increase the cost of III–V compound production.

In this study, nanocrystalline GaAs films were syn-
thesized using a UVN-71-P3 modernized setup. The
structure is studied by atomic force microscopy (using
a PM-SPM-MDT scanning probe microscope with a
silicon cantilever and a tip radius smaller than 10 nm),
X-ray diffraction (using a DRON-3 diffractometer),
transmission electron microscopy (using a JEM-2000 EX
transmission electron microscope), and the extended
X-ray absorption fine structure (EXAFS) method
(using a RAS-1 X-ray absorption spectrometer based
on the DRON diffractometer).

Classical X-ray diffraction methods do not yield
information on the short-range order. The EXAFS tech-
nique allows the investigation of the local atomic struc-
ture, i.e., interatomic distances, coordination numbers,
etc., for the closest surroundings. At the same time,
mathematical processing of normalized oscillating
components isolated from the EXAFS spectra presents
1063-7826/01/3506- $21.00 © 20627
difficulties when determining the parameters of local
atomic surroundings, especially when elements are suf-
ficiently close in the periodic table. In this case, the
conventional Fourier transform technique (widely used
when determining the parameters of local atomic struc-
tures in the EXAFS method) does not yield accurate
data on the local atomic surroundings, since amplitudes
and phases of backscattering for gallium and arsenic
are virtually identical. Therefore, we employ simulated
and experimental normalized oscillating components
of EXAFS spectra to study the possibility of gaining
information on the local atomic surroundings using a
regular method for mathematical processing.

EXPERIMENTAL

A commercial UVN-71-P3 setup does not ensure a
uncontaminated residual atmosphere (since it contains
oil and water vapors, oxygen, nitrogen, etc.). Therefore,
a getter-ion pump was installed in the reaction cham-
ber; this pump included a magnetron sputterer with a
titanium target (Fig. 1). The residual pressure in the
synthesis chamber was monitored in the course of all
experiments.

Semiconductor films were deposited as follows. The
reaction chamber was pumped out to 10–3 Pa. Then a
high-vacuum valve was closed (the throttling mode was
turned on) and argon was admitted to an operating pres-
sure of 0.67 Pa (5 × 10–3 Torr). Then the getter-ion
pump (magnetron) was turned on, while the high-vac-
uum valve was closed. A high titanium sorption activity
reduced the equilibrium pressure of H2 and other gases,
001 MAIK “Nauka/Interperiodica”
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CH4 formation ceased, and the partial residual pressure
of chemically active gases was lowered to 10–9–10–11 Pa.
After that, GaAs was evaporated in an inert gas atmo-
sphere and deposited onto 10 × 30 mm2 polyimide sub-
strates placed above the evaporator. The sputtering time
was about 10 min. In this time interval, 6 ± 0.3 mg of
GaAs powder was poured onto the evaporator from
vibration bin 5 (see Fig. 1). Transmission electron
microscopy showed that the cluster characteristic size
was about 5 nm.

The crystalline GaAs sample was prepared by
grinding a GaAs single crystal (used as a substrate in
microelectronics) in an agate mortar. The characteristic
grain size did not exceed 10–15 µm.

The RAS-1 spectrometer is based on the X-ray
transmission scheme using a BSV-27 tube with a
molybdenum anticathode. A GUR-9 goniometer with a
step motor (the minimum controlled angle was

0.0025°) was used for angular scanning. A SiO2(13 0)4

1

2

3

45
6
7

8
Ar

Fig. 1. Schematic of the operating chamber: (1) magnetron,
(2) and (3) shields, (4) substrates, (5) vibration bin, (6) evap-
orator, (7) current leads, and (8) inlet valve.
single crystal (the lattice constant d is 1.18007 Å at T =
300 K) was used as a monochromator.

The EXAFS spectra for crystalline GaAs at Ga and
As K-edges and for nanocrystalline GaAs at the Ga K-edge
were measured in the course of the experiments. The
gallium and arsenic spectra (with the absorption edge
energies being 10368 and 11865 eV) were measured in
the energy ranges from 9997 to 11493 eV and from
11491 to 12992 eV, respectively. The signal-to-noise
ratio was about 5%.

RESULTS AND DISCUSSION

Nanocrystallinity of the films produced was con-
firmed by X-ray diffraction. Peaks typical of crystalline
GaAs were broadened significantly. The grain size was
diminished by increasing the evaporation rate (in the
discrete evaporation method, this means increasing the
feed rate of evaporated material), as well as by decreas-
ing the substrate temperature and evaporator–substrate
distance. All films are p-type with a band gap of 1.4 eV
at room temperature.

The local atomic structure of GaAs films was stud-
ied by EXAFS spectroscopy. Preliminary processing of
the experimental data yielded normalized oscillating
components of EXAFS spectra for crystalline GaAs at
Ga and As K-edges and a normalized oscillating com-
ponent for nanocrystalline GaAs at the Ga K-edge.
These are plotted in Fig. 2 in comparison to simulated
spectra calculated using a FEFF-7 software package [2]
in the multiple scattering approximation. It is evident
that the normalized oscillating components measured
experimentally somewhat differ from the calculated
ones, especially in envelope amplitude. This is caused
by the nonuniform thicknesses of both crystalline and
nanocrystalline samples. However, this factor has no
effect on the calculations of chemical bond lengths and
is important only when determining coordination num-
bers. These data were used to calculate pair correlation
Parameters of pair correlation functions for crystalline and nanocrystalline GaAs

Pair correlation 
function

Coordination shell 
no.

Chemical bond length, Å

Ga–Ga Ga–As As–Ga As–As

Model 1 4.001 2.450 2.450 4.001

2 5.658 4.692 4.692 5.658

3 6.930 6.166 6.166 6.930

Crystal 1 4.002 2.446 2.449 4.010

2 5.677 4.693 4.695 5.663

3 6.925 6.184 6.177 6.928

Nanocrystal 1 4.002 2.449 – –

2 5.657 4.693 – –

3 6.925 6.179 – –
SEMICONDUCTORS      Vol. 35      No. 6      2001
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functions (PCF) by solving the inverse problem by the
method outlined elsewhere [3]. The chemical bond
lengths found are listed in the table. It is evident that the
PCFs and chemical bond lengths of crystalline and

–0.04

42 6 8 10 12 14 16

–0.02

0

0.02

0.04

0.06

k, Å–1

–0.06

(b)

Model
Crystal (experiment)

–0.04

–0.02

0

0.02

0.04

0.06

–0.06

(a)

Model
Crystal (experiment)
Nanocrystal (experiment)

χ, arb. units

Fig. 2. Normalized oscillating components of EXAFS
absorption spectra in comparison to simulated spectra (a) at
the Ga K-edge in crystalline and nanocrystalline GaAs and
(b) at the As K-edge in crystalline GaAs.
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nanocrystalline samples do not differ greatly. Hence,
the local atomic surroundings of GaAs remains virtu-
ally unchanged when going from the crystalline to
nanocrystalline state.

Errors in the bond length determination were esti-
mated by solving the inverse problem in model calcula-
tions. The errors are 0.004, 0.025, and 0.025 Å for the
first, second, and third coordination shells, respectively.

CONCLUSION

Nanocrystalline GaAs films were produced. They
were studied by atomic force microscopy, X-ray, and
transmission electron microscopy. Comparative
EXAFS studies were also carried out for nanocrystal-
line films and crystalline GaAs. It is shown that irregu-
larity in interatomic distances of the first coordination
sphere in nanocrystalline GaAs does not differ signifi-
cantly from that in the single crystal.
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Abstract—A method for preparing Si20Te80 glasses with various structures is developed. The basic parameters
of the material (refractive index, absorption coefficient, density, heat conductivity, specific heat) were deter-
mined. Electrical, acoustic, and acoustooptic characteristics, as well as optical absorption spectra of the pre-
pared alloys, were measured in wide ranges of temperatures and frequencies. The properties of heat-treated
specimens quenched under different conditions were compared. Possible mechanisms of the phenomena
observed are discussed. The synthesized alloy was demonstrated to show considerable promise in the fabrica-
tion of high-efficiency acoustooptic devices. A high-efficiency acoustooptic modulator operating in the wide
spectral region from 1.87 to 10.6 µm was fabricated and tested. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The study of physical properties of objects with var-
ious degrees of ordering is a current problem in solid-
state physics. Various amorphous materials which may
contain nanocrystalline and even microcrystalline
inclusions are among such objects. These inclusions are
of considerable interest, because they may significantly
affect the physical properties of the material. This is
primarily true for amorphous materials which undergo
a glass–crystal phase transition resulting in a change in
the short-range order. Prominent examples of such
amorphous materials are binary and ternary eutectic-
composition compounds of Te with Group III and IV
elements. To date, most attention has been concentrated
on the formation of glasses of eutectic compositions in
such systems [1], as well as on the physicochemical
properties of these glasses [2], whereas their physical
properties have received little attention. For the most
part, some optical and electrical properties of vitreous
tellurides were studied [3]. The formation of nanocrys-
tallites that may essentially affect the basic properties
of the materials has been left virtually unconsidered.

The study of the physical properties of vitreous tel-
lurides is also of considerable importance in connection
with the prospects for their acoustooptic applications,
since it has been found [4] that Si20Te80 exhibits record-
breaking acoustooptic efficiency of the Bragg diffrac-
tion at the wavelength λ = 10.6 µm. However, transmit-
tance of the Si20Te80 alloy at λ = 10.6 µm is noticeably
lower than that of single-crystal Ge, which is one of the
most efficient and widely used acoustooptic materials
for infrared applications. Therefore, it is of vital impor-
1063-7826/01/3506- $21.00 © 20630
tance to study the physical properties of the vitreous
tellurides and, in particular, to clarify a mechanism for
the extremely high optical absorption and search for
methods to reduce it.

In this study, we developed methods for the prepara-
tion of Si–Te glasses with various structures and exam-
ined their physical properties.

2. EXPERIMENTAL

The Si20Te80 glasses were synthesized, as a rule,
from extra-pure-grade materials. Samples with masses
of 2 or 300 g were placed in cells of different configu-
rations: (1) cells with a flattened end about 1 mm in
thickness, (2) cylindrical cells 10 to 50 mm in diameter,
and (3) conical cells 0.5 to 20 mm in diameter. The melt
was quenched either in ice-cold water or air.

We characterized the glass structure by X-ray dif-
fraction in order to (1) reveal whether or not crystalli-
zation occurred, (2) determine a phase composition of
crystalline inclusions, and (3) estimate the size of par-
ticles of a major crystalline phase.

For this purpose, we applied an X-ray diffraction
method commonly used in analyzing polycrystalline
materials. The X-ray diffraction was measured with a
DRON-2 diffractometer (CuKα radiation). X-ray pho-
tographs were taken with an RKSO camera with the use
of plane films (CuK and MoKα radiation, at specimen–
film distances of 40 and 70 mm). A specimen was
rotated in such a way as to ensure the Bragg geometry
for particular reflections. In order to obtain more reli-
able information, we measured X-ray-diffraction pat-
001 MAIK “Nauka/Interperiodica”
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terns from various areas of the sample surface, since a
layer of limited thickness is analyzed by X-ray diffrac-
tion.

Specimens for acoustic, optical, and acoustooptic
measurements (4 × 4 × 6 mm in size) were prepared by
cutting followed by lapping and optical-grade polish-
ing. The specimens were cooled during cutting.

In acoustooptic measurements, we used the Bragg
diffraction of light from acoustic waves. The acous-
tooptic figure of merit, M2, was determined by the
Dixon method [5]. With this method, not only the inten-
sity of diffracted light, II, but also the intensity of trans-
mitted light, I0, is measured, which excludes the effect
of optical absorption on the results. He–Ne and CO2 gas
lasers (λ = 3.39 and 10.6 µm, respectively), as well as
semiconductor lasers (λ = 1.87 and 3.3 µm), were used
as radiation sources. The measurements were per-
formed at λ = 10.6 µm. Single-crystal Ge was used as a
standard. Values of M2 at other wavelengths were
derived from the ratio of the intensity of light diffracted
by acoustic waves to the intensity of transmitted light,
II/I0, with intensity of sound held constant.

Optical-absorption coefficients α at various wave-
lengths were calculated from optical-transmission data
obtained with a UR-20 spectrometer, as well as by
direct measurements of transmittance at corresponding
wavelengths.

Acoustic absorption was measured by two methods.
High-frequency measurements (acoustic frequency f =
90–700 MHz) were performed by the acoustooptic
method (λ = 3.39 µm); and low-frequency measure-
ments (f = 14–150 MHz), by the pulse-echo method.
Acoustic waves were excited by resonant piezoelectric
transducers made from lithium niobate or piezoceram-
ics, which were cemented to the corresponding face of
the specimen with Nonaq Stopcock glue. We used the
fundamental frequency (f = 30 MHz for lithium niobate
and 14 MHz for piezoceramics) as well as higher har-
monics of the transducer. The absorption was measured
with an error no larger than 5%.

The data on the velocity of sound were obtained by
the microwave-pulse-echo-overlap method [6]. The
acoustic velocity, v, was measured with an error of
about 2%; and the variation in the acoustic velocity,
∆v /v, with an error of 0.01%.

Temperature dependences of electrical conductivity
σ and the acoustic characteristics were measured with
the use of a “cold finger”, with a specimen being in liq-
uid helium or nitrogen vapor. Acoustooptic measure-
ments of temperature dependences of the acoustic-
SEMICONDUCTORS      Vol. 35      No. 6      2001
absorption coefficient were carried out using an evacu-
ated optical cryostat with a “cold finger”.

3. RESULTS AND DISCUSSION

The Si20Te80 specimens were prepared in the forms
of plates 0.8–1 mm in thickness (2 g) and ingots
10−50 mm in diameter (300 g). The specimens showed
conchoidal fractures. Examination with a microscope
revealed no crystalline inclusions in the glasses.

3.1. X-ray Diffraction Analysis

X-ray diffraction data, obtained with the use of
focusing geometry and long exposure times, allow us to
conclude with certainty that the quenching conditions
have an influence on the alloy structure: the specimens
quenched in ice-cold water are amorphous, and the
alloys cooled in air contain Te nanocrystalline inclu-
sions in the glass network. No preferential orientation
of the crystallites was reveled by the X-ray diffraction
measurements. However, the polished specimens were
slightly textured. From the (101) reflection of Te (CuKα
radiation), the size of the crystallites was estimated to
be (110 ± 20) Å.

The main parameters of the synthesized alloy are
listed in Table 1. The refraction index n was calculated
from the Brewster angle measured at λ = 10.6 µm.

3.2. Electrical Properties

Temperature dependences of dc electrical conduc-
tivity of the Si20Te80 glasses (plates) quenched in ice-
cold water were measured in the temperature range
from 90 to 400 K. It was found that thermal cycling of
these specimens to a temperature T ≤ Tg (Tg is the glass-
transition temperature) resulted in the formation of
defects in the glass network. Indeed, the σ(1/T) curves
for the untreated specimens exhibit only two portions
with different slopes, whereas the σ(1/T) curves for the
heat-treated specimens show an additional, low-tem-
perature portion (lnσ ∝  (1/T)1/4, the activation energy is
0.07 eV). In the context of the Mott model, this portion
corresponds to hopping between defect states, which
lie close to the Fermi level. Figure 1 shows temperature
dependences of σ for the ingots quenched in ice-cold
water (curve 1, diameter of the ingot ∅  ≈ 10 mm) and
in air (curves 2, 3, diameters of the ingots ∅  ≈ 30 and
10 mm). At first glance, these dependences should be
similar to those for the plates; i.e., the amorphous spec-
imens should show steeper σ(1/T) curves; and the spec-
Table 1.  Main parameters of the Si20Te80 alloy at T = 300 K

v l, 105 cm/s v t, 105 cm/s ρ, g/cm3 κ, cal/(cm s K) Cp, cal/(g K) n (λ = 10.6 µm)

2.03 1.16 5.03 1.14 × 10–3 0.225 3.3

Note: v l and v t are the velocities of longitudinal and transverse acoustic waves.
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imens containing nanocrystallites, gentler curves and
higher electrical conductivities. However, we found no
such correlation. Moreover, the specimens containing
nanocrystallites exhibited both low and high conductiv-
ities compared to those of the amorphous specimens.
This finding was explained by the formation of defects
in the surface layer as a result of the mechanical treat-
ment of the specimens. After the specimens were chem-
ically polished, the reproducible results were obtained
(Fig. 1, curves 4, 5). The electrical conductivities of
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Fig. 1. Temperature dependences of electrical conductivity
of the Si20Te80 specimens quenched in (1, 4) ice-cold water
and (2, 3, 5) air; (1–3) before etching, (4, 5) after etching.

Fig. 2. Optical-absorption spectra of (1) the specimens con-
taining nanocrystallites and (2) the amorphous specimens.
these specimens are very close, and the activation
energy is about 0.45 eV.

3.3. Optical Properties

For both groups of specimens (amorphous alloys
and specimens containing nanocrystallites), the optical
transmittance varies only slightly from specimen to
specimen. Figure 2 shows selected averaged absorption
spectra derived from the transmission data on the
assumption that the refractive index is independent of λ
in the entire spectral region used. The results obtained
lead us to the following conclusions.

First, the optical-absorption coefficients of the spec-
imens containing nanocrystallites are considerably
lower than those of amorphous specimens and are close
to α of single-crystal Ge (see Table 2). Further investi-
gations are required to resolve the question of whether
this result may be attributed to different mechanisms of
optical absorption or to relatively large defects pro-
duced by water quenching, which scatter light and
decrease the optical transmittance.

Second, the peak near 5 µm in the spectra of the
specimens containing nanocrystallites is much more
intense than that in the spectra of the amorphous spec-
imens. This finding may obviously be attributed to the
presence of Te nanocrystallites. This mechanism of
absorption calls for further investigations.

Third, the optical-absorption edge for the specimens
containing nanocrystallites is at a shorter wavelength
than that for the amorphous specimens.

3.4. Acoustic Properties

To study the influence of the glass structure on its
elastic properties, we measured the temperature and
frequency dependences of the acoustic-absorption
coefficient αac, the acoustic velocity v, and its tempera-
ture dependences, as well as the nonlinear elastic prop-
erties of the alloy.

It is remarkable that the acoustic-absorption coeffi-
cients for all the specimens are large and virtually inde-
pendent of the structure (Fig. 3). For all specimens, αac
varies linearly with frequency and is independent of T
in a wide temperature range (30 to 300 K).

A comprehensive analysis [11] of the plausible
absorption mechanisms and their quantitative and qual-
itative consistency with the data obtained shows that all
the features observed cannot be explained by
Akhiezer’s mechanism (interaction of acoustic waves
with thermal phonons), which is characteristic of the
crystals in this frequency range. As pointed out above,
the acoustic-absorption coefficients of the specimens
show a linear instead of quadratic (Akhiezer’s) fre-
quency dependence (Fig. 3), are independent of tem-
perature, and exceed the absorptivity related to the
anharmonicity of the phonon system by 2–3 orders of
magnitude. We demonstrated that the acoustic absorp-
SEMICONDUCTORS      Vol. 35      No. 6      2001
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tion observed is due to a specific glass structure that
contains defects with a wide, almost uniform distribu-
tion of relaxation times. These defects are described by
double-well potentials with a wide distribution of times
of thermally activated relaxation, which results from
the wide distribution of the energy barriers (∆V =Vmax –
Vmin * 0.25 eV). The origin and configurations of these
defects invite further investigation.

To study the effect of the Te nanocrystallites on the
elastic properties of the glass, we measured the velocity
of sound in the specimens. We found that the acoustic
velocities and their temperature dependences (Fig. 4)
for all the specimens studied coincide within 1%. This
suggests that the nanocrystallites affect the linear elas-
tic properties of the glass only slightly. An analysis [12]
showed that the contribution of the defects responsible
for the acoustic absorption to the temperature depen-
dence of the acoustic velocity is also insignificant
because of the wide distribution of relaxation times.
Calculations of the anharmonicity contribution (Fig. 4,
curve 3), which arises from the interaction of acoustic
waves with thermal phonons, were performed for the
averaged Grüneisen constant  = 1.45 [11]. It is obvi-
ous that precisely this interaction is responsible for the
observed temperature dependences of the velocity of
sound.

In connection with this, the results of the investiga-
tion of nonlinear elastic properties are of interest. An
analysis [11] of the spatial distribution of acoustic-
power density (Fig. 5) shows that the nonlinear elastic
constant Γ, which is controlled by the rate of the
increase of the second harmonic, is anomalously large
for the specimens containing nanocrystallites (Γ ≈ 30),
whereas, for the amorphous specimens, Γ ≈ 2.77. Tak-
ing into account that the Grüneisen constant for a cor-
responding phonon mode can be calculated from the

γ
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nonlinear elastic constant (γl = Γ/2 [13]), we obtain

 = 15 for the specimens containing nanocrystallites

and  = 1.39 for the amorphous specimens. Compar-
ing these values of γl with the aforementioned value of

 derived from the v (T) dependence, we may conclude

that  ≈  ≈ 1.4 is actually a characteristic of the
anharmonicity of the phonon system and is scarcely
affected by the presence of the nanocrystalline inclu-
sions under study.
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Fig. 3. Acoustic-absorption coefficient as a function of fre-
quency for (1) the amorphous specimens and (2) the speci-
mens containing nanocrystallites. Dashed line represents
the αac ∝  f dependence.
Table 2.  Acoustooptic parameters of the Si20Te80 alloy and other materials in the infrared spectral region at T = 300 K

Material Transparency 
region, µm α, cm–1 αac, dB/cm

(f = 100 MHz) λ, µm Polarization of 
light (M2)'

alloy Si20Te80 1.7–13 0.75 8 10.6 || 3500

3.39 || 3200

1.87 || 2800

Ge 2–20 0.06 0.3 10.6 || 540*

As2Se3 0.9–11 1.15 || 700**

a-Se 1–20 1.15 ⊥ 776***

10.6 ⊥ 692***

Note: (M2)' = M2/ , where (M2)'' = 1.56 × 10–18 s3/g = M2 for fused silica. Polarization of light is given relative to the propagation direc-

tion of sound.
* From Pinnow [7].

** From Ohmachi et al. [8] and Rebrin [9].
*** From Fukuda et al. [10].

M2
''
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In our opinion, the large Grüneisen constant for the

specimens containing nanocrystallites (  = 15) may
be attributed to the anharmonicity of bonding forces at
nanocrystallite boundaries. This anharmonicity is
responsible for the generation of the second harmonic
of acoustic waves; however, its contribution to the
value of the averaged Grüneisen constant is insignifi-
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Fig. 4. Temperature dependences of acoustic velocity for (1)
the amorphous specimens and (2) the specimens containing
nanocrystallites and (3) the calculated dependence for the
contribution of phonon modes.

Fig. 5. Intensities of the components of (1, 3, 5) the funda-
mental frequency P1 and (2, 4, 6) the second harmonic P2
vs. the distance from the transducer for (1, 2) the amorphous
specimens and (3–6) the specimens containing nanocrystal-
lites.
cant. Similar results were obtained previously for lam-
inar crystals [14].

3.5. Acoustooptic properties

It is well known that the efficiency of the Bragg dif-
fraction of light from ultrasonic waves is determined by
the acoustooptic figure of merit, M2. In a linear mode
(low intensity of sound),

(1)

(2)

where P is the intensity of sound; λ is the wavelength
of light; d is the width of the acoustic beam; θ is the
angle of incidence of light; ni is the refractive index; pik

are the photoelastic-tensor components; ρ is the crystal
density; v k are the acoustic velocities; and i and k = 1,
2, 3, 4, 5, 6 are the polarization and strain indices in the
matrix representation.

It can be seen from relation (2) that materials with
large refractive indices and low acoustic velocities,
which are characteristic of the prepared Si20Te80 alloy
(Table 1), show the most promise for the fabrication of
acoustooptic modulators. Indeed, as pointed out above,
Si20Te80 shows the record-breaking acoustooptic effi-
ciency of the Bragg diffraction at λ = 10.6 µm [4]
(Table 2). However, the alloy is considerably less trans-
parent in this spectral region than single-crystal Ge (see
Table 2) used widely in various devices. Therefore, a
topical problem is to measure the photoelastic proper-
ties and the optical transmittance of the material at
other wavelengths in the infrared region as well as to
clarify the mechanism of this strong optical absorption
in the glass and search for methods to reduce it.

To determine the photoelastic properties of the
Si20Te80 glass, we measured the acoustooptic figures of
merit in a wide infrared range (λ = 1.87, 3.3, 3.39,
10.6 µm). We found that the Si20Te80 glass exhibits
record-breaking acoustooptic efficiency in the entire
spectral region used (Fig. 6, Table 2) and shows consid-
erable promise for the production of acoustooptic cells.

It should be emphasized that the nanocrystalline
inclusions in the glass network have no noticeable
effect on the value of M2.

4. ACOUSTOOPTIC MODULATOR

Based on the results obtained, we fabricated and
tested a high-efficiency acoustooptic modulator operat-
ing in the spectral range from 1.87 to 10.6 µm.

The modulator consists of an acoustooptic cell
about 5 × 5 × 5 mm in size, a resonant piezoelectric
transducer (40–150 MHz) bonded to the end of the cell
(acoustic-aperture width of about 2.5 mm), and a high-
frequency oscillator. As mentioned above, the gas and
semiconductor lasers were used as radiation sources. Spe-

I1 1/2( )I0M2P πd/λ θcos( )2,=

M2( )ik ni
6 pik

2 / ρv k
3( ),=
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cifically, we used the following. (a) The 10.6-µm CO2 and
3.39-µm He–Ne gas lasers operating with powers of
about 5 W and 100 mW, respectively. (b) A 3.3-µm liq-
uid-nitrogen-cooled InAsSbP/InGaAsSb-heterostructure
laser operating with a pulse power of about 40 mW at
I = 6 A, τ = 5 µs, and f = 500 Hz; laser radiation was
transmitted through an As2S3-based optical fiber.
(c) A 1.87-µm GaInAsSb/GaAlAsSb-heterostructure
laser operating at room temperature with a pulse power
of about 1 mW at τ ≈ 1 µs and f = 50 Hz; the hetero-
structure was grown on a GaSb substrate.

For measurements at the wavelengths mentioned
above, we used the following photodetectors: (a) a fast-
response p–i–n photodiode for λ = 1.87 µm, (b) a liq-
uid-nitrogen-cooled InSb photodiode for λ = 3.3 and
3.39 µm, and (c) a liquid-nitrogen-cooled HgTeCdTe
photodiode for λ = 10.6 µm.

Based on direct measurements, the acoustooptic fig-
ure of merit was estimated to be M2 = 5.46 × 10–15 s3/g
at λ = 10.6 µm (Table 2), which exceeds seven to eight
times the M2 for single-crystal Ge used widely in
acoustooptics.

At shorter wavelengths (λ = 1.87 and 3.3 µm), M2 is
slightly lower (by 10–30%); however, the modulation
depth may be as large as 90% even at an acoustic power
of 0.5 W (see Fig. 6), since the efficiency of diffraction
increases as 1/λ2.

Changing the delay time of a modulating acoustic
pulse, we can separate a desired portion of an optical
pulse. This is of importance when a semiconductor
laser operates at large currents, which results in the
change of the wavelength during the pulse due to heat-
ing of the laser by a current. Additional modulation
with the acoustooptic modulator makes it possible to
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Fig. 6. Depth of modulation as a function of acoustic power
for λ = (1) 1.87, (2) 3.3, (3) 3.39, and (4) 10.6 µm.
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isolate a short pulse of “monochromatic” radiation with
a required wavelength within the range determined by
the heating of the laser.

Owing to the high acoustooptic efficiency and a
fairly short response time (about 0.3 µs), the modulator
can be used for the deflection and modulation of con-
tinuous radiation as well as for the selection of modes
of semiconductor lasers in laser spectroscopy.

5. CONCLUSION

Thus, we found that the cooling conditions affect
the alloy structure: the specimens quenched in ice-cold
water are amorphous, and the specimens cooled in air
contain Te nanocrystalline inclusions in the glass net-
work. The size of the nanocrystallites is, as a rule, about
100 Å.

The measurements of the electrical characteristics
of the plate-shaped specimens revealed that the crystal-
lites are not responsible for the change in the electrical
conductivity as a result of thermal cycling. For the
ingots, we also found no correlation between the tem-
perature dependence of electrical conductivity and the
structure of the specimens quenched under different
conditions. Further investigations into the cause of the
conductivity changes observed are required.

The nanocrystallites do not noticeably affect the
acoustooptic efficiency, the absorption, or the velocity
of sound. Based on the analysis of the temperature and
frequency dependences of the acoustic-absorption
coefficient and the velocity of sound, we demonstrated
that the averaged Grüneisen constant , which charac-
terizes the anharmonicity of the phonon system of the
glass network, is  ≈ 1.4 and is scarcely affected by the
presence of the nanocrystallites.

The crystalline inclusions have a profound effect on
the nonlinear elastic properties. We found an anoma-
lously large anharmonicity of bonding forces at the

nanocrystallite boundaries (  ≈ 15). In addition to
the scientific importance in understanding the nature of
the corresponding bonding forces, this finding has
practical significance. The generation of higher har-
monics of ultrasonic waves (due to the aforementioned
large anharmonicity of bonding forces) makes it possi-
ble to detect the presence of nanocrystalline and micro-
crystalline inclusions in the glass network.

In studying the optical properties of the Si20Te80
alloy, we found that the air-quenched specimens, which
contained the nanocrystalline inclusions, were consid-
erably more transparent than the amorphous speci-
mens. This result is of great importance, because it
opens the way for the preparation of alloys that are
comparable to the best infrared materials (e.g., single-
crystal Ge) in this parameter. If we recall that the alloy
under study exhibits record-breaking acoustooptic effi-
ciency, this finding makes the material particularly

γ

γ

γl
n( )
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attractive for the production of acoustooptic modula-
tors.

Based on the investigations of the properties of the
prepared Si20Te80 alloy, we designed a high-efficiency
acoustooptic modulator allowing us to deflect and mod-
ulate infrared radiation in a wide spectral range as well
as to select laser modes.
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Abstract—The method for the structural modification of noncrystalline semiconductors consists in controlling
the properties of these materials by changing their structure at a fixed chemical composition. It is shown that
there exist at least four levels of structural modification distinguished by changes in the material structure: the
levels of short- and medium-range order, morphology, and the defect subsystem. Each level of structural mod-
ification affects a certain group of properties. The possibility and efficiency of changing the structure at different
levels of the above classification is analyzed for covalent semiconducting compounds of elements belonging to
Groups IV–VI of the periodic table and some systems on their basis. Based on this analysis, the applicability
limits of various levels of structural modification are determined. © 2001 MAIK “Nauka/Interperiodica”.
TYPES OF STRUCTURAL CHANGES

In the first investigations concerned with noncrys-
talline semiconductors, B.T. Kolomiets and coworkers
established that the most essential feature of these
materials is their weak sensitivity to impurities. Even
though exceptions to this rule appeared later (e.g.,
amorphous hydrogenated silicon), the problem of con-
trol over the properties of noncrystalline semiconduc-
tors and the problem of reproducible synthesis of non-
crystalline semiconductors with prescribed properties
are still very important.

As an alternative to the control over semiconductor
properties by doping, a method for the structural mod-
ification of noncrystalline semiconductors has been
proposed [1] consisting in controlling the properties by
changing the structure of a material at its fixed chemi-
cal composition. An analysis of the possibilities of this
technique demonstrated that there exist at least four
levels of structural modification, distinguished by the
effected changes in the material structure: modifica-
tions of short-range order (level 1), medium-range
order (level 2), morphology (level 3), and the defect
subsystem (level 4) (see Table 1).

Modifying the short-range order leads to significant
changes in all the basic properties of a material. For
example, polymorphic crystalline modifications of car-
bon (diamond, graphite, carbine) possess fundamen-
tally different physicochemical properties because of
the different hybridizations of electron orbitals and dif-
ferent atomic structures at the short-range-order level.

Amorphous carbon films incorporate structural
units of different allotropic modifications, with the rel-
ative content of these units determined by film growth
modes and varying widely for the same preparation
method. Correspondingly, the coordination of atoms
1063-7826/01/3506- $21.00 © 20637
varies (between 2 and 4) together with other parameters
of the first coordination sphere. When films of amor-
phous hydrogenated carbon (a-C:H) are obtained by rf
ion-plasma sputtering in an argon–hydrogen atmo-
sphere, merely changing the substrate temperature and
discharge power may give films [2] in which the optical
gap varies by two orders of magnitude (between
0.02 eV for graphite-like films and 1.85 eV for films
with predominance of the diamond-like phase); the
dark conductivity, by more than 10 orders of magnitude
(between 7 and 2 × 10–10 Ω–1 cm–1) (see Fig. 1).

Changing the medium-range order at a fixed short-
range order mainly affects the macroscopic properties
of a material (viscosity, microhardness, Young modu-
lus, photocontraction of films—see Table 1 and Fig. 2,
[3]). At the same time, the properties governed by the
electronic structure (electronic spectrum) of the mate-
rial (conductivity, photoconductivity), mainly depend-
ing on the short-range order, change relatively weakly.

Morphological changes affect the properties sensi-
tive to microinhomogeneities [2], whereas changes in
the defect subsystem modify the spectrum of localized
states in the mobility gap (Fig. 3, [4]), shift the Fermi
level, and modify the properties related to the electron
subsystem (Table 1).

Despite the wide application of the method of struc-
tural modification of properties to various noncrystal-
line semiconducting materials and devices based on
them (chalcogenide vitreous semiconductors [3, 5, 6],
a-Si:H [4, 7–9], a-SiC:H [10], and a-C [2, 11]), the
issue of the applicability limits of one or another level
of structural modification remains open. To answer this
question, let us analyze the efficiency of structural
changes at the different above-mentioned levels in
covalent semiconducting compounds of elements
001 MAIK “Nauka/Interperiodica”



 

638

        

POPOV 

 

et al

 

.

                                                          
100

150 200 250 300 350

102

104

106

108

100
200

300
400

ρ, Ω cm

Ts, °C

P, W

~~ 250 400

0.5

1.5

2.0

100

Eg, eV

Ts, °C

1.0

200
300

400

150

(a) (b)

200

Fig. 1. Resistivity ρ (a) and optical gap Eg (b) of a-C:H films in relation to their preparation modes: Ts is the substrate temperature,
P is the rf discharge power.

100
belonging to Groups IV–VI of the periodic table (car-
bon, silicon, germanium, phosphorus, arsenic, anti-
mony, sulfur, selenium, and tellurium) and also in a
number of their systems.

STRUCTURAL CHANGES
AT THE SHORT-RANGE-ORDER LEVEL

The first level of structural modification assumes
pronounced changes in the short-range order, i.e.,
changes in the hybridization of electron orbitals of all
(or most) atoms constituting the sample. Carbon has
long been considered the only (and unique in this
respect) element of those considered here existing in
allotropic crystalline modifications of diamond
(sp3 hybridization) and graphite (sp2 hybridization).
The discovery of carbines (sp hybridization) [12] in
1960 only served as more evidence in favor of the
unique properties of carbon. At the same time, it should
be noted that there have been reports that the short-
range order may change substantially under certain
conditions for other elements as well. For example,
cubic α and β modifications of crystalline selenium
with atom coordination numbers of, respectively, 4 and
6 were obtained in [13, 14] in electron beam–induced
crystallization of thin films. However, these reports
failed to attract due attention of the scientific commu-
nity at that time.

The monopoly of carbon on the possibility of exist-
ence of forms with different hybridizations of electron
Table 1.  Levels of structural modification

Level Structural 
changes Method of treatment Characterization

of sensitive properties
Groups of sensi-
tive properties

Examples of sensitive 
properties

1 Short-range order Various methods and 
modes of preparation

All properties All properties All properties

2 Medium-range 
order

Treatment during pre-
paration or thermal treat-
ments with external fac-
tors

Properties associated with 
rearrangement of structural 
units

Mechanical proper-
ties, phase transi-
tions

Viscosity, hardness, 
Young modulus, photo-
contraction of films, tem-
perature and activation 
energy of crystallization

3 Morphology Changes in the prepara-
tion and treatment 
modes

Properties dependent on 
microheterogeneities

Electrical, optical AC conductivity

4 Defect subsystem Changes in preparation 
modes, treatments 
affecting the defect sub-
system

Properties dependent on 
the distribution of the den-
sity of localized states and 
on the Fermi level position

Electrical, photo-
electric

Field dependence of 
conductivity
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orbitals and, consequently, with different atom coordi-
nation numbers was cardinally broken up by a series of
investigations [7–9]. New forms of silicon were discov-
ered in these studies, appearing under certain condi-
tions in films of amorphous silicon and in a-Si:H—sili-
cine with sp hybridization of electron orbitals and an
atom coordination of 2 and a form with sp2 hybridiza-
tion and an atom coordination of 3. True, it should be
noted that, in these investigations devoted to silicon and
in studies concerned with selenium [13, 14], the new
forms were obtained only under certain, rather specific
conditions.

Thus, in the considered group of covalent semicon-
ducting materials (periods 2–5, Groups IVA–VIA of
the periodic table), structural changes at the short-
range-order level are observed for elements belonging
to Group IVA, periods 2 and 3 (C, Si), and Group VIA,
period 4 (Se) (see Table 2), i.e., for three elements of
the considered nine. We should also note the increase in
the first coordination number from 2 to 3 in a tellurium
melt (at 600°C), with the covalent nature of chemical
bonds being preserved [15]. The mentioned elements
show no fundamental distinctions in electron shell
structure or other parameters from the rest of the con-
sidered elements. In view of the aforesaid, it seems rea-
sonable to assume that structural changes at the short-
range-order level are not unique to carbon, being char-
acteristic for all of the considered covalent semicon-
ducting materials. Experimental evidence in favor of
this assumption has been obtained for carbon, silicon,
and selenium, and obtaining it for other elements is
only a matter of time and attention devoted to the prob-
lem.

STRUCTURAL CHANGES
AT THE MEDIUM-RANGE-ORDER LEVEL

At the second level of structural modification, the
obtained differences in the atomic structure are due to
changes in the medium-range order (distribution of
dihedral angles and their signs, degree of molecule
polymerization, extent of disorder in alloys, etc.). In
this case, the maximum possible structural changes can
be evaluated by the criterion of efficiency of structural
modification, expressed in a simplified form as [3]

(1)

where VEC is the average concentration of valence
electrons, N is the average coordination number, Ic is
the ionicity of chemical bonds, and M is the degree of
bond metallization.

CESM varies between 2 for sulfur and selenium and
0 for silicon. There exist some boundary values of
CESM [3] below which it becomes impossible to
change the material properties by structural modifica-
tion at this level. In this connection, the question arises
In this connection as to what determines the applicabil-

CESM
VEC N–

N 1 Ic– M–( )
---------------------------------,=
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ity limit of the structural modification at the medium-
range-order level and where it lies.

Qualitatively, it may be stated that this limit is deter-
mined by the rigidity of the structural network: for
changes in the medium-range order to occur, the net-
work must exhibit a certain lability and flexible bonds
are to be present. In view of the aforesaid, it seems rea-
sonable to suggest that the limit in question corre-
sponds to the rigidity threshold of the structural net-
work [16–18] at which the average number of force

0.5
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1.0
∆H, %/K
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Fig. 2. Change in microhardness of chalcogenide vitreous
semiconductors as a result of changes in the thermal history
of a material, ∆H, vs. the criterion of efficiency of structural
modification (CESM).

Fig. 3. Energy distribution of the density of localized states,
N(E) in the mobility gap of a-Si:H before (solid line) and
after (dashed line) exposure to UV radiation (dose 1019 cm–2)
found using (1) constant photoconductivity method,
(2) modeling of the temperature dependence of conductiv-
ity, and (3) analysis of space-charge-limited currents.
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constants per atom becomes equal to the number of
degrees of freedom. In [17], the critical coordination
number was determined corresponding to the rigidity
threshold of the structural network for chalcogenide
glasses: Nc = 2.4. For the systems Ge–Se, Ge–S, As–Se,
and As–S, the rigidity threshold is shown by the solid
line in Table 3.

However, experimental studies of these systems (see
[19] and references therein) have shown that the rigid-
ity threshold actually lies at higher average coordina-
tion numbers. It was demonstrated in [20] that the rea-
son for the discrepancy between the calculated and
experimental values of the rigidity threshold consists in

Table 2.  Short-range order level

Periods
Elements

IVA N1 VA N1 VIA N1

2

2 3

4

2

3 3 3 2

4

2

4 4 3 4

6

5 3 3 – melt

Note: N1 stands for the first coordination number.

C
6

12

Si
14
28 P

15
31 S

16
32

Ge
32

72.5 As
33
75 Se

34
79

Sb
51

122 Te
52

128
that the ionic component and metallization of chemical
bonds are neglected. The rigidity threshold obtained for
the above-mentioned systems with account of the ion-
icity of chemical bonds is shown in Table 3 by a double
solid line. In accordance with this suggestion, the same
line is the applicability limit of the second level of
structural modification.

STRUCTURAL CHANGES
AT THE MORPHOLOGICAL LEVEL

The morphology of films of noncrystalline materials
means the presence of microheterogeneities in them
(columns, globules, cones, etc.). A certain morpholgy
(columnar structure) was observed in a-Si:H films in
1979 [21]. Ligachev demonstrated (see [22] and refer-
ences therein) that the presence of heterogeneities is a
characteristic feature of amorphous tetrahedral semi-
conductors (a-Si:H, a-C:H, a-SixC1 – x:H) and estab-
lished a relationship between the averaged morpholog-
ical parameters (cross dimensions of columns), spectra
of electron states, and material properties.

It should be noted that the necessary condition for
obtaining any solid noncrystalline material is the ther-
modynamically nonequilibrium process of its synthe-
sis. In conformity with the basic concepts of the theory
of self-organization (synergetics), the nonequilibrium
conditions of material formation result in the appear-
ance of heterogeneities (or a certain morphology).
Thus, general considerations suggest the presence of
microheterogeneities in all of the noncrystalline semi-
conductors in question. At the same time, while the
presence of a certain morphology in films of tetrahedral
noncrystalline semiconductors has been firmly estab-
Table 3.  Medium-range order and morphological levels

Groups Systems , x values Group

IVA VA 0.60 0.50 0.40 0.33 0.25 0.20 0.11 VIA

Ge GeSe2 GeSe3 GeSe4 GeSe8 Se

4 2.66 2.50 2.40 2.22 2

4 2.40 2.30 2.24 2.12 2

Ge GeS Ge2Se3 GeS2 GeS3 GeS4 GeS8 S

4 3.00 2.80 2.66 2.50 2.40 2.22 2

4 2.73 2.49 2.30 2.23 2.19 2.10 2

As As2Se3 AsSe As2Se3 AsSe2 AsSe3 AsSe4 AsSe8 Se

3 2.60 2.50 2.40 2.33 2.25 2.20 2.11 2

3 2.53 2.42 2.31 2.25 2.19 2.16 2.09 2

As As3S2 AsS As2S3 AsS2 AsS3 AsS4 AsS8 S

3 2.60 2.50 2.40 2.33 2.25 2.20 2.11 2

3 2.49 2.38 2.26 2.22 2.17 2.14 2.08 2

Note: Bold line indicates the rigidity threshold for purely covalent bonds; double line corresponds to the rigidity threshold with account of the
bond ionicity; upper row: average coordination number, lower row: N1(1 – Ic), where Ic is the ionicity of chemical bonds and N1 is the
first coordination number.

Ax
IV Ax

V( )B1 x–
VI
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lished (see references above), a “structureless” smooth
surface is commonly observed in vitreous materials.
The most likely reason for this contradiction is the
indeterminate distinction between “macroheterogene-
ities” and “microheterogeneities.”

Experimental data mostly indicate the occurrence of
a certain morphology in films of tetrahedral amorphous
semiconductors and the possibility of obtaining homo-
geneous “structureless” films of vitreous semiconduc-
tors. Therefore, it may be assumed that (at least for the
time being) the third level of structural modification is
applicable to noncrystalline materials with a rigid
structural network and that the line corresponding to
the rigidity threshold (Table 3) separates its applicabil-
ity area from that of the second level of structural mod-
ification.

STRUCTURAL CHANGES AT THE DEFECT 
SUBSYSTEM LEVEL

The fourth level of structural modification is associ-
ated with changes in the defect subsystem under the
action of either sample fabrication conditions or vari-
ous external factors and is manifested in changes in the
spectrum of localized states in the gap, which in turn
leads to changes in material properties.

In [23, 24], the effect of amorphous silicon pseudo-
doping was observed, varying with sample preparation
conditions.

In [4], a significant change in the spectrum of local-
ized states in a-Si:H, resulting from a change in the rel-
ative content of Si–H, Si–H2, and Si–H3 complexes,
was achieved by treating samples with ultraviolet radi-
ation.

The effect of weak electric and magnetic fields on
quasimolecular defects and properties of vitreous sele-
nium, arsenic triselenide, and materials of the sele-
nium–tellurium system was observed in [25, 26]. In
[27], these results were extended to sulfur and arsenic
trisulfide.

Thus, the fourth level of structural modification is
observed experimentally both in a tetrahedral material
with rigid covalent structural network (a-Si:H) and in

Table 4.  Defect subsystem level

Groups Systems Group

IVA VA AVIBVI VIA

C

Si P

Ge As As2S3 S–Se S

As2Se3 Se–Te Se

As2Te3 Te

A2
VB3

VI
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vitreous materials of Group VI and in V–VI chalco-
genide glasses (Table 4).

The aforesaid suggests that the structural modifica-
tion at the defect subsystem level is inherent, as is the
structural modification at the short-range-order level, in
all of the considered noncrystalline semiconducting
materials.

CONCLUSION

There exist at least four levels of structural modifi-
cation of the properties of noncrystalline semiconduc-
tors which differ in the resulting structural changes.

Control over properties of noncrystalline semicon-
ductors by changing the structure at the short-range-
order level is, in principle, possible for all of the consid-
ered materials.

The fourth level of structural modification—control
over properties by treating the defect subsystem—is
also applicable to all these materials. 

Control over properties by changing the medium-
range order is possible for vitreous semiconductors
having high CESM values, with the applicability limit
of this level corresponding to the rigidity threshold of
the structural network, calculated with account of the
ionicity of chemical bonds. On the other side of this
boundary (materials with rigid structural network) lies
the area of applicability of the third level of structural
modification, involving changes in the morphology of
semiconductor films.
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Abstract—The photoluminescence of solutions of synthesized fullerene-containing star-shaped polystyrenes
in toluene was studied at room temperature. The shift of the peaks in the photoluminescence spectra to shorter
wavelengths compared to the spectrum of C60 solution in toluene was observed. It was established that, in the
first approximation, the magnitude of the shift is independent of the type of chemical bonding of fullerene with
an addendum (the covalent nonpolar C–C bond or the covalent polar C–H bond); rather, this shift is controlled
by the number of broken double bonds at the fullerene and by the corresponding redistribution of electron den-
sity. © 2001 MAIK “Nauka/Interperiodica”.
Persistent interest in fullerenes as new carbon clus-
ters is sustained to a large extent by studies of fullerene-
containing materials. One line in these studies is con-
cerned with fullerene-containing polymers [1].
Fullerenes may be involved in polymers of different
types in two ways: they can play the role of either the
framework in the polymer chain or the link between the
polymer chains of differing nature. In the second case,
the C60 molecule may have bonds with several polymer
arms and thus form a macromolecule in which
fullerene plays the role of the core. The possibility of
employing the C60 molecule as the core for the forma-
tion of macromolecules of a complex architecture was
used previously [2] in the synthesis of fullerene-con-
taining polystyrenes (FPSs); it was shown that interac-
tion of C60 with polystyryllithium results in the forma-
tion of a star-shaped FPS with a different number of
polystyrene chains attached to the C60 molecule.

In this paper, we discuss the results of studying the
photoluminescence (PL) of solutions of star-shaped
FPSs in toluene. The objective of this study was to gain
insight into the effect of organic addenda on the
HOMO–LUMO gap in fullerene (HOMO stands for the
highest occupied molecular orbital; LUMO, for the
lowest unoccupied molecular orbital).

The objects of the study were macromolecules with
a C60 fullerene core and a various number (from one to
six) of polystyrene (PS) chains attached to this core.
Attachment of a PS chain is accompanied by opening
of the double C=C bond at the fullerene. As a result, the
PS chain is attached to one end of the broken double
bond and forms a nonpolar covalent C–C bond,
whereas (depending on whether water or deuterome-
thyl iodide is used to terminate the reaction) either
hydrogen with the formation of polar covalent C–H
bond [2] or the CD3 group with the formation of non-
1063-7826/01/3506- $21.00 © 20643
polar covalent C–C bond [3] is attached to the other
end. A third variant of attachment of addendum to the
second end of the broken double bond (attachment of
the second PS chain) was accomplished by a method
described recently [3]. We studied the solutions of all
the aforementioned FPS types, whose characteristics
are listed in the table.

We studied PL at a temperature of 300 K using an
MDR-2 grating monochromator. The PL was excited
by an argon laser at a wavelength of λ = 488 nm; the
output laser power was ~100 mW. We used the modu-
lation method for measuring the PL spectra with subse-
quent synchronous phase detection. The laser beam
was amplitude-modulated at a frequency of 135 Hz and
was focused onto the object to be studied. The excited
recombination radiation, after passing through the
monochromator, was converted to an electric signal by
a photomultiplier; this signal was amplified with a

The structure of studied star-shaped polystyrenes

Sample 
no.

The number of 
broken double 

bonds

The number 
of attached 
PS chains

Addenda at the
second end of

broken double bond

1 1, 2, 4 1, 2, 4 1, 2, 4–H

2 1, 2, 4 1, 2, 4 1, 2, 4–CD3

3 6 6 6–H

4 6 6 6–CD3

5 1, 2, 4 (1, 2, 4) + 2 2–(Ph)C(OH)PS

6 6 6 + 4 4–(Ph)C(OH)PS

Note: (Ph) stands for the phenyl ring, and PS stands for polysty-
rene. The samples were obtained using the methods
described in [2, 3].
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Photoluminescence spectra of fullerene-containing polystyrene samples with (a) one, two, and four chains of polystyrene and
(b) six chains of polystyrene. The addenda are (1, 3) H and (2, 4) CD3. The luminescence spectrum of C60 is shown for the sake of
comparison. The numbers at the curves correspond to the sample numbers in the table.
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Fig. 2. Photoluminescence spectra of fullerene-containing polystyrene samples with (a) one, two, and four polystyrene chains and
(b) six polystyrene chains. The addenda were (1, 3) H and (5, 6) CD3 and PhC(OH)PS. The curves are numbered in accordance with
the sample numbers in the table.
selective amplifier at the modulation frequency and was
then detected by a phase detector. Such a processing
method substantially enhanced the signal-to-noise ratio
and made it possible to record the PL spectrum even if
there were only traces of the substance of interest in the
SEMICONDUCTORS      Vol. 35      No. 6      2001
sample. The signal from the phase detector was digi-
tized with an analog-to-digital converter and was then
fed to a computer, where this signal was stored on a
hard disk. Computer processing of the PL spectra was
accomplished using the ORIGIN software package.
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We studied six samples (see table); their PL spectra
are shown in Figs. 1 and 2. The reference spectrum of a
solution of C60 fullerene in toluene served as a starting
point in the analysis of PL spectra (Fig. 1a). The main
peak of this spectrum is located at λ = 725 nm (1.7 eV).
It was shown previously [1, 4] that a steady shift of the
PL spectrum peak to shorter wavelengths occurred as
more and more PS chains were attached to C60. In the
first approximation, this shift is directly proportional to
the number of attached PS arms N and can be described
by the empirical formula ∆E = 0.04N, where ∆E is mea-
sured in electronvolts [1, 4].

It should be emphasized that, both here and in [1],
the studies were performed in the spectral region corre-
sponding to the recombination radiation at C60
fullerene, because polystyrene does not luminesce at a
wavelength of 488 nm.

The shift of the peak in the C60 PL spectrum is
caused by a shift of energy levels that belong to the C60
HOMO and LUMO molecular orbitals and are respon-
sible for radiative transitions. These levels shift in such
a way that the energy gap between them increases. It
was ascertained previously [1, 4] that, in the case of
covalent attachment of various addenda to C60, the
shifts of the C60 HOMO and LUMO energy levels were
primarily affected by the type of chemical bonding of
the attached fragments to C60 rather than by the type of
these fragments.

Further studies were related to the necessity for clar-
ifying the role of the type of addenda at the second end
of the C60 broken double bond in the widening of the
HOMO–LUMO energy gap. It should be found
whether this phenomenon results from the appearance
of the C–C covalent bond between the fullerene and the
PS chain or whether it is a result of the combined effect
of C–C and C–addendum (H or C) bonds on the ener-
gies of C60 molecular orbitals; the third possibility is
that the shift is caused only by the very event of the
breaking of the double C=C bond at fullerene, with the
electron-density redistribution being such that the
bonding type is of minor importance.

In order to verify these assumptions, we compared
the PL spectra of the pairs of the following samples:
1 and 2, 3 and 4, 3 and 6, and 1 and 5 (Figs. 1, 2).

The first pair of the samples (Fig. 1a) corresponds to
the FPS solutions with one, two, and four PS chains

C

OH

PS
C60

PS

Fig. 3. Spatial formula of the fullerene-containing polysty-
rene molecule with addendum in the form of the
(Ph)C(OH)PS group.
attached (according to the chromatography data). The
mixture in the samples of the fractions with one-, two-,
and four-armed FPSs is a result of statistical processes
in the corresponding synthesis during the reaction
while adding the “live” polymer (polystyryllithium) to
C60 [2]. Since an attachment of a single PS chain causes
the shift of the PL-spectrum peak by ~0.04 eV, we are
inclined to attribute the short-wavelength shoulders of
the spectrum to the two- and four-armed FPS fractions
present in the solution. The distinction between sam-
ples 1 and 2 consists in the fact that hydrogen is
attached to the second end of the broken C=C double
bond in sample 1, whereas the CD3 (deuteromethyl)
group is attached in sample 2. In spite of such a distinc-
tion, the spectra of these samples have identical charac-
teristic special features; i.e., the wavelength positions
of the shoulders and main peaks in the spectra coincide.
Certain distinctions between the intensities of the short-
and long-wavelength wings in the spectra are explained
by a different balance between the intensities of lines
corresponding to relevant fractions that form the over-
all envelope of these lines. Most probably, there were
more four-armed FPSs (on a percentage basis) in sam-
ple 2 than in sample 1.

The PL spectra of samples 3 and 4 that are the solu-
tions of six-armed FPSs (according to the chromatogra-
phy data) are shown in Fig. 1b. The distinction between
the samples (as in the previous case) is related to the
addendum at the second end of the broken C=C double
bond at the fullerene; this addendum is hydrogen in
sample 3 and deuteromethyl in sample 4. It follows
from Fig. 1b that these solutions are much “purer”; i.e.,
they contain less FPS components with the number of
arms different from six, as is shown by the smooth
shape of the spectrum envelope, which is nearly free of
inflections and shoulders. The shift of peaks in both
spectra in reference to the position of the main peak in
the pure C60 spectrum amounts to ~0.25 eV, which con-
firms that six-armed FPSs are predominantly present in
the solution [1, 2, 4]. In general, these spectra virtually
coincide.

The next pairs of compared PL spectra (Figs. 2a, 2b)
correspond to the samples in which a portion of polar
covalent C–H bonds is changed to nonpolar covalent
C–C bond by replacing the two hydrogen atoms (for
sample 5) and four hydrogen atoms (for sample 6) by
PS chains in samples 1 and 3, respectively. The PS
chains were attached to C60 via the –(Ph)C(OH)– group
and formed the spatial configuration shown in Fig. 3.

As shown above, the spectra of the samples with
complete replacement of the C–H bond by C–CD3
bond are almost the same. However, distinctions are
observed if the C–H bonds are partially replaced by the
C–C(PS) bonds, although these distinctions are small.
Thus, for the pair of samples 3 and 6 (Fig. 2a), which
differ only in the fact that four out of six C–H bonds are
replaced by C–C(PS) bonds, an insignificant shift of the
peak (within the range of 0.02–0.03 eV) to higher ener-
SEMICONDUCTORS      Vol. 35      No. 6      2001
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gies is observed. This is also indirectly confirmed by
the ratio of the intensities of the short- and long-wave-
length slopes of the PL spectra. In other words, there is
a shift substantially exceeding the measurement error
(±0.003 eV). This fact indicates that we observed the
effect of the second order of smallness; i.e., it is about
an order of magnitude smaller than in the case of a sim-
ple break of a C–C double bond at fullerene. To put it
differently, the nearest surroundings of the second C–C
bond also affect the changes in the electron density at
fullerene; however, the magnitude of this effect is
nearly an order of magnitude smaller. In this case, we
believe that the effect of the second order of smallness
is caused by the impact of oxygen, which draws off a
fraction of the electron density from the fullerene. This
does not occur if the addendum is hydrogen or deuter-
omethyl.

A more complex situation is illustrated in Fig. 2b.
The replacement of two C–H bonds of fullerene in sam-
ple 1 by the bonds of the C–C(PS) type (sample 5) was
attempted. Replacement of H by a PS chain was accom-
plished using a multistage reaction, in one of the stages
of which a live polymer (polystyryllithium) was added.
It is not inconceivable that, in addition to replacement
of H, this reagent broke other double bonds at C60 with
the formation of a multiarm star. This effect did not
manifest itself in sample 6, because the FPS synthesis
with the use of live polymers does not make it possible
to synthesize the FPSs with a number of arms larger
than six, as has been shown experimentally [2, 3]. The
idea that double bonds at C60 are broken in the course
of sample 5 synthesis is corroborated by the position of
the main PL peak (Fig. 2b). The shape of this peak sug-
gests that the sample is a mixture of four- and six-
armed FPSs; these probably include all the possible
types of aforementioned FPSs with various addenda at
the second ends of the broken double bonds at C60. We
do not mention the isomers of the above combinations
here, which may result in broadening and certain shift
of the bands.
SEMICONDUCTORS      Vol. 35      No. 6      2001
The low-intensity peaks in the vicinity of λ ≈
575 nm appear as a result of entry of background laser
radiation into the monochromator.

Thus, we may state with a large degree of confi-
dence that the shifts of energy levels of the C60 molec-
ular orbitals are primarily affected (by an order of mag-
nitude of the HOMO–LUMO shift) by opening the
C−C double bond at the C60 fullerene and by the attach-
ment of a PS chain to one of its ends.

We believe that the surroundings, at least at the sec-
ond end of the C–C bond (i.e., the type of addenda at
this bond), give rise to the effects of changing the
HOMO–LUMO gap of the second order of smallness
compared to the effect of an increase in this gap when
the double bond at C60 is broken.
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Abstract—The cooperative generation of phonon pulses in semiconductors by groups of inverted quasi-equi-
distant multilevel bound excitations (electrons and excitons) is studied. Such systems with equidistant spectra
exist in chalcogenide glasses with a fractal structure. The cooperative generation of nonequilibrium localized
phonons (fractons) can be observed in an experimental study of the relaxation of groups of excited atoms after
passing a short laser pulse through the sample. An increase in the absorption coefficient in glass excitation by
a short laser pulse of comparatively low power is due to the generation of nonequilibrium coherent localized
phonons during the relaxation of nonequilibrium excitations. These coherent nonequilibrium localized phonons
essentially change the random-potential topology and, consequently, open up a new channel for interband
absorption of light. These transitions simultaneously involve photons and localized phonons. Kinetic equations
describing the relaxation of localized electrons are obtained for two cases. The first describes the behavior of
bound electrons in shallow quantum wells. The second is related to deep quantum wells. The relaxation process
strongly depends on the dynamic symmetry of the bound electron–phonon (or exciton–phonon) system. The
solutions of these equations are in agreement with experimental data. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Under excitation of a vitreous semiconductor
(As2Se3, AsSe) by laser pulses giving rise to electron
transitions in the vicinity of the conduction band bot-
tom, the light absorption coefficient strongly depends
on temperature (at a given frequency). Presumably, this
is due to changes in the random-potential topology with
a changing number of thermalized phonons with a
wavelength on the order of the distance between non-
uniformities (random potential wells). This result can
be formally expressed as

(1)

where n is the number of localized (and nonlocalized)
phonons (fractons), which can alter the random-poten-
tial topology, thus increasing the absorption coefficient
(1). The spectrum of these phonons is rather broad and,
in all probability, the absorption coefficient (1) can be
rewritten as

(2)

where nk is the number of phonons of the k-th mode,
causing a change in the absorption coefficient, with
weight factor βk.

What occurs under the strong excitation of a vitre-
ous semiconductor by laser pulses? Apparently, the
number of nonequilibrium phonons increases during
electron (hole) relaxation. This means that a stronger
alteration of the random-potential topology occurs in

α α 0 βn,+=

α α 0 βknk,
k

∑+=
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this case and the interband absorption coefficient
increases faster:

(3)

where ∆nk(t) is the number of nonequilibrium phonons
generated via the relaxation of electrons or holes.

Let us consider a model for the relaxation of these
excitations. We assume that excited electrons most
probably relax to lower-lying bound states, so that the
relaxation can be described in terms of a two-level sys-
tem [1]. During such relaxation, each electron (hole)
spontaneously generates a phonon. Apparently, a well
in which the excitation (electron or hole) relaxes has
random depth and width, determined by the local topol-
ogy of the random potential. In other words, the spac-
ing between the levels in the two-level systems in ques-
tion varies and, therefore, the generated phonons have
different frequencies. Since the wavelengths of the
phonons generated exceed 100–1000 Å, an adequate
amount of local quasi-equidistant states can be found in
a volume of this size.

In this situation, we can classify the local states into
spectral subgroups. Each subgroup can be considered
as an independent equivalent excited two-level system
that can cooperatively generate a phonon pulse at the
frequency ωk. This pulse, resembling the Dicke super-
radiant pulse, was observed for the first time in the
cooperative generation of phonons in a Rb crystal for
“acoustic” transitions of the Cr3+ impurity, correspond-
ing to the inversion (2E)–2 (2E) [2]. The possibility

α α 0 βk nk
0 ∆nk t( )+[ ] ,

k

∑+=

E A
001 MAIK “Nauka/Interperiodica”



        

COOPERATIVE GENERATION OF COHERENT PHONONS 649

                                                                                   
of the coherent generation of phonons and their effect
on the absorption coefficient in the process of propaga-
tion of pulses through thin films of a-As2Te3 and poly-
acetylene was reported in [3]. The oscillations observed
of photoinduced absorption were attributed directly to
the propagation of coherent phonon pulses between the
film surfaces. A similar generation of coherent phonons
and their effect on the absorption coefficient in As2Se3,
AsSe, GeSe2, and As22Se33Ge45 have been observed
experimentally in a wide temperature range 70–300 K
[4, 5]. Returning to our phonon subgroups, we notice
that the build-up of each phonon mode (group of
phonons) strongly depends on the frequency of these

phonons ωk, the number  of excited electrons (or
holes) that can transit to a coherent phonon generation

mode, the spontaneous-transition probability 1/ , and
even the geometric arrangement of electron excitation.
This build-up time is named the phonon pulse delay
time in the theory of cooperative relaxation. It can be
readily concluded that a group of excited electrons in
deeper wells can generate higher-frequency phonon
pulses with shorter build-up times. This follows from

the dependence of the delay time  = /Nkln(2Nk) on
the frequency and the number of excitations. Since the

spontaneous relaxation time  is inversely propor-
tional to the cube of the transition frequency ωk, the
coherent build-up of the high-frequency phonon ampli-
tude is faster than that for low-frequency phonon
modes.

This effect can be observed experimentally during
propagation through a thin film of pulses with the same
energy but varied duration. With short pulses, only
high-frequency phonon modes have time to build up,
and only these modes contribute to the absorption coef-
ficient:

(4)

In the case of propagation of longer pulses, low-fre-
quency coherent modes with a longer build-up have
enough time to contribute to absorption involving
phonons. In other words, by varying the duration of
optical pulses, we can probe the temporal pattern of
phonon generation over the spectrum (see Fig. 1). It
was established experimentally that the absorption
energy of pulse 1 is less than that for pulse 2. This
absorption effect can be accounted for in terms of our
model, since only high-frequency phonons contribute
to the absorption coefficient in the case of pulse 1

For pulse 2, the absorption coefficient increases

Ne
k

τ0
k

t0
k τ0

k

τ0
k

α α 0 βnthermal β∆nk
hf t( ).+ +=

α1 α0 βn0 βk1
∆nk1

t( ).+ +=

α2 α0 βn0 βk1
∆nk1

t( ) βk2
∆nk2

t( ).+ + +=
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In the case of pulse 3, all the three groups contribute to
the absorption coefficient

It should also be noted that the coefficient β in (1)
can be found by measuring the absorption coefficient α
at two different temperatures [4, 5]

and

By eliminating α0 from these expressions, we obtain

Taking into consideration that the main contribution to
the light absorption comes from localized phonons with
wavelength λ ≈ dm, where dm ≈ 1 nm is the mean dis-
tance between the spatial nonuniformities in a chalco-
genide vitreous semiconductor (CVS) sample, β can be
determined from α(T1), α(T2) and n0(T1), n0(T2) as
functions of temperature. The mean number of local-
ized phonons can be found using the Bose distribution

where kB is the Boltzmann constant, ωs ≈ skm; s is the
velocity of sound in a CVS (s ≈ 105 cm/s); and km ≈
2π/dm. Substituting into the expressions for α(T) and
n0(T) the appropriate CVS parameters [4–6], we find
that β ≈ 6 × 103 cm–1.

α3 α0 βn0 βki
∆nki
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i 1=
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Fig. 1. Excitation of coherent phonon modes by laser pulses
of the same power and different durations:  <  < ,
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The main aim of this study is to show how excited
electrons in random-potential quantum wells (QWs)
can generate correlated localized phonons (fractons).
These correlated localized excitations decay to give
acoustic phonons propagating through the CVS sam-
ple.

2. MODEL OF THE COOPERATIVE 
GENERATION OF PHONONS

AND THEIR EFFECT
ON THE ABSORPTION COEFFICIENT

The mechanism of excitation of localized electron–
hole pairs by a laser pulse and the generation of non-
equilibrium coherent phonons can be described by the
following set of equations

(5)

1
c
---

dIs t z,( )
dt

-------------------
dIs t z,( )
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-------------------+ α0 βn+( )Is t z,( ),–=

dNe
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Fig. 2. System of two-level excitations in glasses with ran-

dom transition energies.  is the number of excitations of

the ith subgroup;  >  > .

Ne
ki

ωk1
ωk2

ωk3
where  and  are, respectively, the average num-
bers of excited electrons and electrons in the ground
state for the k-th subgroup (see Fig. 2); k enumerates
the equidistant subgroups of two-level systems, k =
1, 2, 3, …, Ns; V0 is the volume excited by laser pulse
in the CVS sample; Is is the light intensity in the CVS
sample; ρk is the density of distribution over subgroups,
possessing the property

nk = nρk; τk/Nk is the time of cooperative decay of the

k-th subgroup; Nk =  + ; τf is the time in which
phonons move away from the domain of active local-
ization of acoustic phonon modes. This set of equations
can be derived from the Maxwell–Bloch equations
when the laser pulse is much longer than the electronic
polarization relaxation time in the CVS. A cooperative
effect is possible if the localized phonon wavelength is
on the order of the distance between the QWs of the kth
subgroup.

Let us consider the case when the pulse duration τp

is on the order of the relaxation times of localized elec-
trons and phonon subsystems. Then we can find an
asymptotic time-independent solution for the absorp-
tion coefficient α(Is) = –dIs(z)/Isdz using the stationarity
conditions dIs/dt = dn/dt = dNe/dt = 0:

(6)

It is noteworthy that the absorption coefficient grows
with increasing light intensity. Such an increase in the
absorption coefficient was observed experimentally in
[4, 5]. A time-dependent solution of the set of equations
(5) leads to a hysteretic dependence of the light inten-
sity at the output on the input intensity.

When the laser pulse is much shorter than the local-
ized electron relaxation time, the exciting pulse can be
approximated by the delta function: Is(z, t) = Is0τpδ(t).
In this case, the number of electrons excited during the
time of pulse propagation has the form

(7)

where 2jk is the number of localized excited centers
(electrons and holes) in the k-th subgroup. An equation

for the decay kinetics of the inversion parameter 〈 〉  =

Ne
k Ng

k

ρk

k 1=

Ns

∑ 1;=

Ng
k Ne

k

α Is( ) α0 β
n0 τ f V0α0Is z( )/"ω0+
1 τ f V0βIs z( )/"ω0–

-----------------------------------------------------.+=

Ne
k τ pV0

Is0

"ω0
--------- α βn+( )ρk 2 jk,= =

Dz
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(  – )/2 can be obtained from the second and third
equations of the set (5):

(8)

Here,  is the mean number of phonons of the external
thermalized field;

Let us analyze the behavior of the proposed system
in the quasi-stationary case, when dn/dt ! (n – n0)/τf.
Then it follows from the fourth equation of set (5) that

(9)

where 〈 〉  can be found by solving (8),

(10)

where

is the delay time for the subgroup k, given by

(11)

In this case, the time-independent solution for the non-
linear absorption coefficient takes the form

(12)

Formula (12) describes the relaxation of the nonlinear
absorption coefficient after propagation of a delta pulse
through the CVS sample. It should be noted that the
relaxation data were also considered in [4, 5]. It follows
from (12) that the relaxation process depends on the
law of cooperation between electrons. Each function
sech2(x) in expression (12) peaks at the point t = t0k.
Summing over k takes account of all the subgroups of
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equidistant two-level states having different delay
times. In this situation, the relaxation function of the
absorption coefficient may be broader than that for a
single group of equidistant two-level states. This broad-
ening depends on the explicit form of the subgroup dis-
tribution ρk.

3. MODEL FOR THE DESCRIPTION
OF DEEP QWs

In this section we consider another case, with ran-
dom-potential QWs deep enough for a localized excita-
tion to have more than two states, say, M energy states.
For simplicity we restrict ourselves to the case when the
spectrum of a single localized state can be considered a
quasi-equidistant spectrum of a nonlinear oscillator
with the energy spacing "ωf between neighboring lev-
els [7]. Such a nonlinear oscillator may be equivalent to
excited electrons in solids in which exciton–exciton
interaction is taken into account [8]. Similarly to the
case of shallow QWs, all deep QWs can be distributed
over subgroups with equal energy spacings between
neighboring levels "ωfk. Let us assume that a short laser
pulse creates in a CVS sample a localized excitation
belonging to the subgroup k so that, during the relax-
ation of this localized excitation down the M-level equi-
distant spectrum, M – 1 correlated localized phonons
(fractons) are generated. Let us also assume that the
excitation energy in a separate QW is E0. The conserva-
tion law for the spontaneous decay process reads

(13)

where Eel is the energy of a localized electron (hole),
and Ef is the energy of emitted phonons. These energies
can be expressed in terms of the mean number of elec-

trons (excitons), 〈 aj〉 , at the level j and the mean
number of fractons, n, as follows:

From the conservation law (13) we obtain

(14)

Here, 〈Dz〉  = 〈 aj〉 .

In the case when a localized electron–hole excita-
tion decays via an equidistant spectrum, various
dynamic symmetries related to the decay law may take
place. For instance, a relaxation process may occur dur-
ing which the spontaneous decay is only accelerated or
only decelerated [7]. On the other hand, relaxation is
possible when acceleration or deceleration of the spon-
taneous decay follow one another [7]. Below, we con-
sider three dynamic symmetries, one of which is the
harmonic oscillator symmetry, and the other two are

E0 Eel E f ,+=

a j
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Eel "ωf j a j
+a j〈 〉 , E f

j

∑ "ωf n.= =

dn
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d
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----- Dz〈 〉 .–=

j
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SU(2) and SU(1, 1). Depending on which dynamic
symmetry we have, Dz takes different forms:

Let us consider three further situations for the relax-
ation of a localized electron down the equidistant spec-
trum in the QW:

(i) ds, s – 1 = d0 ,

(ii) ds, s – 1 = d0[(j + m)(j – m + 1)]1/2;
(here, j = (M – 1)/2, m = s – j – 1), 
(iii) ds, s – 1 = d0[(p – I)(p + I – 1)]1/2;
(here, p – I = s, I = 0, 1, 2, …), 

where ds, s – 1 is the matrix element of the dipole transi-
tion between levels s and s – 1, 2j is the number of
excited states of the anharmonic oscillator in the case of
SU(2) symmetry, and I is the group parameter for
SU(1, 1), which can be found from the experimental
data on the decay law. In case (i), when the number of
electron levels M is large, the following collective oper-
ators can be introduced:

(15)

satisfying the commutation relation:

(16)

The first term in the right-hand side of (16) is unity

( as = 1). Since we study the decay of an oscil-
lator in the state |K〉  lying below the state |M〉 , we can
also neglect the second term in the right hand side of
(16). Within this approximation, A and A+ are Bose
operators and the system behaves like a harmonic oscil-
lator.

In the second case (ii) the following collective cas-
cade transition operators can be introduced:

(17)
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Jz mam j 1+ +
+ am j 1+ + ,

m j–=

j

∑=
where 2j + 1 = M is the number of equidistant electronic
levels in the QW.

These new operators generate the SU(2)-algebra
and, therefore, have conventional properties of the
angular momentum [7–12]. The result of the action of
the J+, J–, and Jz operators on the ket vector correspond-
ing to the SU(2)-algebra is defined by the following
relations [7, 8]:

(18)

Now we can determine the transition dipole moment
ds, s – 1 in relation to the level number s in the cascade
equidistant ladder. As follows from (18), this depen-
dence can be represented for large M values in the sim-
ple form

There also occurs another case, when the dynamics
of transitions from |M〉  excited states differs fundamen-
tally from that described above. The SU(1, 1) symmetry
of transitions can be used in this situation. Indeed, if we
consider case (iii), the collective transition operators
can be introduced

(19)

satisfying the following commutation relation:

(20)

or

(21)

When M takes large values and higher-lying localized
electron levels are unpopulated, the new transition
operators satisfy the commutation relation for the
SU(1, 1) algebra [7, 8, 13–18]:

(22)
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where Rz can be defined in the following form

(23)

for the upper and lower sheets of the hyperboloid of
rotation, respectively. Then we have a new integral of
motion

(24)

Here, Ry = (R+ – R–)/2i, Rx = (R+ + R–)/2 for the “bar”
and “tilde” operators. The hyperboloid of rotation cor-
responding to the classical pseudoangular momentum
vector (24) is presented in Fig. 3. It is seen from Fig. 3
and expressions (19), (21), and (23) that the bar and
tilde operators are related, respectively, to the upper
and lower sheets of the hyperboloid of rotation. It
should be noted that the change in the matrix element
of the transition dipole moment with the state number s
strongly depends on the parameter I and a hyperboloid
sheet. In this case, normalized ket vectors correspond-
ing to the upper sheet of the hyperboloid of rotation
take the form [7]

(25)

and those for the lower sheet

(26)

In this situation, the action of the group generators on
the state |I, p〉  should be expressed as follows:

(27)

Using these properties, we can establish the depen-
dence of the matrix elements of the transition dipole
moment ds, s + 1 on the state number s and the group
parameter I. We have for the upper and lower sheets of
the hyperboloid of rotation
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increase changes from linear for I ! 1 to square-root at
large I. For the lower sheet, a decrease in the transition
moment with increasing s is observed at the same
dependence on the parameter I as that for the upper
sheet. Therefore, we can vary the decay process rate by
choosing an optimal value of the parameter I in accor-
dance with experimental data.

Since the D+ and D– centers in chalcogenide glasses
can appear and disappear simultaneously [6], it is natu-
ral to assume that the relaxation of such bicenters may
be accompanied by the creation of a single localized
oscillation (fracton). Within the framework of our inter-
pretation, this process is related to the SU(1, 1) symme-
try of transitions between localized states in glasses. If
two localized centers create a single fracton, the inter-
action Hamiltonian can be represented as

where a+(a) is the localized center creation (annihila-
tion) operator, and b+(b) is the fracton creation (annihi-
lation) operator. In this case the collective operators for
the symmetry SU(1, 1) are given by

The physical aspects of the higher and lower sheets of
the SU(1, 1) symmetry of transitions were discussed in
more detail in [7].

Let us consider the case when electronic transitions
obey the SU(2) algebra. Then, using the conservation
law for the operator of the total angular momentum, J2,
and commutation relations for the collective operators
of this group, we can derive the following equation for

H int g a+2b a2b++( ),∝

R+ a+( )2
/2, R– a2/2, Rz aa+ a+a+( )/4.= = =

Rz

I

–I

Upper sheet

R2 = R2
z – R2

x – R2
y

Lower sheet

R2 = R2
z – R2

x – R2
y

Fig. 3. Upper and lower sheets of the hyperboloid of rotation
for the SU(1, 1) symmetry of transitions.
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the electronic population in the semiclassical approxi-

mation 〈 〉  ≈ 〈Jz〉2:

(30)

where 2γ = 1/τ0 and τ0 is the spontaneous relaxation
time for a single electron. When  = 0, the solution of
this equation in the limit j @ 1 reads

(31)

Here, 1/τr = 2j/τ0 is the reciprocal of the cooperative
emission time, and  = (τ0/2j)ln4j is the delay time for
Mth phonon pulse. As mentioned above, this solution is
obtained in the semiclassical approximation, so that the
population fluctuation σzz ! 1.

Similarly, using the conservation law for the
squared total pseudoangular momentum operator R2

(24) and the commutation relations (22) in the semi-
classical approximation, we have for the SU(1, 1) tran-
sition symmetry:

(32)

In the case when the electron is initially in the excited
state |K〉  (K = I + M) of the upper hyperboloid sheet, the
following solution of this equation can be obtained at

 = 0 for I @ 1:

(33)

where 1/  = 2I/τ0 is the reciprocal of the cooperative
emission time,

It can be readily seen that in this case the decay rate
decreases with time. If the initial excited state corre-
sponds to the highest state of the lower sheet of the
hyperboloid of rotation, then another solution can be
obtained for the electron occupancy

(34)

Here,  = (τ0/2I)ln4I.

It should be noted that, with the occupancy fluctua-
tions neglected, we can obtain closed Eqs. (30) and (32)
for the level occupancy for transition symmetries SU(2)
and SU(1, 1), respectively. Solving these equations in
the absence of an electromagnetic field,  = 0, we can
obtain an explicit solution for the occupancies: (31) for
SU(2) and (33) and (34) for SU(1, 1). It can be readily
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seen that the solution for the SU(2) symmetry resem-
bles the corresponding solution for Dicke’s model of
superradiance of (M – 1) inverted atoms, whereas in the
case of the SU(1, 1) symmetry the decay process is fun-
damentally different.

If the nature of the random potential is such that
there is a great number of quasi-equidistant nonlinear
oscillators (excitons) in the CVS, the behavior of such
a system can be described by analogy with the case of
shallow QWs. Indeed, since the spectrum of the
M-level localized excitations can be divided into a
spectrum of quasi-equidistant subgroups, two kinds of
cooperation are possible. One of these is the coopera-
tion between localized excitations belonging to differ-
ent spatially separated quasi-equidistant nonlinear
oscillators. Such cooperation is only possible if the
wavelength of localized phonons is on the order of the
distance between the localized oscillators of the k-th
group. The second kind is the cooperation taking place
during the relaxation of a single quasi-equidistant oscil-
lator from an excited to the ground state [7]. In this
case, the set of equations (5) is modified by introducing
new equations describing the relaxation of electron–
hole pairs belonging to the k-th group of the M-level
equidistant spectrum. Thus, the set of equations
describing the process of nonlinear interband absorp-
tion of light in glasses in the presence of these kinds of
cooperation reads as follows:

(35)

In this system, G = 1 for the SU(2) symmetry and G =
–1 for the SU(1, 1)symmetry.

Let us now consider the case when the symmetry of
the dipole transitions of localized excitations in deep
QWs is SU(1, 1) [see (28)]. In this situation the equa-
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tion for the occupancy Dz can be written by analogy
with the case of shallow QWs

(36)

The solution of this equation reads:

(37)

where

(38)

With the use of this solution, an expression can be
readily obtained for the nonlinear absorption coeffi-
cient in the case of the SU(1, 1) symmetry of the local-
ized excitations in deep QWs:

(39)

It is noteworthy that in this situation the nonlinear
absorption coefficient α decreases with time and tends
in the course of relaxation to the equilibrium value α =
α0 + βn0, whereas in the case of the SU(2) symmetry the
absorption coefficient behaves similarly to the corre-
sponding case of shallow QWs.

4. CONCLUSION

As can be seen from Eqs. (12) and (39), the coeffi-
cient of nonlinear induced light absorption, α, strongly
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depends on the law of relaxation of localized excita-
tions of the random potential. This law is determined by
the form of the random potential and by the dynamic
symmetry of the system relaxation. Equation (12)
implies that for shallow QWs, and also for the SU(2)
symmetry in the case of deep QWs, the nonlinear

absorption coefficient α ∝   resembles Dicke’s
superradiant pulse. In the case of the SU(1, 1) symme-
try for deep QWs, it can be seen from Eq. (39) that the

nonlinear absorption coefficient α ∝   funda-
mentally differs from Dicke’s superradiance case,
which, in turn, gives deeper insight into the results of
experimental studies [2–5].
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Abstract—The results of numerical calculation are presented for the temperature dependence of photoconduc-
tivity and occupation of dangling-bond states of a-Si:H with various doping levels. The calculations show that
the energy position of traps influences substantially the temperature dependences of photoconductivity. This
influence is due not only to the participation of traps in recombination at low temperatures, but also to the influ-
ence of dangling-bond states on occupation. It was found that the concentration of neutral dangling bonds
(D0 centers) for p-type a-Si:H in the region of medium and low temperatures is independent of the Fermi level.
This feature was shown to be the consequence of asymmetry in the position of the D0 centers and the D centers
(negatively charged dangling bonds) rather than of asymmetry in the arrangement of traps in the band gap with
respect to the edges of allowed energy bands. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A great number of experimental results and numer-
ical calculations devoted to the properties of a-Si:H and
photoconductivity (σph), in particular, have been pub-
lished. However, until now, there was no model that
could satisfactorily explain all the features of σph.
Among the problems under discussion is the interpreta-
tion of the asymmetric dependence of σph on the Fermi
level position (EF – EV). Previously, it was shown that
the photoconductivity of p-type a-Si:H depends only
slightly on an EF – EV value [1, 2] and on the dangling-
bond (D-center) concentration in contrast to σph for
n-type a-Si:H [2]. Asymmetry in the band tails, which
leads to a significant distinction between the nonequi-
librium and equilibrium occupancies of D-centers [2]
was proposed to explain this weak dependence. In this
paper, we report the results of a numerical calculation
of the influence of the energy position of traps in the
bond tails on the form of temperature dependence of
photoconductivity for p-type a-Si:H.

2. MODEL

For testing recombination models that interpret
experimental results, computer simulation is often
used. As a rule, the numerical calculations are fulfilled
for a simplified density of states in the mobility gap and
take into account only the main recombination and
emission fluxes in the model under consideration. The
model for the density of states used in our calculations
is illustrated in Fig. 1. As can be seen from Fig. 1,
instead of a continuous distribution of density of states
in the mobility gap, we consider four discrete levels:
1063-7826/01/3506- $21.00 © 20656
Etp, ED, ED + U, and Etn. The levels Etp and Etn with a
state concentration of Ntp and Ntn are the effective levels
in the valence- and conduction-band tails, respectively.
The levels ED and ED + U are the energy levels of the
positively correlated dangling-bond states. In the phe-
nomenological description of recombination in semi-
conductors, the localized states are classified as recom-
bination levels and traps depending on their position
with respect to the demarcation levels. As a rule, the tail
states act as traps; therefore, we will use the terms
“traps for holes” and “traps for electrons” for the levels
Etp and Etn, respectively. In this study, we consider two
possible channels of recombination in correspondence
with Fig. 1: the direct capture of free electrons and
holes by D-centers (fluxes U1, U2, U5, and U6) and the
tunnel recombination between the electrons captured at
the conduction-band-tail states and the holes captured
at the valence-band-tail states (U13). In the previous
paper [3], we cited the arguments in favor of the choice
of such a recombination model and wrote the corre-
sponding kinetic equations. In the following section,
the numerical solutions to these equations are presented
for the same values of parameters involved in them
when varying EF – EV, Etp, and Etn.

3. RESULTS OF NUMERICAL CALCULATION 
AND DISCUSSION

In Fig. 2, we show the calculated temperature
dependences of photoconductivity for EF – EV =
0.75 eV (a lightly doped p-type a-Si:H) corresponding
to three different relations between positions of traps:
(1) symmetric shallow-level traps Etp – EV = EC – Etn =
001 MAIK “Nauka/Interperiodica”
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0.1 eV (curve 3); (2) symmetric deep-level traps Etp –
EV = EC – Etn = 0.3 eV (curve 1); and (3) asymmetric
traps Etp – EV = 0.3 eV and EC – Etn = 0.1 eV (curve 2).
In Fig. 2, we also plot the temperature dependence
of  dark conductivity σd and the temperature depen-
dence of photoconductivity for a density of states with-
out traps; i.e., Etp – EV = EC – Etn = 0 (curve 4). For the
optical-generation rate (G) and the D-center concentra-
tion (ND), the following values were taken: G =
1019 cm–3 s–1 and ND = 1016 cm–3. It follows from Fig. 2
that the influence of traps on photoconductivity
increases with decreasing temperature and with
increasing values of Etp – EV and EC – Etn. In this case,
according to the calculations, the traps can become
recombination states (for curves 1 and 2). In contrast, at
high temperatures with σd > σph, the influence of traps
on the temperature dependence of photoconductivity is
negligible. In the region of moderate temperatures, the
temperature dependence of photoconductivity is of the
activation type with an activation energy of EA = 0.05
and 0.15 eV for curves 3 and 2, respectively [i.e., EA =
0.5(Etp – EV)] and EA = 0.2 eV (curve 1). Irrespective of
the relation between Etp – EV and EC – Etn, the equality
pt = NDf 0 is valid in this temperature range; here, pt is
the concentration of holes captured at a hole trap, f 0 is
the probability of finding a dangling bond in the neutral
state (D0-state), and ND is the concentration of D cen-
ters in the D0 state (the D0-center concentration). As
was previously shown [2], this relationship is derived
from the electroneutrality condition and means that the
nonequilibrium positive charge in p-type a-Si:H is
localized at the valence-band-tail states under illumina-
tion conditions, whereas the nonequilibrium negative
charge is localized at the D centers. It should be noted
that the recharging of D-centers under illumination
(D+ + e  D0 and D0 + e  D–) in the case of asym-
metric traps leads to the thermal quenching of photo-
conductivity (Fig. 2, curve 2). At temperatures below
the region of thermal quenching of photoconductivity,
the slope of the temperature dependence of photocon-
ductivity is 0.09 eV, which is close to the value of
EC − Etn = 0.1 eV.

We now consider how the trap parameters influence
the occupation of the D centers. In Fig. 3, the depen-
dences of NDf 0 on the Fermi level (EF – EV) at T =
250 K are shown for various relations between Etp – EV
and EC – Etn. It follows from Fig. 3 that the dependence
of NDf 0 on EF – EV is asymmetric irrespective of trap
parameters: for the Fermi levels lying in the upper half
of the mobility gap, a D0-center concentration differs
only negligibly from the equilibrium one; in contrast,
for the Fermi levels in the range of EF – EV =
0.5−0.75 eV (corresponding to p-type a-Si:H), the con-
centration of NDf 0 is independent of EF – EV and differs
significantly from the equilibrium one. In this case, it
should be noted that the value of NDf 0 in p-type a-Si:H
SEMICONDUCTORS      Vol. 35      No. 6      2001
is mainly governed by the value of Etp – EV instead of
EC – Etn.

We consider the dependence NDf 0 (EF – EV) at T =
150 K (Fig. 4). From Fig. 4, it follows that the symmet-
ric (with respect to ED + U/2) dependences NDf 0 (EF –
EV) correspond to symmetric traps, while the asymmet-
ric dependence NDf 0 (EF – EV) corresponds to asymmet-
ric traps. As can be seen from Figs. 3 and 4, the relation
between Etp – EV and EC – Etn only influences the value
of NDf 0 for p-type a-Si:H but does not affect the NDf 0

(EF – EV) dependence. It should be noted that the asym-
metric traps lead to a higher charge rate of the D-cen-
ters than the symmetric ones.

The analysis of these calculations enables us to con-
clude that the asymmetry of the NDf 0 (EF – EV) depen-
dence at T = 250 K is the consequence of asymmetry in
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Fig. 1. Schematic representation of electron transitions for
the simplified model of density of states in the a-Si:H mobil-
ity gap.

Fig. 2. Temperature dependences of photoconductivity
(1−4) for EF – EV = 0.75 eV and different relations between
Etp – EV and EC – Etn. See details in the text. 
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the position of the levels ED and ED + U with respect to
the mobility midgap rather than of the asymmetry in the
position of the traps with respect to band edges EC
and EV.
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Fig. 3. Numerical calculation of the D0-center concentration
at T = 250 K (4) in dark and (1–3) under illumination con-
ditions depending on the Fermi level position and the fol-
lowing relations between EC – Etn and Etp – EV, in eV:
(1) EC – Etn = Etp – EV = 0.3; (2) EC – Etn = 0.1, Etp – EV =
0.3 and (3) EC – Etn = Etp – EV = 0.1.

Fig. 4. Numerical calculation of the D0-center concentration
at T = 150 K as a function of the Fermi level position. The
numbers at the curves correspond to the same conditions as
those in Fig. 3.
The independence of ND f 0 on EF – EV for p-type
a-Si:H leads to the independence of photoconductivity
σph on the doping level if we assume that, in the region
of moderate temperatures, the main channel of recom-
bination is the direct capture of free carriers via D-cen-
ters. This type of recombination is corroborated by the
experimental results that indicate the presence of the
effect of temperature quenching of photoconductivity
for a lightly boron-doped p-type a-Si:H [2, 4], because
the maximum of photoconductivity in the region of
temperature quenching of photoconductivity is associ-
ated with changing the tunnel recombination or the
“band–tail” recombination [5] for the recombination of
free carriers via the dangling bonds in the case of
increasing temperature.

4. CONCLUSION

In summing up the aforesaid, we can conclude that
the independence of photoconductivity in p-type
a-Si:H is an immanent property of this material and is
specified by the distribution of the density of states in
the mobility gap, which, under illumination, leads to a
substantially nonequilibrium concentration of the D0
centers representing the main recombination centers.
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Abstract—The existence of the Meissner effect in polycrystalline copper-containing fullerides produced by a
new technology is experimentally established. The critical temperature of superconducting transition is deter-
mined to be 110 K. © 2001 MAIK “Nauka/Interperiodica”.
A basic property of the superconductor is magnetic
field expulsion from its volume at temperatures below
the critical one, i.e., the Meissner effect. It is a basic test
for superconductivity and is usually demonstrated by
experiments with a magnet suspended above the sur-
face of low- and high-temperature superconductors [1].
To measure the force acting on the magnet, various bal-
ances are used, as well as compensation methods, for
example, the electromagnetic one. Such experiments
include the study of low-frequency conductance oscil-
lations during the levitation of a microspherical magnet
between high-temperature superconductor (HTSC)
plates [2]. A magnetized body in a nonuniform mag-
netic field is subject to a force directed toward the
greatest magnetic induction gradient and proportional
to the magnetic susceptibility χ and the volume V [3],

where A = BdB/dr and B is the magnetic induction.
This principle is put into the basis of the forcemetric

method for measuring the magnetic susceptibility (the
Faraday method) of low-magnetic samples. For exam-
ple, let a sample be an elongated parallelepiped whose
ends are in fields with magnetic inductions B1 and B2.
Then it is subject to the force directed to the higher
induction B2,

where S is the sample cross-sectional area.
A similar situation can take place in the experiment

with a suspended magnet when the magnetic induction
B2 exists only at the surface (in a layer of thickness
equal to the field penetration depth); the magnetic
induction B1 inside the superconducting sample is zero.
Thus, the magnet is pushed out toward the higher mag-
netic induction. As the temperature (T) approaches the
critical one (Tc), the penetration depth tends to infinity.
The magnetic field penetrates deeper and deeper into
the superconductor and the magnet levitation effect dis-
appears. In this paper, we suggest an experiment in
which the superconducting sample remains fixed, while
the magnet is pushed out due to the Meissner effect in
the sample bulk. We study copper-containing fullerene

F AVχ ,=

F 1/2( )Sχ B2
2 B1

2–( ),=
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polycrystals. Previously [4], we concluded that such
materials can exhibit superconducting properties.

This study is aimed at detecting the Meissner effect
in copper-containing fulleride samples.

We study polycrystalline samples prepared using a
modified sublimation process of initial fullerene pow-
der (10 mg) and fine-grained copper (10 mg) in a small
thermal chamber [5]. The average copper content in the
sample does not exceed 10–2 wt %.

The sample diameter and thickness are 8 and 2 mm,
respectively. The diameter and maximum length
(through the entire membrane thickness at its center) of
individual crystals do not exceed 0.2 and 2 mm, respec-
tively.

Temperature dependences of the expulsion force of
polycrystals and (for comparison) superconducting
ceramics YBa2Cu3O7 + δ samples were measured using
a modified thickness meter [6] based on disbalance in
the frequencies of quartz oscillators (the generation fre-
quency of each was 1 MHz). The relative frequency
change df/f depends linearly on the quartz mass [6].
Therefore, quartz was used as an indicator of contact
with a “levitating” magnet. The experimental scheme is
illustrated in Fig. 1. A thin ferromagnetic film on
Mylar, 12 µm thick, 6 mm long, and 0.1 mm wide,
magnetized in a constant field of 59 mT is used as a
magnet. As the expulsion force arises in sample 1, fer-
romagnetic film 2 comes into contact with quartz sur-
face 3, and the frequency increases. The setup is cali-
brated as follows. Let there be a liquid nitrogen layer
between the quartz surface and a metal ball (standard)
(see the inset in Fig. 2). The ball is in the gravitational
field normal to the quartz surface. As the nitrogen layer
is freely evaporated, the ball falls onto the quartz sur-
face due to gravity and the frequency changes. Figure 2
shows the temperature dependence of the relative fre-
quency change df/f for a ball with diameter 4.8 mm and
mass of 450 mg. Thus, the value F = 4.4 × 10–2 dyne
corresponds to the frequency change df/f = 2.2. The
region of signal instability near T = 100 K is caused by
the active boiling of liquid nitrogen.
001 MAIK “Nauka/Interperiodica”
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The results of the main experiment are plotted in
Fig. 3. The critical temperature Tc of superconducting
transition is 110 K for the copper-containing fulleride
sample. The value Tc for HTSC ceramics is 91 K, which
is consistent with known critical temperatures for
ceramics of similar composition. The value Tc found for
the copper-containing fulleride corresponds to those
measured by other methods [7]. The frequency behav-

3
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df/f
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3
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1
80 100 120
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1

Fig. 1. Schematic of the measuring setup: (1) sample,
(2) ferromagnet, and (3) quartz.

Fig. 2. Temperature dependence of df/f for a metal ball. The
inset shows ball position 1 above quartz 2 surface and liquid
nitrogen layer 3 between them.

Fig. 3. Temperature dependence of df/f for the copper-con-
taining fulleride sample.
ior below the critical temperature is comparable to the
data of magnetic experiments. For example, the mea-
surements of dynamic magnetic susceptibility [7] have
detected a wide “diamagnetic well” at temperatures
80–98 K in samples of thickness not exceeding 0.5 mm.
In our case, the frequency decrease, which can be
related to a magnetic susceptibility change, is observed
in the temperature range T = 80–110 K. We now esti-
mate the sample volume involved in the expulsion force
origination. At the magnetic susceptibility χ = –6 ×
10−5 cm3/g measured by the Faraday method [7], taking
into account the sample sizes, ferromagnetic field
induction BdB/dx = 2.5 × 106 G2/cm, and formula (1),
the sought-for sample volume is 2.9 × 10–4 cm3. An
individual crystal volume is 6.28 × 10–5 cm3. Thus,
approximately five individual crystals are involved in
inducing the repulsive force rather than the entire sam-
ple. Since the entire sample volume is 10–1 cm3,
approximately one-thousandth of the sample volume or
0.1 wt % contributes to the Meissner effect. A fraction
of each individual crystal is 0.01%, which corresponds
approximately to the copper percentage in the sample.

Thus, the existence of the Meissner effect in copper-
containing fullerides produced by the new technology
has been experimentally established. The critical tem-
perature is Tc = 110 K.
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Abstract—X-ray diffraction, small-angle X-ray scattering, and X-ray photoelectron spectroscopy were used to
study the structure of nanoporous carbon powders produced directly by chlorination of polycrystalline α-SiC
powders with various degrees of dispersion. Small-angle scattering data were used to derive the distribution
function for scattering inhomogeneities with respect to inertia radii m(Rg). It is shown that the mean sizes and
the fraction of large inhomogeneities increase with increasing size of grains in the starting powder. As follows
from the diffraction patterns, the degree of “graphitization” of nanocluster structure increases simultaneously,
which is attributed to longer times required for carbonization of coarser grains. An analysis of photoelectron
spectra for 1s electrons of carbon atoms shows that, for most of the C–C bonds (>65%), the hybridization of
valence bonds is intermediate between those for graphite and diamond (spx, where 2 < x < 3), which is indicative
of the bending of graphene-like layers in nanoclusters. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The chlorination chemical reaction at a high temper-
ature makes it possible to obtain a carbon material with
a high porosity (nanoporous carbon) from polycrystal-
line carbide compounds, in particular, from hexagonal
silicon carbide (α-SiC). Compacted (bulk) nanoporous
carbon samples, which have the required mechanical
strength and an overall porosity as high as 65–70 vol %,
are obtained as a result of a preliminary heat treatment
of the starting carbide powders under pressure in a
methane atmosphere with subsequent chlorination
[1, 2]. According to adsorption measurements and esti-
mations, ~45 vol % of the sample obtained from poly-
crystalline α-SiC is occupied by nanopores with a typ-
ical size of ~8 Å and a high degree of uniformity in size.

In recent years, prospects of using nanoporous car-
bon for technical applications have stimulated intensive
structural studies of this class of materials by physical
methods, including X-ray diffraction [3], small-angle
X-ray scattering [3, 4], X-ray photoelectron spectros-
copy (XPS) [5], and the Raman spectroscopy [6]. How-
ever, most of the available results refer to the bulk nan-
oporous carbon samples, the composition of which
includes binding pyrolytic carbon as a result of afore-
mentioned heat treatment of carbide powders. At the
same time, the structural base of nanoporous carbon
(i.e., the porous carbon skeleton) has remained unex-
plored so far, although it is this skeleton that primarily
specifies the attractive physical and physicochemical
properties of nanoporous carbon. In this context, the
objective of this study was to gain insight into the struc-
1063-7826/01/3506- $21.00 © 20661
ture of nanoporous carbon powders with various
degrees of dispersion; the samples were obtained by
chlorination of α-SiC powders with different degrees of
dispersion (with grain sizes of 10–103 µm) without a
preliminary heat treatment in methane. The results
based on X-ray diffraction, small-angle X-ray scatter-
ing, and XPS are reported in this paper. As is known,
these methods make it possible to judge the structure of
the short-range order in a system, typical sizes of the
scattering fragments, distribution in sizes for these
fragments, and the special features of hybridization of
the valence bonds.

2. EXPERIMENTAL

All the measurements for the nanoporous carbon
powders were performed under the same experimental
conditions as those reported previously for the bulk
samples [3–5]. We studied three types of the samples
(denoted henceforth as F20, F80, and F600) with grain
sizes of the starting α-SiC being D = 800–1000,
180−200, and 8–10 µm, respectively. The intensities of
X-ray diffraction and small-angle X-ray scattering
were measured with a double-crystal diffractometer;
CuKα radiation (a wavelength of λ = 1.54 Å) and a
monochromator made of a structurally perfect Ge crys-
tal [the (111) reflection] were used, which ensured the
incident-beam angular divergence of 20′′ . Angular
dependences of the intensity I(2θ), where 2θ is the dif-
fraction (scattering) angle, were measured under the
conditions when the beam passed through the sample
(the 2θ-scanning mode); the angular resolution was
001 MAIK “Nauka/Interperiodica”
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0.16°. The XPS spectra were measured using a PHI
5400 spectrometer calibrated with the standard Au 4f7/2
line (the binding energy of 84.0 eV). In order to excite
the C 1s(K) carbon line, we used the AlKα radiation,
which is nearly monochromatic. The spectra were ana-
lyzed using the standard programs for decomposition
of the spectra into components; these programs were
built into the spectrometer.

3. RESULTS AND DISCUSSION

3.1. X-ray Diffraction

In Fig. 1, we show the diffraction patterns for the
three nanoporous carbon powders. In all three cases,
one can see the features in the vicinity of 2θ ≈ 26° and
44°; these correspond closely to the (0002) reflections
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Fig. 1. Diffraction patterns for nanoporous carbon powders
obtained from α-SiC powders of fractions (1) F20, (2) F80,
and (3) F600. The grain size D was equal to (1) 800–1000,
(2) 180–200, and (3) 8–10 µm.

Fig. 2. The curves of small-angle X-ray scattering for nan-
oporous carbon films obtained from the α-SiC powders of
fractions (1) F20, (2) F80, and (3) F600. The grain size D
was equal to (1) 800–1000, (2) 180–200, and (3) 8–10 µm.
for (100) and (101) graphite or (111) diamond. The
“graphite” (0002) reflection is found to be the most
intense and narrowest for sample F20 with coarsest
grains. As the grain size decreases, the intensity of
(0002) reflection decreases sharply in amplitude and
the peak broadens, mainly on the side of smaller angles
2θ. Estimations of the correlation length (of the
ordered-region sizes) L⊥  in the direction normal to the
graphene planes yield the values of 450 and 80 Å for
samples F20 and F80, respectively (see table); the esti-
mates were based on the data on the (0002) peak half-
width. For the F600 powder having finest grains, the
(0002) peak manifests itself only as a slight excess of
the signal over the background in a wide range of
angles 2θ = 20°–27°. Thus, we may infer that coarse-
grained nanoporous carbon powders contain rather
large graphite-like nanoclusters, whereas these nano-
clusters are virtually absent in a fine-grained powder.

The parameters of the reflection in the vicinity of
44° are nearly independent of the grain sizes; thus, it
should be interpreted as the type (111) reflection and be
related to other structural fragments, more precisely, to
the deformed diamond-like clusters with the atom coor-
dination almost corresponding to the tetrahedral one.
Needless to say, we also do not rule out the contribution
of (100) type reflections from large graphite-like clus-
ters to the reflection at ~44°, which is more important
for coarse-grained powders.

3.2. Small-Angle X-ray Scattering

In Fig. 2, the experimental curves of the small-angle
X-ray scattering I(s) (s = 4πsinθ/λ) are shown on the
log–log scale for the same powders of nanoporous car-
bon. By processing these curves according to the
Guinier model for polydisperse systems, we obtained
the approximate distribution functions for scattering
inhomogeneities with respect to the inertia radii m(Rg)
(Fig. 3); the Guinier model has been previously applied
to the bulk samples [3]. The function m(Rg) specifies
the ratio between the volumes occupied by inhomoge-
neities with different sizes (~2Rg). As it follows from
the shape of the curves of the small-angle X-ray scatter-
ing (Fig. 2) and from the form of the distribution func-
tions m(Rg) (Fig. 3), two subsystems of inhomogene-
ities (the small-scale inhomogeneities with Rg < 20 Å
and the large-scale inhomogeneities with Rg > 20 Å)
can be distinguished in a system of structural inhomo-
geneities in all the powders; the former occupies a much
larger fraction of the volume than the latter. A similar
situation also takes place in the bulk material [3]. At the
same time, it can be seen from Fig. 3 that the typical
sizes of small-scale inhomogeneities decrease as the
grain sizes decrease: the distribution m(Rg) narrows,

whereas the peak  shifts to smaller Rg (see table).
In addition, as the grain sizes decrease, the fraction of
the small-scale inhomogeneities increases compared to

Rg
max
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that of the large-scale inhomogeneities. Thus, in pow-
ders F20 and F80, scattering fragments with Rg =
80−90  Å amount to approximately 10% of the volume
occupied by the fragments with the most probable

, whereas this fraction is less than 2% in powder
F600 (Fig. 3). Thus, the results of the small-angle X-ray
scattering qualitatively agree with the data obtained by
X-ray diffraction.

3.3. X-ray Photoelectron Spectroscopy

According to the full-range XPS spectra measured
in the binding-energy range of Eb = 0–1000 eV using
the MgKα radiation, the carbon content in the powders
under study is no higher than 98 at. %. About 1 at. % of
oxygen was detected; this oxygen forms double or
bridge bonds with carbon and is also contained in
adsorbed water or in the carbon-linked hydroxyl group
OH.

Careful studies of the intense 1s line of carbon
showed that nanoporous carbon powders differ slightly
from one another in the position and shape of this line.
As is the case with compacted samples [5], the line is
broad and its position yields the binding energy Eb,
which is intermediate between the values of 284.3 and
285.0 eV corresponding to graphite and diamond with
the sp2 and sp3 hybridizations of the valence bonds,
respectively (see table). As an example, Fig. 4 shows
the C 1s spectrum of powder F20. Assuming that the
broadening is inhomogeneous, we decomposed this
spectrum into components, which made it possible to
determine the partial contributions of carbon atoms
with a different hybridization of bonds or, in other
words, with a different coordination of the short-range
order. The results of such a procedure for all the sam-
ples (namely, the binding energies for 1s states of car-
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Fig. 3. The distribution functions for nanoinhomogeneities
in reference to the inertia radii m(Rg) on the basis of the data
of the small-angle X-ray scattering for nanoporous carbon
powders obtained from α-SiC of fractions (1) F20, (2) F80,
and (3) F600. The grain sizes D were equal to (1) 800–1000,
(2) 180–200, and (3) 8–10 µm.
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bon atoms  in the ith structural configuration and the
fraction of atoms in this configuration Si) are also listed
in the table. It can be seen from the table that at least
two-thirds of carbon atoms in the 1s state and i = 1 con-

figuration have the binding energy , which is slightly
higher than that in the trigonal coordination of ideal
graphene layer but substantially lower than that in tet-
rahedrally coordinated diamond. This means that, for
the structural configuration under consideration, the
σ states (of the sp2 type) and the π states (of the p type)
of the valence electrons are partially mixed, so that
their hybridization corresponds to the sp2 + x and syp
types. As it was discussed for the bulk nanoporous car-
bon [5], the parameters of rehybridization x < 1 and
y < 1/3 describe the local curvature of the surface in
which the atom’s σ bonds in the configuration under
consideration lie [7]. For example, according to theo-
retical estimates, we have x = 0.278 and y = 0.081 or
0.085 for C60 fullerene [7]; the experimental value of Eb
is ~284.7 eV for this fullerene [8].

It can be seen from the table that, as the grain size in

the powder decreases, the value of  approaches that
for graphite, which at first glance contradicts the afore-
mentioned data obtained by the X-ray diffraction and
small-angle X-ray scattering. In fact, a decrease in the
curvature of graphene-like layers in a sequence of the
F20, F80, and F600 powders, which follows from the
XPS data, is accompanied by a decrease in the sizes of
graphite-like nanoclusters (according to the data
obtained by the X-ray diffraction) rather than by an
increase of these sizes. However, it must be recalled
that the estimates based on the X-ray diffraction data
refer to the thickness of graphite-like clusters L⊥  in the
direction perpendicular to the layer planes rather than
to the extent L|| of the layers themselves. Nevertheless,

Eb
i

Eb
1

Eb
1

1

285.4286.0 284.9 284.3 283.8 283.2
Eb, eV

0

2
3
4
5
6
7
8
9

10
Intensity, arb. units

1

2
3

Fig. 4. Photoelectron spectrum of 1s states of carbon atoms
in a nanoporous carbon powder obtained from α-SiC pow-
der with the grain size of 800–1000 µm (F20) (the solid
line). Decomposition of the line into components 1, 2, and 3
corresponding to different coordination (different type of
hybridization of the valence bonds) of carbon atoms and the
sum of these components (the dashed lines) are shown.
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The structure parameters of nanoporous carbon powders with different degrees of dispersion

The powder type F20 F80 F600

D, µm 800–1000 180–200 8–10

L⊥ , Å 450 80 –

, Å 5.7 5.6 4.6

Eb, eV 284.56 284.51 284.42

i = 1 , eV/S1, at. % 284.52/73.58 284.47/65.79 284.43/74.68

i = 2 , eV/S2, at. % 285.06/21.70 284.95/30.26 284.97/20.89

i = 3 , eV/S3, at. % 283.87/4.72 283.81/3.95 283.73/4.43

Rg
max

Eb
1

Eb
2

Eb
3

it is reasonable to expect that the dimensions L⊥  and L||
correlate with each other and that very small nanoclus-
ters are indeed predominant in the most disperse F600
powder. In this context, the structure of these nanoclus-
ters may be conceived as consisting of “broken” and
almost flat graphene-like formations or their small frag-
ments with the graphite-like 3-coordinated nearest
neighbors of inner atoms. For example, such structures
exist in the so-called “rigid” (ungraphitizable) carbon
[9]. The above reasoning is qualitatively corroborated
by a decrease in the fraction of the large-scale inhomo-
geneities in reference to that of the small-scale inhomo-
geneities, which was observed by small-angle X-ray
scattering in a sequence of the F20, F80, and F600 pow-
ders. However, this corroboration is indirect because
the data of small-angle X-ray spectroscopy may refer to
nanopores rather than to graphite-like nanoclusters.

In the C 1s spectra of all the powders under consid-
eration, there is a fairly intense component correspond-

ing to the binding energy , which nearly coincides
with that for tetrahedrally (sp3) coordinated carbon.
However, one cannot draw an unambiguous inference
about the presence of diamond-like clusters in the
structure of powders on the basis of the above data,
because carbon atoms in hydrocarbons (most likely
adsorbed at the surface of nanoporous carbon grains
from atmosphere) have virtually the same binding
energy. Using the aforementioned results of X-ray dif-
fraction and taking into account a fairly high content
(20–30 at. %) of carbon atoms with sp3-hybridized
bonds (see table), we may assume that diamond-like
fragments do exist in the structure of the powders under
consideration. Evidence for tetrahedral structures in
nanoporous carbon has recently been obtained by
studying the Raman spectra of compacted samples [6].

4. CONCLUSION

Thus, the size of grains in the powder of the starting
silicon carbide noticeably affects both the degree of
graphitization of carbon skeleton in nanoporous carbon

Eb
2

and the ratio between the numbers of small and large
nanoclusters (possibly, between the contents of small
and large nanopores). In our opinion, this effect of the
grain sizes is caused by an enhanced content of macro-
defects and an increased surface-to-volume ratio in the
fine-grained α-SiC powder compared to those in the
coarse-grained powder, which, in turn, are related to the
procedure of mechanical grinding of the crystals
grown. The coarse α-SiC grains have a more perfect
structure of crystalline carbon planes (0001), which is
conducive to partial preservation of preferential orien-
tation of the (0002) layers parallel to the initial (0001)
planes in nanoporous carbon subjected to carboniza-
tion; this was established for nanoporous carbon
obtained from a 6H-SiC single crystal [3]. In addition,
due to the smaller surface-to-volume ratio, the carbon-
ization rate for coarse-grained powders is much lower
than that for fine-grained powders; as a result, larger
graphite-like fragments may form with a higher proba-
bility during the reaction. Gross structural imperfec-
tions in fine-grained starting α-SiC powders present an
obstacle both to growth and the correlated arrangement
of large graphene-like layers in the forming nanopo-
rous carbon even if the samples are kept at a high tem-
perature for a long time in the reactor; still, due to the
latter procedure, the structure corresponding to the
short-range order approaches that of graphite for most
(*65 at. %) of carbon atoms. The considered special
structural features of the carbon skeleton should mani-
fest themselves in the bulk material obtained from the
α-SiC powders with different degrees of dispersion. In
particular, the large graphite-like clusters with bended
graphene-like layers in compacted samples that were
studied previously [2–6] and contained pyrolytic car-
bon may constitute structural elements not only of
pyrolytic carbon inclusions but also of nanoporous
framework itself.
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Abstract—Photoconductivity, the quantum yield of photogeneration, and carrier drift mobility have been stud-
ied in electric fields F = (0.1–10) × 105 V/cm in thin films of polyimide organic semiconductors, both unsensi-
tized and sensitized with a dye. The introduction of dye leads to a substantial increase in photoconductivity (by
2–3 orders of magnitude) and in the drift mobilities of holes and electrons. The electron mobility grows to its
maximum extent, becoming as high as ~10–3 cm2/(V s) at room temperature and at F ≈ 104 V/cm. © 2001 MAIK
“Nauka/Interperiodica”.
Despite the progress in developing light-emitting
diodes based on organic polymeric semiconductors,
research is continuing into new materials of this kind,
which possess high thermal stability, for use as both
emitting and transport layers. The choice of material
with high electron and hole mobilities is not sufficiently
wide. In this context, a search for a means of control-
ling the carrier mobility in organic polymers is a topical
task. Research into materials exhibiting high photosen-
sitivity is also of much interest.

This study is concerned with the drift mobility, pho-
toconductivity, and quantum yield of carrier photoge-
neration in thin layers of organic materials based on
polyimides (PI). Triphenylamine (TPA) molecules
were used as donor fragments of the polyimide mono-
mer unit [1]. Sensitization was done with a dye of the
triphenylmethane class, Malachite Green (MG), used
in 1% concentration, having maximum spectral sensi-
tivity at 647 nm. Polymide layers were deposited by the
“hanging meniscus” method or by centrifugation from
a 6.5% solution in tetrachloroethane onto glass sub-
strates with an electrically conducting In2O3 or SnO2
coating serving as a bottom electrode. The layer thick-
ness was L = 0.2–3 µm.

Drift mobility was studied in samples with a “sand-
wich” structure by the time-of-flight technique [2, 3].
Semitransparent aluminum film deposited onto the PI
layers by vacuum evaporation served as the top elec-
trode. Excess carrier concentration in a sample was cre-
ated by a light pulse (wavelength 0.337 µm, pulse dura-
tion ~8 ns) generated by an LGI-21 nitrogen laser.
A voltage pulse of length ~1 ms was applied to the sam-
ples. Depending on the polarity of the applied voltage,
electrons or holes moved in the sample. The measure-
ments were carried out under minor charge drift condi-
tions in electric fields F = (0.1–2) × 105 V/cm.
1063-7826/01/3506- $21.00 © 20666
The quantum yield of photogeneration was mea-
sured by a method described in [4] in the electrographic
mode in the spectral region of the highest photosensi-
tivity at F = (1–10) × 105 V/cm. A drop of mercury was
used as the second electrode in the photoconductivity
measurements.

The investigations performed demonstrated that the
introduction of a sensitizing agent reduced the sample
resistance by two orders of magnitude [from ~109 to
~107 Ω at top electrode area of (3–5) × 10–2 cm2]. As
can be seen from Fig. 1, the photoconductivity of PI
layers increases by 2–3 orders of magnitude on sensiti-
zation with a dye. In this case, the quantum yield η of
photogeneration changed by no more than an order of
magnitude and reached a value of ~10–1 at F ≈
106 V/cm.

Drift mobility measurements revealed that only hole
drift is observed in unsensitized films, whereas in films
sensitized with a dye both holes and electrons are
mobile carriers. The drift mobility was determined
from the time of carrier flight through the sample (tT)
using the formula: µ = L/tTF. The time tT  was found
from transient photocurrent oscillograms I(t) corre-
sponding to electron or hole drift. Oscillograms I(t)
taken for films with and without dye exhibited a con-
stant-current portion (“plateau”) followed by gradual
current decay over time. The instant of time corre-
sponding to the transition from the “plateau” to further
decay of I(t) was taken to be the time tT .

It should be noted that the presence of the “plateau”
in the I(t) curves indicates the nondispersive nature of
the transport. At the same time, the prolonged current
decay at t > tT  points to the strong spatial spreading of
the carrier packet, characteristic of dispersive transport.
Such I(t) dependences have been observed previously
001 MAIK “Nauka/Interperiodica”
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in a number of chalcogenide glassy semiconductors
[3, 5]. The observed behavior has been attributed to
specific features of the energy spectrum of localized
states controlling the drift mobility [6] or to a mobility
distribution of carriers, resulting from the existence of
inhomogeneities in the films [7]. It is quite probable
that the films under study also have inhomogeneities
whose appearance may be associated with the technol-
ogy of their fabrication, which, e.g., involves sample
heating to remove the solvent.

The investigations performed demonstrated that the
introduction of a sensitizing agent makes the drift
mobilities of both holes and electrons higher (Fig. 2),
with the increase being the most pronounced for elec-
trons. At room temperature and electric field strength
F = 2 × 104 V/cm the drift mobility of holes in unsensi-
tized PI films was about 1.5 × 10–4 cm2/(V s); the drift
mobilities of electrons and holes in sensitized films
were ~1.6 × 10–3 and ~4 × 10–4 cm2/(V s), respectively.
The carrier drift mobility became higher with increas-
ing electric field strength. Figure 2 presents in the coor-
dinates  = f(F0.5) the dependences of the drift
mobility on the electric field strength, taken for holes
(curves 1 and 2) and electrons (curve 3) in the films
under study. It can be seen that the dependence µ(F) is
stronger in sensitized samples. An approximation of the
µ(F) dependence for dye-free films at electric fields F >
105 V/cm by the Poole–Frenkel law gave a coefficient
β = 3.5 × 10–4 eV(V/cm)–0.5 virtually coinciding with the
value characteristic of anthracene-based PI [8]. How-
ever, the carrier drift mobilities in these materials were
much lower (by approximately 2 or 3 orders of magni-
tude), compared with the PI with TPA obtained in this
study. As is known [9], monomer units of PI are donor–
acceptor complexes. In this case, TPA molecules hav-
ing the lowest ionization potentials ID = 6.9 eV among
aromatic compounds [10] act as donor fragments, and
dyimide fragments (-O-) with electron affinity AA =
1.12 eV [9] act as acceptors. The introduction of MG
dye leads to the appearance, in addition, of acceptor

fragments Cl  with AA = 1.6 eV and donor fragments
with ID = 6.7 eV [10]. The fact that PI with TPA is char-
acterized by higher drift mobilities than anthracene-
based PI [8] is in agreement with the data indicating
that transport characteristics are improved on addition
of TPA to PI [9]. Since the carrier mobility in PI may be
governed by hopping via donor and acceptor fragments
of the molecules, it is quite possible that the appearance
of additional donor and acceptor fragments on intro-
ducing the MG dye into PI leads to a higher hopping
probability and, consequently, to higher drift mobilities
of electrons and holes.

Thus, the study performed revealed the following:

(1) The hole drift mobility in polyimide films with
triphenylamine is ~10–4 cm2/(V s) in an electric field
F ≈ 104 V/cm at temperature T ≈ 300 K.

µlog

O4
–
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(2) Film sensitization with Malachite Green dye
makes both the electron and the hole drift mobilities
higher, with the increase in electron mobility to
~10−3 cm2/(V s) at F ≈ 104 V/cm and T ≈ 300 K being
the most pronounced.

(3) The photoconductivity and conductivity of the
films increase by two orders of magnitude upon sensi-
tization.

The results obtained demonstrate that dye introduc-
tion allows effective control over the electrical proper-
ties of the films, improving the transport and photoelec-
tric properties of polyimide-based polymers. This indi-
cates that these polymers show promise as transport
layers in polymeric light-sensitive and light-emitting
devices.
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Abstract—Carbon films prepared by the plasma-enhanced chemical gas deposition from a mixture of hydro-
gen and hexane vapor at a substrate temperature of 150–200°C on silicon tip emitters and flat substrates were
investigated. Coatings improving the emission efficiency of tip and flat emitters were deposited under various
conditions of hydrogen-plasma etching of a growing film. The films deposited on flat substrates and tip emitters
had a high optical transparency; a low electrical conductivity; and a polymer-like structure with a high concen-
tration of the C–C sp2 bonds differ in electronic structures, carbon-atom surroundings in the lattice, microden-
sity, and hydrogen content in the film. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Carbon coatings including those produced at tem-
peratures lower than 300°C can be deposited onto the
tip field emitters [1]. In this case, the emission current
increases and the threshold electric-field strength at the
onset of emission decreases. Furthermore, such films
are widely investigated as a material potentially feasi-
ble for fabricating flat field emitters [2]. It was noted
that the coatings enhancing the emission current and
reducing the threshold voltage at the onset of emission
of tip emitters and the films on flat substrates having a
large number of emission centers require different con-
ditions of deposition and, as a consequence, are likely
different in composition and structure.

This study is devoted to investigating the features of
the process of growth and etching of carbon films at low
substrate temperatures and also to studying the distinc-
tions in composition and structure of materials depos-
ited on tip emitters and flat substrates.

EXPERIMENTAL

The carbon films were prepared by high-frequency
(56 MHz) plasma-enhanced chemical deposition from
a mixture of hydrogen (H2) and hexane (C6H14) vapor
on flat p-Si crystalline substrates at 150–250°C. The
film thickness was measured with a laser interferometer
during film growth or etching. In the same setup, we
carried out the experiments aimed at clarifying the laws
of the process of low-temperature deposition of carbon
films.
1063-7826/01/3506- $21.00 © 20669
The structure of films was investigated by the infra-
red (IR) and Auger spectroscopy as well as by the elec-
tron characteristic energy loss (ECEL) spectroscopy.

The emission properties of samples were character-
ized by the integral current–voltage (I–V) characteris-
tics recalculated into dependences of the emission-cur-
rent density J on the electric-field strength F and by the
emission-center distribution measured in a diode-type
system. The emission efficiency was estimated from
the values of emission current and threshold field at the
onset of emission as well as from the distribution uni-
formity and density of emitting centers over the emitter
surface.

RESULTS
When depositing carbon coatings, we varied the

working-mixture composition, the procedure of pre-
treatment of substrates, and technological parameters
of the coating-deposition process. The most important
of these parameters turned out to be the high-frequency
(HF) power and the substrate temperature. Therewith, it
was noted that the parameters of the process of depos-
iting carbon coatings enhancing the emission current
and reducing the threshold voltage at the onset of emis-
sion for tip emitters [1] differ from the parameters of
depositing the carbon films on a flat substrate because
these films showed a large number of emission centers.

Moreover, it was noted that the rate of deposition of
a carbon film increases with an HF power and depends
only slightly on the substrate temperature but falls
abruptly to zero above a certain critical temperature.
Such a behavior of the film-deposition rate was
observed in the case of depositing carbon films on sili-
001 MAIK “Nauka/Interperiodica”
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con, ceramic, and metal substrates at frequencies of
13.56 and 56 MHz using a mixture of methane with
argon, hexane vapor, and their mixtures with hydrogen.
However, we encountered no published data on the
existence of a critical temperature for deposition of car-
bon films, i.e., the temperature above which the film
deposition ceases.

In Fig. 1, we display the carbon-film-deposition rate
(Rd) and its hydrogen-plasma etching rate (Re) as func-
tions of a substrate temperature (Ts). The etching was
performed under conditions close to those of film dep-
osition: a frequency f = 56 MHz, a working-mixture
flow Q = 25 sccm, a reactor pressure P = 30 mTorr, and
an HF power W = 50 W.

As can be seen from Fig. 1, the hydrogen-plasma
etching rate of a growing film begins to exceed the dep-
osition rate at a temperature Ts ≈ 200°C in the case of
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Fig. 1. Dependences of a deposition rate (Rd) and an etching
rate (Re) of a carbon film on the substrate temperature (Ts).
(1) deposition from C6H14; (2) deposition from a mixture of
7%C6H14 and 93%H2; and (3) etching in H2.

Fig. 2. Interferogram with changing the deposition of a film
(to the left of the dotted line) to etching (to the right of the
dotted line).
depositing a film from hexane vapor and at a tempera-
ture Ts ≈ 150°C in the case of depositing from a mixture
of 7%C6H14 and 93%H2. In fact, a change of interfero-
gram-sweep run to the reversed one (see Fig. 2) proves
that, at substrate temperatures above the critical one,
the film deposition changes to the etching with hydro-
gen even for depositing a film from hexane vapor undi-
luted with hydrogen. In the last case, the amount of
hydrogen produced as a result of dissociation of hexane
molecules turns out to be sufficient for an efficient etch-
ing of the carbon film.

A hydrogen-plasma etching rate of a carbon film is
negligible at room temperature and grows with the sub-
strate temperature. For this reason, we may assume that
the carbon films deposited at high temperatures (close
to the critical one) are etched more efficiently by hydro-
gen radicals during growth than the films grown at
lower temperatures. The films deposited at room tem-
perature or close to it undergo no etching during their
growth.

Previously, we showed in study [1] the following.
(1) The coatings enhancing the emission current and

reducing the threshold voltage at the onset of emission
from tip emitters require deposition conditions provid-
ing an efficient hydrogen etching of the film during its
growth; i.e., the films are deposited at substrate temper-
atures close to the critical one. Moreover, a pretreat-
ment of a tip emitter is necessary; this treatment con-
sists in the hydrogen-plasma etching with subsequent
treatment in the hexane plasma heavily diluted with
hydrogen at a constant positive bias at the HF electrode.

(2) The coatings providing an improvement in the
tip-emitter efficiency are not continuous; rather, they
are flakelike (type 1 at the photograph in [1]).

(3) A continuous smooth coating (type 2 at the pho-
tograph in [1]) deposited under the conditions provid-
ing a moderate etching of a growing film (the substrate
temperature is below the critical one and no pretreat-
ment of the substrates is used) does not improve the
emission properties of the tip emitter.

Later [2], we showed that carbon coatings of type 1
deposited on flat silicon substrates manifested the pres-
ence of field emission with the following parameters:
an emission-current density of up to 1 mA/cm2 and a
threshold electric-field strength lower than 1 V/µm. The
emission was of a pronounced activation type (it mani-
fested itself and became stable after the multiple appli-
cation of an electric field). In this case, the number of
emission centers was extremely small (a few individual
spots). The films of type 1 had an optical transparency of
93%, an electrical conductivity of 10–12–10–14 Ω–1 cm–1

at 400°C, and an electrical-conductivity activation
energy of 1.2–1.6 eV.

The investigation of a surface of films using Auger
spectroscopy (Fig. 3a) revealed a small Auger-peak
shift for a film material (curve 1) to higher energies
from the graphite peak (curve 3), although the shapes of
SEMICONDUCTORS      Vol. 35      No. 6      2001
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Fig. 3. (a) Auger spectra and (b) ECEL spectra at the primary-beam energy of 125 eV: (1) film of type 1; (2–1) film of type 2 in the
region of a maximum emission-center concentration; (2–2) film of type 2 in the region with a moderate emission-center concentra-
tion; (2–3) film of type 2 in the region without emission centers; and (3) graphite. ∆E is the electron energy loss.
these peaks are similar. The ECEL spectroscopy
showed the peaks at 284 and 291 eV shifted compared
with the graphite peaks (283 and 289 eV) in the film-
material spectra. Thus, the shape of the ECEL spectrum
of the carbon films, like the Auger spectrum, turned out
to be close to the graphite spectrum but shifted approx-
imately by 1 eV to higher energies. The similar shift in
the binding energy for the 1s level of carbon was
observed, for example, in the C2H4 and C2H2 molecules
[3]. We believe that an ECEL-peak shift for carbon
films is caused by the presence of a significant quantity
of hydrogen chemically bonded with the lattice.
According to the IR-spectroscopy data, its concentra-
tion in the films under investigation is equal to [H] ≈
1 × 1023 cm–3.

From the ECEL spectra in the energy range of
5−50 eV (Fig. 3b), we determined the plasmon energy
"ωp, the valence-electron concentration n, and the
microdensity ρ of the carbon films. The values of these
parameters for the films under investigation and for dia-
mond and graphite are listed in the table. On the basis
of the data on the microdensity and surface carbon con-
centration, we estimated the hydrogen content on the
surface of the films as 65–70 at. %.

The similarity of the Auger spectra to the ECEL
spectra, and the material characteristics determined
from the low-energy region of the ECEL spectra for the
films under investigation and graphite, along with the opti-
cal and electrical properties of the films, can be explained
SEMICONDUCTORS      Vol. 35      No. 6      2001
by the fact that the films have a polymer-like structure
with a high concentration of the C–C sp2 bonds.

The deposition of carbon films on flat silicon sub-
strates at temperatures below the critical one (under
conditions of a moderate etching of the growing film by
hydrogen that are identical to the conditions of depos-
iting a continuous smooth coating on a tip emitter)
resulted in obtaining flat emitters of type 2 for which
high emission-current densities (up to 10 mA/cm2) and
a much larger number of emission centers (up to
103 cm−2) compared to the films of type 1 were
observed. In this case, the appearance of the region of a
uniform distribution of emission centers was accompa-
nied by an emission-current jumplike increase by sev-
eral orders of magnitude, which can be seen from the
shape of curve 1 in Fig. 4, and by a short-time increase
in pressure in the measurement chamber. The distribu-
tion of emission centers at the film of type 2 is shown
in Fig. 5.

Plasmon energy "ωp, the valence-electron concentration n,
and the microdensity ρ of carbon films under investigation,
diamond, and graphite

Material "ωp, eV n, 1023 cm–3 ρ, g/cm3

Carbon films 28.5 5.8 2.73

Diamond [4] 34.5 8.6 4.3

Graphite 26 5.3 2.63
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A decrease in a thickness of the film deposited under
moderate-etching conditions made it possible to obtain
the samples of type 3 differing from the above-described
by the fact that the same uniform distribution of the emis-
sion centers was attained without jumps in current and
pressure for current densities of ~0.3 mA/cm2.

The dependences of the emission-current density on
an electric-field strength for the carbon films deposited
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Fig. 4. Emission characteristics of carbon films deposited on
flat substrates under conditions of a moderate hydrogen
etching: (1) film of type 2 with increased electric field;
(2) film of type 2 with reduced electric field, and (3) film of
type 3.

Fig. 5. Distribution of emission centers over the films of
type 2 at E = 2 kV/200 µm.
onto flat substrates under conditions of moderate
hydrogen etching of growing films (types 2 and 3) are
shown in Fig. 4.

The films of types 2 and 3 had the same optical
transparency as the films of type 1 and even higher
resistivity. According to the data of Auger spectroscopy
and ECEL spectroscopy shown in Fig. 3, films 2 and 3
(like film 1) had a polymer-like structure with a high
concentration of the sp2 bonds in the atomic carbon lat-
tice. However, the shape of Auger spectra and ECEL
spectra for these films (curves 2–1) differed signifi-
cantly from those for the films of type 1 (curves 1).

The distinction of the Auger spectra of the films of
type 2 from the spectra of the films of type 1 consists in
the presence of additional peaks in the region of
200−250 eV, which, as we assume, is indicative of a
different electron structure and a change in the sur-
roundings of carbon-lattice atoms, for example, due to
an increase in the hydrogen amount. A distinction of the
ECEL spectra of the films of type 2 from those of the
films of type 1 consists in a large shift of the peak to
lower energies, which means that the microdensity
decreases and the hydrogen concentration possibly
increases in the film.

A noticeable distinction is observed between the
Auger spectra and the ECEL spectra for the films of
type 2 measured in the region of a maximum emission-
center concentration (curves 2–1), in the region with a
moderate emission-center concentration (curves 2–2),
and in the region without emission centers (curves 2–3).
The Auger spectra and the ECEL spectra measured in the
region of the highest emission-center concentration dif-
fer most markedly from the graphite spectra (curves 3),
while the spectra measured in the region without emis-
sion centers repeat the shape of the graphite spectra.

The question about what structural and chemical
modifications in the film material lead to such changes
in the Auger spectra and ECEL spectra can be conclu-
sively answered only after additional investigations.

CONCLUSION

(i) The behavior of the growth rate for a carbon film
at low substrate temperatures indicates that the hydro-
gen-plasma etching of a growing carbon film is an
important factor determining the process of depositing
the film at a low substrate temperature.

(ii) Conditions for obtaining carbon films enhancing
the emission efficiency are different for tip emitters and
flat coatings. The tip-emitter coatings were deposited
under conditions providing an efficient etching of a
growing film with hydrogen, while the coatings on flat
substrates were deposited under conditions of moderate
etching.

(iii) All the obtained carbon films had a high optical
transparency, a low electrical conductivity, and their
SEMICONDUCTORS      Vol. 35      No. 6      2001
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Auger spectra and ECEL spectra were similar to those
of graphite. This fact enables us to conclude that the
film material has a polymer-like structure with a high
concentration of the C–C sp2 bonds.

(iv) A distinction of the films on flat substrates with
a high number of emission centers from the films
enhancing the emission efficiency of tip emitters,
according to the data of the Auger spectroscopy and the
ECEL spectroscopy, are likely caused by the difference
in electronic structure, surroundings of carbon atoms in
lattice, microdensity, and hydrogen concentration in
the film.

(v) A convincing answer to the question as to what
structural and chemical modifications in the film mate-
rial lead to the modifications in the Auger spectra and
the ECEL spectra requires additional investigations.
SEMICONDUCTORS      Vol. 35      No. 6      2001
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Abstract—It is shown that the illumination of amorphous silicon solar cells produces changes in dark current.
The current relaxation after turning off the light depends on the intensity and duration of the illumination. If the
latter is sufficiently long, a current instability occurs, manifesting itself in chaotic oscillations increasing with
time and followed by their abrupt disappearance. The observed effect can be explained by assuming that an
intense illumination produces changes in the equilibrium among the various types of defects in a-Si:H films,
and the defects blocking the existing channels of current leakage through the barrier become dominant. In the
dark, the equilibrium attained during the illumination is changed, and the blocking defects disappear with time.
At the moments when the concentration of these defects becomes close to the values determining the percola-
tion threshold through the channels, chaotic oscillations occur with the amplitude increasing in the vicinity of
a threshold value. When the channels are partially or completely recovered, the oscillations disappear. The cha-
otic behavior of oscillations is explained by the randomness of the processes of variation in the number and the
configuration of the channels. © 2001 MAIK “Nauka/Interperiodica”.
Studies of a-Si:H solar cells revealed a change in the
magnitude of a dark current after turning off the illumi-
nation relative to the current observed prior to illumina-
tion. With time, the magnitude of dark current tends to
a constant value. The time and the character of the
relaxation of a current to a steady-state value depend on
the intensity and duration of the illumination. A specific
feature of the observed effect is that a certain exposure
to light produces a current instability in the form of
increasing chaotic oscillations followed by their abrupt
disappearance.

The purpose of this study is to explain the observed
effect.

Solar cells on a metal foil with an area of 3 cm2 pre-
pared according to the technology of the ECD firm
(Troy, USA) were used as the samples. The character-
istics measured under illumination and in the dark were
typical for the cells of this type [1], with the efficiency
measured with the aid of a solar radiation simulator
under the AM1 conditions being equal to 8%. An incan-
descent lamp with a quartz envelope was used as a light
source. The samples were illuminated through a water
filter. The illuminance of a sample during the exposure
was 5000 lx. The initial illumination was performed on
solar cells which had not been previously exposed to
intense light.

A circuit for measuring the current from the sample I
consisted of an operational amplifier, analog-to-digital
converter, and a computer. The results of the measure-
ments were accumulated for 300 s as an experimental
data array consisting of 6000 points. Then, the array
was written to a file, and the accumulation of the data
1063-7826/01/3506- $21.00 © 20674
was repeated once again during the next time interval.
The time of writing to a file separating the sequence of
experimental points did not exceed 5 s. The measure-
ments of a transient process stopped when the current
was stabilized around the magnitude existed prior to the
illumination.

The results of the measurements are shown in the
figure. All measurements were performed in the dark
under the forward bias of 0.5 V. Curve 1 represents the
change in current I with time for the sample that has not
been exposed to light. It can be seen that, during the
entire period of measurements, the mean value of a cur-
rent remains constant (we denote it by I0). The current
contains a small noise component.

Curve 2 corresponds to a sample illuminated for two
minutes. The illumination causes a slight increase in
current without any noticeable increase in the level and
change in the character of the noise. With time, the cur-
rent gradually approaches its initial magnitude.

Curves 3–1 and 3–2 correspond to the samples illu-
minated for 10 min. These curves are plotted on the
basis of two successive samplings: the array of points
obtained during the initial 300 s and the array of points
obtained during the succeeding 300 s (the time delay
between two arrays did not exceed 5 s). The compari-
son of curve 2 with curves 3–1 and 3–2 shows that, in
spite of a seemingly slight increase in exposure, the
character of the relaxation of a current to a steady-state
value changes markedly. After turning off the illumina-
tion, the current initially changes during the first 10 s in
the same way as after the illumination for 1 min. Then,
it decreases, with the rate of decrease being signifi-
001 MAIK “Nauka/Interperiodica”
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cantly higher than that for curve 2. When the magnitude
of a current becomes lower than I0, a chaotically oscil-
lating component arises with the amplitude increasing
with time. Approximately 200 s (for the second sam-
pling 3–2) after the illumination has been turned off, an
abrupt rise in current occurs; its magnitude approaches
I0; and after several oscillations with a small amplitude,
the current stabilizes at the level existed prior to illumi-
nation.

At longer illumination times, the oscillating compo-
nent disappears and the magnitude of a steady-state
current reduces.

Here are some experimental facts worth mention-
ing. 

(1) The relaxation times observed in the experi-
ments are too long for the electron processes in the bulk
and are typical of the formation of defects in a-Si:H [2]. 

(2) Short exposures of a nonilluminated sample to
light (curve 2) slightly increase the forward current
through a solar cell. 

(3) The increase in the exposure time beyond a cer-
tain value t1 results in the appearance of a chaotic oscil-
lations in the current relaxation curves (curves 3–1 and
3–2), and the current can attain the value I0 in an abrupt
manner. 

(4) With the increase in the exposure time beyond a
certain value t2 (t2 > t1), the total interval of oscillations
shortens and the oscillations become discontinuous
(a telegraph noise). For long exposure times, the oscil-
lations completely disappear and the magnitude of a
current becomes lower than I0 and tends to a constant
value with a very long time constant (hundreds of min-
utes). 

(5) The values of t1 and t2 are not fixed; rather, they
are random variables for different samples and mea-
surements. 

(6) Prior to the range of current instability, there can
exist a smooth part in the relaxation curve with a cur-
rent higher or lower than the I0 value.

The effect of exposure to light on the dark current
relaxation behavior has been observed previously in
polycrystalline solar cells [3] and has been explained
by the interaction of photoexcited charge carriers with
defects at the grain boundaries. The dark current relax-
ation curve was described by several exponents with
the constants characterizing the times of existence of
various photoexcited defects. The curves were mono-
tone and well-reproducible in the experiments,
although they could differ for various samples. The spe-
cific feature of a-Si:H solar cells is that, along with a
slow monotone change in the current during the relax-
ation process, a relatively fast-oscillating component
can be observed. We think that in our case, as in the case
considered in [3], the relaxation of the reverse current is
determined by the change in equilibrium between the
defects of various types in the course of illumination.
SEMICONDUCTORS      Vol. 35      No. 6      2001
We now consider the nature of large-amplitude cha-
otic oscillations which were not observed in [3]. One of
the features of amorphous silicon solar cells with a
large surface area is their high conductivity that shunts
the barrier along the channels with an enhanced recom-
bination rate; it is these channels that control the dark
current. The illumination reduces the current and, con-
sequently, the number of channels. The channels are
formed by the clusters of defects that have a large cross
section for capturing both electrons and holes, blocking
the i-layer, and playing the role of effective recombina-
tion centers. Illumination intensely generates the elec-
tron–hole pairs which stimulate reactions between
defects and shift the equilibrium, thus reducing the
number of effective recombination centers as well as
the number of channels and the magnitude of leakage
current. After the illumination is turned off, the pro-
cesses directed to the recovery of the initial equilibrium
come into action, the concentration of effective recom-
bination centers increases, and the conditions for their
clusterization and creation of channels become favor-
able. A channel becomes unblocked abruptly when the
concentration of recombination centers in a cluster
reaches a critical value [4]. Since the clusters shunting
the barrier have various concentrations and densities of
defects, the instants of activation of the channels are
widely spread about some characteristic time corre-
sponding to a certain critical concentration of defects
involved in the recombination. 
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Effect of illumination on the time-dependent current
through the p–i–n structure of an a-Si:H solar cell: (1) prior
to exposure; (2) after the exposure for 2 min; (3–1) after the
exposure for 10 min (the first array of experimental points);
and (3–2) after the exposure for 10 min (the second array of
experimental points).
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If the exposure times exceed a critical value t2, the
major portion of channels is blocked and the formation
and disappearance of a relatively small number of
channels do not affect the current. If the exposure times
are shorter than t2, the number of defects blocking the
existing channels becomes small and the conditions for
disappearance of a permeable cluster are not met (the
concentration of defects is lower than a critical one nec-
essary for blocking the channels). When the concentra-
tion of channel-creating defects approaches a critical
value, the probability of a through current decreases
and, at the moment when a critical concentration is
reached, the variance of probability for disappearance–
formation of channels increases; therefore, the ampli-
tude of current oscillations attains a maximum [4, 5].

In a hydrogenated amorphous silicon, the spectrum
of metastable defects is very broad [2] and the study of
kinetics of such defects is far from being completed.
Nevertheless, it is established that the dominant types
of metastable defects in a-Si:H are the dangling silicon
bonds (DB), the major part of which contains hydrogen
(DBH). In addition, there exist such defects as the inter-
acting valence alternative pairs (IVAP) formed in the
course of capture of an electron or a hole by dangling
bonds; these pairs serve as effective recombination cen-
ters.

The generation of electrons and holes by light and
their subsequent capture by defects result in a disbal-
ance of equilibrium. The leading part in the transforma-
tion of DB into DBH and IVAP is played by the atoms
of the metastable hydrogen (MH) formed by illumina-
tion [6]. The IVAP centers are most likely responsible
for the creation of channels. The structure of these cen-
ters conducive to the cluster formation, the absence of
barrier for their formation [2], and the fact that they are
effective recombination centers—all these factors favor
the above idea. Generation of these defects can occur
according to the following scheme:

h + e + (Si – H) + (Si – Si)

 {Si– + (Si – H – Si)+}.

At the intermediate stage of the decay, an active role is
played by the metastable hydrogen, which reduces the
energy of the reaction:

{Si– + (Si – H – Si)+}

 {Si– + (H+ – Si – Si)}  (Si – H) + (Si – Si).

The concentration of the metastable hydrogen
depends on the quality of a material and on the intensity
and duration of the illumination. According to [5], for a
material of the “device” quality exposed to light with
intensity close to that in our experiments, the time t1
required for the MH concentration to reach the values
that can affect the formation of defects should be about
100 s. During the time interval t < t1, the formation of
new light-induced defects (DB, DBH, IVAP) in a-Si:H
is possible; however, their decay involving MH is
hardly probable since the concentration of MH increas-
ing with time at the initial stages is small. Therefore, for
short exposures, the increase in shunting effect of the
channel can be observed due to the increase in the num-
ber of light-induced DBs and to generation of IVAPs
(curve 2 in the figure). As exposure becomes longer, the
concentration of MHs increases and the simultaneous
generation and decay of defects occurs. In this process,
the redistribution of DBH and IVAP defects among the
hydrogen-containing defects occurs: the concentration
of DBHs increases, while the concentration of IVAPs
decreases. Correspondingly, the number of channels
reduces and the leakage current decreases. After the
illumination is switched off, the recovery of the equilib-
rium existed prior to the illumination occurs due to the
residual metastable hydrogen. The recovery rate is pro-
portional to the concentration of MHs. If the i-region of
a solar cell does not contain the metastable hydrogen or
its concentration is too small, the channels are not
recovered (or they are recovered very slowly) after
switching off the light.

The above mechanism is verified by the calculations
performed in [5], according to which the durations of
illumination sufficient for MH to be effective in the for-
mation of defects approximately correspond to the
times observed experimentally. It is shown [5] that
these times are very sensitive to the initial concentra-
tion of defects. Thus, the effect considered in here can
be used to study the kinetics of formation and decom-
position of photoinduced defects in a-Si:H, to estimate
the quality of the i-region of a-Si:H solar cells, and to
predict their possible degradation.
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Abstract—Relevant experimental data are discussed and the possibility is revealed of the occurrence of high-
temperature superconductivity in vitreous Se in samples having the form of globules of the well-known high-
temperature superconductor Y1Ba2Cu3O7 embedded in vitreous Se. The possible superconducting state occurs
in Se channels several micrometers long, appearing between Y1Ba2Cu3O7 globules as a result of switching. The
parameters of the Se channels, determined for the normal and possible superconducting states, are in good agree-
ment with the values predicted by the model of negative-U centers. © 2001 MAIK “Nauka/Interperiodica”.
A study of the superconducting properties of a sam-
ple prepared from a 1 : 6 mixture of a high-temperature
superconductor (HTS) Y1Ba2Cu3O7 and vitreous Se
was reported in [1]. The samples were fabricated by
melting a small amount of Se (~1 mm3) mixed with
HTS microcrystals and placed between two crossed
tungsten wires 50 µm in diameter. Selenium melting
and suction of the mixture into the gap between the
wires was achieved by passing current through them.
Since the HTS concentration was low, the samples
studied in [1] were, in fact, separate HTS globules
embedded in a continuous Se matrix. Figure 1 shows a
map of the element distribution over the sample cross
section, obtained by means of X-ray microanalysis. It
can be seen that, the concentration of HTS being low,
its globules do not form uninterrupted paths connecting
the opposite electrodes. The samples studied were of
two types—with low and high resistance.

Current–voltage (I–V) characteristics of the low-
resistance samples, taken at T = 297 and 77 K, are pre-
sented in Fig. 2a. In these samples, the interelectrode
gap is the narrowest (~1 µm). Since the characteristic
size of HTS globules is also several micrometers (see
Fig. 1), then, with the cross-sectional area of the con-
ducting region taken to be S ≈ 10 µm2, for the conduc-
tivity σ we have a value of ~103 S/cm, characteristic of
Y1Ba2Cu3O7 at room temperature. Hence it follows that
the interelectrode space in low-resistance samples is
shorted by one or several HTS globules. This conclu-
sion is also confirmed by the critical current of 6 ×
10−8 A (Fig. 2a): we have a value of ~2 A/cm2 for the
critical density, which is characteristic of a low-density
granulated HTS medium [2].

The I–V characteristics of the high-resistance sam-
ple, also measured at T = 297 and 77 K, are presented
1063-7826/01/3506- $21.00 © 20677
in Fig. 2b. In these samples, the interelectrode gap was
wider than that in low-resistance samples, so that the
room-temperature resistance was determined by the
resistance of one or several Se layers. Let as take, for
estimation purposes, the total Se thickness to be
~10 µm (see Fig. 1). Then, considering the cross-sec-
tional linear dimension of the conducting region to be
equal to the diameter of a tungsten wire, we get the
room-temperature conductivity of this region to be
~10–4 S/cm. This value is many orders of magnitude
higher than the conductivity of pure vitreous Se
(~10−12 S/cm [3]), but lower than the conductivity of
crystalline Se (~10–3 S/cm [3]). It is known that the con-
ductivity of vitreous Se increases dramatically upon
introducing an oxygen impurity or subjecting the mate-
rial to thermal treatment. Therefore, it can be assumed
that in the samples under study, prepared in air with
heating sufficient for Se melting, the oxygen concentra-
tion is high and gives rise to the observed high conduc-
tivity. It is also possible that some Se is in the crystal-
line state and the effective thickness of vitreous Se is
much less than 10 µm. It should be emphasized that, in
any case, the room-temperature resistance of the high-
resistance samples is not determined by the HTS mate-
rial.

The superconducting transition temperature (Tc) of
the high-resistance samples virtually coincides with the
transition temperature in pure Y1Ba2Cu3O7 [1]. This
can also be seen from Fig. 2b, indicating that at T =
77 K the superconducting state in high-resistance sam-
ples disappears at a critical current of ~10–8 A. Hence
the conclusion was made in [1] that Josephson contacts
are formed between HTS globules embedded in the
selenium matrix, made possible through superconduct-
ing transport in the samples. In Fig. 1, the possible path
001 MAIK “Nauka/Interperiodica”
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of such a channel connecting the left- and right-hand
electrodes (thick black arrows) is depicted by a solid
broken line.
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Fig. 1. Distribution of elements over the sample cross sec-
tion, obtained by means of X-ray microanalysis (reproduced
from [1]). (1) Selenium and (2) HTS. The broken line show-
ing the path of the current represents a set of superconduct-
ing Se channels connecting adjacent HTS globules.

Fig. 2. I–V characteristics of (a) low- and (b) high-resistance
samples at temperatures T = (1) 297 and (2) 77 K.
The most important fact we emphasize in this com-
munication consists in the following. It is now known
that the correlation length in HTS materials (ξ) is small
and equal to 10–15 Å [4, 5]. Consequently, the thick-
ness of the Josephson contacts must be of the same
order of magnitude. At the same time, it can be seen
from Fig. 1 that the spaces between HTS globules,
filled with selenium, have linear dimensions of several
micrometers, i.e., 103 times ξ. Hence, it follows that the
superconducting properties of the sample as a whole
can only be accounted for under the assumption that the
vitreous Se in the spaces between the globules also pos-
sesses superconducting properties with a transition
temperature not lower than that of Y1Ba2Cu3O7. To be
sure, such an assumption does not refer to the entire
volume of selenium known not to exhibit high-temper-
ature superconductivity. We mean here only the chan-
nels appearing between the HTS globules in the electric
field as a result of switching, shown schematically by
the broken line in Fig. 1. It is known that the transition of
a thin Se layer from the state with high resistance to that
with low resistance (switching effect) occurs in an elec-
tric field with a strength on the order of 105–106 V/cm
[6]. At the same time, the field strength in [1] did not
exceed 102 V/cm, even with the effective thickness of
the Se layer taken to be ~0.1 µm. Thus, it can be
assumed that vitreous Se present between HTS glob-
ules has unusual properties and is switched in weak
electric fields.

It is for channels of this kind, appearing as a result
of switching in chalcogenide vitreous semiconductors
(CVS), of which Se is a representative, that a model of
superconductivity has been recently proposed [7],
based on the concept of centers having negative effec-
tive electron correlation energy U (negative-U centers).

At present, it is considered a well-established fact
that the negative-U centers are the predominant type of
native defects in chalcogenide vitreous semiconduc-
tors. With U being negative, electrons (holes) are effec-
tively attracted when residing on a defect and thus form
electron or hole bipolarons, which are bosons. It was
assumed in [7] that, at a sufficiently high concentration
of negative-U centers, their states may form bands of
delocalized electron or hole bipolarons, whose Bose
condensation gives rise to superconductivity. Only the
simplest CVS (vitreous Se) was considered in [7] as an
example. Figure 3 shows schematically the band of
electron bipolarons, the D(–) band.

The parameters of negative-U centers in vitreous Se
can be found from the drift mobility measurements.
The thermal activation energy of hole drift in the
valence band is 0.14 eV [3], which corresponds to the
capture of holes into states of the electron bipolaron
with the subsequent thermal excitation of holes. There-
fore, it can be assumed that the center of the D(–) band
lies at 0.14 eV above the top of the Se valence band.
The same figure shows the expected energy of optical
ionization of the D(–) states, which, according to the
SEMICONDUCTORS      Vol. 35      No. 6      2001
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simple theory of negative-U centers, must be twice the
thermal ionization energy.

Thus, the Bose condensation of electron bipolarons
in the D(–) band arising from the D(–) level may be
thought of as being responsible for the superconducting
properties of the selenium channel connecting the HTS
globules.

It was believed in [7] that the superconducting chan-
nel appearing upon switching in CVS samples with
electrodes made of nonsuperconducting metals exists
only in strong electric fields. By contrast, in the case in
question, it should be considered that the channels
between the HTS globules arise in samples prepared
from a mixture of HTS and Se immediately following
the application of a weak measuring field. This distinc-
tion suggests that the role played by globules located at
the channel ends consists in reducing the field strength
necessary for superconductivity to appear in the vitre-
ous Se channel.

It was suggested in [7] that a situation similar to that
observed in CVS may arise in organic polymers, in
which negative-U centers also, possibly, exist. The
results of recent studies [8, 9] confirm this assumption.

D(–) + h = D(0), optical transition

0.26 eV
D(–) + h = D(0), thermal transition

D(–) band

Eν

0.14 eV

Fig. 3. Band energy diagram of vitreous Se near the valence
band edge Ev . The arrows show the thermal and optical tran-
sitions of holes from the D(–) state of the negative-U center.
Two closely lying horizontal lines delimit the band of bipo-
larons [D(–) band] whose Bose condensation is responsible
for the superconductivity.
SEMICONDUCTORS      Vol. 35      No. 6      2001
In these investigations, as in the present study, the
superconducting state was observed in channels of
organic polymers connecting electrodes made of super-
conducting metals.
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Abstract—Three-dimensional opal–silicon composites both with a direct (with different extent of the opal
voids filling with Si) and inverted structure were synthesized, and their structural analysis was carried out. The
spectra of specular reflection from (111) growth surfaces of the synthesized composites were measured in the
wavelength range from 400 to 900 nm. The features observed in the spectra are analyzed theoretically and inter-
preted as manifestations of the photonic band gap in the direction [111]; the band gap position and width can
be tuned in the visible and near-infrared spectral range. © 2001 MAIK “Nauka/Interperiodica”.
Recently, growing attention has been focused on the
studies of the photonic crystals, the structures where
the dielectric constant is spatially modulated with the
period on the order of the wavelength of light [1]. In
these structures, the Bragg diffraction of the Bloch-type
electromagnetic eigenstates at the Brillouin zone
boundary results in the appearance of the forbidden
band for radiation, the photonic band gap [2, 3]. In the
photonic crystals with a complete band gap, propaga-
tion of light in any direction is prohibited within the
spectral region of the gap. This is especially important
for the possible applications of photonic crystals (in the
optical communication systems [4, 5], laser technology
[6], and quantum computers [7]). Synthetic opals are
believed to have promising photonic-crystal properties.
This is related both to their easy fabrication and to the
possibility of considerable variation of their optical
properties [8–12].

The structure of synthetic opals is formed by closely
packed amorphous SiO2 spheres 150–1000 nm in
diameter arranged in an fcc lattice [13, 14]. The voids
between the silica spheres may comprise up to 26% of
the total volume of the opal material (under the condi-
tions of point contact between the spheres). This makes
it possible to change the optical contrast coefficient

(η = , where  and  are the bulk refrac-
tive indices within the SiO2 spheres and outside them,
respectively [15]) by filling the voids with different
substances. According to the theoretical estimations
[15], a complete band gap may exist for η ≥ 2.8. In pure
opals, where η is considerably lower, the formation of
the complete photonic band gap is, apparently, impos-
sible [15]. Therefore, the materials with a high dielec-
tric constant should be used to fill the voids, in particu-
lar, semiconductors such as InP, Si, and Ge (hereafter,
the composites formed after filling the voids are called
“direct opals”). η can be increased still further by

εv/εs εs εv
1063-7826/01/3506- $21.00 © 20680
inverting the opal structure, which means the removal
of SiO2 from the prepared direct opal–semiconductor
composite [14, 15]. This operation yields a three-
dimensional semiconductor lattice occupying up to
26% of the total volume of the material and surrounded
by a matrix of air spheres that occupy the remaining
74% of the volume. Among other semiconductors, Si is
especially attractive as a filling substance due to the
prospects of the integration of Si photonic crystals into
conventional microelectronics technology [4].

The purpose of this study is to synthesize opal–sili-
con composites with direct and inverted structure and
to examine the possibilities of using them for the fabri-
cation of photonic crystals with a band gap whose
width and spectral position can be tuned in a broad
range of wavelengths. The band gap tuning in synthetic
composite structures can be achieved by varying the
contrast and the average dielectric constant. To verify
this, we carried out experimental investigations of the
reflection spectra of the synthesized composites and
established the existence of the characteristic spectral
features. These features were interpreted as manifesta-
tions of the photonic band gap for the one-dimensional
(1D) propagation of the light wave along the high-sym-
metry directions of the periodic dielectric structure
(namely, the direction normal to the (111) plane in the
case considered here).

Commercially available opal with the SiO2 sphere
diameter of 230 nm was used as a matrix for composite
synthesis. The samples possess a polydomain structure,
with the size of a single domain with highly ordered
arrangement of SiO2 spheres being 30–100 µm. The
analysis by scanning-electron microscopy (SEM) (see
Fig. 1a) demonstrates that point contact between the
adjacent spheres exists and that the volume of the voids
that can be filled is about 26% of the total volume. Sil-
icon was deposited in the opal matrix voids by thermal
001 MAIK “Nauka/Interperiodica”
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decomposition of the gas mixture of 5% silane with
argon (the technology is described in detail in our pre-
vious publications [16–18]). This process results in the
formation of a Si film of uniform thickness on the sur-
face of the SiO2 spheres. The fraction of the filled vol-
ume of the voids can be varied from 0 to 100% by
changing the parameters of the technological process.
The region with complete filling can be as thick as
0.4 mm. Samples with the filling profile varying over
the thickness of the structure can be fabricated by this
technology as well. The samples were further annealed
in air at 800°C temperature and 1 Torr pressure. It was
demonstrated by X-ray, electron-microscopy, and
Raman studies that the silicon film has mixed amor-
phous–nanocrystalline phase composition [16, 18].
SEM images of (111) surface of an unfilled opal and an
inverted structure are shown in Fig. 1. Inverted struc-
tures were fabricated from an opal–Si composite mate-
rial by etching off the SiO2 with the hydrofluoric acid
aqueous solution, as described in [19]; a similar proce-
dure for the fabrication of inverted structures from Si-
filled opals was used in [14]. The samples selected for
further studies have a dimension of 5 × 5 × 0.4 mm. The
optical contrast in inverted structures is η ≈ 3.5. It was
already noted that the technology developed makes it
possible to gradually vary the fraction of the void vol-
ume filled with silicon. We intend to use this possibility
in the future to optimize the photonic properties of
inverted structures. In particular, the calculation indi-
cates that, in the case of partial filling of the opal voids
with silicon, a twofold increase in the complete band
gap width can be achieved [15].

When analyzing the optical properties of the opal-
based structures, we assume that the eigenstates of the
electromagnetic field are the Bloch waves due to the
periodic modulation of the dielectric characteristics. In
the specular reflection experiment, we are concerned
with the state that is excited for a given wavelength of
the incident light and which is responsible for the ree-
mission in the specular direction. Similar to the treat-
ment of the light transmission [20], the 1D nature of the
light reflection process makes it possible to consider the
photonic crystal as a dielectric superlattice analogously
to the Kronig–Penney model for electrons [21]. In the
case of an infinite structure, this approach yields the
dispersion equation

(1)

for the electromagnetic Bloch states with quasi-
wavevector q (cf. the theory of the optical filters [22]).

Here, ki = (ω/c) (i = 1, 2); the dielectric constant is
assumed to be equal to ε1 in the layer of thickness a and
ε2 in the layer of thickness b, with the period of the
structure being d = a + b.

qd( )cos k1a( )cos k2b( )cos=

–
1
2
---

ε1

ε2
----

ε2

ε1
----+ 

  k1a( ) k2b( )sinsin

εi
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One of the difficulties encountered by the theory is
related to the fact that the long-wavelength approxima-
tion of “effective medium” cannot be applied to the
photonic crystals with d ~ 2πc/ω. This means that,
although the dielectric constants (or refractive indexes)
of the components of the photonic crystal are well
defined, the significance of the spatially averaged val-
ues is limited. This is related to the deep modulation of
the electromagnetic field within the unit cell. However,
in spite of these limitations, it is convenient to use the
“mean” values of the dielectric parameters to illustrate
the behavior of the width and position of the band gap
in the spectrum of the electromagnetic states in a pho-
tonic crystal.

Keeping this in mind, when considering the reflec-
tion of light along the normal to the (111) growth sur-
face of opal-based composites, we characterize the
properties of a medium by the averaged dielectric con-
stant that varies with the coordinate z normal to the
sample surface; i.e.,

(2)

Here, εs and εv characterize the material of the spheres
and the voids, respectively; if these volumes are filled
nonuniformly, the volume-averaged values are used.
The opal structure is defined by the radius r of the
spheres and their arrangement in the fcc lattice. The
function S(z) represents the fraction of the cross-section
plane (determined by coordinate z) occupied by the

ε z( ) εsS z( ) εv 1 S z( )–[ ] .+=

1 µm

1 µm

(‡)

(b)

Fig. 1. SEM images of (111) surfaces of (a) unfilled opal
and (b) inverted structure obtained by etching off the SiO2
spheres from the opal–Si composite.
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spheres. A further qualitative analysis was carried out
on the basis of Eq. (1) with the parameters εi derived
from the function (z) (given by (2)) for a specified
ratio between a and b taking into account that, for the

[111] direction in the opal structure, d = r . In this
approximation, we used the transfer matrix technique
(the problem is formulated similar to [23]) to calculate
the band spectrum and such optical parameters as the
light reflection and transmission coefficients, which
can be measured experimentally.

First, we examined theoretically the effect of the

bulk index of refraction  of the filling substance on
the spectral behavior of the reflection coefficient
(Fig. 2a) and on the position and width of the forbidden
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Fig. 2. (a) Calculated normal-incidence reflection coeffi-
cient for the (111) growth surface of the opal-based compos-
ites: (1) unfilled opal, (2) opal with voids partially filled with

silicon (average refractive index  = 3.7), and (3) opal

with voids completely filled with silicon (refractive index

 = 3.5); reflection at the vacuum–opal boundary was

disregarded. The spectral curves shown by solid lines were
calculated with absorption disregarded; the curves shown by
dashed lines were calculated with absorption taken into con-
sideration: the bulk absorption coefficient of the filling sub-
stance was assumed to be 0, 0.1, and 0.24 in the cases 1, 2,
and 3, respectively. (b) Calculated widths and spectral posi-
tions of the two low-energy forbidden bands (marked I and

II) in relation to the parameter η =  (  is the bulk

refractive index of the filling substance, and  = 1.37 is

that of the SiO2 spheres). The inset illustrates schematically
the principle of approximation of the dielectric constant pro-
file in the absence of absorption.

εSi

εSi

εv/εs εv

εs
bands (Fig. 2b). For  in silicon, we adopt the
known complex refractive index of the bulk material,
with the strong dispersion in the spectral region under
consideration taken into account. For the SiO2 spheres

in the opal, we adopt  = 1.37. Clearly, the existence
of the band gap is evidenced by the shape of the calcu-
lated spectra of reflection along the normal to the (111)
surface (Fig. 2a) (only the spectral features related to
the first band gap are shown). The total reflection orig-
inating from the existence of the band gap for the prop-
agation of light is shown in the spectra calculated for
the case of negligibly low absorption (solid curves).
When the absorption is taken into account, the shape of
the spectra is modified (dashed curves) but the position
and the width of the spectral features remain approxi-
mately the same within the corresponding band gap
regions. A general idea of the photonic band structure
can be visualized from Fig. 2b, where the variation of
the width and position of the two low-energy forbidden

bands with the parameter η =  are shown for the
case of negligible absorption.

To verify these estimates experimentally, the spectra
of the specular reflection of light from the (111)-ori-
ented surface of the synthesized materials were mea-
sured. To eliminate the influence of the polydomain
structure of the samples under study on the recorded
signal, optical microscopy was employed [24]. The
light from an incandescent lamp was focused by a
microobjective on the sample under the normal angle of
incidence. The same objective was used to collect the
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Fig. 3. The measured and calculated normal-incidence spec-
tra (solid and broken lines, respectively) of reflection from
the (111) surface of the opal-based composites: (1) unfilled
opal, (2) opal with voids partially filled with silicon, (3) opal
with voids completely filled with silicon, and (4) inverted
opal. The vacuum–opal boundary was disregarded in the
calculations. For (1–3), the measurements were carried out
on specially prepared polished surfaces by optical micros-
copy technique [24]; for (4), unpolished surface was stud-
ied. Background related to the diffuse component of the
reflected light was eliminated from the experimental curves.
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reflected light and to image the sample surface with a
magnification of about ×50 onto the intermediate slit
oriented perpendicularly to the entrance slit of the spec-
trometer. The aperture angle did not exceed 6°. The
intermediate slit plane was imaged onto the plane of the
spectrometer entrance slit by a silica optical fiber.
Changing the widths of the mutually perpendicular
slits, we could select a single-domain region to be stud-
ied on the sample surface. Figure 3 displays the reflec-
tion spectra experimentally obtained for an unfilled
opal, a partially and completely Si-filled opal, and an
inverted opal. With an increase in optical contrast, the
spectral bands broaden and shift to longer wavelengths,
in agreement with the calculations. The calculated
spectra are shown in Fig. 3 by dashed lines. They were
fitted to the experimental spectra by slightly varying the
imaginary part of the dielectric constant across the
thickness of the structure; this procedure can be inter-
preted in terms of taking into account the scattering of
light in photonic-crystal structures, which makes an
additional contribution to the extinction coefficient.
The qualitative agreement between the experimental
and theoretical curves enables us to conclude that the
observed reflection peaks do originate from the exist-
ence of photonic band gaps in the structures under
study.

To summarize, the comparison of experimental data
with the theory predicting the existence of a “one-
dimensional” band gap indicates that peaks observed in
the reflection spectra result from the Bragg diffraction
of electromagnetic waves on the 1D-periodic dielectric
structure in the samples investigated. We also demon-
strated that the degree of void filling in crystalline opals
can be controlled with a high accuracy by the technique
developed in this study. This makes it possible to pro-
duce photonic crystals with the desired width and spec-
tral position of the band gap.
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Abstract—The formation of the optically active centers in the a-Si:(H,Er) films obtained by the method of
magnetron sputtering of the mosaic target containing Er with the O impurity was investigated. The microstruc-
ture of the films was investigated by electron microscopy, and crystallites from 5 to 50 nm in size depending on
the Er concentration were found. It was assumed that not only the local surroundings of the Er ion but also
the self-organization processes affect the intensity of the photoluminescence band in the vicinity of 1.54 µm.
© 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The problem of optical activation of erbium ions
(Er3+) in the Si matrix is of great interest. On the basis
of this material, it is possible to develop the emitters at
the wavelength λ = 1.54 µm, which are used in fiber
links.

According to [1], the optically active centers in the
films of Er-doped amorphous hydrogenated Si
(a-Si:(H,Er)) are the [Er–O] clusters with the local
symmetry of the Er3+ surroundings similar to that one
in Er2O3. However, the local symmetry of Er surround-
ings in the [Er–O] clusters in amorphous and crystal-
line Si is somewhat distinct, which is explained by dif-
ferent structures of matrices.

It was also demonstrated that annealing a-Si:(H,Er)
films does not affect the local structure in the previ-
ously formed [Er–O] clusters. This is possible if a large
enough cluster with a size close to the unit cell param-
eter of Er2O3 is formed. It is known that the unit cell
parameter of Er2O3 in the cubic crystal system is equal
to 10.548 Å.

The formation of optically active centers in the
a-Si:(H,Er) films obtained by various deposition tech-
niques was investigated recently [2]. It was demon-
strated that the dependence of the intensity of the pho-
toluminescence (PL) band λ = 1.54 µm on the Er con-
tent is observed only if the magnetron sputtering of the
mosaic target containing Er with the O impurity (no
less than 0.10–0.12%) is used. No dependence on the
concentration is observed if Er of extra-purity grade is
used. It was also demonstrated that the formation of the
[Er–O] complexes in the gas phase is highly improba-
ble, and the magnetron sputtering technique is advanta-
geous because of a large growth rate of the films. In
addition, if the mosaic target with sufficiently high O
1063-7826/01/3506- $21.00 © 20684
content is used, the formed [Er–O] complexes exist.
The PL spectrum in the region λ = 1.54 µm for the opti-
mal Er concentration, at which the highest PL intensity
is observed, includes a series of the peaks. It should be
noted that the peak of the PL band at λ = 1.54 µm shifts
nonmonotonically with the variation in the concentra-
tion. More specifically, the peak shifts to shorter wave-
lengths as the Er content increases to 1.08% and to
longer wavelengths with even higher contents.

The set of the data obtained by us suggests that not
only the local surroundings of the Er ion but also the
cluster size affects the PL intensity at λ = 1.54 µm.

The purpose of this study was to gain insight into the
effect of the cluster size (self-organization process)
during the formation of the [Er–O] complexes on the
optical activation of the Er3+ ions in the a-Si:(H,Er)
films.

The effect of the nanowire size from 9.5 nm to sev-
eral hundreds of nanometers in diameter on the shift of
the PL peak with increasing diameter, which was
explained by the existence of the quantum-well effect
in nanowires, was considered recently [3]. It is note-
worthy that the PL spectra [3] have no specific features
and peaks as the PL peak shifts from 624 nm (1.99 eV)
to 783 nm (1.58 eV), with the full-width at half-maxi-
mum (FWHM) of the peak being equal to 160 nm for
1.99 eV.

For the optimal Er content, which provided the
highest intensity of the PL band at 1.54 µm, FWHM
was equal to 23 nm [2].

Thus, it was assumed [2, 3] that size effects affect
the optical activation of the Er3+ ions in the a-Si:(H,Er)
films.
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Microstructure of the a-Si:(H,Er) films with the Er content CEr of (a) 1.08, (b) 0.79, and (c, d) 0.34%. In insets, the
microdiffraction patterns are shown.
EXPERIMENTAL

The microstructure of the a-Si:(H,Er) films was
investigated using the transmission-electron micros-
copy. The microstructure and X-ray diffraction patterns
of the a-Si:(H,Er) films with various Er contents are
shown in Fig. 1. The dependences of the intensity of the
PL band at λ = 1.54 µm on the Er content CEr are shown
in Fig. 2.

The microstructure of the a-Si:(H,Er) films with the
Er content CEr = 1.08% is shown in Fig. 1a. It can be
seen that a fine-crystalline second phase is present in
the amorphous film. The crystallite size varies from 5 to
50 nm. The X-ray diffraction pattern of this structure
(see the inset in the upper part of Figs. 1a–1c) com-
prises the set of rings. An interpretation of the diffrac-
tion pattern demonstrated that the interplanar spacings
d in it correspond to interplanar spacings for Er2O3 (see
table). The average particle density is ~5 × 1010 cm–2.

The microstructure of the a-Si:(H,Er) films with the
Er content CEr = 0.79% is illustrated in Fig. 1b. In this
case, the a-Si:(H,Er) film has a cellular structure. The
new phase, which repeats the cell shape, crystallizes in
the cells. The particle size varies from 50 to 250 nm,
and their density is 5 × 109 cm–2. The reflections of the
SEMICONDUCTORS      Vol. 35      No. 6      2001
Er2O3 phase are also present in the microdiffraction
pattern of this film (table).

The microstructure of the a-Si:(H,Er) films with the
Er content CEr = 0.34% is shown in Fig. 1c. As com-
pared to the films described above with the Er content

Interplanar spacings according to the transmission electron
microscopy data

CEr = 1.08% CEr = 0.79% CEr = 0.34%

d, Å d(Er2O3), Å d, Å d(Er2O3), Å d, Å d(Si), Å

2.59 2.631 2.6 2.631 3.20 3.138

2.23 2.243 2.466 2.48 0.95 0.9599

1.526 1.521 2.24 2.243

1.50 1.49 1.526 1.521

1.343 1.349 1.51 1.490

1.343 1.349

Note: d are the experimental values obtained from the X-ray dif-
fraction patterns, d(Er2O3) are the tabulated data for the
cubic Er2O3 with the unit cell parameter 10.548 Å, and d(Si)
are the tabulated data for cubic Si.
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of CEr = 1.08 and 0.79%, this film has larger pores.
Against the background of the pores, the poorly pro-
nounced formation of the second phase is observed.
The low-contrast crystallites with dimensions close to
50–250 nm are clear in Fig. 1. Crystallites do not con-
tribute to the microdiffraction pattern, since only two
diffuse rings from the amorphous phase are observed in
it (table).

The microstructure type of the films correlates with
the shape of the PL spectra at λ = 1.54 µm rather well.
This can be seen from the comparison of Figs. 1 and 2:
an increase in the crystallite size leads to an increase in
the PL intensity.

RESULTS AND DISCUSSION

The mechanism of transfer of the excitation energy
to Er ions was considered recently [4] using the time-
resolved PL and exciton spectroscopy techniques. As a
result, the phenomenological model of the excitation
was suggested. Omitting the details of this complex
model, let us dwell on one of its major conclusions that
microcrystallites should be necessarily present. It is
known that the specific features of the presence of
microcrystallites are the unusual electrical and mag-
netic characteristics, which are determined by large
surface-to-volume ratios. According to the model sug-
gested [4], the excitation energy is transferred from
excitons in nanocrystallites to the Er3+ ion, where radi-

200
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Fig. 2. Variation in the PL intensity at 300 K for the
a-Si:(H,Er) films with the Er content CEr of (1) 1.08,
(2) 0.79, (3) 0.34, and (4) 1.42%.
ative recombination occurs. As a result of the recombi-
nation, the intracenter transition to the unoccupied 4f
shell of Er takes place and PL at λ = 1.54 µm is
observed.

In the a-Si:(H,Er) films investigated in this study,
the most probable mechanism of the crystallite forma-
tion when oxygen-containing Er is used is as follows.
The [Er–O] complexes arriving at the substrate directly
from the target have a low mobility over the surface by
virtue of the relatively low substrate temperature
(300°C), large size of complexes, and incomplete satu-
ration of dangling bonds. The SiH3– complexes with
completely saturated bonds have the highest mobility
over the substrate surface. However, their concentration
is relatively low for a large deposition rate, which is
characteristic of magnetron sputtering. All reactions
occurring on the substrate surface [5] will lead to the
formation of the [Si–O] complexes and erbium silicides
([Er–Si] complexes). The lowest energy of formation
and the highest probability of the process are typical of
the former complexes, whereas the higher energy of
formation is typical for the latter complexes. The rate-
determining factor for these processes is related to the
fact that the surface of the growing film contains O
atoms which can escape into the gas phase because of
the reactions with the atomic H arriving at the surface
of the growing film from the plasma discharge.

It is obvious that the type of Si–O bonds in the
a-Si:(H,Er) film also changes with the variation in the
O content; namely, instead of the Si–O–Si bonds,
which are characteristic of the a-Si:(H,Er) films, the
O−Si–O bonds, which are characteristic of the Si1 – xOx

compounds, should be observed. The crystallite size is
controlled by the magnitudes of surface energies and
component concentrations. If we consider the high-rate
processes of the film deposition, specifically, dc mag-
netron sputtering and radio-frequency sputtering, the
first method is obviously preferable for the formation of
the optically active centers. With the use of a magne-
tron, no bombardment of the growing film occurs at a
high deposition rate in contrast to radio-frequency sput-
tering. Thus, magnetron sputtering with the optimal Er
and O concentrations in the target is that at which the
self-organization processes (i.e., the order–disorder
transition caused by the structural instability which is
accompanied by a decrease in the entropy) play an
important role. It was demonstrated that the self-orga-
nization process is the sequence of nonequilibrium
phase transitions arising with a nonadditive decrease in
one or several bifurcation parameters [6]. It is known
that the surface energy for oxides of the Si1 – xOx or
Er1 − xOx type exceeds the surface energy for Si1 – xErx

silicides, Si, and Er. The crystallite size presumably
varies in accordance with the difference in the surface
energy [7, 8]. We may assume that the [Er–O] and [Si–O]
complexes have the largest size, whereas the [Er–Si]
complexes have the smallest size in this series of com-
SEMICONDUCTORS      Vol. 35      No. 6      2001
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pounds. It seems likely that the [Si–Er] complexes,
which are of the smallest size, possess the exciton
energy necessary and sufficient for the energy transfer
[4]. Thus, these complexes serve as certain triggers ini-
tiating a complicated process of energy transfer to Er3+

ions in the case of their optimal concentration. As this
takes place, the role of the [Si–O] oxides consists only
in forming the optimal concentration and size of the
[Er−O] complexes. According to [9], the nearest sur-
roundings of Er in the a-Si:(H,Er) films consist of
O atoms, and the second coordination shell is formed
by Si atoms. It was also demonstrated that the average
coordination number increases with the increasing
O concentration. If we consider the nearest surround-
ings of Er3+ ions, the [Er3+–O] complexes have lower
symmetry compared to the 6-coordinated [Er3+–Si]
complex. The [Er3+–O] complexes are weakly bonded
to the disordered structural network because of the
presence of the strong internal bond. Thus, a large
intensity of the PL band at λ = 1.54 µm and a weak tem-
perature quenching of PL are observed.

For the realization of the problem of injection
pumping, it is necessary to solve the complex technol-
ogy problem of optimization of the concentrations of
the complexes mentioned.
SEMICONDUCTORS      Vol. 35      No. 6      2001
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Abstract—Using radio-frequency magnetron sputtering, polycrystalline GaN films were fabricated on Si and
polycrystalline Al2O3 substrates. When applied during fabrication, the negative bias increased the degree of
crystallinity of the film. © 2001 MAIK “Nauka/Interperiodica”.
At present, GaN thin films are widely used for the
preparation of semiconductor devices [1]. This semi-
conductor material has a wide band gap, direct band-to-
band transitions, and high carrier mobilities. This per-
mits the use of this material for the fabrication of semi-
conductor lasers, light-emitting devices, and high-gain
transistors.

Typically, GaN thin films are fabricated by the
chemical gas-phase deposition [2]. This technique has
a number of drawbacks, particularly the use of corro-
sive media and high temperatures. The reactive magne-
tron sputtering, in which the target composed of Ga
or GaN is sputtered in the N2 atmosphere or in the
Ar + N2 mixture, may be an alternative method for fab-
ricating the GaN films. Using magnetron sputtering,
large-area films (dozens of square centimeters) may be
deposited on the substrates from crystalline and amor-
phous materials, metals, and insulators; in this case, the
film properties depend only slightly on the substrate
material.

The application of magnetron sputtering for fabrica-
tion of the GaN films was described previously [3–6].
However, according to the X-ray diffraction data, the
crystal structure of the films obtained is considerably
less perfect as compared to the structure of the films
grown by the chemical gas-phase deposition. In this
study, we attempted to select the conditions of magne-
tron sputtering in order to improve the quality of the
films obtained.

The GaN films were fabricated by radio-frequency
magnetron sputtering in the installation described else-
where [7] using a target with a diameter of 88 mm from
the GaN powder. The films were sputtered in the Ar +
N2 atmosphere. The Ar : N2 ratio was 50 : 50, and the
pressure of the gas mixture was 2 × 10–2 Pa. The dis-
tance between the target and the substrate was 35 mm,
1063-7826/01/3506- $21.00 © 200688
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Fig. 1. X-ray diffraction patterns of the GaN films grown on
Si(100) at biases of (1) –50, (2) –100, (3) –150, and
(4) −200 V.
01 MAIK “Nauka/Interperiodica”



        

POLYCRYSTALLINE FILMS OF GALLIUM NITRIDE 689

                                                                       
the substrate temperature was 600°C, and the radio-fre-
quency power supplied was 150 W. The single-crystal
Si or polycrystalline Al2O3 polished wafers were used
as the substrates. The film thickness, which was mea-
sured using an MII-4 two-beam interferometer, was
~1 µm for the films described. The growth rate of the
films was 0.2–0.3 µm/h. The X-ray diffraction analysis
of the films obtained was carried out using a DRON-2
diffractometer (Cu radiation).

The specific feature of our method of growing the
GaN films is the negative bias up to 200 V, which is
applied to the substrate.

The X-ray diffraction patterns for the angular range
2θ = 28°–42° for the films deposited on the Si(100)
substrates are shown in Fig. 1. Various negative biases
were applied to the substrate during different deposi-
tion runs. Three peaks at 32.2° (0.01), 34.4° (0.02), and
36.7° (1.01), which are characteristic of hexagonal
GaN, are observed in Fig. 1. An increase in the bias
leads to the change of the preferential crystallite orien-
tation in the film. The optimal bias exists (–100 V)
when the X-ray diffraction peak is the most intense and
narrowest. The relatively large peak width is indicative
of the small size of the crystallites in the films.

A characteristic feature of the film deposition by
magnetron sputtering is the almost complete absence of
tangential growth. For this reason, the films deposited
on both single-crystal and amorphous substrates have
the same orientation. The X-ray diffraction pattern for
the GaN film, which was grown on the polycrystalline
Al2O3 substrate under the reverse bias of –100 V, is
shown in Fig. 2. Three narrow bands from the substrate
and one broad band peaked at 32.2° from the GaN poly-
crystalline film can be seen in Fig. 2.

Based on the above data, we may assume that the
film orientation depends on the energy of the particles
arriving at the substrate. The particle energy may be
controlled by varying the composition or pressure of
the gas mixture and the target–substrate distance. This
makes it possible to choose deposition modes superior
to those used previously and to obtain the films having
a crystal structure of a higher quality.

The electrical conduction is observed in the films
obtained. The resistance of the films grown on poly-
crystalline Al2O3 is as high as 500 kΩ at room temper-
ature, which corresponds to the resistivity of ~50 Ω cm.
SEMICONDUCTORS      Vol. 35      No. 6      2001
Based on the results obtained, it is possible to con-
clude that the GaN polycrystalline films may be grown
on Si and polycrystalline Al2O3 substrates by radio-fre-
quency magnetron sputtering with reverse bias.
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Abstract—The experimental temperature dependence of the Hall mobility of the degenerate electron gas in the
CdGeAs2 single crystals was analyzed. For this purpose, the drift mobility was calculated by numerically solv-
ing the Boltzmann equation in the effective mass and isotropic continuum approximation with consideration for
the complicated character of the polar phonon spectrum. Agreement with the experiment in the liquid-nitrogen
temperature region was achieved taking into account the electron scattering by a single-charged native defects
of the Coulomb type. An agreement of theory and experiment at room temperature was achievable only if elec-
tron scattering by the plasma vibrations was considered. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Adding complexity to the atomic composition of the
diamond-like semiconductors is one of the main lines
in the development of contemporary semiconductor
material science [1]. A transition to studies of ternary
analogues of the binary III–V semiconductors results in
discovery of crystals with record-breaking nonlinear
polarizability d36 [2, 3] which belong to a group of ter-
nary compounds with the chalcopyrite lattice. These
crystals are considered to be the best nonlinear-optical
materials. Among these materials, CdGeAs2 crystals
have the largest value of d36 = 236 pm/V; thus, they
have the greatest prospect for development of highly
efficient converters of the CO2-laser radiation [2–4].
However, the high optical absorption in the CdGeAs2
transparency region is a barrier for implementing these
devices [4, 5]. It is well known that one of the criteria
for the semiconductor quality is a high Hall mobility of
carriers. Recently, great progress in the growth technol-
ogy of CdGeAs2 has been achieved. Due to develop-
ment of the method of low-temperature crystallization
from nonstoichiometric solutions–melts, single crys-
tals were grown with electron mobility unprecedent-
edly high for this material [6].

In this paper, the temperature dependence of the
electron mobility in CdGeAs2 is analyzed on the basis
of the theoretical concepts concerning the electron and
phonon spectra of this compound [7, 8]. In contrast to
the calculations carried out previously [9], we calcu-
lated mobility for the samples with degenerate electron
gas with regard to scattering by the plasma vibrations.
Scattering by nonpolar optical phonons is disregarded
due to the insignificance of this effect [10]. Anisotropy
1063-7826/01/3506- $21.00 © 20690
and nonparabolicity of the electron energy spectrum
are also ignored, as is the anisotropy of scattering by
the polar phonons (due to averaging of characteristics
over the angles). The iteration method described in [11]
was used for numerical solution of the linearized Bolt-
zmann equation. Results of calculation are compared
with the experimental temperature dependences of the
Hall mobility for the sample from [6].

2. MOBILITY CALCULATION METHOD

The procedure for calculating the electron mobility
in CdGeAs2 in the temperature region from 77 to 300 K
involves the consideration of both nonelasticity of polar
scattering by the long-wavelength optical phonons
(PO), which exists in semiconductors of this type [8],
and degeneracy of the electron gas in samples from [6].
To satisfy the requirements mentioned above, the Bolt-
zmann equation in the low-field approximation was
reduced to the functional equation for nonequilibrium
addition to the distribution function; this equation was
numerically solved by the iteration method. For a com-
bined scattering which includes elastic scattering and
PO-scattering, the functional equation can be written
according to [11] as
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where τ(ε) is a function of the electron energy ε which
has the dimension of the relaxation time and deter-
mines the nonequilibrium addition to the distribution
function expressed by the conventional equation

(2)

Here, f0(ε), E, v k, "ων are equilibrium Fermi–Dirac
function, electric field strength, the electron velocity
with the wave vector k and energy ε = "2k2/2m* with
angle-averaged effective mass m*, and energy of the
long-wavelength polar phonon with number ν, respec-
tively;

(3)

where τi(ε) is the relaxation time of the ith elastic scat-
tering mechanism;
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where α∞ is a reciprocal screening length of high-fre-

quency electric oscillations,  = /  is the cou-

pling constant of the electron–phonon interaction,  is
the angle-averaged squared oscillator strength of opti-
cal phonon [9], Nν = 1/[exp("ων/k0T) – 1] is the Bose–
Einstein function, and ε0 is the dielectric constant.

The electron scattering by plasmons, which is one of
the possible scattering mechanisms in semiconductors
with a high concentration of free carriers, can be
described, according to [12], by a mechanism similar to
PO-scattering if we replace the phonon frequency ων in
formulas (3) and (4) by the plasma frequency ωPL and
constant of the electron interaction with phonon CPO by
constant of the electron interaction with plasmon CPL,
where

(5)

n is the electron concentration, and ε∞ is the high-fre-
quency relative permitivity.

The relaxation time for scattering by the impurity
ions was calculated using the well-known Brooks–Her-
ring formula:

(6)

where β = 8m*ε/"2 ; αs is the reciprocal screening
length of low-frequency electric fields; and NI and εs

are concentration of the single-charged impurity ions
and static dielectric constant of semiconductor, respec-
tively.

The scattering of acoustic vibrations by the defor-
mation potential (DA) was regarded as elastic, and the
relaxation time was calculated by the well-known for-
mula

(7)

For II–IV–V2 crystals in the isotropic continuum

approximation,  is the angle-averaged deformation
potential constant which corresponds to the bottom of
the conduction band and

(8)

is the modulus of elasticity for longitudinal acoustic
vibrations. Formula (8) was obtained from the angle-
averaging component of the equation of state for elastic
anisotropic continuum with the chalcopyrite symmetry
along the wave vector of longitudinal acoustic vibra-
tions.
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3. COMPARISON OF THE RESULTS
OF CALCULATION WITH EXPERIMENTAL 

DATA

Values of the CdGeAs2 parameters which were used
in the analysis of the temperature dependence of the
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Fig. 1. The temperatures dependences of some parameters
of the electron gas in the CdGeAs2 single crystals: (1) the
electron concentration n, (2) the reduced electron energy at
the Fermi level F/k0T, and (3) the ratio of Rα/Rav (see text).

CdGeAs2 parameters used in calculation

Designation Value Source

m* 0.034m0 [13]

εs 18.1 [14]

ε∞ 15.3 [14]

11.2 × 1012 N/m2 [15]*

14.5 eV [16]**

"ω1 12 meV [14]

"ω2 20 meV [14]

"ω3 25 meV [14]

"ω4 33 meV [14]

CPO1 0.0008 [14]

CPO2 0.0012 [14]

CPO3 0.0052 [14]

CPO4 0.0049 [14]

CPL 0.065 [14]

  * Value is calculated by formula (8).
** Value is obtained as arithmetic average of the deformation

potential constants in the binary analogues InAs and GaAs.

c̃L

D̃c
electron mobility are listed in the table. The electron–
phonon interaction coupling constants for PO phonons
with similar frequencies and with Γ4 and Γ5 symmetries
are combined. It should be noted that the electron–
phonon interaction constant is an order of magnitude
less than the electron–plasmon interaction constant.

Mobility was calculated in the temperature range
from 50 to 350 K. The temperature dependence of the
electron concentration n of the sample under study
(curve 1) calculated from the temperature dependence
of the Hall coefficient [6], as well as the temperature
dependences of the reduced Fermi energy F/k0T
(curve 2) and the ratio of the screening length Rα to the
halved average distance between a single-charged
defects of donor type indicated as Rav (curve 3), is
shown in Fig. 1. We will refer to the above defects as
the impurity ions. Calculation of the Fermi level was
performed in the effective mass approximation on the
assumption that the electron concentration is equal to
concentration of the impurity ions (n = NI). In order to
calculate the screening length, we used the Debye for-
mula for a degenerate electron gas. According to Fig. 1,
the electron gas is degenerate in the entire temperature
range in the crystals studied in [6] and the screening
length Rα is larger than Rav by a factor of 2–3. The latter
result suggests that the approximation of one-particle
electron scattering by ions in the sample under study is
not valid, and in this case the conventional Debye for-
mula for calculation of the screening length is incor-
rect. It should be noted that we failed to explain an
occurrence of high concentration of electrons in sam-
ples near liquid-nitrogen temperature on the assump-
tion that, in such a material, only simple impurity cen-
ters of a donor type with positive activation energy and
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Fig. 2. Characteristics of the plasma vibrations of the elec-
tron gas in CdGeAs2: (1) "ωPL, and (2) ωPLτ.
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a low density of states at the bottom of the conduction
band exist.

The temperature dependence of the plasmon energy
"ωPL (curve 1) calculated by formula (5), as well as
dependence of the product of plasma frequency by the
energy-averaged momentum relaxation time ωPLτ
(curve 2), the value of which characterizes the condi-
tion for the plasmon existence [12], are shown in Fig. 2.
These values are calculated with regard to the experi-
mental temperature dependences of the electron con-
centration and the Hall mobility (see Fig. 1 in [6]). It
can be seen from Fig. 2 that plasmons may occur over

the entire temperature range (  @ 1) and that their
energy is higher than the maximum PO-phonon energy
(see table), although these energies are comparable in
magnitude.

Results of calculation of the drift mobility tempera-
ture dependence with consideration for different scat-
tering mechanisms (curves 2–7) and the experimental
data on the Hall mobility (curve 1) are shown in Fig. 3.
As was to be expected, the basic scattering mechanism
at temperatures near the liquid-nitrogen one is scatter-
ing by the impurity ions (single-charged defects). The
Brooks–Herring formula yields a good agreement with
experimental data in this temperature region on the
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Fig. 3. Experimental (curve 1, [6]) and calculated tempera-
ture dependences of the electron mobility in the CdGeAs2
single crystals in which the following scattering mecha-
nisms are considered: (2) scattering by the impurity ions
(ION), (3) ION + PO (polar scattering by optical phonons),
(4) PL (by plasma vibrations), (5) PO, (6) ION + PO + PL,
and (7) DA (deformation potential scattering by acoustic
phonons).
SEMICONDUCTORS      Vol. 35      No. 6      2001
assumption that the screening length equals the average
distance between ions (curve 2). Consideration of com-
bined scattering by the impurity ions and by
PO-phonons in the room temperature region (curve 3)
yields a mobility which is considerably higher than the
experimental value. A more intense actual electron
scattering in the sample can be related, as we believe,
to the plasmon scattering (curve 4), which is more
important at room temperature than scattering by
PO-phonons (curve 5) in terms of the electron–plasmon
interaction model. Taking into account the PL-scatter-
ing combined with scattering by the impurity ions and
by PO-phonons (curve 6) in the room temperature
region yields a rather good agreement with experimen-
tal data. Interaction of electrons with PO-phonons and
plasmons was screened in the same way as interaction
with the impurity ions. It should be noted that the elec-
tron scattering by DA-phonons (curve 7) has a low
intensity in the temperature region under consideration
and, therefore, can be neglected.

4. CONCLUSION

An analysis of the experimental temperature depen-
dences of the Hall mobility in CdGeAs2 with a degen-
erate electron gas suggests that in the liquid-nitrogen
temperature region the dominant scattering mechanism
is scattering by ionized centers of the Coulomb type
related to the native defects in the CdGeAs2 single crys-
tals. At room temperature, such a mechanism could
involve scattering by plasmons or combined electron–
phonon and electron–electron scattering. As our results
show, an analysis of these mechanisms is urgent for
compound semiconductors. At the same time, an
important problem for further studies is the analysis of
the temperature dependence of the Hall coefficient. The
purpose of this analysis is to clarify the cause of such a
high electron concentration at liquid-nitrogen tempera-
ture and to determine the nature of the native lattice
defects of donor type in the CdGeAs2 single crystals
with unprecedentedly high electron mobility.
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Abstract—Studies of the effect of annealing in a nitrogen plasma of GaN films doped with Mg on their pho-
toluminescence and photoconductivity spectra and on the type of conductivity were carried out. A number of
narrow emission bands that peaked at 3.06, 3.17, and 3.27 eV in the ultraviolet (UV) spectral region in GaN:Mg
are observed after low-temperature annealing in a nitrogen plasma. The ZnO–GaN:Mg heterostructures are
obtained with electroluminescence peaks in the UV excitonic region of GaN at an energy of 3.44 eV and in the
edge region of GaN at an energy of 3.26 eV. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Fabrication of high-quality gallium nitride films of
n- and p-type conductivity permitted the production of
efficient photodiodes and semiconductor lasers for the
blue spectral region [1–3]. One should note that in this
case, native point defects of GaN, which form the deep
energy levels in the material band gap, serve as a main
channel of radiative recombination [4, 5]. The improve-
ment of the stoichiometry and crystallinity of GaN
films will allow one not only to shift the emission peak
to the region of the ultraviolet (UV) exciton lumines-
cence of GaN, but also to enhance considerably the effi-
ciency of electroluminescent structures. In our previous
study [6], we established the donor–acceptor nature of
the blue emission with a peak at 2.8 eV, with the nitro-
gen vacancy in one of its charge states being a donor.
Consequently, annealing in a nitrogen atmosphere is
required for stoichiometry improvement. It is worth-
while to note that a short-term high-temperature
annealing in a nitrogen atmosphere does not result in
the desired situation due to the fracture of the film sur-
face and the volatilization of nitrogen from GaN [7, 8].
An increase in the effective pressure of atomic nitrogen
above a GaN film with simultaneous lowering of the
annealing temperature is needed to reduce the material
evaporation. This is possible by annealing the film in a
nitrogen plasma when the fraction of atomic nitrogen is
considerably lower (by 4–5 orders of magnitude) than
during annealing in a nitrogen atmosphere under the
same conditions.
1063-7826/01/3506- $21.00 © 20695
This annealing allows one not only to reduce the
number of native donor defects, which provide the blue
emission, but to affect also the film conductivity. Dop-
ing GaN during growth with acceptor impurities (Mg or
Zn) results only in the formation of a high-resistivity
material due to the compensation effect of these impu-
rities. Only the use of electron-beam irradiation after
the growth of GaN:Mg films allowed Nakamura et al.
[4] to obtain the low-resistivity material of p-type con-
ductivity. It was found [4] that annealing of initially
insulating GaN:Mg films at a temperature of Ta = 700°C
in a nitrogen atmosphere also results in the formation of
hole conductivity. This effect was attributed [4] to the
decomposition of the electrically inactive Mg–Hg com-
plexes (formed in the process of film growth by
MOCVD) with the origination of isolated Mg acceptor
centers, which provide the efficient hole conductivity
necessary for producing the semiconductor structures.

It is of interest to study the effect of the acceptor
impurity activation processes on the properties of film
luminescence. Due to a lower hole mobility, the radia-
tive recombination of carriers in a photodiode structure
occurs in a p-type region. Thus, it is the emission of a
film doped with acceptors that determines the spectral
characteristics of devices. Li et al. [9] have observed
this increase in the blue emission band in GaN:Mg
films after a short-term high-temperature annealing.
Similar annealing of the undoped films in a nitrogen
atmosphere [7] resulted in a reduction of the impurity
luminescence intensity and in an increase in the exciton
001 MAIK “Nauka/Interperiodica”
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luminescence intensity. This was considered [7] as evi-
dence of the crystallinity enhancement and the
improvement in the film morphology in the process of
annealing accompanied by the simultaneous modifica-
tion of the film stoichiometry. According to [8], anneal-
ing under the same conditions, on the contrary, wors-
ened the film morphology and resulted in an increase in
the intensity of all the emission bands.

Here, we are interested in the effect of annealing in
a nitrogen plasma at various temperatures on the p-type
conductivity activation and emission spectra (as well as
the photoconductivity) in doped GaN:Mg films.
Employing nitrogen plasma allows the film stoichiome-
try to shift drastically in the direction of the nitrogen
excess and to improve its crystalline structure at compar-
atively low annealing temperatures. The ZnO–GaN:Mg
diode heterostructures were obtained on the basis of
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Fig. 1. Photoluminescence (PL) spectra of GaN:Mg films at
a temperature of 80 K. (a) Unannealed samples (1) and the
samples annealed in a nitrogen atmosphere (2) and a nitro-
gen plasma (3) at a temperature Ta = 700°C. (b) The samples
annealed in a nitrogen plasma at temperatures T = (1) 400,
(2) 500, and (3) 600°C.
annealed p-GaN:Mg films. The similarity between the
crystalline and band structures of these two materials
with hexagonal symmetry allows us to expect that this
type of structure may contribute much to the develop-
ment of electroluminescent devices.

EXPERIMENTAL 

We studied p-GaN:Mg films with the hole concen-
tration p = 5 × 1015 cm–3, resistivity ρ = 5.6 × 104 Ω cm,
and thickness 0.1 µm. The Hall measurements showed
that the carrier mobility was 100–150 cm2/(V s) in the
unannealed films. The films under study were grown by
molecular-beam epitaxy (MBE) on sapphire substrates
with (0001) orientation. The layers of zinc oxide were
obtained by the oxidation of Zn films of thickness
0.5 µm on the surface of GaN at 550°C in an oxygen
atmosphere. The annealing of the GaN:Mg films for 2 h
at temperatures in the range Ta = 300–700°C in a nitro-
gen plasma was carried out in the radical-beam epitaxy
setup that was described in detail previously [10]. The
nitrogen plasma obtained using a high-frequency field
was passed through a strong constant magnetic field for
removing the plasma ionic component. Thus, the
annealing was performed in an atmosphere of nitrogen
neutral atoms (radicals). The concentration of neutral
nitrogen atoms in this method exceeded by 4–5 orders
of magnitude their concentration in the inactivated
atmosphere under the same pressures and annealing
temperature.

An ILGI-503 pulsed nitrogen laser with the radia-
tion wavelength 337.1 nm and a pulse duration of 10 ns
(the mean radiation power was 10 kW) was used for the
photoluminescence (PL) excitation. The spectra were
analyzed with the use of an MDR-6 double monochro-
mator controlled by a computer, which yielded a spec-
tral resolution no worse than 1 meV for the slits used.
In the photoconductivity measurements, the planar
platinum contacts were deposited onto the film. The
nonrectifying properties of the contacts were tested by
measurements of the forward and reverse portions of
the current–voltage (I–V) characteristic. The photocon-
ductivity was excited by a halogen lamp with a power
of 100 W modulated by a chopper and was passed
through an MDR-12 high-aperture monochromator.
The samples were mounted in an optical cryostat at liq-
uid- nitrogen temperature.

In studies of the effect of annealing on the crystal-
linity and morphology of the GaN:Mg film surface, a
JEOL-2000 transmission electron microscope was
used.

RESULTS

The PL spectra of GaN:Mg films prior to and after
annealing in an atmosphere of inactivated and activated
nitrogen at various temperatures are shown in Fig. 1.
One should note the good initial stoichiometry of our
SEMICONDUCTORS      Vol. 35      No. 6      2001
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films, as evidenced by a practical absence of the blue
band peaking at 2.88 eV (Fig. 1a, curve 1), which is
associated with nitrogen vacancies in GaN. A broad red
band that peaked at 3.23 eV and a narrow band of
bound excitons with a peak at 3.44 eV are observed in
the emission spectrum of unannealed films. It is worth-
while to point out the presence of a weakly pronounced
structure in the form of several shoulders in the edge
emission in the long-wavelength region. This indicates
the presence of several overlapping elementary bands
associated with the various acceptor centers in this
emission region.

Annealing in a nitrogen atmosphere results in a con-
siderable narrowing of the edge luminescence due to a
decrease in the intensity of its long-wavelength compo-
nents (Fig. 1b). In this case, the intensity of the exci-
tonic emission increases, which indicates that the crys-
talline structure improves during annealing. After the
annealing of GaN:Mg films, three peaks at 3.06, 3.17,
and 3.27 eV are well pronounced in the edge region of
the PL spectrum. With the temperature increase of
annealing in a nitrogen plasma (Fig. 1b), the intensities
of the first two luminescence bands increase, whereas
the intensity of the band peaked at 3.06 eV remains
practically constant. The intensity of the exciton peak
also remained practically unchanged.

Annealing in a nitrogen plasma in our experiments
shifts the stoichiometry of GaN toward the nitrogen
excess; i.e., acceptor type defects become predominant.
Therefore, one should expect an increase in the p-type
conductivity of the GaN:Mg films under study after
annealing. The resistivities of the films prior to and
after annealing in the plasma at various temperatures
are listed in the table. It can be seen that the high-tem-
perature annealing enhances the conductivity of the
material almost by an order of magnitude. It is of inter-
est to study the effect of annealing on the photoconduc-
tivity of GaN:Mg films. The photoconductivity spectra
of unannealed and annealed films are shown in Fig. 2.
In the unannealed material, one can separate a broad
extrinsic photoconductivity band peaked at 1.55–
2.07 eV. A low-temperature annealing (Fig. 2a) at Ta =
400°C causes the emergence of an intense narrow peak
at 3.53 eV associated with the interband carrier transi-
tions in GaN. As the annealing temperature increases
(Fig. 2b), this peak disappears, possibly caused by the
degradation of the film surface morphology [11]. In this
case, the increase in the photosensitivity of GaN:Mg
films in the red region of the spectrum at 1.38–1.46 eV
occurs.

As was stated above, annealing results in the
enhancement of the conductivity of GaN:Mg films. The
predominance of the UV luminescence bands in films
of such a type allows one to hope that the UV light-
emitting diode structures based on these films can be
produced. As the layer of n-type conductivity, we used
low-resistivity layers of zinc oxide 0.5 µm thick
obtained by oxidation of Zn deposited onto the
SEMICONDUCTORS      Vol. 35      No. 6      2001
GaN:Mg film surface. The oxide layers had perfect
crystallinity and had only narrow lines of bound exci-
tons in the emission spectra. If a constant positive volt-
age was applied from the GaN side and a negative volt-
age was applied from the zinc oxide, electrolumines-
cence (EL) of the diode structure was observed. The EL
spectrum of these structures measured at a voltage of
10 V and at liquid-nitrogen temperature is shown in
Fig. 3. The UV emission bands characteristic of
GaN:Mg films are observed; these are excitonic bands
peaked at 3.44 eV, and edge bands with peaks at 3.17
and 3.27 eV. This indicates that the radiative recombi-
nation of carriers occurs mainly in the region of the
hole conductivity of GaN, although the peak of green
emission at 2.30 eV with a rather low intensity can be
associated with the luminescence of zinc oxide layers
optically excited by UV radiation.

A study of I–V characteristics of the diode structures
obtained indicates that there is a Schottky barrier in the
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Fig. 2. Photoconductivity spectra of GaN:Mg films at a tem-
perature T = 300 K. (a) (1) Unannealed samples and the
samples annealed in a nitrogen plasma at temperatures Ta =
(2) 400 and (3) 500°C. (b) The samples annealed in a nitro-
gen plasma at temperatures Ta = (1) 600 and (2) 700°C.
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region of a p–n junction, which explains the rather high
(–10 V) operating voltages of the obtained EL sources
of UV emission. However, the low preparation temper-
atures of zinc oxide layers of n-type conductivity allow
one to avoid interdiffusion of heterolayer components;
this is evidenced by the similarity between the PL spec-
tra of GaN:Mg films and the EL of a corresponding het-
erostructure.

DISCUSSION OF THE RESULTS

The results obtained testify that annealing GaN:Mg
films in a nitrogen plasma affects the properties of point
defects more strongly than annealing in a vacuum or in
nitrogen vapor. Previously, Li et al. [9] observed in
heavily-doped GaN:Mg films UV luminescence that
peaked at 3.455 eV for the excitons line and at 3.285 eV
for the red line, the intensity of which drastically
decreased after short-term high-temperature annealing
at Ta = 700°C in a nitrogen-enriched ambiance. Such an

Dependence of the GaN : Mg film resistivity on the annealing
temperature in a nitrogen plasma

Sample no. Ta, °C ρ, 104 Ω cm

1 (as-grown) 5.6

2 300 5.5

3 400 5

4 500 2.3

5 600 1.3

6 700 0.58

100

2.0
0

2.5 3.0 3.5
Energy, eV

200
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EL intensity, arb. units

1
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In

ZnO
GaN:Mg

Substrate

Fig. 3. Electroluminescent spectra of ZnO–GaN:Mg diode
heterostructures at temperatures T = (1) 80 and (2) 300 K. In
the inset, the schematic representation of a diode structure is
given.
emission was believed [9] to be caused by the carrier
recombination from the conduction band at the Mg
acceptor level. However, the edge emission has a broad
band with a pronounced structure, which indicates that
several acceptor centers are present in GaN:Mg. The
width of the lines and the positions of the peaks, as a
rule, depend on the film growth conditions, and, in our
studies (Fig. 1), on the annealing temperature, as the
properties of point defects in the semiconductor depend
on these two factors.

As the annealing temperature increases, the
enhancement of the acceptor center concentration and
the intensity of the luminescence bands associated with
them is observed (Fig. 1). Taking into account that a
nitrogen plasma provides the highest partial pressure of
atomic nitrogen at the film surface, the nitrogen vacan-
cies are filled with nitrogen atoms when these vacan-
cies reach the surface. Actually, only by annealing
under these conditions, can the stoichiometry of GaN
shift toward the nitrogen excess. The number of native
acceptors (Ga vacancies) begins to increase. In the edge
region, the UV emission has three clearly pronounced
peaks at 3.06, 3.17, and 3.27 eV (Fig. 1b). A Mg impu-
rity and Ga vacancy in two different charge states can
probably be involved in the formation of corresponding
emission centers.

An isolated defect (Mg at the Ga site, MgGa) yields
an acceptor level located near the valence band. There-
fore, the UV red luminescence band peaked at 3.27 eV
can be caused by electron transitions from the conduc-
tion band to the Mg acceptor level. In this case, by anal-
ogy with the wide-gap compound CdS, which also has
a hexagonal crystal lattice, the near-band edge lumines-
cence can be caused not only by isolated acceptors but
also by their complexes with native defects when the
latter occupy the neighboring lattice sites [12]. How-
ever, the acceptor level determines the emission peak
position. Acceptors associated with the Ga vacancies
yield deeper electrically inactive levels in GaN:Mg.
Therefore, in the PL spectrum, the longer wavelength
lines of the edge emission peaked at 3.06 and 3.17 eV
can be associated with them.

Here, it is worthwhile to note that we previously
[11] attributed the UV peak of the edge luminescence
at 3.30 eV (T = 80 K) of the heavily doped GaN:Zn
films (6 × 1019 cm–3) to the radiative transitions of elec-
trons from the conduction band to the level of the iso-
lated Zn. In our case, the recombination mechanism is
similar, although the acceptor level is caused by the Mg
impurity and Ga vacancy. The situation obtained by
doping GaN films with acceptors of Group II is of inter-
est. An increase in the doping dose or activating anneal-
ing in a nitrogen excess (plasma) [13] quenches the
blue emission at 2.88 eV and results in UV edge lumi-
nescence. Consequently, the optimum light-emitting
diode structures based on GaN have to yield not a blue
but a UV emission with a peak in the region of
3.18−3.26 eV.
SEMICONDUCTORS      Vol. 35      No. 6      2001
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The increase in the number of levels of isolated Zn
acceptors in the GaN band gap after high-temperature
annealing in a nitrogen plasma results in the predomi-
nance of red bands with peaks at 1.38–1.46 eV in the
photoconductivity spectra (Fig. 2). These bands can be
caused by hole transitions from the valence band to
deep acceptor centers. In this case, the material photo-
sensitivity in the extrinsic region increases almost by an
order of magnitude compared to the unannealed films.
Until now, the use of GaN in photodetectors of UV
radiation was only known with a wavelength lower than
350 nm. However, our studies have shown that the
GaN:Mg films also demonstrate photosensitivity bands
in the visible spectral region. The positions of the band
peaks are consistent with the energy distance of the cor-
responding levels of native and impurity defects from
the valence band. By controlling material stoichiometry
in the course of annealing, one can vary the photosensi-
tivity in the extrinsic region of the spectrum. At high
annealing temperatures, the photoconductivity peaks
associated with the interband transitions disappear due to
the degradation of the GaN:Mg film surface.

CONCLUSION
Thus, we showed that the annealing in a nitrogen

plasma of GaN:Mg films results in the GaN stoichiom-
etry shift toward nitrogen excess. In this case, the
decrease in the number of donor–acceptor pairs occurs
with the participation of a N vacancy as a donor, which
gives rise to the blue emission band of GaN:Mg peaked
at 2.88 eV. The recombination of electrons directly
from the conduction band at the MgGa acceptor levels
responsible for the UV red luminescence band peaked
at 3.27 eV and at the acceptor levels (Ga vacancies)
becomes predominant; this gives rise to bands with
peaks at 3.06 and 3.17 eV. This is the edge emission,
which determines the shortest emission wavelength of
ZnO–GaN:Mg diode structures based on GaN heavily
doped with an acceptor impurity.

It is shown here that, due to acceptor activation dur-
ing annealing in nitrogen plasma, the films remain a
p-type material and their conductivity increases (see
table). In this case, their photoconductivity in the
extrinsic region of the spectrum increases. The photo-
sensitivity of GaN:Mg is found not only in the UV, but
SEMICONDUCTORS      Vol. 35      No. 6      2001
also in the visible spectral region due to electron transi-
tions from the local levels to the valence band.

It is shown the activating annealing of GaN:Mg
films in a nitrogen plasma with subsequent deposition
of zinc oxide layers on their surface allows one to pro-
duce diode EL structures with an UV emission spec-
trum. The intensity of the UV luminescence of the
GaN:Mg films annealed in a nitrogen plasma is consid-
erably higher than that after short-term high-tempera-
ture annealing in nitrogen-enriched atmosphere [10],
which is important for the development of a number of
light-emitting structures.
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Abstract—Doping with Bi and self-compensation in PbSe were studied. Dependences of the carrier concen-
tration on the Bi content and excess amount of Se have been determined for metal–ceramic samples from Hall
data. The comparison of the experimental data with calculation results shows that the donor effect of Bi is com-
pensated for by doubly ionized lead vacancies. At a high impurity content, NBi > 0.5 at. %, the compensation is
deeper than that predicted by the theory. This effect is accounted for by the formation of (impurity atom)–
vacancy complexes and the redistribution of Bi between the cation and anion sublattices of PbSe. © 2001 MAIK
“Nauka/Interperiodica”.
Bismuth impurity in lead chalcogenides has been
poorly studied. It is only known that it acts as donor, but
this effect is unstable. The amphoteric behavior
observed in [1] presumably indicates that Bi is located
on both cation and anion sublattices. It is noteworthy
that these studies were performed using film samples
the analysis for which was complicated by the exist-
ence of nonequilibrium point defects. As far as we
know, no systematic detailed study of the bismuth
impurity in thermodynamically equilibrium bulk PbSe
samples has been done till now.

We studied bulk equilibrium samples fabricated by
hot-pressing (at a temperature of 350°C and a pressure
of 1–2 ton/cm2) with subsequent homogenizing anneal-
ing at 650°C for 100 h. The average grain size in the
samples obtained was d ≈ 0.1 mm.

The goal was to analyze Bi doping and self-com-
pensation in PbSe. The charge carrier concentration
(n for electrons and p for holes) was determined from
room-temperature Hall constant R as n = (eR)–1.

Let us consider the results obtained. Figure 1 shows
maximal electron concentrations in several series of
PbSe:Bi samples with a fixed Bi impurity content. It
can be seen that for small Bi content (<0.5 at. %), the
electron concentration corresponds to the amount of the
introduced Bi impurity. In this range, the dependence of
the electron concentration on the Bi content is a straight
line with a slope of unity.

According to commonly accepted ideas, Bi, by
belonging to Group V and substituting Pb—a Group IV
element—in the cation sublattice, acts as a donor, sup-
plying one electron per impurity atom to the conduc-
tion band [2]. This is in agreement with the experimen-
tal data obtained. At the same time, at higher contents
of bismuth (NBi > 0.5 at. %) its donor effect is unstable.
In a number of samples, the electron concentration was
substantially (by an order of magnitude or more) lower
than the amount of bismuth introduced. This can be
accounted for under the assumption that some Bi atoms
1063-7826/01/3506- $21.00 © 20700
are bound into complexes, and may also occupy other
positions in the crystal lattice. It seems possible that Bi
can be located in the anion sublattice (substituting Se, a
group VI element), thus acting as an acceptor. In this
case, the transition of some Bi atoms from the cation to
anion sublattice strongly suppresses the donor action of
Bi (this effect may be called “impurity self-compensa-
tion”).

Additional information concerning the doping
action of an impurity and the defect formation in a crys-
tal can be obtained by studying the self-compensation
effect. This effect is caused by the introduction of a
doping impurity that stimulates the formation of elec-
trically active intrinsic defects in a semiconductor,
compensating for the doping action of the impurity. For
an experimental study of the self-compensation, several
sets of samples were prepared whose composition cor-
responded to the chemical formula Pb1 – xBixSe1 + y . The

2

1
0

5 10 15 20
NBi, 1019 cm–3

4

6

8

10
n, 1019 cm–3

n = NBi

Fig. 1. Maximum electron concentration vs. Bi content in
several sets of quasi-stoichiometric Pb1 – xBixSe samples.
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bismuth content x was 0.075, 0.1, 0.3, 0.5, 0.75, and
1.0 at. %, and the ratio of the excess selenium to bis-
muth content was y/x = 0, 0.25, 0.5, 0.75, and 1.2.

The boundary of the homogeneity range was deter-
mined from the point of changeover from one type of
dependence n(y/x) of the free carrier concentration n
on the excess of selenium in relative units, y/x, to
another (Fig. 2). It can be seen that these dependences
are complicated. Indeed, for high selenium content the
curves show a break and tend to level off. For a small
excess of selenium, the samples exhibit n-type conduc-
tion. Adding selenium to the stock favors the formation
of acceptor vacancies of lead, compensating for the
donor action of bismuth. This leads to a decrease in the
electron concentration in the conduction band and even
to the inversion of the conduction type at a bismuth
content of NBi < 0.3 at. %. The experimental data
obtained show that the limiting concentration of the
compensating defects grows with increasing bismuth con-
tent, this being evidence of self-compensation. According
to a variety of data, a value of ~1.2 × 1019 cm–3 corre-
sponds to the boundary of the homogeneity range on
the Se excess side, and in the series of samples with a
Bi content of 0.1 at. % (NBi = 1.7 × 1019 cm–3) we
observed overcompensation of Bi donors by acceptor
defects. It should also be noted that at the Bi content
NBi > 0.75 at. % the concentration and type of carriers
in the samples studied are independent of the amount of
introduced Se.

As follows from the theory of self-compensation,
developed in [3], further information on defect forma-
tion processes can be obtained from the dependence of
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Fig. 2. Free carrier concentration in Pb1 – xBixSe1 + y sam-
ples vs. the excess of Se, y/x, for several impurity concen-
trations, NBi.
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carrier concentration on the bismuth impurity content
(points in Fig. 3) for samples fully saturated with sele-
nium (which was achieved by introducing excess sele-
nium into the mixture and homogenizing isothermal
annealing in a selenium vapor). In this case, the carrier
concentration can be calculated using the theory of
impurity self-compensation by isolated vacancies [3].
The line in Figure 3 represents the calculation results.
It can be seen that for low Bi content the experimental
data are in agreement with the theoretical predictions
and the donor Bi impurity is compensated by doubly
charged Pb acceptor vacancies. For a higher bismuth
content, the experimental pattern becomes more com-
plicated: the experimental values of the electron con-
centration are less than half the calculated value, which
means a deeper compensation of impurities than that
predicted by the theory. To account for this, it is neces-
sary to consider the more complicated behavior of the
Bi impurity in PbSe, in particular, the possible forma-
tion of complexes including an impurity and a Pb
vacancy and also the transition of some Bi atoms to the
Se sublattice (where Bi acts as an acceptor).

Thus, it was found that at small (<0.5 at. %) Bi
impurity contents, Bi is mainly located on the Pb sub-
lattice of PbSe. In this position, bismuth acts as a donor
and supplies one electron per impurity atom to the con-
duction band.

The experimental pattern becomes complicated at a
Bi content over 0.5 at. %. The observed features of
PbSe doping with Bi can be accounted for by the for-
mation of complexes including Bi atoms and Pb vacan-
cies (both neutral and charged), and also by the redistri-
bution of Bi atoms between the cation and anion sublat-
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Fig. 3. Carrier concentration vs. Bi content for samples fully
saturated with Se. Points: experiment, lines: calculation in
terms of the self-compensation theory (by the model of
compensation by doubly charged donor vacancies of lead
with enthalpy of formation HV = 0.75 eV at an annealing
temperature of 650°C).
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tices of the compound. The last assumption is
confirmed by nonmonotonous dependences of the elec-
tron concentration in the conduction band on the excess
of Se, observed in samples with a Bi content of 0.075
and 0.1 at. % (see Fig. 2).
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Abstract—The temperature dependence of plasma-reflection spectra of Bi0.93Sb0.07 single crystals doped with
tin acceptor impurity was studied in the temperature range of T = 4–300 K. A nonmonotonic shift of the plasma
frequency ωp with increasing temperature and a substantial increase in the reflection coefficient R in the high-
frequency region of the spectrum for the frequencies ω @ ωp were observed. It is shown that the observed
effects are caused by passage of the chemical-potential level through the direct energy gap EgL at the L point of
the Brillouin zone. It is in this case that the concentration of free charge carriers and the plasma frequency are
found to be the lowest. In addition, the reflection spectrum cannot be described by the Drude dielectric function,
because, in the situation under consideration, \ωp ≈ EgL and direct band-to-band transitions contribute signifi-
cantly to the interaction of electromagnetic radiation with crystal. Calculation of dielectric function in terms of
a model which accounts for the contributions of the plasma of free charge carriers and band-to-band transitions
to this function makes it possible to satisfactorily describe the experimental reflection spectra and also to deter-
mine a number of parameters that specify the interaction of electromagnetic radiation with charge carriers in
Bi1 – xSbx crystals. © 2001 MAIK “Nauka/Interperiodica”.
The reflection spectra of bismuth and bismuth–anti-
mony crystals have a shape characteristic of plasma
reflection in the far-infrared region [1, 2]: the reflection
coefficient decreases drastically in the vicinity of the

plasma frequency  = 4πNe2/m*ε∞, where N is the
concentration of free charge carriers, m* is their effec-
tive mass, and ε∞ is the high-frequency dielectric con-
stant for ω @ ωp. In undoped bismuth-crystals and crys-
tals doped lightly with an acceptor impurity of tin, the
plasma frequencies are close to the frequencies of
direct band-to-band transitions at the L point of the
Brillouin zone: "ωp ≈ EgL + 2EF [3, 4]. In the crystals
doped with donor impurity of tellurium to the concen-
trations exceeding 0.1 at. %, the aforementioned fre-
quencies diverge considerably, "ωp < EgL + 2EF; as a
result, the behavior of optical functions in the vicinity
of the plasma frequency is adequately described by the
classical Drude model [5]. Optical functions of the bis-
muth–antimony single crystals doped with the tin
acceptor impurity have been analyzed previously [6, 7].
It has been shown [7] that the frequently observed devi-
ations of the behavior of optical functions from the
Drude model are caused by a contribution of the band-
to-band transitions to the dielectric constant of the crys-
tal.

The objective of this study was to gain insight into
the shape of reflection spectra of the bismuth–antimony
crystals in a wide temperature range of T = 4.2–300 K.
Particular attention was given to crystals doped with the

ωp
2

1063-7826/01/3506- $21.00 © 20703
tin acceptor impurity; in these crystals, as temperature
increases, the Fermi level leaves the valence band and
passes into the conduction band through a narrow direct
energy gap at the L point of the Brillouin zone (EgL ≈
10 meV).

We consider the temperature dependences of the
plasma-reflection spectra for the Bi1 – xSbx (x = 0.07)
with the tin content of 0.01, 0.05, and 0.15 at. %. The
Bi0.93Sb0.07 solid-solution single crystals were obtained
by the zone-melting recrystallization. The concentra-
tions of components in the crystals were determined
using a CAMEBAX electron-probe microanalyzer; the
nonuniformity in the distribution of antimony over the
sample was no higher than 0.5 at. %. We measured the
resistivity and the Hall coefficient at the liquid-nitrogen
temperature for all the samples.

The reflection spectra were measured in the temper-
ature range of T = 4–300 K using an AFS-01 automated
Fourier spectrometer at the Institute of Metal Physics
(Yekaterinburg). The spectra were obtained under the
conditions when the nonpolarized light was reflected
from the basal plane perpendicular to the C3 optical
axis of the crystal. The angle of incidence of light on
the sample was 45°. As a detector, we used a narrow-
gap semiconductor crystal immersed in liquid helium.
Additional measurements of the reflection spectra in
the temperature range of T = 78–300 K were performed
using a Bruker IFS-113V Fourier spectrometer accord-
ing to [7].
001 MAIK “Nauka/Interperiodica”
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In Fig. 1, we show the temperature dependence of
the reflection spectra for one of the studied Bi0.93Sb0.07

crystals doped with 0.15 at. % of Sn. A similar temper-
ature dependence of the spectrum shape is also
observed for other Bi0.93Sb0.07 crystals doped with tin.
An increase in the reflection coefficient at the plasma
minimum and a decrease in the slope of the plasma
edge with increasing temperature are caused by an
increase in the intensity of the charge-carrier scattering
by the lattice vibrations. Special attention must be
given to an increase in the reflection coefficient in the
high-frequency region of the spectrum with increasing
temperature in the spectra of the crystals doped with tin

0.4

2000 400 600 800
Wave number, cm–1

0.2

0.6

0.8

1.0
R

1
2

3

4

5

ν, cm–1

400

350

300

250

200

150

100

50
0 100 200 300

1

2

3

T, K

Fig. 1. The reflection spectra of Bi0.93Sb0.07 crystals doped
with 0.15 at. % of Sn; the measurements were performed at
T = (1) 4.2, (2) 37, (3) 55, (4) 93, and (5) 110 K.

Fig. 2. Temperature dependences of the plasma-reflection
minimum in the Bi0.93Sb0.07 crystals doped with Sn with the
content of (1) 0.01, (2) 0.05, and (3) 0.15 at. %.
(Fig. 1); at the same time, in the reflection spectra of the
crystals doped with tellurium, the reflection coefficient
is virtually temperature-independent in the high-fre-
quency region of the spectrum [5].

A change in the frequency (the wave number ν) cor-
responding to the minimum of the plasma reflectivity in
the Bi0.93Sb0.07:Sn crystals in the studied temperature
range is illustrated in Fig. 2. For all crystals, as the tem-
perature increases, the plasma minimum shifts first to
lower frequencies and then to higher frequencies.
A nonmonotonic temperature dependence of the
plasma-minimum frequency is caused by the fact that
the density of electron states in the valence band (the T
and L extrema) in the vicinity of the chemical-potential
level in the Bi1 – xSbx crystals is much higher than in the
conduction band (the L extrema) (Fig. 3). Doping of the
crystals with an acceptor impurity of tin brings about a
shift of the chemical potential deeper into the valence
band and an increase in the hole concentration and in
the corresponding plasma frequencies (Fig. 2). As the
temperature increases, the chemical-potential level
shifts to the conduction band. The lowest plasma-mini-
mum frequency corresponds to the position of the
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Fig. 3. (a) The energy-band diagram for Bi0.93Sb0.07 crys-
tals with approximate position of chemical potential in the
bands indicated and (b) the energies of the plasma oscilla-
tions "ωp and the band-to-band transitions Etr in relation to
the content and type of the dopant at T = 80 K.
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chemical-potential level within the EgL gap (Fig. 3a)
and to the lowest concentration of the charge carriers in
the L extrema of the valence and conduction bands; in
these extrema, the charge carriers have small effective
masses. A further increase in temperature results in an
increase in the charge-carrier concentration in the L
extrema of the conduction band and an increase in the
plasma frequencies. An inference about the emer-
gence of an electron component of electrical conduc-
tivity (in the crystals doped lightly with tin) with
increasing temperature is supported by the results of
studying the temperature dependences of the Hall
coefficient and resistivity [6].

In order to analyze the reflection spectra shown in
Fig. 1 in more detail, we processed them using the
Kramers–Kronig dispersion relations, which made it
possible to determine the plasma frequency ωp and the
relaxation time τp. The obtained values of the parame-
ters were used as the initial ones in the calculation of
the reflection spectra in terms of the Drude model
according to the following expressions for the real and
imaginary parts of the dielectric function:

(1)

The results of calculations are shown in Fig. 4
together with experimental data. It can be seen that the
Drude model does not adequately describe all the spe-
cial features of the experimental reflection spectra. The
sharpest deviations are observed in the short-wave-
length region of the spectrum. In addition, a substantial
increase in the high-frequency dielectric constant from
80 to 140 is observed as the temperature increases from
4 to 110 K; this cannot be explained in the context of
the concept of redistribution of free charge carriers in
the allowed bands (Fig. 3a) as the temperature is varied.

This indicates that there is another mechanism (in
addition to the plasma-related one) for the interaction
of radiation with the crystal.

We can gain insight into the nature of this mecha-
nism by analyzing the plot in Fig. 3b. The plasma-oscil-
lation energies "ωp obtained from experimental spectra
and the interband-transition (at the L point of the Bril-
louin zone) energies Etr calculated in terms of the two-
band model taking into account the Burstein–Moss
shift (Etr = EgL + 2EF) are shown in Fig. 3b in relation to
the type and content of dopant at T = 80 K. As can be
seen, the energy of the band-to-band transitions in the
studied Bi0.93Sb0.07:Sny crystals (y = 0.05, 0.10, and
0.15 at. %) is close to the energy characteristic of the
high-frequency region of the studied spectral range.
Obviously, the relation between the plasma-oscillation
energy "ωp and the energy of the band-to-band transi-
tions Etr = EgL + 2EF changes as the temperature is var-
ied. This results in the variation of relative contribu-
tions of these energies to the shape of the reflection
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ωp

2

ω2 τ 2––
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spectra. As can be seen from Fig. 1, the magnitude of
the effect of the band-to-band transitions on the spectra
increases with increasing temperature, which manifests
itself in a sharp increase in the reflection coefficient in
the high-frequency region of the spectrum.

The dielectric function ε(ω) of the narrow-gap semi-
conductors has been previously calculated [8, 9] taking
into account the additive contributions of free charge
carriers εintra(ω), the band-to-band transitions εinter(ω),
and the lattice vibrations εph(ω). The bismuth–anti-
mony alloys feature a small value of εph(ω) due to the
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Fig. 4. Spectral dependences of the reflection coefficient for
a Bi0.93Sb0.07 crystal doped with 0.15 at. % of Sn at T =
(a) 4.2, (b) 55, and (c) 110 K. Curves 1 and 2 were calcu-
lated according to models (1) and (2), and curve 3 is exper-
imental.
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fact that the chemical bonds are nonpolar; nevertheless,
if the plasma and optical-phonon frequencies (the latter
correspond to a wave number of 100 cm–1) are close to
each other, it is impossible to calculate the optical func-
tions without taking the lattice vibrations into account
[10]. In the case under consideration in this study, the
plasma frequencies differ markedly from the optical-
phonon frequencies; therefore, we used the following
formula to calculate the dielectric function:

(2)

Here,  is the high-frequency dielectric constant that
accounts for all transitions with energies differing
widely from those of the plasma frequencies, except for
the transition LS  Lα. The contribution of intraband
transitions in the conduction band is described in the
terms of the Drude model as given by expression (1).

The behavior of the frequency dependence εinter(ω)
for the band-to-band transitions has been obtained as a
result of considering the dielectric function in the ran-
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Fig. 5. The real (ε1) and imaginary (ε2) parts of the dielectric
function εinter(ω) that describes the contribution of the
band-to-band transitions to the spectra shown in Fig. 4. Cal-
culations were performed in terms of model (2) for T =
(1) 110, (2) 55, and (3) 4.2 K.
dom-phase approximation (see [9] for details) and is
described by the expression

(3)

where

(4)

(5)

and f(E) is the Fermi–Dirac distribution function given
by

(6)

Here, γ is the parameter accounting for the transition
damping and p = / , with  and  standing
for the density-of-state effective masses in the valence
and conduction bands.

The real and imaginary parts of the function εinter(ω)
calculated for the samples whose data are represented
in Fig. 4 are shown in Fig. 5. In calculations, we used
the charge-carrier parameters at the L point of the Bril-
louin zone that were determined previously [11] and
corresponded to the McClure dispersion law [12].

Experimental and theoretical wave-number depen-
dences of the reflection coefficient calculated both in
terms of the Drude model (1) and in terms of the addi-
tive model described by (2) are shown in Fig. 4. Figure 4a
indicates that experimental spectra obtained at a low
(liquid-helium) temperature are adequately described
by model (2). At higher temperatures (Figs. 4b, 4c),
although the experimental spectra are described in
terms of the additive model much better than in terms
of the Drude model, a close agreement with experiment
is not attained, which is indicative of the increasing role
of indirect T45  Lα transitions that were disregarded
in model (2).

The dielectric-function calculation based on the
condition for the closest agreement between the exper-
imental and model curves with an allowance made for
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The parameters obtained by simulating the optical functions of the Bi0.93Sb0.07 solid solution doped with 0.15 at. % of Sn

T, K
The Drude model The model described by ε(ω) =  + εintra(ω) + εinter(ω)

ωp, 1013 s–1 τp, 1013 s ε∞ γ Etr /m0

4 6.76 1.1 112 30 740 65 0.25

55 6.44 0.9 161 60 700 70 0.35

110 5.3 0.6 183 120 600 75 0.6

ε∞'

ε∞' mc*
SEMICONDUCTORS      Vol. 35      No. 6      2001



TEMPERATURE DEPENDENCE OF PLASMA-REFLECTION SPECTRA 707
LS  Lα direct band-to-band transitions makes it pos-
sible to determine a number of parameters, such as the
transition energies and damping, and to estimate the
density-of-state effective mass at the Fermi level and
the value of the high-frequency dielectric constant. The
parameters obtained by simulation are listed in the
table. The value of the density-of-state effective mass
(0.6m0) obtained in terms of model (2) for the
Bi0.93Sb0.07 alloy doped with 0.15 at. % of Sn substanti-
ates the conclusion that the fraction of heavy charge
carriers in the H extremum is large in the Bi–Sb solid
solutions doped heavily with acceptor impurity
(Fig. 3a). The most important result for the further
study of optical properties of bismuth–antimony crys-
tals consists in the fact that explicit consideration of the
interband-transition contribution makes it possible to
correctly determine such an important parameter as ε∞
and also the contribution of plasma of free charge car-
riers to the dielectric constant. This extends the scope
of using the plasma-reflection method for determina-
tion of effective masses for studying the dispersion law
for the charge carriers.
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Abstract—The optical-absorption spectra of GaAs irradiated with pile neutrons (with integrated fluxes of up
to D = 2 × 1019 cm–2) at temperatures of 70, 350–390, and 850°C were studied after subsequent isochronous
annealing at temperatures as high as 1100°C. It is shown that the free charge carriers with a concentration of
n * 1017 cm–3 appear after an annealing at temperatures of about 400–550°C. The quality of transmutation-
doped material was assessed in relation to the conditions of irradiation and the temperature of the subsequent
thermal annealing. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The transmutation-assisted (nuclear) doping of
semiconductors by irradiation with thermal neutrons
has attracted the attention of researchers because this
method ensures the controlled introduction of a chemi-
cal impurity in the crystal by varying the integrated flux
of neutron radiation and makes it possible to obtain the
material with a high degree of uniformity of electrical
parameters. The main disadvantage of this method con-
sists in the formation of high concentrations of struc-
tural defects in the semiconductor lattice; these defects
to a large extent control the properties of the material
immediately after irradiation. This necessitates the
elimination of these defects either by postirradiation
annealing or by high-temperature irradiation. Thus, a
high-temperature treatment of the material constitutes
an integral part of the transmutation doping. All these
issues have been adequately studied for transmutation-
ally doped Si. For semiconductors with a complex
structure (in particular, GaAs), these problems are still
under investigation.

In this paper, we report the results of studying the
doping of GaAs as a result of reactor irradiation. As the
main method for studying the properties of irradiated
material, we used the analysis of the optical-absorption
spectra both after irradiation with pile neutrons and
after the subsequent isochronous annealing of the mate-
rial. Up to now, most of the data on the properties of
transmutation-doped GaAs were obtained from electri-
cal measurements and from studying the photolumines-
cence (PL); at the same time, the data on the optical-
absorption spectra of irradiated material are lacking.
1063-7826/01/3506- $21.00 © 20708
2. EXPERIMENTAL

The starting n- and p-GaAs crystals (whose param-
eters are listed in the table) grown by the Czochralski
method were irradiated with total-spectrum neutrons in
a VVR-Ts reactor (a water-cooled and water-moder-
ated cylindrical reactor) at the Karpov Institute of Phys-
ical Chemistry Research Center (Obninsk Branch) at
temperatures of Tirr ≈ 70, 350–390, and 850°C with a
thermal-neutron flux density of (1–5) × 1013 cm–2 s–1

and a cadmium ratio of ten (the energy E > 0.3 MeV).
The temperature at which the irradiation was per-
formed was attained owing to the “self-heating” of the
samples due to an increase in the mass of irradiated
material. After the decay of induced radioactivity, the
samples were introduced into a chamber for measure-
ments and subsequent annealing in the temperature
range of Tann = 20–1100°C. The samples were annealed
for 20 min in a vacuum chamber at temperatures of up
to Tann = 500°C; at higher temperatures, the irradiated
samples were annealed in the quartz cells under the
equilibrium pressure of As vapor. In order to eliminate
the surface effects, we removed the 50- to 100-µm-
thick layer from each side of the sample by lapping
after a high-temperature annealing.

3. RESULTS AND DISCUSSION

3.1. Electrical Properties

Bombardment with pile neutrons brings about an
accumulation of Ge (40%) and Se (60%) chemical ele-
ments in the GaAs lattice owing to nuclear transmuta-
tions of Ga and As, respectively; this is used to obtain
001 MAIK “Nauka/Interperiodica”
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n-GaAs. Simultaneously, a high concentration of radia-
tion defects is formed in the GaAs lattice mainly due to
fast neutrons; a high-temperature annealing of trans-
mutation-doped material (or irradiation at elevated
temperatures) is needed to eliminate these defects and
activate the chemical impurities introduced by irradia-
tion. The choice of optimal annealing temperature (or
the irradiation temperature) is especially important for
GaAs, because both the thermal stability of radiation
defects in this compound and the acceptor formation
(characteristic of gallium arsenide at high tempera-
tures) should be taken into account.

It is known that irradiation of GaAs with pile neutrons
reduces electrical conductivity to σ ≈ 10–9 Ω–1 cm–1 (at a
temperature of T = 300 K [2]) as a result of capturing
the free charge carriers by deep-level traps of irradia-
tion-related origin; the spectrum of these traps has been
studied previously [3, 4]. In such a material, the Fermi
level is pinned in the vicinity of Ev + 0.6 eV. This ulti-
mate (steady-state) position of the Fermi level is close
to the calculated position of the local-electroneutrality
level in this material and is preserved when the sample
is irradiated further [5]. Subsequent irradiation (“reirra-
diation”) of such a material with neutrons brings about
the formation of low-resistivity samples as a result of the
origination of hopping conduction of the charge carriers
over the localized states of radiation defects [2, 6].

Electrical parameters of the studied samples before
irradiation, after irradiation with the highest integrated
fluxes (D) of pile neutrons, and after subsequent
annealing at temperatures of Tann = 900 and 1100°C are
listed in the table.

Variation in electrical conductivity of irradiated
samples as a result of subsequent isochronous anneal-
ing in the temperature range of Tann = 20–1100°C is
illustrated in Fig. 1. Three stages of variations in σ at
annealing temperatures of 200–300, 400–600, and
750–850°C characteristic of neutron-irradiated GaAs
[6] are clearly observed. The relation of these annealing
stages to the healing of deep-level radiation point
defects has been discussed in a number of publications
(see, for example, [4]). Variations in conductivity at
Tann = 200–300°C are attributed to annealing-out of the
SEMICONDUCTORS      Vol. 35      No. 6      2001
point radiation defects, more precisely, of the so-called
E and H traps that constitute the main compensating
centers in gallium arsenide irradiated with gamma-ray
quanta or electrons. Variations in the vicinity of Tann =
400–600°C are attributed to the disappearance of more
complex defects (the so-called P centers), whereas the
higher temperature stages of recovery of electrical con-
ductivity are attributed to the annealing of complex
defects of unknown origin. For crystals irradiated at
high temperatures (sample G5, Tirr = 850°C), the main
stage of recovery of σ is observed at Tann = 150–220°C;
this stage is related to annealing of the E and H point
defects that were introduced into the sample during its
storage after the pile-neutron irradiation owing to “self-
irradiation” of the material with gamma-ray quanta and
beta-particles emitted during radioactive decay of 70Ge,
72Ge, and 76As nuclei [7]. The absence of a high-tem-
perature stage of recovery of electrical conductivity for
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Fig. 1. Variation in (1–3) electrical conductivity σ and
(4−6) optical-absorption coefficient α at a wavelength of
9 µm as a result of isochronous annealing (for 20 min at
each temperature Tann) of GaAs transmutation-doped sam-
ples (1, 4) G1, (2, 5) G2, and (3, 6) G5. Measurements were
performed at a temperature of 295 K.
Conditions of irradiation and annealing and the parameters of GaAs samples at T = 295 K

Samples

σ,
Ω–1 cm–1

Tirr, °C D,
1017 cm–2

σ,
Ω–1 cm–1 n, cm–3 µ,

cm2 V–1 s–1 n*, cm–3 n, cm–3 µ,
cm2 V–1 s–1 n*, cm–3

before 
irradiation

after
irradiation Tann = 900°C Tann = 1100°C

G1(n) 10–7 70 200 6.8 × 10–2 1.6 × 1018 1490 2.8 × 1018 1.7 × 1018 1840 3.0 × 1018

G2(p) 101 350–390 90 3.0 × 10–3 9.2 × 1017 2170 1.3 × 1018 1.0 × 1018 2030 1.4 × 1018

G5(n) 10–2 850 5 2.0 × 10–4 8.0 × 1016 4140 1.4 × 1017 4.8 × 1016 3650 1.0 × 1017

Note: The values of n* were estimated from the optical-absorption spectra using the data reported previously [1].
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sample G5 (Tirr = 850°C) indicates that there is no
build-up of complex defects in such a material during
pile-neutron irradiation.

These studies show that heat treatment of neutron-
irradiated material at Tann > 900°C does not result in
significant changes in its electrical parameters.

3.2. Optical Absorption

In the samples irradiated with pile neutrons, signifi-
cant optical absorption is observed in the extrinsic
region of the spectrum, i.e., for the photon energies
lower than the band gap (hν < Eg) (Fig. 2). The magni-
tude of this absorption is proportional to the integrated
flux of neutrons; the origin of the absorption in GaAs
samples irradiated with fast neutrons has been studied
repeatedly (see, for example, [6]). Postirradiation
annealing of such samples results in the disappearance
of irradiation-induced extrinsic absorption; after an
annealing at Tann ≈ 550°C, optical measurements indi-
cate that free charge carriers manifest themselves in
two wavelength ranges characteristic of GaAs: in the
range of λ = 4–10 µm (the free-carrier absorption) and
in the range of λ = 1–4 µm (as an absorptivity step
caused by optical transitions between different sub-
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Fig. 2. Variations in the spectra of optical-absorption coeffi-
cient α as a result of isochronous annealing (for 20 min) of
transmutation-doped GaAs, sample G1. The annealing tem-
peratures were Tann = (1) 20, (2) 200, (3) 300, (4) 370,
(5) 450, (6) 500, (7) 550, (8) 600, (9) 700, (10) 800,
(11) 900, (12) 1000, and (13) 1100°C. The spectra were
measured at T = 295 K.
bands in the conduction band). It should be noted that
the annealing temperature of Tann ≈ 550°C is critical for
GaAs irradiated with pile neutrons, because it is in the
vicinity of this temperature that not only do free elec-
trons make themselves evident (according to the mea-
surements of the optical-absorption spectra) but also
the lattice constant, density, and microhardness of
GaAs irradiated with pile neutrons are recovered [8].

Variation in the absorption coefficient α (λ = 9 µm)
as a result of annealing of irradiated samples (see
Fig. 1) coincides qualitatively with variation in electri-
cal conductivity of the samples and corresponds to a
decrease in the concentration of optically active radia-
tion defects that act as compensating centers for electri-
cal conductivity. An increase in α (at λ = 9 µm) at
Tann * 550°C is caused by the emergence of free elec-
trons owing to doping of GaAs with hydrogen-like
impurities (Ge and Se) and by a decrease in the concen-
tration of deep-level radiation defects. The results of
both optical and electrical measurements show that the
annealing temperature of Tann ≈ 900°C is sufficient for
activation of chemical impurity and for annealing of a
large fraction of radiation damage in transmutation-
doped GaAs. Moreover, an increase in the annealing
temperature to 1100°C leads to a decrease in the con-
centration of free electrons in lightly and moderately
doped crystals (samples G2 and G5), which is consis-
tent with the results of electrical studies and indicates
that acceptor-type compensating centers are formed at
high annealing temperatures (Fig. 1). In the heavily
irradiated material (sample G1), the absorption coeffi-
cient α (at λ = 9 µm) continues to increase as a result of
heat treatment at temperatures as high as 1100°C in
spite of the thermal generation of acceptors in GaAs at
these temperatures, which indicates that annealing of
radiation defects is incomplete in the heavily irradiated
material.

The data shown in Fig. 2 for sample G1 and similar
studies of samples G2 and G5 were used to estimate the
free-electron concentration in annealed samples. Accord-
ing to [1], in the samples doped with hydrogen-like
donors, the value of α/n (here, n is the free-electron con-
centration) varies in the range of (4.2–7.5) × 10–18 cm2 for
the wavelength of λ = 2 µm and in the range of (3–8) ×
10–17 cm2 for λ = 9 µm (at 300 K) when the free-elec-
tron concentration varies from 1 × 1017 to 7 × 1018 cm–3.
This makes it possible to use optical measurements to
estimate the free-electron concentration in the studied
samples for annealing temperatures of Tann = 900 and
1100°C (see table). The data obtained from optical
measurements are close to the corresponding values
obtained from electrical measurements, although they
exceed the latter by a factor of about 1.5, which is
caused by an error in estimating the cross section of
optical absorption by free electrons.
SEMICONDUCTORS      Vol. 35      No. 6      2001
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The quality of transmutation-doped material was
assessed from measurements of the spectral depen-
dence α ∝  λm in the region of the free-electron absorp-
tion as the postirradiation-annealing temperature was
increased (Fig. 3). The exponent m varies in this case
from 3.9 to 2.8 as the annealing temperature is changed
from Tann = 550°C (incomplete healing of radiation
defects) to 1100°C. The final value of m for transmuta-
tion-doped and then annealed material is characteristic
of GaAs doped with hydrogen-like impurities in the
melt and is indicative (along with the data on Hall
mobility) of the fairly high quality of the transmutation-
doped material (see table).

We studied the influence of Tirr on the changes in the
optical-absorption spectra of GaAs as a result of postir-
radiation isochronous annealing (Fig. 4). An increase in
Tirr brings about the corresponding temperature shift of
the onset of variation in the optical-absorption spectra
of irradiated material (crystals G1 and G2) as a result
annealing; however, for high annealing temperatures
(Tann > Tirr), the effect of Tirr on the optical-absorption
spectra of studied materials was not observed. A char-
acteristic feature of variation in the optical spectra as a
result of heat treatment of material G5 (Tirr = 850°C) is
the appearance of free electrons in the samples for
Tann ≈ 400°C (Fig. 4, curve 12). As in the case of elec-
trical measurements (Fig. 1), this is apparently caused

102
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Fig. 3. Spectral dependences of the optical-absorption coef-
ficient α in the wavelength range of 4–10 µm for sample G1
after isochronous annealing (for 20 min) at Tann = (1) 550,
(2) 600, (3) 700, (4) 800, (5) 900, (6) 1000, and (7) 1100°C.
The absorption coefficient was measured at T = 295 K.
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by an annealing of the E and H point defects induced in
this material by self-irradiation during storage; these
defects act as the main compensating centers in such
samples. The shift of the isochronous-annealing curve
to higher temperatures compared to the curve of the
electrical-conductivity recovery (Fig. 1) is caused by a
small value of the cross section (~10–17 cm2) for absorp-
tion by free electrons in GaAs. It should be expected
that, in materials G1 and G2, such defects can also con-
tribute to the low-temperature stage of the absorption-
coefficient recovery; however, the presence of complex
defects (clusters) in these materials pins the Fermi level
in the vicinity of its ultimate position in irradiated
GaAs (in the vicinity of the midgap) at the annealing
temperatures of Tann < 500°C.

3.3. Photoluminescence Properties

The PL measurements were mainly undertaken to
analyze the quality of transmutation-doped material;
the spectrum of the observed PL lines is not discussed
here in detail because it has been considered in many
publications, including those devoted to the transmuta-
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Fig. 4. The effect of temperature during reactor-neutron
irradiation Tirr on the variation in the optical-absorption
spectra of GaAs as a result of subsequent isochronous
annealing (for 20 min). Sample G1: Tirr = 70°C; Tann =
(1) 20 and (2) 900°C. Sample G2: Tirr = 350–390°C; Tann =
(3) 20, 100, 200, and 300°C; (4) 400, (5) 500, (6) 550,
(7) 600, (8) 700, (9) 900, and (10) 1100°C. Sample G5:
Tirr = 850°C; Tann = (11) 20, 100, and 200°C; (12) 400,
(13) 600, and (14) 900°C. The spectra were measured at T =
295 K.
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tion-doped GaAs (see, e.g., [9–11]). In this study, we
measured for the first time the PL spectra of GaAs irra-
diated with pile neutrons with integrated fluxes of up to
D = 2 × 1019 cm–2 at a temperature as high as Tirr ≈
850°C which were subjected to subsequent isochro-
nous annealing at Tann = 1100°C.

The shape of the PL spectra I(hν) and their variation
at the annealing temperatures ranging from 900 to
1100°C in the studied samples are shown in Fig. 5. For
the annealed samples, the most intense extrinsic PL
bands peaked at hν = 0.96 and 1.2 eV and a near-edge
band peaked at hν = 1.48 eV are observed. When the
annealing temperature is raised to 1100°C, the shape of
the PL spectra is generally retained; however, the rela-
tive intensities of the extrinsic and near-edge bands
change. Thus, the ratio between the intensity of the
band peaked at hν = 1.2 eV and the edge-band intensity
are 24.4 and 0.7 for Tann = 900°C and 8, 2.3, and 1.1 for
Tann = 1100°C in samples G1, G2, and G5, respectively.
For moderately (G2) and heavily (G1) irradiated sam-
ples, an increase in the annealing temperature from 900
to 1100°C results in an increase in the edge-band inten-
sity, which is consistent with the data (obtained by mea-
suring the optical-absorption spectra and electrical
parameters) on the presence of appreciable concentra-
tion of radiation defects (the nonradiative-recombina-
tion centers) in irradiated GaAs even after an annealing
at Tann = 900°C. At the same time, for material G5 (low
irradiation doses), an increase in Tann from 900 to
1100°C results in quenching of the edge band and in
transformation of the extrinsic bands peaked at hν =
0.96 and 1.25 eV. We may note that the shape of extrin-
sic bands in the PL spectra of sample G5 (Tirr = 850°C)
differs from the shape of corresponding bands in the
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Fig. 5. Photoluminescence spectra of transmutation-doped
samples (1, 2) G1, (3, 4) G2, and (5, 6) G5 after annealing
at temperatures Tann = (1, 3, 5) 900 and (2, 4, 6) 1100°C. The
spectra were measured at T = 78 K.
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spectra of samples G1 and G2. Thus, the band peaked
at hν = 0.96 eV is observed only in sample G5 (Tirr =
850°C); an increase in the annealing temperature from
900 to 1100°C transforms the emission band peaked at
hν ≈ 1.25 eV into the well-studied band at hν ≈ 1.2 eV,
which is attributed to the complexes that consist of a
shallow-level donor and VGa. These data indicate that
the origin of the residual defects in materials irradiated
at temperatures of Tirr = 350–390°C differs from those
irradiated at a temperature of about 850°C even if the
irradiated samples are annealed at Tann = 1100°C after
irradiation.

4. DISCUSSION AND CONCLUSION

Both this study and the published data [2–4, 7–11]
show that, in order to obtain transmutation-doped
n-GaAs of high quality, the temperature of postirradia-
tion annealing should not exceed 900°C. As a result of
annealing at higher temperatures, the degree of com-
pensation of transmutation-doped GaAs increases due
to the thermal generation of acceptors, which leads to a
decrease in the concentration of free electrons in the
samples, especially for low integrated fluxes of reactor
neutrons. For high levels of reactor-neutron irradiation,
a short-term (10–30 min) heating to 1100°C does not
bring about the complete elimination of radiation
defects, which results in low transmutation-doping effi-
ciency and in inferior electrical parameters of the mate-
rial and necessitates a long heat treatment of such sam-
ples. However, even under such conditions of heat
treatment of the heavily doped material, the efficiency
of doping with shallow-level impurities (Ge and Se)
remains much lower than unity, because, in addition to
thermal generation of acceptors, self-compensation of
GaAs occurs owing to redistribution of Ge over the Ga
and As sublattices (this is due to the fact that Ge is an
amphoteric impurity). An increase in the sample tem-
perature to 850°C during irradiation with pile neutrons
does not affect appreciably the electrical parameters of
the material after an additional annealing.
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Abstract—Auger spectra, electron microscope images, the distribution of chemical elements over CdTe poly-
crystalline layers irradiated with Q-switched laser pulses with a duration of 2 × 10–8 s, and an energy density
below the material melting or damage threshold are considered. The laser irradiation of the polycrystalline lay-
ers is shown to result in the removal of the insulator phase from the surface and in the surface modification
accompanied by a change in stoichiometry within the ~3-µm-thick surface layer. The removal of this layer
improves the homogeneity of the polycrystalline surface. The depth of carbon penetration into the polycrystal-
line layer is estimated. The correlation between the photoelectric properties of CdTe polycrystalline layers and
the laser-induced changes in the surface stoichiometry is ascertained. © 2001 MAIK “Nauka/Interperiodica”.
CdTe polycrystalline layers are widely used as buff-
ers for the epitaxial growth of CdHgTe solid solutions
as well as for the production of solar cells and X-ray
and gamma-ray detectors. For all of the devices men-
tioned, their long-term stability, which is affected by
the state of the material surface, is of particular practi-
cal interest. In this context, the requirements on the
quality of the surfaces become more stringent. More-
over, the study of CdTe polycrystalline layers can pro-
vide an insight into the physical and chemical effects
that take place at the grain boundaries on the material
surface during its technological processing [1, 2].

We report the results of Auger study of CdTe poly-
crystalline surfaces irradiated by laser pulses. Spectral
dependences of photoconductivity are also studied for
the samples with differently pretreated surfaces.

Cadmium telluride polycrystalline layers were
grown by molecular beam epitaxy in a vacuum on sap-
phire substrates heated up to 670 K. The layer thickness
was ~100 µm; the typical grain size was determined by
electron microscopy at ~40–120 µm.

The samples were irradiated with Q-switched ruby
laser pulses of 20-ns duration and energy density close
to the damage or melting threshold of the material.

Unirradiated and irradiated samples were placed in
a vacuum chamber (p = 10–11 Torr) of a PHI-670 Nan-
oprobe Auger electron microscope (USA). The diame-
ter of the probing electron beam was about 10 nm.
A beam of 10-keV electrons with a current of 2 ×
10−8 A was incident normally to the surface. The depth
of Auger electron escape was about 20 Å. The surfaces
to be studied were cleaned by argon ion etching up to a
depth of ~0.1 µm, at 38 nm/min, with the vapor pres-
sure in the vacuum chamber being ~10–9 Torr. The
chemical composition of the sample surface was mea-
1063-7826/01/3506- $21.00 © 20714
sured both locally and by a surface scan (distributions
of chemical elements over the surface were obtained
with a resolution of ~2 µm).

Figure 1 shows the scanning electron microscope
(SEM) images of (a) unirradiated CdTe polycrystalline
sample surfaces and (b) the surfaces irradiated with
ruby laser pulses. As can be seen, the grain surface of
the irradiated sample is porous (Fig. 1b), and the grain
boundaries are less clear-cut than those of a virgin sam-
ple (Fig. 1a). It is evident that the irradiation of poly-
crystalline layers with nanosecond ruby-laser pulses
with an energy density close to the melting threshold
changes the relief of the grain surface and boundaries
due to the evaporation or tearing off of fragments (seg-
ments) from the grain surface and the dispersion of
these fragments over the polycrystalline surface. After
removing ~3 µm of the surface layer by ion etching, the
grain boundaries become more pronounced, and the
grain surfaces lose its porosity (Fig. 1c). It seems plau-
sible that, after the removal of a surface layer to a cer-
tain depth in the irradiated sample, one can obtain a sur-
face relief similar to that of an unirradiated sample
(Fig. 1d).

We also studied the distribution of chemical ele-
ments over the virgin (Figs. 1a, 1c) and irradiated
(Figs. 1b, 1d) CdTe polycrystalline surfaces. The high-
contrast computer images of the Auger spectra present
the distribution of chemical elements over the surface.
The chemical elements existing at the surface have
been indicated by different colors, which are substi-
tuted here by the figures: (1) for Te, (2) for Cd, (3) for
the stoichiometric composition of the surface, (4) for
the insulator phase, and (5) for carbon.

As can be seen from Fig. 1a, the regions close to the
grain boundaries are rich in tellurium (1). Cadmium (2)
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Scanning electron microscope (SEM) images and maps of distribution of chemical elements over the surface of (a, c) unir-
radiated and (b, d) irradiated CdTe polycrystalline samples (c and d show the surface after the ion etching off of a ~3-µm-thick layer).
accumulates mainly at the grain boundaries and in the
grain cavities. The regions with an enhanced concentra-
tion of defects can act as sinks for cadmium atoms.
The regions indicated by (4) in Fig. 1 bear evidence of
a considerable charge at the surface and can be associ-
ated with the insulator phase (oxide) formation, which
is indicative of the initial inhomogeneity of the poly-
crystalline layer. Under the present experimental condi-
tions, we failed to determine the chemical composition
of the highly charged surface regions. The removal of
about 3 µm of the surface layer of an irradiated sample
results in a noticeable improvement in the stoichiome-
try of its composition (Fig. 1c). However, the tellurium-
rich regions (1) and the small cadmium accumulations
(2) are observed on the crystalline surface closer to the
grain boundaries. The pronounced decrease in Cd con-
centration in the accumulations located near the grain
boundaries can result from both the removal of the Cd
layer by ion etching and the impossibility of determin-
ing it due to a highly charged surface. The area associ-
ated with the formation of the insulator phase (4) there-
with decreases.

Laser irradiation of a CdTe polycrystalline surface
also results in the formation of a well-pronounced tel-
lurium film (1) (Fig. 1b). This indicates that, under the
high-energy laser irradiation, evaporation or tearing of
atoms from the polycrystalline surface is more intense
SEMICONDUCTORS      Vol. 35      No. 6      2001
for cadmium than for tellurium. Cadmium (2) is mostly
concentrated at the grain boundaries. Further accumu-
lation of Cd can occur in the laser-induced grain pores
and in the macroregion (2). The irradiated surface also
contains a considerable number of carbon atoms (5)
mainly located in the vicinity of cadmium accumula-
tions, which are regions of enhanced concentrations of
defects. Carbon atoms may be “fired” by laser irradia-
tion into the CdTe polycrystalline surface layer and
then diffuse to sinks. A more stoichiometric pattern,
similar to that of a virgin sample, is observed after the
etching of an approximately 3-µm-thick layer from the
irradiated surface (see Fig. 1d) where the background is
indicated by (3). As a result of the laser irradiation, the
fraction of surface area occupied by the insulator phase
noticeably decreases (compared to that of a virgin sam-
ple), thus testifying to the laser-induced improvement
in homogeneity of the CdTe layer.

Auger spectra of CdTe polycrystalline surfaces
were measured in the grain before (Fig. 2a, curve 1) and
after (Fig. 2a, curve 2) laser irradiation with an energy
density close to the melting threshold of the material.
The most pronounced peaks correspond to the tellu-
rium and cadmium. The peak amplitudes relate as
Cd/Te = 0.9, thus indicating that the original content of
the sample surface slightly differs from the stoichio-
metric one. The surface also contains small amounts of
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Fig. 2. (a) CdTe Auger spectra measured in the grain (1) before and (2) after irradiation with ruby laser pulses with an energy density
below 0.16 J/cm2; (b) photoconductivity spectra of CdTe polycrystalline layers (1) before and (2) after laser irradiation, and (3) after
the ion etching off of a ~3-µm-thick layer.
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carbon, chlorine, and indium. After irradiation, the ratio
of the peak amplitudes becomes Cd/Te = 0.75, which
means that the surface is enriched with tellurium. An
increase in the concentration of carbon, chlorine, and
indium at the surface is also observed.

Auger spectra measured at the grain boundaries of
unirradiated CdTe polycrystalline samples exhibit main
peaks similar to those obtained in the grain; whereas, in
the spectra measured closer to the grain boundary, the
main peak amplitudes show Cd/Te = 0.8 signifying that
the grain boundary is enriched with tellurium. The con-
centrations of chlorine, indium, and carbon are not
equal in the grain, at the grain boundaries, or close to
the grain boundary. The impurity concentration at the
grain boundaries slightly exceeds that in the grain and
close to the grain boundary. Laser-induced changes in
the Cd/Te peak ratio and in the content of impurities are
similar to those observed for the spectra measured in
the grain.

We have also studied the dependence of photoelec-
tric properties of CdTe polycrystalline samples on the
composition of the surface layer. Figure 2b shows the
photoconductivity spectra obtained before (curve 1)
and after (curves 2, 3) the laser treatment. It is obvious
that an increase in the photosensitivity of the samples
results from laser treatment with an energy density
close to the melting or damage threshold of the material
(Fig. 2b, curve 2). Alongside this, the resistance of sam-
ples decreases by a factor of 100. After the Te film has
been rinsed in a 1% solution of KOH in methanol, the
photosensitivity of the samples drops, whereas their
“dark” and “light” resistances are still 10 times lower
than those of the virgin layers. After the ion etching off
of a layer ~3 µm thick, the photosensitivity of the sam-
ple decreases but still exceeds the initial value (Fig. 2b,
curve 3). The increase in photosensitivity stems from
the fact that, under laser irradiation, the CdTe polycrys-
talline layer becomes covered with a Te film, which
gives rise to recombination barriers that separate non-
equilibrium charge carriers [1, 2]. According to our pre-
SEMICONDUCTORS      Vol. 35      No. 6      2001
vious study [2], the growth of photosensitivity
observed after the Te film etching may be connected
with an increase in the concentration of both r centers
and deep attachment levels. An increase in concentra-
tion of the deep attachment levels compensating the
r-centers is possibly caused by Cd formation or by
chlorine or indium release from accumulations, which
give rise to shallow-level hydrogen-like donor centers
in CdTe [3]. Laser-induced growth in chlorine and
indium concentrations is confirmed by the results of
Auger spectroscopy of the surface (Fig. 2a). The
increase in photosensitivity resulting from etching off
of the 3-µm layer may be associated with an increase in
chlorine and indium concentrations, as well as with a
laser-induced improvement in homogeneity of the
polycrystalline surface.

To summarize the aforesaid, the analysis of the
Auger spectra obtained in the experiment reveals that
the laser irradiation of CdTe polycrystalline layers
cleans their surfaces from the insulator phase and mod-
ifies the stoichiometry of a surface layer ~3 µm thick.
The removal of this layer leads to an improvement in
the homogeneity of the polycrystalline surface. Since
etching off a 3-µm layer produces a drastic decrease in
concentration and even disappearance of carbon from
the irradiated surface, we managed to estimate the
depth of carbon penetration into the polycrystalline
layer to be several micrometers.
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Abstract—A new method for measuring the diffusion length and the lifetime of minority charge carriers in
semiconductor crystals was developed and implemented. The method is based on the detection of surface elec-
tron-induced potential in semiconductors and its phase shift in relation to the coordinate of probing in reference
to the barriers. Experimental results of determining the electrical parameters of semiconductors by an example
of silicon p–n junctions are reported. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The diffusion length L and the lifetime τ of nonequi-
librium charge carriers are the most important charac-
teristics of semiconducting materials. A method based
on detecting the electron-beam-induced current (EBIC)
in a scanning electron microscope (SEM) system is
widely used for measurements of the above character-
istics and for the direct observation of local crystallo-
graphic and other electrically active defects in semicon-
ductors [1, 2]. The theory of the EBIC method is devel-
oped fairly well for semiconductor structures with p–n
junctions and Schottky barriers; however, this method
has a limited practical implementation. Its main draw-
backs include the necessity for contacts to the sample,
the presence of barriers separating the charge carriers,
and the need to know a priori some of the semiconduc-
tor parameters. Detection of cathodoluminescence in a
SEM is a noncontact method; however, silicon, widely
used in microelectronics, does not possess cathodolu-
minescent properties.

We believe that it is topical and promising to use the
method of the surface electron-induced potential
(SEIP) for noncontact nondestructive local measure-
ments of L and τ; this method has been previously
developed for visualization of electrical inhomogene-
ities in crystals [3–5]. In this paper, we describe the
basics of measuring L and τ by this method and report
the first experimental results.

EXPERIMENTAL

The new method is based on the noncontact detec-
tion of variations in the surface (or barrier) potential
that arise during the irradiation of a semiconductor
1063-7826/01/3506- $21.00 © 20718
object with the SEM electron beam. The experimental
layout is schematically represented in Fig. 1. A semi-
conductor crystal (e.g., p-Si) is typically grounded
from the bottom by table M2 of SEM, whereas the
upper crystal surface remains free. When the semicon-
ductor is irradiated with the SEM electron beam (e. b.),
the nonequilibrium charge carriers generated in a
microvolume (g. v.) are separated in the surface space-
charge region (SCR) and affect the band bending at the
crystal surface; as a result, the surface potential is
changed by ∆V. Variations ∆V depend on the local elec-
tronic properties of the surface and on fundamental

e. b.

M1
R PA

SCR g. v.

p-Si

I

M2

Fig. 1. Schematic representation of detection of the surface
electron-induced potential in a SEM. The generation vol-
ume (g. v.) of the charge carriers is represented arbitrarily.
The abbreviation e. b. stands for electron beam.
001 MAIK “Nauka/Interperiodica”
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Fig. 2. Images of an n-Si wafer with local areas having the p-type conductivity. The images were obtained (a) using the secondary
electrons; (b) in the differential SEIP mode, with the signal being detected from the top surface of the sample; (c) in the same mode
as (b) but with the signal detected from the bottom surface; and (d) using the detection with a lock-in amplifier.
parameters of semiconducting material. A metal ring R
playing the role of a detector is installed about 0.5 mm
from the surface; the SEIP signal is derived from this
ring. Transmission of the ∆V signal in such a configu-
ration is accomplished via the capacitive coupling
between the irradiated area of the crystal surface and
the ring electrode. The induced signal from the detector
is fed first to a charge-sensitive preamplifier (PA) and
then to measuring devices or to the SEM display.

Basically, it is also possible to detect the SEIP signal
from the rear (bottom) surface of the crystal. In that
case, the upper crystal surface irradiated with the elec-
tron beam is grounded using a metal contact M1 (see
Fig. 1), whereas the ac signal ∆V is detected by the
metal plate M2, which is now not grounded, via the
capacitance of insulating layer I. The signal polarity is
inverted in this configuration, and its magnitude
increases appreciably due to an increase in the coupling
capacitance. Still another advantage of detecting the
signal via the bottom unirradiated surface of the sample
is related to a decrease in the contribution of the sec-
ondary and reflected electrons; this contribution is
appreciable when the signal is detected with the upper
ring electrode. This statement is illustrated by the
microphotographs in Fig. 2 showing the images of the
n-Si crystal surface with local p-type areas doped with
boron. The photographs demonstrate the potentials of
noncontact visualization of electrically active inhomo-
geneities in the crystal and the spatial distribution of an
implanted impurity that forms planar p−n junctions in
the silicon wafer. Photographs 2b and 2c were obtained
without gating the electronic probe, whereas photo-
graph 2d was obtained in the gating mode.
SEMICONDUCTORS      Vol. 35      No. 6      2001
We now consider the potentialtities of the SEIP
method for measuring the parameters L and τ. If the
p−n junction or the Schottky barrier is located in the
plane perpendicular to the irradiated crystal surface, the
detected SEIP signal ∆V (scanning in the direction X
starting from the p−n-junction boundary) is given to the
first approximation by [6]

(1a)

or

(1b)

where C is the capacitive coupling coefficient for the
detector [3, 5]; β = kT/q is the thermal potential; Geff =
G0S/(1 + S) is the effective generation rate of excess
charge carriers, with G0 = (E0/Eeh)(1 – k), S denoting the
reduced surface-recombination rate for charge carriers,
E0 standing for the energy of primary electrons, Eeh denot-
ing the energy needed for generation of an electron–
hole pair, and k standing for the fraction of the reflected
electron probing-beam energy; I0 is the probe current;
Is is the saturation reverse current of the p−n junction;
and ∆n and N0 are the concentrations of the nonequilib-
rium and majority charge carriers, respectively. The
“+” sign corresponds to the surface depletion layer (or
to the layer with a slight inversion) for the n-type,
whereas the “–” sign corresponds to the same for the
p-type. As can be seen from expression (1), the curve
∆V = f(L) is nonlinear; therefore, it is impossible to
determine L from the exponential dependence as is
accepted in the widely used classical EBIC method

±∆V Cβ 1 GeffI0/Is( ) X/L–( )exp+[ ]ln=

±∆V Cβ 1 ∆n/N0( ) X/L–( )exp+[ ] ,ln=
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(see, for example, [1, 7]). In addition, expression (1)
includes a number of the a priori unknown parameters,
such as G, Is, C, and S, which also precludes the calcu-
lation of L directly from formula (1). In this situation, it
is reasonable to use the approach in which the mea-
sured quantity remains constant when several other
controlled experimental parameters change. For exam-
ple, this approach is used in the method of the constant
surface photovoltage which is recorded while the inten-
sity and spectrum of the optical irradiation of semicon-
ductor are varied [8].

In the situation we consider, this approach is applied
in the following way. We detect the dependences ∆V(X)
when the electron probe is scanned along the line X per-
pendicular to the p−n junctions with currents of I01 and
I02; in the obtained curves, we can always determine the
points X1 and X2 such that

i.e.,

(2)

Using Eqs. (1) and (2), we obtain a simple and
unique relationship for determining the quantity L, i.e.,

(3)

We note that the initially unknown quantities S, Is,
C, and Geff do not appear in Eq. (3), whereas determi-
nation of the quantity ∆X = (X2 – X1) does not require
the knowledge of the true distance between the mea-
surement point X and the p−n junction; rather, only the
absolute difference in the coordinates ∆X is required to
be known.

∆V1 I01X1( ) ∆V I02X2( ),  for  X1 2, L≥ ,=

∆V1 Cβ 1 GeffI01/Is( )+ X1/L–( )exp[ ]ln=

=  ∆V2 Cβ 1 GeffI02/Is( )+ X2/L–( )exp[ ] .ln=

I01/I02( )ln X2 X1–( )/L.=

50

40

30

20

10

0
4 6

X1 X, µm
8 10 12

X2

0

5

10

15

20

25

1

2

3

∆V, arb. units ∆ϕ, mrad

Fig. 3. Dependences of (1, 2) the SEIP signal ∆V and (3) the
phase shift ∆ϕ on the coordinate of probing for a silicon
p−n junction.
As for the measurements of the lifetime of the
minority charge carriers τ, the known method for deter-
mining τ from the EBIC signal decay in the case of
pulsed irradiation [9, 10] is inapplicable to the situation
under consideration since, first, the decay ∆V(t) is not
purely exponential and, second, the input impedance of
the preamplifier is too high (the passband is 100 kHz),
which prevents the lifetimes of τ < 10 µs from being
measured. An alternative to measuring the decay time
of the signal is the measurement of the phase shift ∆ϕ
between the irradiation pulse and the detected signal
maximum. This elegant method [7, 11] is almost insen-
sitive to the surface recombination rate and, more
importantly, is applicable when the modulation fre-
quencies of the electron probe f satisfy the condition
ωτ < 0.1 (ω = 2πf).

It has been shown previously [7, 11] that, if the
probe is scanned along the coordinate X perpendicular
to the p−n-junction plane, the phase-shift gradient
∆ϕ/∆X increases proportionally to τ in the region of
ωτ < 0.5, and the product Ldϕ/dx is a function of ωτ
alone; i.e., we have

(4a)

or, in a more accurate approximation,

(4b)

Thus, simultaneously measuring both the amplitude
and phase of the detected signal using a lock-in ampli-
fier with a phase output, we can determine L and τ from
relationships (3) and (4). We note that expressions (1)
and (4) may be used only in the small-signal mode
(when ∆V < β or ∆n/N0 ! 1).

RESULTS AND DISCUSSION

In Fig. 3, we show experimental curves of the
SEIP-signal decay in relation to the coordinate X that
indicates the distance between the measurement point
and the p−n-junction boundary; the electron-probe cur-
rents were I01 = 4 nA (curve 1) and I02 = 2 nA (curve 2).
We studied the emitter–base p−n junction of a silicon
bipolar transistor. The accelerating voltage of SEM was
20 kV, and the probe modulation frequency was f =
40 kHz. The SEIP signal was measured from the emit-
ter side; i.e., the values of τp and Lp were determined.

If we assume that ∆V1 = ∆V2 = 10 in Fig. 3, we have
∆X = X2 – X1 = 6.0 µm; in this range, the gradient of the
measured phase shift is equal to dϕ/dX = 2 mrad/µm.
Therefore, Lp = ∆Xln(I01/I02) = 8.7 µm and τp =
2Lp(dϕ/dX)ω–1 = 0.14 µs. Here, the condition ωτ < 1 is
satisfied; however, the value Dp ≈ 5.4 cm2/s calculated
from the relation L2 = Dτ is indubitably underesti-
mated. A similar discrepancy has been observed previ-
ously [11, 12]; in order to clarify the origin of this dis-
crepancy, a further consideration and the method cor-

dϕ /dX ωτ/2L ωL/2D ω τ/2 D= = =

Ldϕ /dX 0.62 ωτ( )1/2 1 2.8 ωτ( ) 3/2–+[ ] 1/3–
.=
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Fig. 4. Dependences of (1, 2) the SEIP signal ∆V and (3) the phase shift ∆ϕ on the coordinate X for a silicon p–i–n diode.
rection are required. One of the drawbacks consists in
the fact that, in the calculations in this study, we used
relationship (3) derived for induced current rather than
for potential described by formula (1a). A negative con-
tribution of relaxation of capacitances in the measure-
ment channel and the diffusion capacitance of the p−n
junction is also possible. All these factors should be
taken into account when developing the suggested
method.

It is important for these measurements that the con-
dition ∆n/N0 ! 1 be satisfied. If this requirement is ful-
filled, expression (1b) may be written as

(5)

it is for this case that formula (4a) was derived. Gener-
ally, the density of nonequilibrium charge carriers ∆n is
expressed in terms of the generation rate for electron–
hole pairs G and the lifetime of the minority charge car-
riers τ [13] as

(6)

where q is the elementary charge, V0 is the generation
volume in the crystal, and η the coefficient of reflection
of electrons with the mean energy . The volume V0 in
which the density of nonequilibrium charge carriers is
estimated depends on the generation volume governed
by the reduced penetration depth of primary electrons
R0 (thereby, by their energy E0) and by the diffusion

length L of the charge carriers. V0 = (4/3)π  for small
L (L & R0), whereas V0 = (4/3)πL3 for large L (L > R0,
as is the case, e.g., for Si). Assuming that, in our exper-
iments (E0 = 20 keV, I0 = 10–9 A, and η(Si) = 0.8), L =
15 µm and τ = 10–6 s, we obtain ∆n = 1016 cm–3,

∆V Cβ 1 ∆n/N0( ) X/L–( )exp+[ ] ;=

∆n Gτ I0E0/EehqV0( ) 1 ηE/E0–( ),= =

E

R0
3
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whereas N0 * 1018 cm–3 in the studied samples; i.e., the
requirement ∆n/N0 ! 1 was fulfilled.

The results of experiments with another object
(a silicon p–i–n diode) are shown in Fig. 4. In this case,
the measurements were performed for the Si surface
areas with the p-type and n-type conductivity; the cen-
tral i-type part of the junction (the region of ~10 µm in
extent with intrinsic conductivity) was excluded from
measurements. During the measurements, the SEM
accelerating voltage was 20 keV, the modulation fre-
quency of electron probe was f = 40 kHz, and the probe
currents were I01 = 2 nA (curve 1) and I02 = 1 nA
(curve 2). Curve 3 represents the measured phase shift
∆ϕ as a function of the coordinate X in the p and n
regions of the p–i–n diode. The semiconductor param-
eters determined from the curves in Fig. 4 are Lp =
14.3 µm, Ln = 21.4 µm, τp = 0.75 µs, and τn = 0.4 µs.

Despite the fact that the method has a number of
limitations, its merits are obvious. If the method is fur-
ther improved, its flaws can be remedied to a large
extent.
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Abstract—To clarify the importance of the quantum confinement effect in wide doped quantum wells, Shub-
nikov–de Haas oscillations in modulation-doped GaAs:Si structures are investigated in detail. It is demon-
strated that quantum confinement manifests itself even in structures where the mean free path is only one-third
of the well width. © 2001 MAIK “Nauka/Interperiodica”.
It is known that the quantum Hall effect (QHE) is
characteristic of two-dimensional (2D) systems and
originates from the special features in the energy spec-
trum and the localization phenomena specific to the 2D
charge carrier system in a magnetic field [1]. However,
recent publications [2, 3] report the observation of the
QHE in the samples with wide (~100 nm) heavily
doped quantum wells (QWs), where the well width d
exceeds the mean free path l by as much as a factor of 3.
These results were interpreted [2, 3] as a first observa-
tion of the QHE in a system with the three-dimensional
(3D) spectrum. It is believed [2, 3] that a strong elec-
tron–electron interaction is the physical factor that
causes the quantization of the Hall voltage in this case.

On the other hand, it is possible that the QHE in the
structures of this type is due to the quantum confine-
ment of the charge carriers, even though l < d.

In order to clarify the role of the quantum confine-
ment in the wide doped QWs, in this study we investi-
gated in detail the temperature, field, and angle depen-
dences of Shubnikov–de Haas oscillations in the struc-
tures similar to those considered previously [2, 3].

The samples under study were grown by molecular-
beam epitaxy on semi-insulating GaAs(100) substrates
and contained the following layers: an undoped GaAs
buffer (0.6 µm), a short-period GaAs/AlGaAs superlat-
tice, an n–-GaAs layer (1 µm), a heavily Si-doped GaAs
layer of thickness d = 100 nm, and an n–-GaAs layer
(1 µm). Note that, in the temperature range T < 10 K
(where the Shubnikov–de Haas oscillations were exam-
ined and the Hall concentration was determined), most
of the carriers in the n–-layers are frozen out (captured
by donors), and the conductance of these regions is
negligibly low in comparison to the conductance of the
heavily doped layer. The magnetoresistance and its
field-strength derivative dρ/dB were measured in the
fields up to 6 T in the temperature range of 1.5–20 K.
A modulation technique was used to measure dρ/dB.
1063-7826/01/3506- $21.00 © 0723
Several samples with different carrier densities from
6 × 1011 to 2.5 × 1012 cm–2 were investigated. In this
paper, we report the results obtained for one samples
with the electron density ne = 1.6 × 1012 cm–2 and
mobility at T = 1.5 K, µ = 2400 cm2 V–1 s–1 (these values
were determined from the field and temperature depen-
dences of the resistance and the Hall coefficient). In the
3D case, the electron free path length l = ("µ/e)(3nπ2)1/3 =
27 nm, so that d ≈ 3.7l. Thus, the electron density and
mobility and the ratio l/d ≈ 0.3 are all close to the values
of these parameters in the structures where the QHE
was observed [2, 3].

Figure 1 displays the magnetic-field dependences of
the resistance and its derivative with respect to the mag-
netic field for different orientations of the field relative
to the direction of the current j and the normal n to the
plane of the structure. The negative magnetoresitance
observed in the entire range of magnetic fields is related
to the contribution from electron–electron interaction
and, for B & 0.5–1 T, to the interference correction to
the conductance [4]; this issue will not be discussed in
this paper. We emphasize that the oscillation amplitude
and the positions of peaks depend strongly on the ori-
entation of the magnetic field relative to the plane of the
structure and virtually do not depend on the field orien-
tation relative to the direction of the current. Such a
behavior of the Shubnikov–de Haas oscillations cannot
be explained in the model of the 3D isotropic motion of
the charge carriers (anisotropy of the GaAs conduction
band is negligibly small); even this points to the impor-
tance of quantum confinement.

To quantitatively analyze the magnetoresistance
oscillations, let us consider the corresponding Fourier
spectra (Fig. 2). One can see that the spectrum of

ρ⊥ (B || n) features, along with the main peak at  =
3 × 1012 cm–2, several components with smaller k2. It
should be noted that, using the 3D model to calculate

k1
2
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the carrier concentration corresponding to , one

obtains the value n3D = 1.8 × 1017 cm–3, which differs
significantly from the value ne/d = 1.6 × 1017 cm–3

determined from the Hall-effect data. In contrast to the
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Fig. 1. (a) Magnetoresistance and (b) its derivative with
respect to the magnetic field for different magnetic field ori-
entations relative to the plane of the structure and the direc-
tion of the current; T = 1.5 K.

Fig. 2. Fourier spectra of the experimentally measured ρ(B)
dependences (solid lines) and of the calculated dependences
of the density of states at the Fermi level (dashed lines):
(a) B || n and (b) B ⊥  n and B || j (n denotes the normal to
the plane of the structure).
Fourier spectrum of ρ⊥ , the spectrum of the ρ|| oscilla-
tions (B ⊥  n) features only one peak, whose position

 = 1.3 × 1012 cm–2 differs considerably from . The
discrepancy between n3D and ne—the difference in the
positions of the main peaks in the Fourier spectra of
oscillations ρ⊥  and ρ||—and the appearance of addi-
tional components in the spectrum of ρ⊥  cannot be
explained in the context of the 3D model.

Let us analyze the results obtained taking the quan-
tum confinement into account. We consider a simple
model where the smooth part of the average donor
potential is represented by a square potential well of
width d = 100 nm, the Fermi level outside the well is
fixed at 5 meV below the bottom of the conduction
band (5 meV is the ionization energy of the shallow-
level donors in GaAs), and the depth of the well is cho-
sen in such a way that the total electron density in all
subbands is equal to ne. The calculation of the energy
spectrum for the electron effective mass of 0.067m0
results in the well depth U = 21 meV; in such a well,
five quantum-confinement subbands exist [5]. The sub-
band energies Ei measured from the bottom of the well

and the values of  at the Fermi level are given in the
table. The self-consistent solution of the Schrödinger
and Poisson equations yields almost the same values
for these parameters.

We assume that the magnetoresistance oscillations
are proportional to the oscillations in the density of
states at the Fermi level. The broadening of the density
of states maxima is taken into account phenomenolog-
ically, assuming that the broadening of each state is
described by a Gaussian. The broadening magnitude
∆ = 3.5 meV is chosen in such a way that the calculated
oscillation amplitude is close to that determined exper-
imentally.

Under a magnetic field perpendicular to the plane of
the structure, each quantum-confinement subband is
split into a series of zero-dimensional Landau levels
and the density of states is the sum of the contributions
from the Landau levels of different subbands. The Fou-
rier spectrum of the oscillations in the density of states
at the Fermi level calculated in the frame of this model
is plotted by a broken line in Fig. 2a. It can be seen that
the calculated curve is close to the experimental one:
there is a main peak with k2 = 2.7 × 1012 cm–2 and sev-
eral peaks with a lower k2. We believe that the differ-
ence in the spectral positions of the peaks in the two
curves is related to the approximations made in the
rough model adopted here: the square shape of the
potential well and the equal magnitude of the Landau
level broadening independent of the magnetic field
strength as well as the number of the subband (we note
that, according to [6], consideration of the magnetic-
field dependence of the broadening magnitude ∆ does
not change significantly the Fourier spectrum of the
oscillations).

k2
2 k1

2
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2
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Fig. 3. (a) Derivative dρ/dB for different orientations of the magnetic field (the dashed lines show the oscillation envelope curves
and the arrows show the angular shift of the oscillation maxima); the angle θ between the direction of the magnetic field B and the
normal n to the plane of the structure equals (1) 0°, (2) 19°, (3) 39°, (4) 54°, and (5) 90°. (b) The same quantity in the range of field
strengths and orientations where the most pronounced nonmonotone behavior of the angular dependence of the oscillation amplitude
was observed.
We next consider, in the context of this model, oscil-
lations in a longitudinal magnetic field (B ⊥  n). In this
case, the calculation of the electron energy spectrum is
reduced to the solution of the problem of the electron
under a combined potential of the square well and the
magnetic parabolic potential [5]. The energy of each
state depends on the momentum kH in the magnetic
field direction and the position x0 of the cyclotron-orbit
center. This dependence was calculated numerically,
and then, after the summation over all states, the den-
sity of states at the Fermi level D(EF, B) was deter-
mined. The Fourier spectrum for D(EF, B) is shown by
a broken line in Fig. 2b. One can see that this spectrum
exhibits a single broad peak characterized by the funda-
mental field BF = (c")/(2ek2) significantly lower than
that for the main peak in the case B || n, which is con-
sistent with the experimental results (see Figs. 2a, 2b).
A certain difference in the positions of the peaks in the
calculated and experimentally measured spectra for the
case B ⊥  n is, in our opinion, again related to the rough
model approximations made.

In our view, the effect of the quantum confinement
manifests itself most vividly in the angular dependence
of the Shubnikov–de Haas oscillation amplitude
A(B, ϑ). The oscillation amplitude for a given field was
defined as the difference between the envelope curves
drawn through the oscillation maxima and minima (in
Fig. 3a, the envelope curves are plotted by broken
lines). The angular dependences A(B, ϑ) derived in this
way for different magnetic fields are shown in Fig. 4.
One can see that in low fields the oscillation amplitude
decreases very rapidly with the angular deviation of the
field from the normal and oscillations vanish even for
SEMICONDUCTORS      Vol. 35      No. 6      2001
ϑ  = 20°. Under magnetic fields of intermediate strength
(B = 2–3 T), the angular dependence of the oscillation
amplitude is nonmonotonic. In high fields, the ampli-
tude decreases steadily by a factor of nearly 3.5. Such
behavior of A(B, ϑ) clearly indicates that the observed
oscillations result from a superposition of several con-
tributions with different periods and angular depen-
dences. In the case under study, these contributions
come from different quantum-confinement subbands.

Thus, the dependences of the amplitude of the oscil-
lations and the shape of their Fourier spectra on the ori-
entation of the magnetic field with respect to the plane
of the structure are inconsistent with the 3D model but
can be explained if the quantum confinement of the
electron gas is taken into account.

At first glance, the shift of the oscillation maxima to
the lower fields with the change of the magnetic field
orientation from B || n to B ⊥  n (see Fig. 3a) contradicts
the existence of the quantum confinement, since a high-
field shift should occur in the purely 2D case. However,
for a wide well, the observed oscillations result from
the sum of the contributions from different subbands,

Table

i Ei, meV , 1012 cm–2

0 0.45 2.8

1 1.8 2.6

2 4 2.2

3 7 1.6

4 11 0.9

ki
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each with its own period and angular dependence. This
can lead both to the nonmonotone angular dependence
of the oscillation amplitude (mentioned above) and to
the shift of the net oscillation peaks to lower fields.
Unfortunately, to our knowledge, there are no studies
where the electron spectrum in a wide square potential
well under a magnetic field of arbitrary orientation is
calculated. Thus, we consider the closely related prob-
lem of the spectrum of a parabolic QW for which the
solution for an arbitrary field orientation exists [7]. The
parameters of the parabolic well should be chosen in
such a way that, at a zero field, the characteristics of the
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Fig. 4. Dependences of the Shubnikov–de Haas oscillation
amplitude on the angle between the direction of the mag-
netic field B and the normal n to the plane of the structure
for different magnetic field strengths.

Fig. 5. Oscillations in the density of states at the Fermi level
calculated for different magnetic field orientations in the
parabolic-well approximation under the following assump-
tions: four quantum-confinement levels are occupied, the
energy position spacing between them E01 = 3 meV, the
Fermi level position measured from the bottom of the well
EF = 11 meV, and the level broadening ∆ = 1.9 meV. The
angle θ between the direction of the magnetic field B and the
normal n to the plane of the structure equals (1) 0°, (2) 13°,
(3) 26°, (4) 39°, (5) 52°, (6) 65°, and (7) 78°.
energy spectrum and the number of the occupied sub-
bands are close to those in the structures under study.
The oscillations of the density of states at the Fermi
level calculated in terms of such a model are plotted in
Fig. 5. One can see that, for the chosen parameters of
the parabolic well, the maxima in the net density of
states at the Fermi level shift to the lower, rather than to
the higher fields.

Thus, the results presented in this paper demonstrate
that, even though in the structures under study the well
width exceeds the electron free path length by a factor
of 3–4, the effect of quantum confinement is evident.
Therefore, one more explanation for the appearance of
the QHE in similar structures can be given. In the field
range of B > 6–10 T, where the QHE was observed [2],
only a few 2D Landau levels remain below the Fermi
level. In contrast to the conventional 2D systems, they
are not the Landau levels with different magnetic quan-
tum numbers; rather, they are the lowest Landau levels
from different quantum-confinement subbands. The
states lying between these subbands can be localized
similarly to the conventional 2D case.
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Abstract—The effect of miniband formation in superlattices on the selection rules for optical transitions has
been analyzed by studying the polarized hot electron luminescence (HEL). Two regions can be distinguished
in the range of variation of miniband parameters in superlattices, each characterized by its own selection rules.
The specificity of the selection rules for each of the regions is manifested in the linear and circular polarization
of the PL, the distribution of photoexcited electrons over quasi-momenta, and the behavior of photoelectrons in
the magnetic field. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The light emitted in radiative recombination of hot
electrons in III–V semiconductors is polarized if the
exciting radiation is polarized. The absorption of lin-
early polarized light leads to the momentum alignment
of photoexcited electrons and holes [1–4]. The recom-
bination of momentum-aligned electrons gives rise to a
linearly polarized hot electron luminescence (HEL).
The degree of linear polarization of the luminescence
for electrons with wave vector K = (kx, ky , kz), recom-
bining with heavy holes, can be written as [2]:

(1)

The degree of linear polarization of radiation propagat-
ing along the z direction is given by ρl = (Ix – Iy)/(Ix +
Iy), where Ix and Iy are the intensities of light with polar-
ization vector elum directed along the x and y axes,
respectively. Thus, electrons recombining with heavy
holes emit light with preferential polarization perpen-
dicular to the projection of the wave vector K onto the
(x, y) plane.

Similar effects of the momentum alignment have
been observed recently in GaAs/AlGaAs quantum
wells (QWs) [5–10], and considered theoretically in
[11]. The specificity of the momentum alignment of 2D
electrons, in distinction to the 3D case, manifests itself
in the strong dependence of the HEL polarization on
the kinetic energy of photoexcited electrons in QWs.
The degree of linear polarization in QW structures var-
ies between ρl = 0 for electrons with zero kinetic energy
and ρl ≈ 0.5 for those with kinetic energies exceeding
the electron energy of the first confined state. A quali-
tative dependence of the linear polarization on the

ρlk
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2 kx
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2 ky

2 2kz
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kinetic energy of electrons generated in QWs can be

obtained from relation (1) by replacing  with 〈 〉  ∼
(π/L)2 ~ 2mcE1/"2, where L is the QW width, mc is the
electron effective mass, and E1 is the first electron con-
finement energy.

The absorption of circularly polarized light leads to
spin orientation of photoexcited electrons and circular
polarization of the luminescence. It seems at first
glance that, at the instant of excitation, the spin of an
electron excited in the interband absorption of circu-
larly polarized light must be aligned with the incident
beam, i.e. with the angular momentum of the exciting
photon. What actually happens is that the spin of pho-
toexcited electrons in a bulk sample has a lateral com-
ponent perpendicular to the beam [2]. This component
S⊥  is described by the expression

(2)

where K⊥  is the lateral component of the wave vector
perpendicular to the exciting beam, and β is a coeffi-
cient. This effect, named spin–momentum correlation,
stems from the complex structure of the valence band.
For the same reasons, electrons with lateral spin con-
tribute to the circular polarization of HEL. This contri-
bution is proportional to (S⊥  · K⊥ ). Here K⊥  refers to the
instant of emission, and in relation (2), to the instant of
excitation. The z-axis-aligned magnetic field caused
rotation of the vector K⊥  and precession of the spin S⊥ .
Since the rotation and precession velocities differ (in
GaAs, the angular velocity of K⊥  is higher), the scalar
product (S⊥  · K⊥ ) decreases with increasing field, and,
correspondingly, the HEL circular polarization
decreases. It is precisely this effect that has been
observed in bulk GaAs samples [12], thereby furnish-
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ing direct experimental evidence of the spin–momen-
tum correlation. However, this effect is absent in QW
structures during absorption of light directed perpen-
dicular to the plane of the well [7]. This is due to the
absence of "kz in QWs.

The magnetic field affects the linear polarization of
the HEL during linearly polarized excitation. In bulk
GaAs, the momentum distribution function of electrons
rotates around the axis coinciding with the direction of
the field vector B. Consequently, the degree of linear
polarization of HEL is modified, unless the B direction
coincides with the symmetry axis of the electron
momentum distribution [2, 4]. In a QW, the lateral elec-
tron motion (in the xy-plane) corresponds to free elec-
tron motion with isotropic effective mass. Therefore,
the magnetic field B || z (Faraday configuration) rotates
the electron momentum distribution about the z-axis. In
this case, the Stokes parameters for the linear polariza-
tion in a QW are described in the same way as those in
a bulk semiconductor [6, 7]. However, in the Voigt con-
figuration (B perpendicular to the direction of light
propagation), the effect of the magnetic field on the lin-
ear polarization differs significantly for bulk samples
and QWs. In bulk GaAs, the linear polarization is mod-
ified with increasing magnetic field, whereas in QWs
the polarization is independent of the B magnitude if
the electron magnetic length exceeds the QW width [7].

It can be concluded that the momentum alignment
and spin orientation of hot electrons, and also their
behavior in an external magnetic field differ substan-
tially for the cases of bulk samples and samples with
QWs. The most important qualitative distinctions are
listed below (for QWs, normal orientation of the excit-
ing beam with respect to the QW plane is assumed).

(i) In bulk samples under linearly polarized excita-
tion, the linear polarization of luminescence depends
only slightly on the kinetic energy of the photoexcited
carriers. In QWs, the linear polarization vanishes when
the kinetic energy approaches zero.

(ii) In bulk samples under linearly polarized excita-
tion in the Faraday configuration, the circular polariza-
tion of HEL depends on the magnetic field because of
the breakdown of the spin–momentum correlation. In
QWs, there is no such dependence, the spin–momen-
tum correlation being absent.

(iii) In bulk samples studied in the Voigt configura-
tion, the magnetic field affects the linear polarization of
HEL. In QWs in the same geometry, the magnetic field
does not affect the linear polarization of HEL if the
magnetic length exceeds the well width.

The results of previous studies [13–15] show that
the polarization properties of HEL in superlattices
(SLs) differ from the properties of both bulk samples
and QWs. In this report, we generalize these results for
the case of a smooth transition from 2D (isolated QWs)
to 3D (bulk GaAs) systems.

In the second section of the paper, the samples stud-
ied and the experimental methods used are described.
The results obtained in studying the dependence of the
HEL polarization on the kinetic energy of photoexcited
electrons and the restoration of the spin–momentum
correlation in SLs are presented in Section 3. It is
shown that the polarization characteristics of narrow-
miniband SLs are well described in the tight-binding
approximation, and the applicability limit of this
approximation is determined experimentally. In Sec-
tion 4, we discuss the behavior of the linear polarization
of HEL in an external magnetic field in the Faraday and
Voigt configurations.

2. EXPERIMENTAL 

The samples were grown by MBE on (100) GaAs
substrates. The GaAs QW width L was the same
(~40 Å) in all the samples. The energy width of the
electron minibands was determined by the varied width
of the (AlxGa1 – xAs) barriers, b, and by the varied Al
content x (i.e., by the barrier height). The central part of
wells L/2 was doped with beryllium (NBe ≤ 1018 cm–3),
with the regions adjoining the interfaces remaining
undoped. The number of periods in each sample
was 60.

Hot carriers were excited by radiation of He–Ne and
Kr-ion lasers, and also dye (R6G and DCM) and
Ti−sapphire lasers pumped by an Ar+-ion laser.
The  luminescence was detected with DFS-24 and
SPEX 1404 spectrometers equipped with cooled
FÉU-79 and GaAs-FÉU photomultipliers, respectively,
and a conventional photon counting system. Studies of
HEL in the back-reflection configuration were done
with the exciting and reflected beams perpendicular to
the (001) plane of the structure. The measurements in
magnetic fields of up to B ≤ 10 T were performed in the
Faraday and Voigt configurations.

All the experimental data were obtained under exci-
tation by linearly or circularly polarized light. In the
former case, the electric vector of the laser radiation eexc
was aligned with the [110] axis of the sample. The
degree of linear polarization of the HEL was deter-
mined using the relation ρl = (I|| – I⊥ )/(I|| + I⊥ ), where I||
and I⊥  are the intensities of luminescence polarized par-
allel (elum || eexc) or perpendicular (elum ⊥  eexc) to the
polarization of the exciting light, respectively. In the
Voigt configuration, the linear polarization was also
measured under circularly polarized excitation (see
Section 4). In this case, I|| and I⊥  were defined as inten-
sities with polarization (elum || B) and (elum ⊥  B), respec-
tively. The degree of circular polarization of the
HEL was determined using a similar expression ρl =
(I+ – I–)/(I+ + I–), where I+ and I– are, respectively, the
intensities of likewise and oppositely (with respect to
the polarization of the exciting light) circularly polar-
ized luminescence.

The HEL polarization curves were taken at temper-
ature T = 4 K and moderate pumping density P =
SEMICONDUCTORS      Vol. 35      No. 6      2001
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10−15 W/cm2. Thus, the HEL spectrum was formed by
the recombination of photoexcited electrons with holes
bound at neutral acceptors (transitions of the type
1hh  1c  A0). For all the samples, the HEL spec-
tra consisted of a zero-phonon peak associated with
recombination of electrons at the generation point, and
its LO-phonon replicas. The kinetic energy of the pho-
toexcited electrons was found using the relation E =
"ωlum – (Eg – EA), where "ωlum and (Eg – EA) are the
experimental HEL and the edge luminescence quantum
energies, respectively. Here Eg is the band gap of the
superlattice, and EA, the acceptor ionization energy.

3. POLARIZATION OF HOT ELECTRON 
PHOTOLUMINESCENCE

3.1. Dependence of the Linear Polarization
of the HEL on the Kinetic Energy

of Photoexcited Electrons

Figure 1 shows the linear polarization ρl at the max-
imum of the zero-phonon HEL peak versus the electron
kinetic energy E for SLs with a varied Al content (x =
0.3–1) at a fixed barrier width of 6 Å (data set 1, blank
circles). For each case, calculated values of η = ∆G/∆
are given, where ∆ is the energy width of the first elec-
tron miniband, and ∆G is the energy gap between the
first and second minibands, calculated in terms of the
Kronig–Penney model. The electron miniband width ∆
is shown by a vertical arrow for each SL. For clarity, the
figure also presents the ρl(E) dependences obtained in
a GaAs/AlAs (40 Å/80 Å) structure with isolated QWs
(Fig. 1a, data set 2, black squares), and in bulk GaAs
(Fig. 1f, data set 2, black squares). The experimental
data for bulk GaAs are approximated by a dashed
straight line reproduced in all parts of Fig. 1. The ρl(E)
dependence for an SL with the highest barriers, x = 1,
(Fig. 1a) is approximated by a solid line also shown in
all the other parts (b–f) of Fig. 1.

Let us first consider the energy dependence of the
linear polarization for an SL with high barriers, i.e., with
x = 1 (Fig. 1a). In this case, the ρl(E) dependence is sim-
ilar to that observed in QWs, namely, the polarization
strongly depends on the kinetic energy of electrons, and
the slope of the dependence remains the same. How-
ever, in the QW structure, the polarization vanishes
when the energy approaches zero (see data set 2 and its
linear approximation in Fig. 1a), whereas in the SL ρl
is extrapolated to zero at an energy of 115 meV, which
is close to the calculated value of the electron miniband
width ∆ = 120 meV (see data set 1 and its linear approx-
imation in Fig. 1a). This behavior is accounted for by
the formation of an electron miniband in the SL, result-
ing in the quasi-3D motion of electrons.

In the discussed GaAs/AlAs SL (x = 1), the barriers
are high enough to justify the application of the tight-
binding approximation, which assumes that the over-
lapping of the electron and hole wave functions of
neighboring QWs is negligible [14]. In this case, the
SEMICONDUCTORS      Vol. 35      No. 6      2001
matrix elements for intersubband optical transitions
remain the same as those in an isolated QW, and the
HEL polarization in the SL depends only on the lateral
electron energy εk, similarly to what occurs in a QW. It
also follows that, similarly to the case of QWs, the
probability of the generation of electrons with the low-
est energy εk is the highest [11]. Hence, the photoex-
cited electrons with a total kinetic energy E < ∆ mainly
move along the SL direction (z-axis), and their lumi-
nescence is unpolarized. With increasing E, the lateral
energy εk becomes higher, while the energy of motion
along the SL remains unchanged, equal to ∆. This
results in the increase of the linear polarization of the
HEL. Alternatively, if the electrons are generated with
energy E substantially exceeding ∆, they move mainly
in the QW (xy) plane, and the degree of linear polariza-
tion ρl is close to that observed in QWs. Such a feature
of the energy dependence of the momentum distribu-
tion function for photoexcited electrons results in the
linear polarization ρl tending to zero when the energy E
decreases to a value coinciding with the first miniband
width ∆ (see data set 1 and the approximating line in
Fig. 1a). This effect allows an experimental determina-
tion of the electron miniband width in an SL.

Evidently, with increasing overlap of the wave func-
tions of electrons and holes localized in the neighbor-
ing QWs, the contribution from interwell optical transi-
tions cannot be neglected. A significant contribution of
these transitions affects the HEL polarization and may
indicate a deviation from the tight-binding approxima-
tion. As seen in Fig. 1, pronounced changes in the ρl(E)
dependence are observed for SLs with x ≤ 0.6, where
the reduction of the barrier height strongly modifies the
ρl(E) behavior. First, in the electron energy range 0 < E
< ∆, the degree of linear polarization is definitely non-
zero, and increases gradually. Second, the slope of the
ρl(E) dependence at E > ∆ gradually decreases with the
barrier height becoming lower. The strongest changes
are observed for a SL with x = 0.3 (data set 1 in Fig. 1f),
where the ρl(E) dependence is quite similar to that in
bulk GaAs (data set 2).

It follows from the data presented in Fig. 1 that the
contribution of interwell optical transitions cannot be
neglected when the width of the first electron miniband
∆ approaches the energy gap between the first and the
second minibands ∆G, that is, η ≈ 1 (x ≈ 0.6). Therefore,
η > 1 is a necessary condition for the applicability of
the tight-binding approximation for calculating the
matrix elements of interband optical transitions in SLs.
In what follows, we designate samples with x > 0.6 as
“narrow-miniband” superlattices, and those with x <
0.6, as “wide-miniband” SLs.

3.2. Restoration of the Spin–Momentum Correlation
in a SL

Another experimental result indicating a manifesta-
tion of the optical properties of bulk GaAs in superlat-
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tices, is that the spin–momentum correlation is restored
with increasing miniband width. As discussed above
(see the Introduction), the suppression of the circular
polarization ρc (under circularly polarized excitation)
in a longitudinal magnetic field indicates the existence
of a correlation between the spin and momentum of
photoexcited electrons.

Figure 2 presents the dependence of ρc on the mag-
netic induction B, taken in the Faraday configuration
for electrons with the kinetic energy E ≈ 80–100 meV.
For bulk GaAs, ρc decreases steeply with increasing B
owing to the breakdown of the spin–momentum corre-
lation. For “narrow-miniband” SLs, (x = 1, 0.8), ρc is
field-independent, as occurs in QWs, where the spin–
momentum correlation is absent because the "kz

momentum component is zero. This behavior of ρc(B)
is accounted for by the matrix elements of interband
optical transitions in the narrow-miniband SLs remain-
ing the same as those in the QW structures, since the
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Fig. 1. Linear polarization ρl at the maximum of the zero-
phonon HEL peak vs. kinetic energy of photoexcited elec-
trons, E, under excitation of various structures by linearly
polarized light. (1) GaAs/AlxGa1 – xAs (40 Å/ 6 Å) SLs with
varied Al content in the barriers (x = 0.3–1). The width of the
electron miniband ∆ for each structure is denoted by a ver-
tical arrow. (2) GaAs/AlAs (40 Å/80 Å) structure with iso-
lated QWs (a) and bulk GaAs (f). Experimental data for bulk
GaAs (f) and for the highest-barrier SL (x = 1) (a) are
approximated by, respectively, dashed and solid lines repro-
duced in all the graphs.
contribution of interwell transitions is negligible. How-
ever, taking these transitions into account restores the
spin–momentum correlation even in the tight-binding
approximation.

In the tight-binding approximation, the electron
wave functions in the conduction (Φ) and valence
bands (Ψ) are written as

where ϕ(z) and ψ(z) are the wave functions in an iso-
lated QW, a is the superlattice period, Q is the miniband
wave number, and k is the lateral wave vector in a QW.
In the tight-binding approximation, the matrix element
of the optical transition can be written as

(3)

(4)

Here, D is the dipole moment operator, and e is the vec-
tor of the exciting light polarization (for circular polar-
ization, D · e = Dx + iDy). Here we consider only the
terms describing the transitions from the valence to
conduction band inside a single well (f0 term) and

Φ eikρ ϕ z na–( )eiQna,
n

∑=

Ψ eikρ ψ z na–( )eiQna,
n

∑=

Φ D e⋅ Ψ〈 〉 f 0 f + Qa( )cos f – Qa( ),sin+ +∝

f 0 ϕ z( ) D e⋅ ψ z( )〈 〉 ,=

f ± ϕ z a+( ) D e⋅ ψ z( )〈 〉 ϕ z a–( ) D e⋅ ψ z( )〈 〉 .±=

bulk
x = 1.0
x = 0.8
x = 0.6
x = 0.5
x = 0.4
x = 0.3
x = 0.2

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0 2 4 6 8 10
B, T

ρc

Fig. 2. Circular polarization ρc at the maximum of the zero-
phonon HEL peak vs. magnetic field B, measured in the
Faraday configuration under excitation of SLs with x =
0.2−1 and bulk GaAs by circularly polarized light. The
kinetic energy of photoexcited electrons in the SL corre-
sponds to E ≈ 80–100 meV.
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between neighboring wells (terms including f±). The
last term in Eq. (3) is responsible for the spin–momen-
tum correlation, its sign reversing on replacing Q by
−Q. It is this term that gives the spin of a photoexcited
electron a contribution similar to that described by rela-
tion (2), with the factor ±kz replaced by ±Q.

When transitions into the first electron subband are
considered, ϕ(z) = ϕ(–z), the value of f– is nonzero only
if the ψ(z) function for holes contains an odd compo-
nent. Such a component is absent at k = 0 in the first
heavy-hole subband for a symmetric well. However, at
k ≠ 0 states with an angular momentum of +1/2 (–1/2)
(i.e., light-hole states) are admixed with states +3/2
(−3/2), with the odd contribution coming from the
light-hole subbands with even numbers.

A detailed calculation of the influence exerted by
the magnetic field on the circular polarization of HEL
in electron recombination via acceptor levels in the
Faraday configuration would require a knowledge of
the matrix elements of optical transitions, and, there-
fore, will not be performed here. Nevertheless, a gen-
eral agreement of the above-described pattern with the
experimental data follows from the fact that this influ-
ence becomes noticeable at the Al content x = 0.4 when
the energy of the second light-hole subband exceeds the
barrier height in the valence band, so that the overlap-
ping integral due to the admixture of these states
becomes significant. As follows from Fig. 2, the break-
down of the spin–momentum correlation in the mag-
netic field for SLs with x ≤ 0.4 is already comparable
with the same effect in bulk GaAs.

4. LINEAR POLARIZATION
OF HOT ELECTRON PHOTOLUMINESCENCE

IN A MAGNETIC FIELD

In this section, we analyze the behavior of photoex-
cited electrons in a magnetic field. In the Faraday con-
figuration, the magnetic field is aligned with the SL
axis and causes rotation of the lateral k vector, similarly
to the QW case. The wave vector of the motion along
the SL, Q, remains unchanged. This results in the depo-
larization of the HEL, and, by analogy with bulk GaAs
[2, 4] and QWs [6, 7], the linear polarization depends
on the magnetic field as

(8)

where ωc is the cyclotron frequency, and τ is the time in
which an electron leaves the initial energy state, corre-
sponding, in the case in question, to the time of scatter-
ing on an optical phonon. However, the effect of a mag-
netic field on the electron motion in QWs, narrow-
miniband SLs, and bulk GaAs is different when B lies
in the QW plane (Voigt configuration).

Figure 3a shows how the linear polarization ρl

depends on the magnetic field B in the Voigt configura-
tion for a GaAs/AlAs (40 Å/ 6 Å) SL with miniband
width ∆ = 120 meV, for two excitation energies. If the

ρl B( ) ρl 0( )/ 1 4ωc
2τ2+( ),=
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energy of excited electrons exceeds the miniband width
(E ≈ ∆) only slightly, electrons move mainly along the
SL (z-axis). In a transverse magnetic field, the vector Q
decreases, and the lateral component perpendicular to
the magnetic field, k⊥ , increases, so that total kinetic
energy of an electron E is conserved. This leads to a
substantial variation of the linear polarization (see
points 1, 1' in Fig. 3a), which depends on the anisotropy
of the momentum distribution in the QW plane. If the
magnetic field is aligned with the polarization of the
exciting beam (B || eexc), then the y-component of the
lateral momentum, perpendicular to the eexc vector,
increases; in accordance with relation (1), an increase
in polarization would be expected, and is observed in
the experiment (points 1'). If the magnetic field is per-
pendicular to the polarization vector (B ⊥  eexc), the kx

component increases, and the polarization decreases
(points 1). The solid and dashed lines in Fig. 3a repre-
sent calculations for the B || eexc and B ⊥  eexc configura-
tions, done in the tight-binding approximation with the
overlapping of the electron and hole wave functions
neglected [14]. As seen in Fig. 3b (points 3), the polar-
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Fig. 3. Linear polarization ρl at the maximum of the zero-
phonon HEL peak vs. magnetic field B, measured in the
Voigt configuration under linearly polarized excitation:
(a) GaAs/AlAs (40 Å/6 Å) SL: (1, 1') E ≈ ∆, (2, 2') E ≈ 2∆,
(1', 2') B || eexc, and (1, 2) B ⊥  eexc; solid and dashed lines:
calculated ρl(B) for B || eexc and B ⊥  eexc, respectively.
(b) bulk GaAs (3) and GaAs/AlAs (40 Å/80 Å) QW struc-
tures (4).
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ization in bulk GaAs also depends on the magnetic field
because of the rotation of aligned momenta about the
axis coinciding with the magnetic field direction; how-
ever, it can only decrease in this case. In QWs, the
polarization is independent of the field intensity, since
the magnetic length exceeds the QW width under the
experimental conditions (points 4 in Fig. 3b).

It should be noted that the effects of the magnetic
field on the linear polarization in SLs and in bulk GaAs
are similar when the kinetic energy of electrons
exceeds the energy width of the electron miniband only
slightly (E ≈ ∆). The experimental data presented in
Fig. 3a (points 2, 2') show that, with the electron kinetic
energy in SL doubled, the polarization dependence
becomes similar to that observed in QWs. This behav-
ior is accounted for by the fact that the lateral kinetic
energy εk grows when the total kinetic energy E of an
electron increases. When εk substantially exceeds the
energy width of the miniband, the change in the lateral

momentum "k by ~  becomes insignificant.

A striking experimental illustration of the specific-
ity of the quasi-3D electron motion in narrow-miniband
SLs is the emergence of linear polarization under unpo-
larized pumping in a magnetic field. Figure 4 presents
the ρl(B) dependences for QWs (data set 2), SLs with
x = 1 (data set 1), and bulk GaAs (data set 3). To deter-
mine the degree of linear polarization, two components
of the HEL intensity were measured: parallel (I||) and
perpendicular (I⊥ ) to the B vector. As for bulk GaAs, the
linear polarization of the HEL in SLs emerges in a mag-
netic field, the effect being zero in QWs. In a bulk semi-
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Fig. 4. Emergence of linear polarization ρl in magnetic field
B (Voigt configuration) under excitation by circularly polar-
ized light of (1) GaAs/AlAs (40 Å/6 Å) SL at E ≈ ∆,
(2) GaAs/AlAs (40 Å/80 Å) structure with isolated QWs,
and (3) bulk GaAs. The positive sign of ρl means that the
HEP polarization vector elum is preferentially aligned with
the magnetic field B; for a structure with isolated QWs this
effect is absent.
conductor subjected to unpolarized pumping, the
momentum distribution function is axially symmetric
about the direction of the light propagation [2], and
ρl = 0 at B = 0. The transverse magnetic field causes
rotation of the momentum distribution, giving rise to an
anisotropy in the plane perpendicular to the direction of
light propagation. This yields a linearly polarized HEL.
The positive sign of ρl means that the photoexcited
electrons mainly move along the light beam. In QWs,
the linear polarization remains unchanged, because the
magnetic length exceeds the QW width [7] in the mag-
netic fields used in the experiment. In SLs, the trans-
verse magnetic field modifies the electron motion along
the SL (Q vector) and the in-plane motion (component
of the lateral vector k perpendicular to B), if E ≤ ∆.
Similarly to the bulk case, this effect manifests itself in
the linear polarization of the HEL, and the positive sign
of ρl means that the photoexcited electrons move
mainly along the SL.

The results presented in this section confirm the
conclusion that the momentum distribution function in
“narrow-band” SLs is extended along the SL direction
if E ≤ ∆.

5. CONCLUSION

The formation of an electron miniband in a
GaAs/AlxGa1 – xAs SL results in the momentum distri-
bution function of photoexcited electrons strongly
depending on the ratio between their kinetic energy E
and the width of the electron miniband ∆. This is
accounted for by the fact that the majority of electrons
excited with E ≤ ∆ move along the SL, while the motion
of electrons excited with E > ∆ is preferentially in-
plane. This is particularly clearly evidenced by the
dependence of the linear polarization on magnetic field
in the Voigt configuration. With increasing widths of
the electron and hole minibands in the SL, the matrix
elements of optical transitions are substantially modi-
fied. The dependence of polarization on the kinetic
energy of photoexcited electrons becomes similar to
that in the bulk semiconductor, i.e., it is weak. In a SL
with wide minibands, the effect of spin–momentum
correlation, typical of bulk GaAs but absent in QW
structures, is restored. These results show that a transi-
tion from quasi-3D momentum alignment and spin ori-
entation of photoexcited electrons to the limit of a bulk
semiconductor occurs when the width of the first elec-
tron miniband becomes equal to the width of the first
forbidden band of the SL. This condition determines
the applicability limits of the tight-binding approxima-
tion in calculating matrix elements of intersubband
optical transitions.
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