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Abstract—One of the modern methods for modifying semiconductors using beams of protons and alpha par-
ticles is analyzed; this modification is accomplished by the controlled introduction of radiation defects into the
semiconductor. It is shown that doping semiconductors with radiation defects produced by irradiation with light
ions opens up fresh opportunities for controlling the properties of semiconducting materials and for the devel-
opment of new devices designed for optoelectronics, microelectronics, and nanoelectronics based on these
materials; these devices differ favorably from those obtained by conventional doping methods, i.e., by diffusion,
epitaxy, and ion implantation. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Modification of semiconducting materials (i.e., the
controlled variation of their properties) using beams of
light ions, in particular, of protons, has become one the
most promising and actively developing physicotech-
nological methods in recent years. The interest in pro-
ton irradiation is caused by the wide and controlled
range of the treated depths of the material (from 0.1 µm
to 1 mm) and by the absence of complex radiation-
defect clusters with high annealing temperatures. The
three main factors influencing variation in the semicon-
ductor properties as a result of proton irradiation are the
formation of new impurities due to nuclear reactions,
the radiation-induced formation of defects, and the
accumulation of hydrogen atoms. The radiation-
induced modification accomplished by the controlled
introduction of defects (structural and compositional)
into the material is referred to as radiation-induced dop-
ing. The classification of the modern lines in the radia-
tion-induced modification of semiconductors using
light-ion beams is illustrated in Table 1. Such classifica-
tion of the lines in a radiation-induced modification can
be recognized explicitly or implicitly in the majority of
books, reviews, and collections of papers published in
the past decade and devoted to the radiation physics of
semiconductors and to radiation-induced defects, effects,
and processes in semiconductors [1–13].

In contrast to an impurity atom (an impurity defect),
which is typically a defect in the composition of the
material, a radiation defect (vacancy, interstitial atom,
divacancy, and the like) is, as a rule, a structural defect
of the semiconductor material. However, the influence
of both compositional and structural defects on semi-
conductor properties is similar. Typically, defect forma-
1063-7826/01/3507- $21.00 © 20735
tion is accompanied with the emergence of local energy
levels in the semiconductor band gap. Defects serve
either as the sources or traps of electrons (donors or
acceptors) or as the radiative (nonradiative) recombina-
tion centers for nonequilibrium charge carriers. The
controlled introduction of radiation defects in combina-
tion with heat treatment makes it possible to signifi-
cantly change the semiconductor electrical characteris-
tics, such as the electrical conductivity; the type of con-
ductivity; and the concentration, mobility, and lifetime
of the charge carriers.

The development and wide use of radiation-related
technologies in electronics [1–4] are indicative of the
high efficiency of seemingly nontraditional methods
and result from intensive studies of the physicochemi-
cal processes that underlie the radiation-related meth-
ods of doping.

At present, the employment of transmutation-
induced doping of semiconductors under the effect of
irradiation with light ions [11], proton-stimulated pro-
cesses, and the introduction of hydrogen atoms [12] for
modifying semiconductor properties have been the
most widely represented in scientific publications.
There are no analytical reviews concerned with the
doping of semiconductors with radiation defects
formed by irradiation with light ions. This review is
directed at eliminating this gap.

The review consists of two parts devoted to the main
materials of the modern semiconductor electronics, i.e.,
to silicon and the III–V compounds (gallium arsenide
and indium phosphide). In each part of the review, we
first consider the issues related to the radiation-defect
production and then the issues related to the use of radi-
ation defects in electronics. When analyzing radiation-
001 MAIK “Nauka/Interperiodica”
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Notes: 1 stands for the formation of nanoblisters and nanopores acting as luminescence centers in the visible region of the spectrum for
optoelectronic Si-based emitters; 2 stands for the formation of waveguides for electromagnetic waves, including solid-state radio-fre-
quency coplanar transmission lines and optical waveguides; 3 stands for the formation of quantum-well structures for cryogenic electronics
(quantum dots and single-electron transistors); and 4 stands for the formation of multilayer structures with heterojunctions (including opto-
electronic integrated circuits, heterostructure bipolar transistors, and heterojunction complementary metal–oxide–semiconductor transis-
tors) and three-dimensional very-large-scale integrated circuits.

Table 1
defect formation in semiconductors subjected to irradi-
ation with light ions and comparing this type of irradi-
ation with other types, we chose electron irradiation
(with an energy of ~1 MeV) as a reference; irradiation
with electrons is most often used nowadays for radia-
tion treatment of semiconductor crystals and devices.
In view of the limitations imposed on the length of a
paper in the journal, we are going to concentrate most
attention (as was done in previous reviews [11, 12]) on
the publications devoted not only to basic research but
also to practical applications.

2. INTERACTION OF LIGHT IONS
WITH SINGLE-CRYSTALLINE 

SEMICONDUCTORS

An incident particle is known to stop in a solid
owing to its scattering by the electron subsystem of the
matrix atoms (electronic stopping) and by the nuclei of
these atoms (nuclear stopping). Electronic stopping
results in the excitation and ionization of electron shells
of the matrix atoms, whereas the interaction with nuclei
of the matrix atoms is accompanied by the transfer of
an appreciable energy to these atoms and leads to the
formation of radiation defects (in the simplest case,
Frenkel pairs). It follows from an analysis of the
energy-loss curves according to the Lindhard–Scharff–
Schiøtt theory [14] that defect production prevails for
the reduced energy ε < 2, where

(1)

Here, M1, M2, Z1, and Z2 are the masses and charges of
the incident ion and the matrix ion, respectively; E0 is
the energy of the incident ion; rB is the first Bohr radius;
and e is the elementary charge. It can be seen from for-
mula (1) that the energy below which the nuclear losses
prevail is given by [15]

(2)

where ER is the incident-particle energy corresponding
to the Coulomb potential of two nucleons separated by
a distance equal to the sum of their screened electron
clouds; ER = 13.6 eV for the system under consider-
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ation. By introducing in (1) the values of the mass and
charge (for example, for the hydrogen ion) and the
effective mass and charge for GaAs, we obtain EC ≈
3 keV (the effective mass for gallium arsenide is
MGaAs ≈ 73, and the corresponding effective charge is
ZGaAs ≈ 32); for interaction of a proton with a Si ion, we
have EC ≈ 1 keV. Thus, only a few percent of the total
ion energy (for example, amounting to hundreds of
kiloelectronvolts) is spent on the production of radia-
tion defects. The remaining portion of the energy is
spent on the excitation and ionization of the matrix
atoms (As and Ga atoms in the first case and Si atoms
in the second case). Since the main generation of radi-
ation defects occurs after the proton energy has been
reduced to 1–3 keV, there is a pronounced nonunifor-
mity in the radiation-defect generation along the parti-
cle track. Correspondingly, two terms appear in the for-
mula for the total number of semiconductor atoms (Nt)
displaced from the lattice sites. One of these terms cor-
responds to the electron-related stopping, whereas the
other corresponds to nuclear stopping [16]; i.e., we
have

(3)

Here, p is a probabilistic factor (equal to 10–3), Ed is the
displacement energy for a target atom (~15 eV in GaAs
[16]); b = 1/2 for Eb > EC, and b = 1/4 for Eb < EC, where

(4)

It follows from formulas (3) and (4) that, for GaAs and
E0 = 300 keV, we have EC = 3 keV, γ = 0.05, Eb = 8 keV,
and Nt = 50. Thus, each proton with an energy of
300 keV produces ~50 displacements in gallium ars-
enide [16]. Taking into account that the proton range
for E0 = 300 keV is equal to ~3 µm, the average con-
centration of displaced atoms in the irradiated layer
amounts to1.5 × 105 cm–3 per proton. For typical proton
beam intensities of 6 × 109–6 × 1012 cm–2 s–1 used in
practice, the average defect-generation rate is
~1015−1018 cm–3 s–1 [17, 18]. In Table 2, we list the data
on the ranges of the monatomic, diatomic, and tri-
atomic single-charged hydrogen ions with an energy of
300 keV in III–V compounds. The concept of an “aver-
age” generation rate for radiation defects in an irradi-
ated layer of a semiconductor is quite arbitrary when
applied to ion irradiation, since, as was mentioned
above, the distribution of stopping losses over depth in
a crystal is highly nonuniform and has a maximum at
the end of the ion path.

3. DOPING OF GALLIUM ARSENIDE
AND OTHER III–V SEMICONDUCTOR 

COMPOUNDS USING RADIATION DEFECTS

For the last 20 years, radiation defects in III–V com-
pounds (especially, in GaAs) have been studied quite
intensively; however, one obstacle to studying the radi-

Nt p E0 EC–( ) bEC+[ ] /Ed.=

Eb γEC
2 / 4Ed( ), γ 4M1M2/ M1 M2+( )2.= =
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ation defects in detail in these compounds is the fact
that the latter contain a much higher concentration of
impurities compared to Ge and Si [1]. Several reviews
have so far been published concerned with these studies
[19–22]. All these reviews have been mainly devoted to
basic issues in the production of radiation defects in
III–V compounds irradiated with neutrons, electrons, and
gamma-ray quanta. In contrast, we are primarily inter-
ested in studies devoted to purposeful changes in semi-
conductor properties, especially by doping III–V com-
pounds with radiation defects. This section is based on the
published results of studying the doping of III−V com-
pounds by irradiation with light charged particles.

As is well-known, the primary radiation defects are
first of all intrinsic point lattice defects [23]. In III–V
compounds, there are eight types of simple different
point defects; i.e., we have two types of vacancies (one
type in the each sublattice), at least four types of inter-
stitial defects (there are two types of interstices that can
be occupied either by atoms of Group III or by atoms of
Group V), and two types of antisite defects (when a
Group III atom resides at the site in the sublattice of
atoms belonging to Group V and vice versa). In addi-
tion, intrinsic defects can form complexes with each
other and with impurities.

3.1. Production of Radiation Defects
in Gallium Arsenide

In spite of numerous studies, the origin of the main
types of radiation defects (even in gallium arsenide, the
most extensively studied III–V compound) remains
debatable; at present, there is no reliable way to identify
introduced radiation defects. Because of this circum-
stance, when analyzing the origin of radiation defects,
we have to rely to a large extent on the results of “indi-
rect” methods (optical absorption, luminescence, deep-
level transient spectroscopy (DLTS), the Hall effect,
etc.).

Studies using electron spin resonance (a method for
the direct identification of radiation defects) do not
yield the required results because of an appreciable
overlap of hyperfine-structure lines.

Table 2.  Projected range of 300-keV hydrogen ions in
III−V compounds

Material

GaAs 2.58 1.20 0.84

GaP 2.5 1.12 0.78

InP 2.25 1.10 0.75

InAs 2.1 1.00 0.71

InSb 1.8 0.90 0.65

GaP0.4As0.6 2.34 1.05 0.71

Note: The values of projected ranges are given in micrometers.

H1
+ H2

+ H3
+
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As an example, we mention the publication [19]
where the results of studying the radiation defects by
DLTS were reported. The DLTS spectrum for n-GaAs
irradiated at room temperature with 1-MeV electrons is
shown in Fig. 1 (on the left). As can be seen from Fig. 1,
five types of electron traps (E1–E5) and one type of
hole trap (H1) are observed in the spectrum. The con-
centrations of these traps increase linearly with irradia-
tion dose (in the range from 5 × 1013 to 5 × 1015 cm–2),
with the introduction rate of traps E1 and E2 being the
highest.

In Table 3, we list the introduction rates for defects;
these rates are equal to the ratio between the concentra-
tion of defects produced in the crystal and the irradia-
tion dose. The positions of deep levels appearing in the
band gap of gallium arsenide subjected to irradiation
with 1-MeV electrons at room temperature are also
listed [the energy positions of the electron (hole) traps
are measured relative to the valence-band top (the con-
duction-band bottom)] [19]. The positions of the
energy levels were determined from the activation
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Fig. 1. DLTS spectrum of n-GaAs irradiated with 1-MeV
electrons at room temperature [14] (on the left) and the
energy spectrum of traps (on the right). Hole traps A and B
are present in unirradiated n-GaAs. We note that the scale
for E1 and E2 is reduced (×0.25) and the scale for E4 and
E5 is expanded (×2.5).
energy for thermal emission on the basis of DLTS data,
from the activation energy in the temperature depen-
dence of the charge-carrier concentration, and from the
photoconductivity threshold. All the deep-level intro-
duction rates in Table 3 are given for the electron-cur-
rent density of J = 0.1 µA cm–2.

Experimentally, the dependences of introduction
rates for the main electron traps (E1–E5) either on the
method of material growth (liquid-phase or vapor-
phase epitaxy or the Czochralski method) or on the type
and concentration of the dominant dopant were not
observed. An analysis of available results shows that, in
GaAs irradiated with 1-MeV electrons at a temperature
of Tirr = 300 K, the total introduction rate for traps
E1−E5 is close to the calculated production rate for pri-
mary displaced atoms (~5 cm–1) provided the displace-
ment energy is equal to Ed ≈ 15 eV [20]. Most probably,
this indicates that annihilation of primary radiation
defects at room temperature in GaAs is much less
important than in Si and Ge [23, 24].

The spectrum of introduced electron traps broadens
when the irradiation temperature is lowered. Thus, irra-
diation with 1-MeV electrons at Tirr = 4 K results in the
introduction of electron traps E7 and E9 (in addition to
traps E1–E5); these new traps were found to be unsta-
ble at room temperature. Ten years after the review [19]
had been published, the parameters of radiation defects
introduced into GaAs were refined [20, 21]. The data
obtained in more recent studies of electron and hole
traps are listed in Tables 4 and 5.

As the mass of incident particles increases, the spec-
trum of introduced radiation defects changes. Figure 2
shows the DLTS spectra of four n-GaAs samples irradi-
ated at room temperature with electrons, protons, and
helium and oxygen ions. We should note a general ten-
dency towards the broadening of the spectrum with
increasing mass of incident particles. It follows from
Fig. 2 that radiation damage produced by low-dose pro-
tons is similar to that produced by 1-MeV electrons;
however, for proton irradiation, a larger fraction of
damage is accounted for by defects with levels at Ec –
0.76 eV and Ec – 0.96 eV. A broad peak corresponding
Table 3.  Energy levels and the rates of their introduction into n-GaAs irradiated with 1-MeV electrons [19]

The method of measurements

The energy levels, eV

Hole traps Electron traps

E1 E2 E3 E4 E5 H0 H1

DLTS 0.08 0.19 0.45 0.76 0.96 0.09 0.32

The Hall coefficient (corrected) 0.12 0.20 0.38 0.10

0.13 0.20 0.31 0.10

The photoconductivity threshold 0.38 0.52 0.72

Introduction rate, cm–1 1.8 2.8 0.7 0.08 0.1

Note: The energies of traps for electrons (holes) are measured from the valence-band top (conduction-band bottom).
SEMICONDUCTORS      Vol. 35      No. 7      2001
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to the level at Ec – 0.76 eV is dominant in the spectrum
after irradiation with helium ions.

Radiation defects produced in any solid become
mobile at sufficiently high temperatures; as a result,
these defects are modified and are eventually annealed
out. From the standpoint of radiation-based technology,
defects with an annealing temperature Tann higher than
400 K are of interest. This trend is caused by the neces-
sity of ensuring the stability of the characteristics of
semiconductor devices produced using irradiation pro-
cesses.

For n-GaAs irradiated at Tirr = 4 K, thermal recovery
sets in at a temperature of 220 K and occurs in several
stages. Using the DLTS measurements, it has been
shown that traps E7 and E9 are annealed out at Tann =
230 K, whereas traps E1–E5 are annealed out at Tann ≈
500 K. Studies have shown that annealing of the domi-
nant types (E1–E5) of radiation defects in n-GaAs can
be described by a first-order differential equation and
has the activation energy Eann = 1.5–1.6 eV [20].

The anneal of traps in p-GaAs was analyzed in
detail by Stievenard et al. [25]. It was shown that the
traps H1 and H5 should be separated into two groups.
The H1 traps should be assigned to the first group; the
anneal of these traps is governed by the sum of two
first-order kinetic processes with Eann = 1.3 eV. The
anneal of defects H1 is related to the recombination of
the Frenkel (vacancy–interstitial) pairs in the As sublat-
tice. The second group includes the H3–H5 traps whose
anneal can be described by a first-order differential
equation with Eann ≈ 0.5 eV and ν0 = 102 s–1. The anneal
of the H3–H5 defects is typically related to the migra-
tion of As interstitial atoms Asi; this migration is char-
acterized by an activation energy of Em = 0.5 eV. Three
main stages of electrical property recovery as a result of
annealing n- and p-GaAs irradiated with fast electrons
were reported by Lang [19]; the corresponding anneal-
ing temperatures are Tann ≈ 400, 500, and 750 K.
SEMICONDUCTORS      Vol. 35      No. 7      2001
Based on the available data, Pons and Bourgoin [20]
advanced the following ideas about the origin of radia-
tion defects in GaAs (Table 6). All electron traps intro-
duced at Tirr = 300 K (E1–E5) are associated with the
Frenkel pairs [VAs–Asi]. Only the traps E7 and E9
formed at Tirr = 4 K are related to a more complex
defect [VAs–GaAs]. In the Ga sublattice, the Frenkel
pairs recombine immediately after their formation even
at Tirr = 4 K; this is due to the charge state and, as a con-
sequence, to the Coulomb interaction of the members
of the Frenkel pairs. When the interstitial As atoms Asi
are mobile (Tirr > 500 K), complexes of Asi with the B,
P, and C impurities and also the complexes of intrinsic
defects (EL2, EL5, etc.) can be formed [26, 27].

A similar opinion about the origin of radiation
defects in GaAs is shared by Bourgoin et al. [21]. The
E1 and E2 traps were assigned to different charge states
of isolated VAs vacancies, whereas the E3 and E5 traps
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Fig. 2. DLTS spectra of n-GaAs samples irradiated at room
temperature with (1) 1-MeV electrons, (2) 400-keV protons,
(3) 1.8-MeV alpha particles, and (4) 185-keV oxygen
ions [14].
Table 4.  Parameters of radiation-related electron traps in n-GaAs irradiated with 1 MeV electrons [20]

Trap (Tirr)
Activation energy 

for emission
Ea, eV

Capture cross 
section σn, cm2

Introduction 
rate, cm–1

Annealing
temperature

Tann, K

Activation energy 
for annealing

Eann, eV

Frequency
factor ν0, s–1

E1 (300 K) 0.045 2 × 10–15 1.5 500 1.6 1013

E2 (300 K) 0.14 1 × 10–13 1.5 500 1.6 1013

E3 (300 K) 0.3 6 × 10–15 0.4 500 1.55 3 × 1012

E4 (300 K) 0.76 3 × 10–14 0.08 500 1.5 1013

E5 (300 K) 0.96 2 × 10–12 0.1 500 1.55 3 × 1013

E7 (4 K) – 5 × 10–4 240 0.7 1012

E9 (4 K) 0.23 2 × 10–3 240 0.7 1012

Note: The temperature dependence of the rate of the thermal-emission of electrons (holes) from the defect level is described by the formula
g(T) = ν0exp(–Ea/kT), where ν0 is the frequency factor, Ea is the activation energy for emission, k is the Boltzmann constant, and
T is the absolute temperature.
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Table 5.  Parameters of radiation-related hole traps in p-GaAs irradiated with 1-MeV electrons [20]

Trap Activation energy 
for emission Ea, eV

Capture cross 
section σp, cm2

Introduction 
rate, cm–1

Annealing
temperature

Tann, K

Activation energy 
for annealing 

Eann, eV

Frequency
factor ν0, s–1

H0 0.06 2 × 10–16 0.8 – – –

H1 0.25 1 × 10–15 0.1–0.7 500 1.1–1.3 5 × 108

H2 0.42 – 0.04 500 – –

H3 0.54 7 × 10–16 0.17 500 0.51 155

H4 0.79 7 × 10–14 0.06 500 0.52 3 × 102

H5 0.85 9 × 10–15 0.21 – – –

Table 6.  Identification of defects in GaAs by various methods [20]

Defect Optical measurements DLTS Annealing

Vacancy VAs – E1 = Ec – 0.045 eV –

(–2/–)

E2 = Ec – 0.14 eV

(–/0)

Frenkel pair VAs–Asi – E3 = Ec – 0.30 eV Tann ≈ 220°C

E5 = Ec – 0.96 eV Eann ≈ 1.5 eV

H0 = Ev + 0.06 eV

H1 = Ev + 0.25 eV

Antisite defect GaAs Luminescence (1.44 eV) Ev + 0.077 eV

(0/–)

IR absorption (70.9, 72.9, and 
74.5 meV)

Ev + 0.23 eV

(–/2–)

Complex AsGa–VAs – E4 = Ec – 0.76 eV –

(+/2+)

<Ec – 0.35 eV

(0/+)

Complex containing Asi – – Tann ≈ 220°C

Eann ≈ 0.5 eV

Complex VAs–GaAs – E7 –

E9 = Ec – 0.23 eV
were assumed to be related to the closely spaced com-
ponents of Frenkel pairs in the As sublattice. The H0
and H1 traps were tentatively assigned [21] to two other
levels of the same defect. The E4 trap was related to the
[AsGa + VAs] complex, and the H2–H5 traps were assigned
to the Asi-containing complexes. Because of the low
mobility of primary radiation defects in III–V compounds
(especially, in n-GaAs), we have here a rather unusual
situation where the consequences of irradiation at Tirr =
300 K are governed by intrinsic lattice defects, the con-
tribution of secondary processes to the defect formation
is insignificant, and the results of irradiation are not
radically diverse. An increase in the role of secondary
processes can be basically achieved by varying the irra-
diation conditions (by increasing the temperature and
intensity of irradiation) and increasing the level of dop-
ing of the starting material with various impurities. We
have performed a series of studies aimed at gaining
insight into the effect of irradiation parameters (type,
energy, and flux density of the particles, and the dose
and temperature of irradiation) and the semiconduc-
tor’s doping level on the energy spectra of radiation
defects in n-GaAs and n-InP [28–35].

Using the DLTS measurements of n-GaAs layers,
which had the initial electron concentration n0 = 3 ×
1014–2 × 1017 cm–3 and were irradiated with 900-keV
electrons at Tirr = 20°C, we observed the levels of the
known E1–E5 and E8 electron traps [31]. It was ascer-
SEMICONDUCTORS      Vol. 35      No. 7      2001
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tained that the introduction efficiencies of these traps
depended on the concentration of donor impurities in the
epilayers. For the samples with n0 = (1–3) × 1015 cm–3,
the effect of the irradiation temperature Tirr on the
defect-formation processes in GaAs was analyzed. It is
shown [31] that, for Tirr > 100°C, the predominant
defects, the Frenkel pairs (vacancy–interstitial) in the
arsenic sublattice, cease to be bound; as a result, they
dissociate and their components can either migrate to
sinks or annihilate [33, 36]. As a result, the introduction
efficiency of the electron E traps decreases drastically,
and new X traps are formed; it is the latter traps that
contribute largely to changes in the material properties.
Figure 3 illustrates variations in the introduction rates
dNT/dΦ for the E and X traps (NT is the concentration of
traps and Φ is the irradiation dose) in relation to Tirr for
n-GaAs with n0 = 1015 cm–3. It can be seen that, for
Tirr > 150°C, the introduction rate for the E traps
decreases with Tirr . As Tirr is further increased up to
550°C, the spectrum of introduced electron traps
remains virtually unchanged and includes two types of
dominant centers X1 and X2 with levels at Ec – 0.38 eV
and Ec – 0.76 eV, respectively.

Kinetics of the buildup of these centers at Tirr =
400°C was analyzed, and their basic parameters were
determined. It was established that the introduction rate
of the X2 traps was virtually independent of Tirr in the
range of Tirr = 150–550°C, whereas the introduction
rate of X1 traps depended heavily on Tirr. It is assumed
that an increase in the introduction rate of X1 traps in
undoped GaAs layers is caused by changes in the
charge state of X1 defects, whereas a decrease in the
introduction rate of these traps at higher Tirr is caused
by the annihilation of the corresponding centers. An
analysis of the position of the Fermi level EF in relation
to the irradiation temperature Tirr shows that, in the
range of Tirr = 350–380°C for undoped epilayers, the
level EF is located in the vicinity of the energy level of
traps X1; i.e., the charge state of the primary defect
involved in the above center possibly changes at these
temperatures. In heavily doped materials, EF is located
much higher than the aforementioned level, so that
recharging of the defects is not observed in the entire
range of Tirr. Thus, Kozlovski et al. [33] inferred that an
increase in the introduction efficiency for traps X1 is
possibly caused by a change in the charge state of pri-
mary defects involved in the X1 centers.

The absence of any appreciable change in the
charge-carrier concentration for the annealing-temper-
ature range of Tann ≈ 150–200°C in combination with
the observed decrease in the removal rate of charge car-
riers as a result of irradiation with electrons in the given
temperature range [33] indicates that high-temperature
irradiation at Tirr = 150–200°C is inequivalent to irradi-
ation at room temperature with subsequent annealing at
Tann = 150–200°C. The most probable cause of the phe-
nomena observed is the ionization of the crystal during
SEMICONDUCTORS      Vol. 35      No. 7      2001
electron irradiation and, as a consequence, either an
injection-related annealing of radiation defects or the
separation of the Frenkel pair components enhanced by
nonradiative recombination of nonequilibrium elec-
trons and holes (the Bourgoin–Corbett mechanism
[38]). The results of experiments with high-tempera-
ture irradiation of GaAs [33, 34] suggest the following:

(a) The processes of radiation-defect formation in
gallium arsenide depend heavily on the irradiation tem-
perature; for Tirr > 80–100°C, the dominant defects
(Frenkel pairs of the same origin in the arsenic sublat-
tice) dissociate and, due to an increase in mobility, can
migrate to sinks and annihilate there.

(b) The lower boundary of the “transitional” tem-
perature range of radiation-defect formation in GaAs
(80–100°C) is related to the dissociation temperature of
the close-origin Frenkel pairs in the arsenic sublattice,
whereas the upper boundary is related to the tempera-
ture of the first of three stages of annealing of these
radiation defects (250°C); in the transitional tempera-
ture range, the concentration of introduced E traps
decreases, and new traps (X traps with levels at Ec –
0.38 eV and Ec – 0.76 eV) are formed.

3.2. Radiation-Defect Formation
in Indium Phosphide

According to the generally accepted concept (see,
for example, [39]), the majority of deep-level centers in
n-InP irradiated with high-energy particles are formed
owing to secondary processes; i.e., they are formed as
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a result of the interaction of primary radiation defects
(vacancies and interstitial atoms), which migrate in the
crystal bulk, with each other and with impurities.

It was ascertained [39] that, as a result of irradiating
InP with high-energy particles (gamma-ray quanta,
electrons, and alpha particles) at room temperature, the
same electron traps E1–E6 are mainly introduced; these
traps have energy levels at 0.20, 0.19, 0.32, 0.4, 0.60,
and 0.7 eV below the conduction-band bottom, respec-
tively. Only the ratio between the introduction rates of
separate types of centers depends on the incident-parti-
cle type. The fact that there is a wide variety of spectra
reported for radiation defects in n-InP is due to the
complex structure of these defects. Thus, for example,
[39], it was shown that the levels E1, E3, and E4 corre-
spond to transitions between different charge states of
a configurationally bistable defect in InP, which is
referred to as the M center. This multiple-charge center
can have two different configurations, each of which
has a specific spectrum of deep levels; reversible tran-
sitions between configurations can be initiated by elec-
tron-beam, thermal, or optical excitation.

For the irradiation of n-InP with 1-MeV electrons at
room temperature, the total introduction rate of deep
levels in the upper half of the band gap (determined
from the DLTS measurements) is in the range of 1 ×
10−3–2 × 10–1 cm–1, which is smaller than the calculated
value by a factor of 100. In this situation, the carrier-
removal rate defined as the ratio between the concentra-
tion of electrons removed (captured by traps) and the
irradiation dose is also low and is no higher than
0.1 cm–1 [22].

In p-InP irradiated with 1-MeV electrons at room
temperature, H1–H5 traps were observed [40]; these
traps had levels separated from the valence-band top by
0.167, 0.22, 0.32, 0.37, and 0.53 eV. The H4 trap had
the highest introduction rate (~2 cm–1). Thus, in p-InP,
in contrast to n-InP, the introduction rate for the traps of
the majority charge carriers is very high.

It is noteworthy that, for irradiation with electrons
and gamma-ray quanta, the introduction rate for domi-
nant traps (E1–E5) in n-InP is lower than in n-GaAs by
a factor of 100; for irradiation with 5-MeV alpha parti-
cles, this factor is equal to 3 [41]. The high concentra-
tion stability of the majority charge carriers in n-InP
under irradiation is caused by the donorlike behavior of
the E6 center, which is introduced with the highest rate
for all kinds of irradiation. At the same time, it should
be taken into account that the quasi-equilibrium con-
centration of the E6 trap is controlled by the annealing
rate during irradiation in view of the low thermal stabil-
ity of these traps.

For indium phosphide, an increase in temperature
during electron irradiation results in a decrease in the
production rate of traps E1, E2, E4, and E6 and also in
a decrease in the charge-carrier removal rate in n-InP
[29, 30]. The production rate of levels E2 and E6
decreased drastically even at 50°C, whereas the pro-
duction rate of levels E1 and E4 related to the M center
decreased at Tirr > 150°C. At Tirr > 150°C, a new center
ET1 (Ea = 0.16 eV) appeared in the spectrum; at the
same time, the production rate of the E5 center (Ea =
0.60 eV) increased appreciably. A significant increase
in the probability of formation of centers ET1 and E5
under the conditions of high-temperature irradiation
may be basically caused by the presence of a potential
barrier to their formation; this barrier is overcome at
Tirr > 200°C. However, the latter factor cannot be
entirely responsible for the comparatively high and
almost irradiation-temperature independent (in the
range of 50–200°C) efficiency of the E5-center produc-
tion. The second probable cause of the phenomena
observed may be a change in the charge states of react-
ing defects as a result of a shift of the Fermi level with
temperature [29, 30]. In fact, it has been previously
established on the basis of studying the buildup and
annealing of radiation defects in the space-charge
region of the Schottky barrier that the probability of
forming the E5 center depends on the charge state of
one of the components of this complex [36]. As shown
by Kozlovski et al. [29], this component is a high-
mobility defect D(P) in the phosphorus sublattice and
has an energy level of Ec – 0.3 eV. The transition of the
D(P) defect from the zero- to positive-charged states
results in an increase in the probability of producing the
E5 state at least by a factor of 100. For high-tempera-
ture irradiation, a rapid increase in the efficiency of the
E5-center formation sets in at Tirr = 200–250°C. At
these temperatures, the Fermi level is located at 0.3 eV
below the conduction-band bottom in the InP samples
with n0 = 7 × 1014 cm–3. Thus, in the case of high-tem-
perature irradiation (as was reported previously [29]),
the efficiency of the E5-center formation changes when
the quasi-Fermi level intersects the Ec – 0.3 eV level,
which, according to [29], may correspond to the transi-
tion of an interstitial phosphorus atom from the zero- to
positive-charged state. Kozlovski et al. [29] substanti-
ated the relation between the E5 donor center and the
antisite defect (phosphorus in the arsenic sublattice),
which may be formed with the participation of intersti-
tial phosphorus atoms according to the Watkins reac-
tion. Thus, the most significant changes in the behavior
of the defect formation in n-InP at elevated tempera-
tures of irradiation are caused by a change in the charge
state of one of the primary defects in the InP lattice
(apparently, the interstitial phosphorus atoms) and by
annealing of defects, which occurs simultaneously with
irradiation.

In a practical context, the following results are of
interest. As follows from the data obtained, an increase
in the operation temperature of the InP-based devices to
50°C makes it possible to reduce the total introduction
rate of electron traps by no less than fourfold; simulta-
neously, the charge-carrier removal rate decreases as
well. It has been shown that irradiation at an elevated
temperature is inequivalent to irradiation at a lower
SEMICONDUCTORS      Vol. 35      No. 7      2001
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temperature with subsequent annealing. High-tempera-
ture irradiation makes it possible to control the defect
spectrum [30]. In particular, by choosing Tirr, we can
extensively change the relation between the centers
responsible for variation in the electrical parameters of
a semiconductor (for example, the charge-carrier con-
centration).

As was shown experimentally [30], irradiation of
n-InP with protons mainly gives rise to the same elec-
tron traps (E1–E5) as does electron irradiation; how-
ever, the ratio between the introduction rates of these
traps changes appreciably.

3.3. Effect of Proton Irradiation on the Electrical 
Properties of III–V Compounds

It is known that in certain semiconductors (for
example, in n-GaAs) the electrical conductivity
decreases drastically as a result of irradiation, so that
they become high-resistivity or even semi-insulating
materials [1]. This behavior is related to the emer-
gence of deep acceptor levels in the semiconductor’s
band gap [1]. At the same time, similar irradiation of
other semiconductors (for example, n-InSb) results in
the conversion of the conductivity type. It has been
hypothesized [42] that a significant correlation exists
between changes in the electrical conductivity of semi-
conductors and the band gap. According to this hypoth-
esis, in a quasi-equilibrium state, the concentrations of
certain types of radiation defects are highest, if the for-
mation of these defects yields the lowest free energy of
a crystal–defect system for the given total number of
free and bound vacancies and interstitial atoms. In
semiconductors with fairly deep levels of radiation
defects, the difference in changes in the crystal’s
entropy upon the formation of specific kinds of com-
plexes is unimportant; the minimum free energy is
mainly attained by reducing the system’s energy when
the charge carriers are captured by the corresponding
deep levels of the defects. It is this circumstance that
causes the compensation of electrical conductivity by
radiation defects. In contrast, if the binding energy of
an electron (hole) to a defect is low, then the dominant
role is played by a change in the entropy of the system
when defects are introduced, whereas the bonding
energy of a defect in a complex is mainly controlled by
distortion of the lattice by the given center, rather than
by its charge state. This circumstance results in the ten-
dency towards compensation of the electrical conduc-
tivity of a semiconductor by radiation defects not being
very pronounced. Thus, according to Vinetskiœ and
Smirnov [42], the compensation of conductivity by
radiation defects may be expected in semiconductors
with deep energy levels of these defects when the bind-
ing energy of an electron at the defect is larger than the
change in the crystal’s energy caused by introduction of
this defect; in general, this situation relates to semicon-
ductors with a wide band gap. Wide-gap semiconduc-
tors tend to have intrinsic conductivity as a result of
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irradiation. The tendency towards compensation should
manifest itself starting with silicon [42]. The above
physical treatment served as a basis for the formation of
local semi-insulating regions using various types of
radiation applied to a wide range of semiconductor
devices.

However, the above treatment has been found to be
applicable only if the formation energy of the radiation
defect is comparable to the energy gain when the
charge carrier becomes bound to the center. By the end
of the 1970s, conversion of conductivity from n-type to
p-type in initially lightly doped GaAs had already been
accomplished using electron irradiation [43]. In con-
nection with this, the concept of the “ultimate” position
of the Fermi level in a semiconductor, widely used in
the 1960s to explain experimental data [44], has been
modified. The “ultimate” position of the Fermi level
should now account for a quasi-equilibrium state of a
system consisting of a set of defects and charge carri-
ers; this state should ensure the minimization of the free
energy. As the spectrum of introduced defects changes,
which is accomplished by the experimental conditions
and initial doping of the semiconductor sample, the
ultimate position of the Fermi level changes as well
[42, 45].

Typically, a change in the concentration of free
charge carriers (for example, electrons) in a semicon-
ductor exposed to irradiation with dose Φ is described
by the formula [1]

(5)

where n0 and n are the electron concentrations before
and after irradiation, respectively; K is the introduction
rate for radiation defects; EF is the Fermi level position;
E is the energy-level position for a radiation defect; λ is
the degeneracy factor; k is the Boltzmann constant; and
T is the absolute temperature.

For low irradiation doses, in which case a Fermi
level shift may be ignored, the dependence of ∆n = n0 –
n on the irradiation dose becomes linear, and the coef-
ficient K referred to in this case as the coefficient of
degradation of the charge-carrier concentration is equal
simply to the removal rate of charge carriers.

Matsumura and Stephens [46] studied in detail the
dependence of the concentration of removed charge
carriers in n-GaAs on the distance from the surface in a
semiconductor. In Fig. 4, we show such a dependence
for n-GaAs irradiated with 150–500-keV protons. Fig-
ure 5 illustrates the effect of the irradiation dose on the
concentration of removed charge carriers [46]. The
effective removal of charge carriers in gallium arsenide
irradiated with protons results in an abrupt increase in
the semiconductor’s resistivity, which is observed both
in p-GaAs and in n-GaAs. It has been shown previously
[16] that the dependence of resistivity in p-GaAs on the
dose of proton irradiation is radically different from
this dependence in n-GaAs; this difference is affected
both by the proton energy and by the concentration of

n n0 ΦK 1 λ E EF–( )/kT[ ]exp+{ } 1– ,±=
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charge carriers in the initial materials. General features
of these dependences include the following: (i) the car-
rier-removal rate in n-GaAs (dn/dΦ) is higher than in
p-GaAs (dp/dΦ); and (ii) the highest resistivity of
GaAs is attained for a certain irradiation dose Φopt: as
the dose increases beyond Φopt, a decrease in the resis-
tivity ρ of semiconductor is observed.

Recently [35], the profiles of charge-carrier concen-
tration and the energy spectra of radiation defects in the
GaAs samples irradiated with 100-keV protons were
measured simultaneously. It was established that pro-
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Fig. 4. Concentration profiles for removed charge carriers in
n-GaAs after irradiation with protons with energies of
(1) 150, (2) 300, (3) 400, and (4) 500 keV [46].

Fig. 5. Concentration profiles for removed charge carriers in
n-GaAs after irradiation with 400-keV protons in relation to
the dose of proton irradiation Φ = (1) 1 × 1010, (2) 2 × 1010,
(3) 3 × 1010, (4) 4 × 1010, and (5) 5 × 1010 cm–2.

Table 7.  Introduction rates for electron traps in n-GaAs irra-
diated with 100-keV protons [35]

n0, cm–3
Introduction rate, cm–1

E2 E3 E4 E5

2 × 1017 4 × 103 8.5 × 103 3 × 103 1.2 × 104

1.5 × 1017 4 × 104 6 × 103 6 × 103 5.7 × 103

3 × 1016 1.1 × 104 5 × 103 3 × 103 2 × 103
ton irradiation induces conductivity compensation in a
fairly thin layer of the material (with a thickness of d ≈
0.5–0.7 µm), whereas the spectrum of introduced radi-
ation defects (Table 7) coincides qualitatively with the
spectrum of defects observed in similar samples after
electron irradiation.

Donelly and Hurwitz [47] studied the dependences
ρ(Φ) for n- and p-InP irradiated with protons (E0 =
50−400 keV). It was shown that these dependences
have a maximum for both materials. The largest value
of ρ (ρ ≈ 103 Ω cm) in n-InP was observed for irradia-
tion doses of Φ ≈ 1015 cm–2, whereas the highest ρ in
p-InP (ρ ≈ 108 Ω cm) was observed for doses of Φ ≈
2 ×  1014 cm–2. A model explaining the results obtained
was suggested [47]. According to this model, the Fermi
level is located at 0.30–0.34 eV above the semiconduc-
tor midgap for high irradiation doses. Therefore, the
resistivity of n-InP irradiated with protons at high doses
is relatively low. In contrast, the Fermi level in p-InP
crystals passes through the midgap as ρ varies with Φ;
it is due to conductivity compensation by radiation
defects that the highest resistivity ρ ~ 108 Ω cm (close
to the value corresponding to intrinsic conductivity) is
observed. As the dose of irradiation of p-InP increases,
a p–n conversion of conductivity type occurs.

The idea about pinning the Fermi level in heavily
irradiated semiconductors was suggested first for
InP [47] and then for GaAs [48]. It was shown [48] that
the irradiation of gallium arsenide with protons resulted
in an increase in the resistivity to ultimately high values
of ~6 × 108 Ω cm (at 300 K). The n–p conversion of
conductivity and pinning of the Fermi level in the vicin-
ity of Ev + 0.6 eV [49] were observed (as previously,
see [43]). In the ascending portion of the dose depen-
dences of electrical conductivity, these dependences
can be adequately described on the basis of the numer-
ical solution of the electroneutrality equation [49]. For
the doses higher than optimal (from the standpoint of
obtaining high-resistivity material), an anomalous
dependence, i.e., a decrease in resistivity with dose, is
observed (see also earlier results, [16]). This phenome-
non is observed for irradiation doses higher than 5 ×
1017 cm–2 for electron irradiation (E0 = 2 MeV) and for
doses higher than 1015 cm–2 in the case of proton irradi-
ation (E0 = 5 MeV). It is assumed that the charge-car-
rier transport in “overirradiated” samples occurs via
hopping conduction over deep states of radiation
defects [50].

Experiments with both electron and proton irradia-
tion indicate that the irradiation-induced carrier-
removal rate dn/dΦ decreases drastically with increas-
ing Tirr [28, 32]. Such a decrease cannot be explained by
the conditions of primary radiation-defect formation
(the Frenkel pair formation) since the temperature
dependence of the threshold energy for the displace-
ment of regular atoms is fairly weak in the temperature
range under consideration. In our opinion, the results
SEMICONDUCTORS      Vol. 35      No. 7      2001
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obtained can be explained only by changes in the con-
ditions of the secondary radiation-defect formation;
these changes are related to the dissociation of the
bound Frenkel pairs responsible for the compensation
of electrical conductivity in n-GaAs. As Tirr increases,
the concentration of the bound Frenkel pairs (NF) deter-
mined from the equation

(6)

where G and τ are the generation rate and lifetime of
the bound Frenkel pairs, decreases drastically owing to
a decrease in τ.

Experiments with GaAs doped with rare-earth ele-
ments [34, 51] further validate the model that accounts
for the dissociation of the bound Frenkel pairs and for
the migration of mobile intrinsic defects to sinks. These
experiments showed that irradiation at Tirr < 100°C
brings about almost the same charge-carrier removal
rate (0.5 cm–1) in the GaAs samples irrespective of
whether or not they were doped with Yb or Er.

In Fig. 6, experimental results are represented as the
ratio

(7)

of the charge-carrier removal rate in the samples with a
Yb content of NYb ≈ 0.05 wt % (curve 1) and NYb =
0.003 wt % (curve 2) to the carrier removal rate in the
samples without the Yb impurity as a function of Tirr. As
Tirr increases, the run of the curves changes radically for
Tirr > 100°C. The value of (dn/dΦ)Yb decreases more
steeply than dn/dΦ does; as a result, at Tirr = 150°C, ξ
becomes equal to ~0.4 for NYb = 0.05 wt % and to ~0.6
for NYb = 0.003 wt %. As Tirr increases further to 200°C,
ξ increases to 0.5 and 0.7, respectively; for Tirr > 250°C,
the values of ξ approach 0.8–0.9. If Er impurity is used,
the values of ξ are almost the same.

In order to explain the experimental results
obtained, we should take into account that the mobility
of primary radiation defects (vacancies and self-inter-
stitials) is low in n-GaAs; as a result, a situation arises
where the consequences of irradiation at temperatures
close to and below room temperature are governed by
intrinsic lattice defects, whereas the contribution of
various impurity–defect complexes is unimportant
[14, 38]. Among five main types of radiation defects
E1–E5 introduced into n-GaAs at room temperature,
four are related to the Frenkel pairs in the As sublattice
[VAs–Asi] and the remaining defect may be attributed to
the antisite defect AsGa [27]. Four types of electron
traps E1, E2, E3, and E5 attributed to the Frenkel pairs
in the arsenic sublattice are explained by the fact that
there can be two charge states of Frenkel pairs for two
characteristic distances between the pair components
[22]. We are reminded, as is generally accepted, that the
Frenkel pairs in the gallium sublattice are generated
with opposite-charged components; as a result, these

dNF/dΦ G NF/τ ,–=

ξ
dn/dΦ( )Yb

dn/dΦ
--------------------------=
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pairs annihilate immediately after their formation even
at 4 K owing to the Coulomb interaction between the
pair components.

The quasi-equilibrium concentration of radiation
defects, which controls the concentration of removed
charge carriers, is determined from continuity Eq. (6)
and is equal to the product of the defect generation rate
G by the corresponding lifetime τ under the steady-
state conditions. Since G remains virtually unchanged
under fixed irradiation conditions when NYb varies and
Tirr is in the range of 20–250°C, the changes in dn/dΦ
are caused by variations in τ alone.

The lifetime of the Frenkel pairs is governed by two
main processes; these are the dissociation of the pairs
and the recombination of the pair components. The
energy barriers for the above processes are such that the
Frenkel pairs formed are metastable at room tempera-
ture. As Tirr increases, dissociation of the formed Fren-
kel pairs becomes more intense at Tirr > 100°C. As men-
tioned above, this intensification may be caused by a
decrease in the height of the energy barrier for the dis-
sociation of the Frenkel pairs, whose components
change their charge owing to intense ionization of the
crystal during electron irradiation. An additional mech-
anism may be the separation (enhanced by nonradiative
recombination of nonequilibrium electrons and holes)
of the Frenkel pair components (the Bourgoin–Corbett
mechanism [38]). As Tirr increases, these point defects
become more mobile; as these defects migrate, they can
be trapped with a high probability by impurity atoms
and form complex associations. The decrease observed
in ξ at Tirr > 100°C in the samples doped with Yb
(Fig. 6) supports this model. The dependence of ξ on
NYb for fixed Tirr (in the range of 100–250°C) indicates
that Yb atoms are effective as either annihilation cen-
ters for intrinsic defects or trapping centers.

At higher Tirr (250–350°C), differences between
dn/dΦ for doped and undoped samples are no longer
observed, and the quantity ξ tends to unity. In order to
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Fig. 6. Ratio of the charge-carrier removal rate in the
n-GaAs samples with a Yb content of (1) 0.05 and
(2) 0.003 wt % to the carrier-removal rate in undoped sam-
ples in relation to irradiation temperature [51].
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explain this result, it is inadequate to take into account
only the Frenkel pair dissociation, which was dominant
at lower Tirr . We should admit that annihilation is
enhanced at Tirr > 250–350°C, which may be related to
a decrease in the height of the energy barrier for anni-
hilation. This decrease with increasing Tirr may be
caused by a change in the charge states of reacting
defects.

Thus, as a result of the modification of defects at
intermediate irradiation temperatures, the lifetime of
the point defects, their quasi-equilibrium concentra-
tion, and, consequently, the degree of compensation of
conductivity in n-GaAs:Yb decrease. This inference is
valid not only for electron irradiation but, according to
experiments, for proton irradiation as well. It follows
from our experiments that the introduction of erbium
into epilayers appreciably reduces the value of dn/dΦ.
Thus, the introduction of Er significantly affects the
radiation-defect formation in n-GaAs only at elevated
temperatures of irradiation (Tirr > 100°C), which is
caused by the dissociation of intrinsic Frenkel pairs in
the As sublattice at these Tirr and by the migration of the
pair components to Yb atoms; the latter act as annihila-
tion centers for the Frenkel pair components.

It has been established [33] that, at high annealing
temperatures (Tann ≈ 400°C), the charge-carrier concen-
tration in the n-GaAs samples irradiated with electrons
at Tirr = 20°C is recovered almost completely. In con-
trast, the rate of the charge-carrier removal in n-GaAs
irradiated at Tirr = 400°C is nonzero and is equal to
~2 × 10–2 cm–1, which is lower by a factor of ~25 than
the removal rate at Tirr = 20°C. However, taking into
account the high thermal stability of the radiation
defects introduced and the fact that the main compen-
sation of the material occurs owing to the levels lying
fairly deep in the band gap, it has been concluded [34]
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Fig. 7. Concentration NT of deep-level centers E1, ET1, E2,
E4, E5, and E6 introduced into n-InP by irradiation with
1-MeV electrons and the concentration of removed charge
carriers (∆n) in relation to the irradiation temperature [30].
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that it is appropriate to use high-temperature irradiation
to obtain high-resistivity GaAs with high thermal sta-
bility. Later [52–57], this conclusion was verified
experimentally. Thus, it has been shown [53] that the
resistivity of n-GaAs irradiated with protons at Tirr =
300°C exceeds by a factor of 103 the resistivity of
n-GaAs irradiated at room temperature and then
annealed at Tann = 300°C.

Kozlovski et al. [30] analyzed in detail the tempera-
ture dependences of the production rate of centers E1–
E6 in irradiated n-InP and of the concentration of
removed charge carriers ∆n = n0 – n(Tirr), where n(Tirr)
is the charge-carrier concentration in the films after
irradiation. It can be seen from Fig. 7 that two stages
can be distinguished in the dependence n(Tirr); the first
stage is consistent with the disappearance of the E2
centers, and the second stage is related to a decrease in
the concentration of traps E1 and E4 (of the multi-
charged M center). It is evident that the rate of charge-
carrier removal in n-InP is governed by the introduction
rate for traps E1 and E4 and is equal to ~1 × 10–2 cm–1

at Tirr = 250°C, which is smaller by a factor of ~3 than
this rate at Tirr = 20°C. Comparing the data reported in
[30, 34], we may state that, at room temperature, the
removal rate of charge carriers in n-GaAs exceeds this
rate for n-InP by more than an order of magnitude,
whereas the carrier removal rates in these two materials
are almost the same at elevated temperatures.

In recent years, studies using radiation defects to
dope another promising material from the group of
III−V compounds (gallium nitride) have started
[58−60]. Thus, it has been shown [59] that irradiation
of n-GaN with protons or helium ions leads to an
increase in resistivity by 10 orders of magnitude.

A correlation between the thermal stability of radia-
tion defects introduced by proton or electron irradiation
into III–V compounds and changes in the electrical
properties of these materials has been considered
repeatedly [17, 20, 43, 61–63]. A typical dependence of
the resistivity of proton-irradiated Ga0.65Al0.35As on the
annealing temperature [61] is shown in Fig. 8. The
doses of proton irradiation were 1012–1013 cm–2 [61].
For such irradiation doses, two main annealing stages
(in the vicinity of Tann = 200 and 400°C) are observed.
As the irradiation dose increases, the features of
annealing change. Thus, a stage of “negative” anneal-
ing for the samples irradiated with high doses was
observed [17]. As a result of heat treatment at
300−350°C, resistivity of irradiated samples increased,
whereas, for higher annealing temperatures (500°C),
resistivity decreased. Similar negative annealing in
n-GaAs irradiated 5-MeV protons with a dose of 2 ×
1017 cm–2 has been observed previously [43].

The effective removal of charge carriers in III–V
compounds as a result of irradiation with protons and
electrons and the fairly high temperature stability of the
semi-insulating semiconductor formed (up to 200°C)
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make it possible to use irradiation with good results to
develop new semiconductor devices.

3.4. Prospects of Using Proton Irradiation
for the Development of Semiconductor Devices

Based on III–V Compounds

The formation of semi-insulating gallium arsenide
irradiated with protons was first observed more than
30 years ago [64]. At that time, this effect was regarded
as detrimental; it had not been anticipated that after
several years the implementation of the effect would
start. It was shown later [65] that proton irradiation can
be successfully used for the isolation of GaAs diodes in
a matrix. Proton irradiation has been also employed in
the fabrication of avalanche diodes [66, 67], Schottky
diodes, and field-effect transistors (FETs) with a Schot-
tky barrier [68, 69]. In all the cases, the physical basis
of using proton irradiation is the possibility of effec-
tively controlling the resistivity of n-GaAs by doping
with radiation defects. As an example, we may analyze
the publication by Pruniaux et al. [68], in which the
results of studying the transistor structures fabricated
both by mesa technology and using proton bombard-
ment were reported. The problem of reducing the para-
sitic capacitance of the gate pad relative to the source in
the technology of GaAs-based microwave FETs is typ-
ically solved by etching the mesa structures. A draw-
back of this method is that there are “thin” regions in
the metallization layer; therefore, there is a high proba-
bility of ruptures in this layer. It was shown [68] that the
etching of the mesa structures may be successfully
replaced by proton bombardment through a photoresist
mask (Fig. 9). The use of proton bombardment ensures
the localization of the active region in the FET structure
and the formation of a semi-insulating layer in the
region under the gate electrode in order to reduce the
parasitic gate–source capacitance. An unconventional
attempt at improving the characteristics of the
GaAs:Cr-based microstrip charged-particle detectors
has been reported recently [70, 71]. It was shown that
compensation of the detector’s low-resistivity operat-
ing region made it possible to drastically increase the
signal-to-noise ratio and increase the charge-collection
efficiency to almost 100%.

The main drawback of conventional proton bom-
bardment at Tirr = 20°C is the low thermal stability of
the resulting semi-insulating GaAs. As was shown
above, the E traps, which largely contribute to the high
resistivity of the irradiated material, start to anneal out
at 250°C. At the same time, the technological operation
subsequent to proton bombardment in the course of
fabrication, for example, of FETs with a Schottky bar-
rier, and consisting in the firing-in of nonrectifying con-
tacts is typically performed at temperatures of
400−450°C. Experiments show that radiation defects
introduced by irradiation at Tirr = 20°C can anneal out
to a large extent during firing-in of the contacts; as a
result, the resistance of interelement isolation in micro-
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wave integrated circuits (ICs) is reduced drastically and
returns practically to the preirradiation value. It was
assumed in the 1980s that thermally stable isolation can
be attained by replacing proton irradiation (irradiation
isolation) by irradiation with heavier ions (of oxygen,
fluorine, neon, and the like) (the so-called implantation
isolation) [72, 73]. However, the use of heavier ions has
its own drawbacks, which consist, in particular, in a
sharp decrease in the depth of radiation treatment of the
semiconductor. Difficulties related to the use of proton
irradiation were overcome only in the mid-1990s, when
the processes of radiation-defect formation in GaAs
were studied in detail and the conditions for the forma-
tion of thermally stable X traps were determined (see
above). An increase in the irradiation temperature and,
as a consequence, in the irradiation dose (in order to
compensate for the reduced removal rate for charge car-
riers) made it possible to form a thermally stable isola-
tion to separate the strip microheterolasers and FETs
with a Schottky barrier in ICs fabricated on the basis of
GaAs and the corresponding solid solutions [35]. In the
mid-1990s, it was suggested for the first time to use the
irradiation-induced changes in the charge-carrier con-
centration not only for microwave and optoelectronic

Tann, °C

ρirr /ρ0, arb. units

Ga0.65Al0.35As
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Fig. 8. Relative change in resistivity ρirr/ρ0 of
Ga0.65Al0.35As irradiated with protons as a function of the
annealing temperature [61].

n-GaAs

654321

7

Fig. 9. The structure of a GaAs-based microwave field-
effect transistor with Schottky barrier; the transistor was
fabricated using proton irradiation [68] and included (1) the
source, (2 and 6) semi-insulating regions formed using pro-
ton irradiation, (3) the gate, (4) the drain, (5) a metallization
layer, and (7) the substrate.
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devices but also for high-voltage power devices based
on gallium arsenide [74]. Kozlovski et al. [74] investi-
gated the possibility of eliminating the surface break-
down of GaAs-based high-voltage diodes and thyris-
tors (this breakdown narrows the operating-voltage
range and reduces the reliability of the devices) by
forming a semi-insulating GaAs layer in the peripheral
region of high-voltage p–n structures (Fig. 10a). This
GaAs layer was formed by irradiation with 5-MeV pro-
tons or 1-MeV electrons. Specific irradiation condi-
tions were not reported [74]; however, it was stated that
this type of radiation doping made it possible to almost
completely eliminate the surface breakdown and
increase the operating voltage from 800–900 to 1200–
1300 V in the p–n structures. It has been noted that elec-
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Fig. 10. A GaAs-based high-voltage p−n structure:
(a) a schematic representation of irradiation of a p+–p0–n+

structure of a high-voltage diode without formation of an
edge contour before irradiation [74]; (b) a schematic repre-
sentation of irradiation of a p+–p0–n0–n+ structure of a high-
voltage fast-recovery drift GaAs diode with mesalike edge
contour; and (c) the current–voltage characteristics of the
GaAs diode (1) before and (2) after proton irradiation.
tron irradiation is preferable for achieving the above
objectives, since, if protons with energies of about
3 MeV are used, then nuclear reactions occur in gal-
lium arsenide; as a result, it is necessary to “age” the
samples for quite a long time in order to eliminate the
induced radioactivity. The study of the configuration of
the electric field in the space-charge region (SCR)
using the electrooptical effect in infrared light in the
transmission mode made it possible to detect a bending
of the SCR boundary and a sharp increase in the SCR
thickness in the peripheral region of the crystal. Thus,
the elimination of the surface breakdown was attributed
[74] to the formation of semi-insulating zones in the
peripheral region of the sample under optimized irradi-
ation conditions and to an appreciable decrease in the
electric-field strength at the structure surface.

Results similar to those reported in [74] were
obtained for proton-irradiated GaAs-based power pulse
diodes and dinistors whose edge contour had a mesa-
like shape (Fig. 10b). Irradiation of the edge contours
of such devices with 3-MeV protons with doses of
1012–1013 cm–2 made it possible to eliminate the surface
breakdown of the high-voltage p−n junction in GaAs
structures and to increase the avalanche-breakdown
voltage from about 600–800 V to values higher than
1000 V. An optical-beam induced current (OBIC) study
at a wavelength of 0.63 µm of the spots of localization
of the first microplasma channels over the surface area
of p−n structures before and after proton irradiation
showed that the “low-voltage” breakdown in unirradi-
ated structures occurred in the vicinity of the edge mesa
contour of the p−n junction. Data obtained by scanning
laser microscopy have shown that, if the edge contour
in devices is irradiated with protons using a special
molybdenum mask (to shield the central part of the
structure from radiation), then the electric field at the
edge-contour surface is reduced and the localization
area of the first microplasma channels shifts from a
peripheral region of the devices to their central unirra-
diated part. The reverse portions of current–voltage
characteristics of such GaAs-based fast-recovery drift
diodes prior to and after proton irradiation are shown in
Fig. 10c. Similar data on the elimination of the surface
breakdown in high-voltage p−n junctions have been
obtained in experiments with proton irradiation of
ultrafast photon-injection thyristors and dinistors based
on GaAs/AlGaAs heterostructures.

The prospects of using proton irradiation for other
optoelectronic devices have been considered previ-
ously [3, 75–79]. The following trends should be men-
tioned:

(i) confinement of the recombination region in the
fast light-emitting diodes;

(ii) formation of strip configuration in semiconduc-
tor lasers;

(iii) formation of guard rings in photodiodes;
(iv) formation of optical waveguides by changing

the refractive index of materials by proton irradiation;
SEMICONDUCTORS      Vol. 35      No. 7      2001



DOPING OF SEMICONDUCTORS USING RADIATION DEFECTS 749
(v) fabrication of light-emitting diodes having
enhanced the intensity and power of radiation and oper-
ating in the direct- and alternating-current mode under
various supply voltages; 

(vi) fabrication of multielement monolithic optical
devices for outputting the information (linear and two-
dimensional arrays of light-emitting diodes).

4. DOPING SILICON WITH RADIATION 
DEFECTS

4.1. Radiation Defects in Silicon Irradiated
with Protons and Alpha Particles

The irradiation of silicon with protons and alpha
particles gives rise to primary point radiation defects,
i.e., vacancies V and the interstitial silicon atoms Sii
(the Frenkel pairs) related to them; these defects are
generated along the ion track as a result of the develop-
ment of collision cascades that involve the ions and the
crystal-lattice atoms. The Frenkel pairs formed as a
result of irradiation are metastable and can be typically
observed only at low temperatures [80]. If the irradia-
tion temperature is higher than 295 K, most of the Fren-
kel pairs formed [Sii – V] disappear as a result of mutual
annihilation; the remaining separated components of
the pairs migrate and interact with each other and the
impurity atoms in the crystal, thus forming more com-
plex and stable secondary radiation defects [1, 23]. It is
the secondary radiation defects that ultimately govern
various properties of irradiated silicon crystals. Radia-
tion defects are thermally unstable and anneal out at
elevated temperatures. Nevertheless, many types of
secondary radiation defects are stable in the tempera-
ture range corresponding to the operation of silicon
devices and can be used to appropriately control the
properties of Si and the parameters of Si-based devices.
We will consider thermally stable secondary radiation
defects in this section.

4.1.1. Levels of radiation defects in silicon irradi-
ated with protons and alpha particles. It is well
known that radiation defects are electrically active and
introduce energy levels in the band gap of the semicon-
ductor.

In silicon, which is an indirect-gap semiconductor,
radiation defects control the kinetics of the generation–
recombination processes. Because of this circum-
stance, in the majority of applications, irradiation with
protons and alpha particles is used for the local (con-
cerning the area and depth) control of the charge-carrier
lifetime in the semiconductor device structures. The
knowledge of the main parameters of the radiation
defects and of their distribution in the bulk of a crystal
is an important prerequisite to choosing irradiation con-
ditions to obtain the required device characteristics.
Therefore, radiation defects in silicon irradiated with
light ions are the subject of numerous studies.

The vacancy-containing defects are found to be
most important in changing the properties of silicon
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irradiated with protons and alpha particles. These radi-
ation defects include first of all a complex consisting of
interstitial oxygen Oi〉  and a vacancy V (the A center), a
divacancy (V–V), and a complex composed of phospho-
rus at the lattice site Ps and a vacancy V (the E center)
[1, 23, 81–87]. The A center is the most dominant (in
concentration) radiation defect in silicon grown by the
Czochralski method and irradiated with light ions with
doses of up to 1013 cm–2. An acceptor level E1 located
in the upper half of the band gap and separated by
~0.17 eV from the conduction-band bottom is related
to the above radiation defect. The A center has large
capture cross sections for electrons and holes and thus
controls the lifetime of nonequilibrium charge carriers
in n-Si under a high injection level [82, 87–89]. This
defect is stable in the temperature range characteristic
of the operation of silicon devices and anneals out at a
temperature of ~350°C.

The second radiation defect in concentration in sili-
con irradiated with light ions with irradiation doses of
up to 1013 cm–2 is divacancy. For higher irradiation
doses, in which case the buildup of A centers is limited
by the concentration of dissolved oxygen, divacancy
becomes the radiation defect with the highest concen-
tration [90]. Three energy levels in the silicon band gap
correspond to a divacancy. Two acceptor levels E2 and
E3 are located in the upper half of the band gap; their
positions are Ec – 0.23 eV and Ec – 0.42 eV below the
conduction-band bottom. The donor divacancy level
H1 is located at Ev + 0.19 eV in the lower half of the
band gap. Divacancy is an effective recombination cen-
ter in silicon and is responsible for the value of the hole
lifetime in n-Si at a low level of injection [82, 87]. In
addition, this radiation defect is the major trap for free
charge carriers, and its buildup in the crystal leads to an
increase in the resistivity of irradiated silicon [90, 91].
The temperature of annealing out divacancies is some-
what lower than that of the A centers and is in the range
of 220–270°C (depending on the ratio between the C
and O concentrations in silicon and on the conditions of
irradiation and annealing).

In addition to the A centers and divacancies, which
are the dominant radiation defects, other types of radi-
ation defect may significantly affect the properties of
irradiated silicon in a number of cases. Thus, in the n-Si
grown by the floating-zone method doped with P and
irradiated with protons and alpha particles, free vacan-
cies are effectively trapped by P atoms and form the E
centers. It is important that the cross section of capture
of a vacancy by a P atom in n-Si is about 20 times larger
than the cross section of capturing the vacancy by an
electrically inactive interstitial oxygen atom due to
Coulomb attraction [92]. Because of this circumstance,
the formation rate of E centers typically exceeds that of
A centers in silicon crystals in which the phosphorus
concentration is higher than 5% of the initial oxygen
concentration. The acceptor level E4 located at Ec –
0.44 eV in the upper half of the band gap corresponds
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to the E center. In silicon crystals which are doped
heavily with phosphorus and have a low oxygen con-
tent, this radiation defect and also more complex phos-
phorus-containing agglomerates can be dominant and
control the dynamics of generation–recombination pro-
cesses [88, 92]. Since the E centers feature a compara-
tively low thermal stability in the temperature range
corresponding to the operation conditions of silicon
devices, these centers are eliminated from irradiated
device structures by thermal annealing. The annealing
temperature of these centers is ~150°C.

The so-called K center is more thermally stable
compared to the E center in irradiated silicon with high
concentrations of oxygen and carbon. The K center is a
point radiation defect and is a complex consisting of an
interstitial oxygen atom and an interstitial carbon atom
[Oi–Ci] [80, 92]. There is an opinion that the K defect
includes a vacancy in addition to carbon and oxygen
[1, 82, 83]; however, this assumption is not substanti-
ated by any conclusive reasoning. A donor level H2
(Ev + 0.36 eV) lying in the lower half of the band gap
and having a comparatively large cross section for
charge-carrier capture corresponds to the K center [89,
91, 93]. The K centers may control the lifetime of non-
equilibrium charge carriers in p-Si [13] and can also
profoundly affect the dynamic breakdown voltage of
diodes that were irradiated with protons or alpha parti-
cles and operate in actual electrical circuits at the fre-
quencies of *100 kHz [93].

There is a radiation-defect level lying close to that of
the K center in the silicon band gap; this level belongs
to a complex composed of interstitial carbon atom Ci
and substitution carbon atom Cs [1, 80, 83, 91, 94, 95].
This radiation defect is typically observed in crystals
with a comparatively low concentration of dissolved
oxygen and a high concentration of the defects Cs, in
which case the carbon atoms Cs become the main traps
for the atoms Ci. The defect [Cs–Sii–Cs] observed in
proton-irradiated silicon [96, 97] has parameters close
to those of the [Ci–Cs] center. A common feature of
radiation defects [Ci–Cs] and [Cs–Sii–Cs], which con-
tain interstitial silicon atoms and carbon atoms at the
lattice sites, is their low thermal stability [94, 95]. In
actual Si-based devices, these defects are annealed out
in order to stabilize the characteristics of irradiated
devices.

The aforementioned radiation defects in silicon irra-
diated with light ions may be treated as “native” point
radiation defects because they do not contain hydrogen
or helium ions. These radiation defects are formed in
silicon under other types of irradiation as well, i.e.,
under irradiation with electrons or gamma-ray quanta.
In the case of the proton irradiation of silicon, the
defects containing the implanted hydrogen atoms can
be formed in addition to native radiation defects.
Hydrogen is a chemically active element and interacts
with defects and impurities in the crystal. This interac-
tion may manifest itself both in the passivation of elec-
trically active defects and impurities in silicon [85] and
in the formation of new electrically active centers [8,
81–85, 87].

Radiation defects containing hydrogen in proton-
irradiated silicon have been studied by DLTS. In the
band gap of silicon irradiated with 300-keV protons at
room temperature, six types of levels belonging to
hydrogen-containing radiation defects were observed
[83]; these levels are located at Ec – 0.1 eV (EH1), Ec –
0.13 eV (EH2), Ec – 0.31 eV (EH3), Ec – 0.41 eV
(EH4), and Ec – 0.45 eV (EH5) in the upper half of the
band gap and at Ev + 0.28 eV (HH1) in the lower half
of the band gap. The results of the isochronous anneal-
ing of these radiation defects have shown that the
acceptor level EH3 and the donor level HH1 belong to
the same defect, whose concentration is higher than
those of other hydrogen-containing defects. This
hydrogen-containing radiation defect and also the trap
levels EH4 and EH5 of other hydrogen-containing
defects have been repeatedly observed in proton-irradi-
ated silicon [81, 82, 84, 87]. It is noteworthy that the
structure of hydrogen-containing defects in silicon
remains unclarified. As for the most important defect
with the levels EH3 and HH1, it has been assumed that
it either contains two hydrogen atoms [83] or is a com-
plex of a vacancy with a hydrogen atom [81]. Accord-
ing to recent results [82], the hydrogen-containing radi-
ation defects affect to a much lesser extent the recom-
bination of nonequilibrium charge carriers in proton-
irradiated silicon compared to native defects such as the
A center and divacancy. The hydrogen-containing
defects are annealed out in a temperature range of
100−300°C, with a defect with the levels EH3 and HH1
having the highest thermal stability.

In addition to deep-level hydrogen-containing radi-
ation defects, shallow-level hydrogen-containing
donors are observed in silicon irradiated with protons
and subjected to postimplantation annealing in a tem-
perature range of Tann ≈ 300–550°C [8, 80]. A supersat-
urated solution of hydrogen decomposes and hydrogen
interacts with radiation defects and impurity atoms in
the crystal during this postimplantation heat treatment
of silicon. This interaction gives rise to new electrically
active defects, which have the properties of shallow-
level donor centers. The structure and parameters of
these centers depend on the hydrogen concentration,
the dose of irradiation with protons, the annealing tem-
perature, and the initial properties of the crystal (the
oxygen and carbon concentrations). Thus, depending on
the experimental conditions, the formation of several
families of hydrogen-containing donor centers with the
following levels has been observed: Ec – 0.026 eV [8, 86,
98], Ec – 0.035 eV [80, 99], Ec – 0.043 eV [80, 100],
and Ec – 0.06 eV and Ec – 0.1 eV [9, 101]. For low
annealing temperatures and low hydrogen concentra-
tions, donors with deeper levels are typically formed,
whereas annealing at higher temperatures and high
hydrogen concentrations are conducive to the forma-
tion of shallow-level hydrogen-containing donors [80].
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The concentration of the formed hydrogen-containing
donor centers is typically on the order of 0.3% of the
total concentration of implanted hydrogen and is no
higher than ~1017 cm–3. The formation of shallow-level
hydrogen-containing donors can appreciably enhance
the electrical conductivity of n-Si or reduce the conduc-
tivity of p-Si to the point of conversion of the conduc-
tivity type [86, 90]. In this context, the effect of forma-
tion of the hydrogen-containing donor centers should
be taken into account when fabricating the devices sub-
jected to proton irradiation with subsequent thermal
annealing at Tann > 300°C. The hydrogen-containing
quenched-in donors may be used intentionally to form
n-Si layers in p-Si [102]; however, in our opinion, such
structures with p−n junctions have excessively high
generation currents and the stability of their character-
istics should be investigated further.

Summing up the consideration of the radiation-
defect levels in silicon irradiated with protons and
alpha particles, we may state that these types of radia-
tion treatment give rise to the levels of native point radi-
ation defects in the silicon band gap, which are also
observed after the irradiation of silicon with electrons
or gamma-ray quanta. The levels belonging to hydro-
gen-containing radiation defects are also observed in
the band gap of silicon irradiated with protons in addi-
tion to those belonging to native radiation defects. The
energy positions of the levels belonging to the most
important radiation defects and their parameters in sil-
icon irradiated with light ions are given in Fig. 11 and
Table 8. The most reliable (in our opinion) values of
cross sections for the capture of charge carriers by the
radiation-defect levels are given in brackets in Table 8.

4.1.2. The production rates and concentration
profiles of radiation defects in silicon irradiated
with protons and alpha particles. One of the main
distinctive features of doping silicon with radiation
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defects by irradiating it with light ions (compared to
electron or gamma-ray irradiation) is the fact that radi-
ation treatment is highly localized both over the area
and depth in the irradiated crystal. Localization of dop-
ing with radiation defects over the area of the semicon-
ductor structure is accomplished by using the relevant
masking coatings that absorb the incident ions or trans-
mit them through windows for irradiation. Localization
of the radiation treatment over the depth is ensured by
choosing the energy of the implanted ions; the shape of
the concentration profile of radiation defects is gov-
erned by the features of the energy losses of the ion
when it interacts with the crystal lattice. For high ener-
gies of light ions (higher than 1 keV per nucleon), the
prevalent mechanism of energy loss of an ion in a crys-
tal is electron stopping, in which case the energy lost by
the ion is spent mainly on the excitation of electron
shells of atoms. If this mechanism is operative, the pro-
duction rate of the primary radiation defects (the Fren-
kel pairs) is low. If an ion loses enough energy, so that
it falls to ~1 keV per nucleon, the probability for an ion
to interact elastically with the nuclei of atoms in a crys-
tal increases drastically, and nuclear stopping becomes
the prevalent mechanism of energy losses. When this
stopping becomes effective, the production rate of pri-
mary radiation defects increases sharply. The distribu-
tion of secondary defects is close to that of primary
defects and is nonuniform over the depth in an irradi-
ated crystal. Near the surface, the concentration of radi-
ation defects is comparatively low and increases with
distance from the irradiated surface, so that there is a
sharp concentration peak in the vicinity of complete ion
stopping, i.e., at a depth which is slightly less than the
projected ion range Rp.

Figure 12 shows the dependences of the projected
ranges of protons and alpha particles in silicon on the
ion energy in the range from 10 keV to 10 MeV. It can
Table 8.  Main parameters of radiation-defect levels in silicon irradiated with protons and alpha particles

Designation
of defect

Energy position
of level

Cross section of 
electron capture
σn, 10–16 cm2

Cross section of hole 
capture

σp, 10–13 cm2

Annealing
temperature

Tann, °C
 Identification

E1 Ec – (0.17 ± 0.005) eV 100–400 (~130) 1.5–10 (~1) 350 ± 10 (O–V)0/–, A center

E2 Ec – (0.23 ± 0.01) eV 10–36 (~2) 0.35–6 (~0.5) 290 ± 10 (V–V)=/–, divacancy

E3 Ec – (0.42 ± 0.02) eV 6–90 (~10) 0.03–0.5 (~0.08) 290 ± 15 (V–V)–/0, divacancy

E4 Ec – (0.44 ± 0.01) eV 10–50 (~30) ~3 150 ± 10 (P–V)–/0, E center

EH1 Ec – (0.10 ± 0.01) eV ~20 – – Hydrogen-containing center

EH2 Ec – (0.13 ± 0.01) eV ~10 – 140 ± 20 Hydrogen-containing center

EH3 Ec – (0.31 ± 0.01) eV 4–30 0.07–0.3 330 ± 20 Hydrogen-containing center

EH4 Ec – (0.41 ± 0.02) eV 0.02–0.1 – – Hydrogen-containing center

EH5 Ec – (0.45 ± 0.01) eV 0.04–0.2 ~0.0004 – Hydrogen-containing center

H1 Ev + (0.19 ± 0.02) eV ~400 0.002–0.02 (~0.01) 290 ± 10 (V–V)0/+, divacancy

H2 Ev + (0.36 ± 0.01) eV 0.02–0.5 (~0.1) 0.004–0.03 (~0.01) 340 ± 15 (O–C)0/+, K center

HH1 Ev + (0.28 ± 0.01) eV 0.2–4 0.004–0.03 330 ± 10 Hydrogen-containing center
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be seen from Fig. 12 that the irradiation of silicon with
protons with energies in the above range ensures the
possibility of local radiation-defect doping of silicon
layers with a thickness from 0.15 to 700 µm. Thus, irra-
diation with protons with energies of up to 10 MeV
covers in fact the entire range of thicknesses of modern
Si-based semiconductor devices. Typical concentration
profiles of some types of radiation defects over the
entire path lengths of protons in n-Si irradiated with
protons with energies of 320 keV and 3.2 MeV are
shown in Fig. 13. Defects with the level E1 (the A cen-
ters) have the highest concentration over the entire path
length of protons in silicon; the peak concentration of
these defects observed at a depth of ~Rp exceeds by a
factor of 5–10 the concentration near the surface. Sim-
ilar concentration profiles have other intrinsic radiation
defects as well [81, 82, 86, 87]. Hydrogen-containing
defects (for example, those with levels EH3 and HH1)
are observed only in a comparatively thin layer at a
depth of Rp and do not feature a long concentration
“tail”, which extends to the surface. The concentration
peak for hydrogen-containing radiation defects is
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Fig. 11. Energy levels of radiation defects in the band gap of
silicon irradiated with protons H+, alpha particles He++, and
electrons.

Fig. 12. Projected range of protons H+ and alpha particles
He++ in silicon in relation to the ion energy.

Level
 located somewhat deeper than that for native defects
[81]. Thus, the highest production rate of native radia-
tion defects in Si irradiated with light ions is observed
in the region of the highest generation rate of the Fren-
kel pairs. In contrast, the formation rate of hydrogen-
containing defects is highest at a depth corresponding
to the peak concentration of implanted H+ ions or in the
region where the product of concentrations of accumu-
lated hydrogen and the generated Frenkel pairs is larg-
est.

Studies of the kinetics of the radiation-defect buildup
in silicon irradiated with light ions have shown that the
concentration of native defects increases linearly with
irradiation dose Φ for Φ < 1012 cm–2 [81–83, 85]. The
production rate of radiation defects depends on the ion
energy and decreases as the energy and range Rp of ions
increase. Thus, for a proton energy of 320 keV, Rp ≈
3 µm and the highest formation rate of the A centers is
~1.5 × 104 cm–1 [81], whereas the corresponding values
are ~100 µm and ~460 cm–1 for a proton energy of
3.2 MeV [82]. The production rate of divacancies dur-
ing proton irradiation is lower than that of the A centers
by a factor of 3–5 [81, 82, 85, 87]. The typically
observed concentrations of divacancies E2 are lower
than those of the levels E3 and H1 for irradiation doses
exceeding 1010 cm–2. It is believed [82] that the diva-
cancy state related to the level E2 disappears owing to
the effect of the elastic-stress fields in the silicon lat-
tice; these fields arise as a result of high-dose irradia-
tion with light ions. Because of this circumstance, the
concentration of E2 levels increases sublinearly, rather
than linearly, as the irradiation dose increases.

The irradiation of silicon with deuterons or alpha
particles is accompanied by more severe damage of the
crystal compared to proton irradiation, all factors being
equal; this is caused by the fact that the D+ or He++ ions
are heavier than H+. According to [81, 87], an alpha
particle produces about ten times more defects com-
pared to protons of the same energy; the relative frac-
tion of divacancies compared to that of the A centers
produced by irradiation with alpha particles is larger by
a factor of 1.5 than in the case of proton irradiation
[87]. A feature common to the irradiation of silicon
with any light ions is that the number of introduced
radiation defects amounts to about 4–6% of the total
number of the Frenkel pairs generated by radiation.
This indicates that there is a high probability (~95%) of
annihilation of the Frenkel pairs in silicon at tempera-
tures higher than 295 K.

The kinetics of the buildup of hydrogen-containing
radiation defects under proton irradiation of silicon is
more complex than that of the introduction of native
radiation defects and has been studied inadequately.
The formation rate of hydrogen-containing radiation
defects depends intricately on the irradiation conditions
and the properties of silicon. For the most important of
these defects (those with the levels EH3 and HH1), it
has been found [81, 83] that their concentration
SEMICONDUCTORS      Vol. 35      No. 7      2001
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increases quadratically with dose for low doses of H+

ion implantation; the dose dependence becomes linear
for higher doses of irradiation. The change in the dose
dependence of the buildup of these defects occurs when
the implanted-hydrogen concentration becomes about
twofold higher than the phosphorus concentration [81].
This change and also the inverse-linear dependence of
the concentration of defects of this type on the phos-
phorus concentration make it possible to assume [81]
that the phosphorus–vacancy complex (i.e., the E cen-
ter) is directly involved in the formation of a hydrogen-
containing defect with the levels EH3 and HH1.

An interesting feature of radiation-defect formation
in silicon irradiated with light ions is the broadening of
the peak and a decrease in the highest concentration of
the vacancy-related radiation defects at a depth of ~Rp
(Fig. 14) as the doping level of n-Si decreases. It has
been shown [81] that the peak concentration of
vacancy-related radiation defects decreases linearly
with the lowering of the Fermi level caused by variation
in the dopant concentration. At the same time, broaden-
ing of the concentration peak of radiation defects is not
observed if the region of Frenkel pair generation during
irradiation is located within the SCR of the reverse-
biased Schottky diode. Distinctions between the con-
centration profiles of vacancy-related defects have been
explained in terms of a model that accounts for the
charge state of primary vacancies and their drift in an
electric field, which arises under irradiation owing to
the highly nonuniform distribution of charged vacan-
cies in the region of their most intense generation
[81, 103]. According to this model, immediately after
the formation of vacancies due to the displacement of
atoms from the lattice sites in n-Si, the vacancies cap-
ture electrons from the conduction band and become
negatively charged. Therefore, the free-electron con-
centration in the region that corresponds to the most
intense generation of vacancies by irradiation and is
located at a distance of ~Rp from the surface may be
much lower than the average donor concentration. As a
consequence, a local electric field arises during irradia-
tion in the region with a highly nonuniform distribution
of vacancies; this field pulls the negatively charged
vacancies toward the region where their concentration
is lower. As a result of this field effect, the peak in the
concentration profile of vacancy-related defects broad-
ens. This broadening is especially pronounced in the
lightly doped n-Si crystals for a high generation rate of
vacancies. If vacancies are generated by radiation in the
layer where there are no free electrons (for example, in
the SCR of a Schottky diode), the primary radiation
defects remain neutral and do not produce a pulling
electric field, which is responsible for the broadening of
the peak in the concentration profile for vacancy-
related defects. Taking this model into account, we may
assume that the influence of field effects on the concen-
tration profiles of vacancy-related radiation defects will
become less pronounced with decreasing intensity of
the light-ion beam and with increasing ion energy;
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however, this assumption needs experimental verifica-
tion.

Summing up the consideration of the special fea-
tures of radiation-defect formation in silicon irradiated
with protons and alpha particles, we may conclude that
irradiation with these ions makes it possible to locally
dope silicon with radiation defects in layers with a
thickness from several to hundreds of micrometers
below the surface. If silicon is irradiated with light ions
at room temperature, the main radiation defects, which
govern the properties of silicon, are vacancy-containing
point defects. The concentration of these defects and
also that of the hydrogen-containing defects produced
by proton irradiation have a well-defined peak at a dis-
tance of ~Rp below the surface. Radiation defects affect
the lifetime of nonequilibrium charge carriers and the
resistivity of the crystal; therefore, doping with radia-
tion defects may be used to vary locally and purpose-
fully the properties of Si and the characteristics of Si-
based devices.
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4.2. The Implementation of Irradiation
with Protons and Alpha Particles in the Technology

of Fabrication of Si-Based Devices

The main practical application of doping silicon
crystals with radiation defects as a result of irradiation
with light ions is related to the reduction of the lifetime
of nonequilibrium charge carriers in the structures of
switching semiconductor devices (diodes, transistors,
and thyristors). It is well-known that the maximum
operating frequency of such devices is limited prima-
rily by the comparatively slow process of switching the
device from the conducting state to the blocking state
and by energy losses during this switching process. In
order to promote the turnoff process (i.e., to reduce the
discharge time of electron–hole plasma in the course of
switching the device structure to the blocking state) and
to improve the speed characteristics of the devices, one
typically attempts to reduce the lifetime of charge car-
riers in the lightly doped base layers of the semiconduc-
tor device structures. To this end, irradiation of devices
with electrons or gamma-ray quanta is widely used at
present. Such radiation technology for lifetime reduc-
tion is distinguished by high precision, reproducibility,
and output and by low cost. However, in the devices
irradiated with electrons or gamma-ray quanta, radia-
tion defects are formed quasi-uniformly in the bulk of
the base regions of semiconductor structures. For the
high irradiation doses used in the production of high-
frequency devices, a high concentration of radiation
defects in the entire volume of base layers in a semicon-
ductor structure leads to a severe decrease in the mod-
ulation depth for the structure’s conductance and to a
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Fig. 14. Concentration profiles for A centers in n-Si with
various initial electron concentrations n after irradiation
with 320-keV protons with a dose of 1 × 1010 cm–2 [81]: n =
1.2 × 1014, (2) 2.6 × 1014, (3) 4.2 × 1014, and (4) 2 ×
1015 cm–3.
sharp increase of energy losses in the conducting state
of the device.

In contrast to the electron and gamma-ray irradia-
tion, irradiation with protons or alpha particles retains
all the merits of radiation technologies and makes it
possible to reduce the lifetime of charge carriers in the
local volume of the semiconductor structure in the
device. The local character of radiation treatment
makes it possible to improve the totality of static and
high-frequency device characteristics, which depend
inversely on the lifetime of the nonequilibrium charge
carriers. In fact, to effectively reduce the turnoff time in
the power devices, the lifetime of charge carriers can be
reduced only in part of the base-layer volume, where
this reduction affects most markedly the process of
switching from the conducting state to the blocking
state, rather than in the entire volume of the base layers.
In this situation, for the same parameters of the turnoff
process, the devices with a nonuniform lifetime profile
of nonequilibrium charge carriers have lower voltage
drops across the structure in the conducting state. We
now consider briefly the main results of studies aimed
at optimizing the speed characteristics of various
devices irradiated with protons or alpha particles in
order to form local regions with a heightened recombi-
nation rate in the base layers of the structures.

For power semiconductor diodes, the main process
limiting the maximum operating frequency of the
device is the recovery of blocking properties of the
high-voltage p+–n junction during switching from the
conducting state. Typically, this process is character-
ized by the time trr and charge Qrr of reverse recovery
(Fig. 15). For most practical applications, it is also nec-
essary that the stage of the high reverse conductance of
the diode ts lasts for only a fraction of the total duration
of reverse recovery (ts /trr  < 0.5); i.e., the recovery pro-
cess should be “soft” (Fig. 15). Studies of various
modes of irradiating power diodes with light ions [87,
89, 104–106] have shown that the optimal relation
between the turnoff parameters and losses in the con-
ducting state is ensured under the radiation conditions
for which the concentration peak of radiation defects is
located in the diode’s n-base in the vicinity of the anode
p−n junction. Compared to electron irradiation, local
doping of the near-anode region in the n-base of diodes
with proton-induced radiation defects made it possible
to appreciably improve the speed characteristics of
devices, with power losses in the conducting state
increasing insignificantly. Thus, a transition from the
conducting state to the blocking state for the identical
level of power losses in the conducting state
~300 W/cm2 occurred in a time of trr  = 1.4 µs for the
diodes irradiated with protons and in a time of trr  = 4 µs
for the devices irradiated with 1-MeV electrons [105].
Further reduction of trr by increasing the electron-irra-
diation dose results in a sharp increase in the static
power losses in the conducting state, so that, even for
trr ≈ 2.5 µs, these losses exceed the level of 600 W,
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whereas, for proton irradiation, they remain at a level of
~300 W. Figure 15a illustrates typical relations between
the forward-voltage drop across the diode structures in
the conducting state (for the current density of
200 A/cm2) and the reverse-recovery time for the pro-
ton and electron irradiations. The formation of a region
with high-rate recombination in the diode’s n-base near
the high-voltage p−n junction using proton irradiation
also leads to a “softer” recovery of the blocking prop-
erties of the p−n junction and to a decrease in the ratio
ts /trr . Such a change in the diode characteristics as a
result of the formation of a region with high-rate
recombination in the n-base in the vicinity of a p−n
junction in the diode is quite understandable; indeed, it
is the charge of nonequilibrium carriers in this region of
the structure that affects most profoundly not only the
quantities trr  and Qrr but also the duration of the stage of
high reverse conductance ts [105, 106]. Local doping of
the diode’s n-base with radiation defects in the vicinity
of the n+-emitter affects the values of Qrr and ts only
slightly (especially if the light ions are implanted from
the n+-layer side); however, this doping leads to a more
abrupt cutoff of the reverse current during the recovery
of the blocking properties of the p−n junction [105, 106].
Therefore, light ions may be successfully implanted
into the near-cathode region of the n-base to optimize
the characteristics of another class of high-voltage
diodes, i.e., fast-recovery diodes [106, 107] and diodes
with reverse order of recovery [108]; for these diodes,
it is necessary to ensure that the values of Qrr and ts are
large, with the ratio ts /trr  being close to unity.

Static and dynamic characteristics of silicon power
thyristors irradiated with protons have been studied
repeatedly [106, 109–113]. For devices of this type, the
optimal location of the layer with high-rate recombina-
tion is the part of the n-base that adjoins the high-volt-
age cathode p−n junction, which blocks the forward-
polarity voltage. Furthermore, it is expedient to irradi-
ate the thyristor structures from the side of the anode
p+-emitter. In doing so, radiation damage of the thyris-
tor-structure p-base is eliminated; this damage typi-
cally results in a comparatively rapid increase in the
control current and static power losses both in the con-
ducting and blocking states of the device. At the same
time, the formation of radiation defects throughout the
entire thickness of the n-base with the peak of their con-
centration in the vicinity of the cathode p−n junction
ensures an effective reduction in the time of removal of
the nonequilibrium-carrier charge in this layer; it is the
duration of the charge-removal process in the n-base
that makes the largest contribution to the thyristor’s
turnoff time tq. This mode of proton irradiation made it
possible [112, 113] to obtain a unique combination of
static and high-frequency characteristics of thyristors;
i.e., after irradiation, the devices with a semiconductor-
structure operating area of 20 cm2 and blocking voltage
of ~2 kV for the cathode-junction leakage current of
<10 mA (at T = 125°C) had of residual voltage drop in
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the conducting state Uf ≈ 4 V for a current amplitude of
If = 25 × 103 A and turned off in a time of tq ≈ 7–8 µs
under the conditions of dIf /dt = –3 kA/µs.

The doping of base layers in the diode and thyristor
structures with radiation defects using irradiation with
protons or alpha particles results in a significant
increase in thermal-generation current of high-voltage
p−n junctions in the blocking state [87, 110]. This
increase is caused by the irradiation-introduced diva-
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Fig. 15. (a) Correlation between the voltage drop in con-
ducting state Vf and the reverse-recovery time trr  for

p+−n−n+ diode structures irradiated with 1-MeV electrons
(the case of uniform distribution of radiation-defect concen-
tration in the diode’s n-base) and protons (the case of forma-
tion of a zone of enhanced recombination in the n-base of
the diode near the p+–n junction). The p+–n–n+ structure
had the following parameters: the total thickness was
645 µm, the depth of the p+–n junction was 80 µm, the
depth of the n+–n junction was 10 µm, and the donor-impu-
rity concentration in the n-base was ~2.5 × 1013 cm–3

(according to the data reported by Hazdra and Vobecky
[104]). (b) Temporal dependences of current through the
p+–n–n+ diode structure (Fig. 15a) during the reverse recov-
ery of the blocking property of the p+–n junction: (1) for the
unirradiated initial p+–n–n+ structure; (2) for the structure
irradiated with 3.3-MeV protons from the n+-layer side;
(3) for the structure irradiated with 1-MeV electrons; and
(4) for the structure irradiated with 3.3-MeV protons from
the p+-layer side.
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cancies, whose acceptor level E3 is located near the
midgap and is dominant in the process of thermal gen-
eration of charge carriers via the radiation-defect levels
[87]. In order to eliminate the effect of radiation treat-
ment on the characteristics of reverse-biased high-volt-
age p−n junctions, Bartko and Sun [109] suggested that
thyristor structures should be irradiated so that the radi-
ation defects introduced are outside the SCR of these
p−n junctions in the blocking state, with the peak of the
radiation-defect concentration being located in the base
p-layer. However, in doing so, the layer with high-rate
recombination affects to the much lesser extent the
turnoff time of the device [110]. Because of this cir-
cumstance, Volle et al. [110, 111] suggested that a
postimplantation thermal annealing at a temperature of
~300°C should be performed after the n-base of the
structures was locally doped with radiation defects.
This annealing ensures the elimination of compara-
tively unstable divacancies, with the A centers being
retained; this is important because the A centers are the
main recombination centers in the devices irradiated
with protons or alpha particles. The elimination of diva-
cancies makes it possible to significantly reduce the
thermal-generation current in the blocking state, with
the speed characteristics being preserved at the level
attained immediately after irradiation.

Turnoff thyristors and power bipolar transistors of
the switching type are devices in which the process of
switching off differs from that considered above. Here,
the discharge of electron–hole plasma in the structure’s
n-base in the vicinity of the cathode p−n junction dur-
ing turnoff of these devices and the subsequent recov-
ery of the junction’s blocking capability are accom-
plished by the removal (extraction) of electrons to the
external circuit through the control electrode, rather
than by recombination of nonequilibrium charge carri-
ers. Because of this circumstance, the limiting fre-
quency characteristics of turnoff thyristors and power
bipolar transistors are governed, as a rule, by commu-
tation energy losses during turnoff, rather than by the
turnoff time of these devices; this time can be fairly
short under the relevant control. The main fraction of
the above energy losses during turnoff of the devices is
due to the current leakage of nonequilibrium charge
carriers that were accumulated in the conducting state
of the device in the n-base region away from the high-
voltage cathode p−n junction. Therefore, in order to
improve the speed characteristics of the devices under
consideration, the above region of the base n-layer
should be locally doped with radiation defects. Various
aspects of optimizing the characteristics of turnoff thy-
ristors and bipolar transistors using proton irradiation
have been discussed in detail previously [114–117]. It
should be noted that, by analogy with bipolar transis-
tors, local doping by radiation defects may be also used
with good results to improve the speed characteristics
of comparatively new power devices, i.e., insulated-
gate bipolar transistors and the magnetically controlled
and field-controlled thyristors.
Thus, the beams of light ions H+ and He++ are used
in semiconductor-device technology primarily for the
local control of the lifetime of nonequilibrium charge
carriers and are rarely used to purposefully change the
semiconductor’s resistivity. When addressing the possi-
bility of forming defect-enriched buried “insulating”
layers in silicon by implantation of high doses of light
ions to form structures of the “silicon on insulating
defect-enriched layer” type [118], we should note that
this technology is based to a large extent on the forma-
tion of buried defect-enriched layers, which contain
nanoclusters of defects, including two- and three-
dimensional agglomerates. In this context, this technol-
ogy should not be considered as a method for doping
semiconductors with point radiation defects. Rather, it
may be considered as belonging to another class of
method for the modification of semiconductors (see
[12]); these methods are aimed at the formation of bur-
ied nanoporous defect-enriched layers in semiconduc-
tor crystals by implanting high doses of protons and
alpha particles.

It is also noteworthy that the sensitivity of resistivity
of silicon to irradiation with light ions limits the radia-
tion resistance and stability of Si-based radiation detec-
tors. At present, detectors based on ultrapure silicon
crystals are widely used in the sensor systems of collid-
ers in experimental nuclear physics. Therefore, the
changes in resistivity of Si under irradiation and the
problem of enhancing the radiation resistance of Si are
also studied intensively [91, 94, 95]. Changes in resis-
tivity of silicon should be also taken into account when
adjusting the speed characteristics of power devices
irradiated with light ions. These changes may pro-
foundly affect the static current–voltage characteristics
of power high-voltage devices made of lightly doped
ultrapure n-Si with a dopant concentration lower than
<5 × 1013 cm–3 and irradiated with H+ ions with doses
higher than 1011 cm–2.

5. CONCLUSION

An analysis of the main current lines in the modifi-
cation of semiconductors by irradiation with light ions
(Table 1) (see above and [11, 12]) shows that doping
semiconductors with radiation defects opens up fresh
opportunities for controlling the properties of semicon-
ducting materials and the characteristics of devices
based on these semiconductors, compared to traditional
doping methods (by diffusion, epitaxy, and ion implan-
tation). A special feature common to all the methods of
radiation-doping analyzed is the fact that they are local.
The depth of localization of the modified layer is gov-
erned by the energy and stopping losses of protons and
can actually be varied in the range from tens of nanom-
eters to hundreds of micrometers. In addition to a high
degree of localization, the modification of semiconduc-
tors by irradiation with protons and alpha particles also
has the following merits typical of all radiation-based
technologies:
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(I) versatility of implementation with respect to var-
ious materials;

(II) simplicity and comparatively low cost of radia-
tion treatments in combination with high precision,
throughput, and reproducibility; 

(III) compatibility with other technological pro-
cesses in the production of semiconducting materials
and devices.

Radiation-defect doping is one of the lines in the
irradiation-based modification of semiconductors and
is accomplished by the controlled introduction of impu-
rity defects and intrinsic structural defects. Doping
with radiation defects is one of the most important new
methods of irradiation-based doping, because it is more
widely used at present in the technology of semicon-
ducting materials and devices compared to ion-implan-
tation or nuclear-transmutation doping.

An analysis of available publications devoted to the
implementation of the doping of silicon with radiation
defects using irradiation with protons or alpha particles
shows that the main field of actual practical application
of this radiation-based technology is the local reduction
of the lifetime of nonequilibrium charge carriers in the
structures of power silicon switching devices with the
aim to optimize their high-frequency and static charac-
teristics. The use of this technology for optimizing the
transient characteristics of devices with delayed impact
ionization (such as Si-based avalanche diodes, transis-
tors, and dinistor sharpeners [107]) may become a new
and very promising field of the practical implementa-
tion of the doping of silicon with radiation defects.
Thus, the phenomenon of avalanche breakdown via the
levels of radiation defects may be used to trigger the
mechanism of reversible wave impact-ionization
breakdown in the above devices.

The control of silicon resistivity by doping with
radiation defects is rarely used at present in the produc-
tion of silicon devices. This is apparently because of the
unsuitability of this technology for the formation of
semi-insulating layers and of reliable interelement iso-
lation in the structures based on silicon compensated
with radiation defects.

The possibility of effectively controlling the charge-
carrier concentration (resistivity) in the material by
doping with radiation defects represents the physical
motivation for implementing proton irradiation in the
technology of devices based on gallium arsenide (the
problem of reducing the lifetime of nonequilibrium
charge carriers for a direct-gap semiconductor, such as
gallium arsenide, is not as topical as for silicon). The
recently developed methods for the introduction of
radiation defects with a high annealing temperature
into gallium arsenide made it possible to greatly expand
the class of devices designed for microwave and power
high-voltage electronics produced using proton irradia-
tion. Doping with radiation defects has considerable
promise for optoelectronics as well. The development
of optical fiber links with an enhanced throughput also
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suggests that III–V compounds have good prospects in
this field. In this context, the use of proton irradiation
for locally (on the submicrometer scale) controlling the
properties of a semiconductor crystal has a bright
future.

The use of radiation-based methods for doping
wide-gap semiconductors (first of all, silicon carbide)
is of great interest. The data obtained recently
[119−121] indicate that a complex spectrum of radia-
tion defects is formed in n-Si. The irradiation of n-SiC
with protons results not only in the formation of accep-
tors, which is typical of n-type materials, but also in the
introduction of deep-level donors, whose ionization at
the device operating temperatures of 500–700 K leads
to a sharp increase in the electrical conductivity of the
material.

The use of proton beams is not restricted to the field
of microelectronics; they can be used with good results
in nanoelectronics for fabricating quantum-well semi-
conductor structures [122, 123]. The “Smart Cut” and
“Improve” technologies used for the formation of sili-
con-on-insulator structures with nanometer-size active
silicon layers should be primarily assigned to this field
of proton-beam applications [124–128].

Concerning the classification of the lines in the
modification of semiconductors using beams of light
ions (of hydrogen and helium, see Table 1), we think it
pertinent to make the following point in concluding this
review.

The doping of semiconductors with defects that
contain atoms of implanted hydrogen may be concep-
tually assigned both to doping with radiation defects
and to ion-implantation doping. Electrically active
hydrogen atoms can affect the electrical properties of
semiconductor crystals owing to the formation of new
defects with either shallow or deep levels [8–10, 80–86,
99–101], due to changes in the ionization energy, the
cross section for capturing charge carriers, and the kinetic
parameters of the deep-level defects already present in the
crystal [8, 9, 129–131], and also due to the passivation of
electrically active defects [8, 9, 132–136].

Compared to the thermal, chemical, or plasma-
chemical methods of semiconductor doping with
atomic hydrogen [8, 9, 134–138], the implantation of
hydrogen makes it additionally possible to introduce it
comparatively easily to a depth in the range from frac-
tions of a micrometer to a millimeter into the semicon-
ductor crystal. This circumstance may be successfully
used to passivate the electrically active defects in
deeply lying layers in the semiconductor structure of
devices. At present, studies in this line of modifying the
semiconductors with beams of hydrogen, deuterium, or
tritium ions are hardly conducted at all. Nevertheless,
in our opinion, this line of research has good prospects
for practical implementation, for example, for the
depth-localized passivation of defects at deeply lying
boundaries of multilayered semiconductor structures or
for the formation of buried layers in the crystals, with
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these layers differing in properties from the initial
matrix to the point of changing the conductivity type
and forming buried p−n junctions.
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Abstract—Thin polycrystalline SnO2 films were deposited on glass substrates by magnetron sputtering. Elec-
trical, optical, and gas-sensing properties, as well as the structure and phase composition of the films, were stud-
ied. The electrical resistance of the films and the concentration and mobility of free charge carriers were deter-
mined by the four-point-probe and van der Pauw methods. The band gap and the type of optical transitions in
the films were derived from optical absorption spectra. The sensitivity to toxic and explosive gases was mea-
sured. The composition, morphology, and crystal structure of the films annealed at 600°C were examined by
X-ray diffraction and electron microscopy. The films were found to contain only a tetragonal SnO2 phase and
have good crystallinity. The average grain size in the annealed films is 11–19 nm. A model of the electrical con-
duction in the polycrystalline SnO2 films is discussed. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Thin SnO2 semiconductor films are used as sensitive
layers in integral gas sensors for environmental moni-
toring and measuring concentrations of toxic and
explosive gases in air [1–3]. When the SnO2 films inter-
act with gases, their electrical conductance changes in
proportion to the gas concentration in air. The gas sen-
sitivity of the films is governed mainly by their electri-
cal resistance and microstructure, a mechanism for the
charge-carrier transport, and the presence and concen-
tration of dopants.

The limiting operating temperature of the gas sen-
sors may be as high as 400°C, whereas the SnO2 films
are prepared at lower temperatures. Therefore, the elec-
trical parameters and the structure of the films are sta-
bilized by annealing at high temperatures. This study is
devoted to the effect of isothermal annealing of the
SnO2 films on their electrical and optical properties,
microstructure, and gas sensitivity as well as to a mech-
anism for electrical conduction in thin SnO2 films pre-
pared by magnetron sputtering.

EXPERIMENTAL

Polycrystalline SnO2 films were deposited on glass
substrates by magnetron sputtering of an Sn(99.98) tar-
get doped with Sb (3 vol %) in an Ar (25%) and O2 (75%)
atmosphere in a VUP-4 unit. The substrates were not
heated prior to the deposition. The target-to-substrate
spacing was varied from 15 to 20 mm, the cathode volt-
age was 440 V, and the current was 0.25 mA. The film
thickness was measured with an MII-4 interference
microscope and ranged from 1 to 5 µm depending on
the deposition time and the target-to-substrate distance.
1063-7826/01/3507- $21.00 © 20762
Sheet resistance of the films was measured by the
four-point-probe technique with a TsIUS-1 device, and
the concentration and mobility of free carriers were
determined by the van der Pauw method in a magnetic
field of 0.63 T in the temperature range from 20 to
400°C. The optical absorption coefficients and absorp-
tion spectra were derived from transmission spectra
measured with an SF-16 spectrophotometer in the
wavelength range from 300 to 1200 nm at room tem-
perature. The samples were isothermally annealed at
600°C for 4 h in air in a specially designed furnace.

The composition of the SnO2 films was analyzed by
X-ray diffraction with a Philips diffractometer (CuKα
radiation). The grain size was estimated by the Scherrer
formula: D = kλ/[(B – b)cosθ]. Here, k = 0.89 is the
constant, D is the particle diameter, λ is the wavelength
of radiation, B is the angular full-width at half-maxi-
mum (FWHM) of the highest of the peaks under con-
sideration (110 reflection at 2θ = 26.8°), and b is the
FWHM of 111 reflection of a Si standard (at 2θ =
28.44°). With this method, the average grain size can be
calculated [4]. The shape of grains and their size distri-
bution were studied by transmission electron micros-
copy (TEM). TEM micrographs and selected-area elec-
tron-diffraction patterns were obtained with a CM-20
Philips electron microscope operating at an accelerat-
ing voltage of 200 kV. A quantitative microanalysis was
performed with the same microscope and a LINK
energy-dispersive analyzer. To prepare samples for
TEM investigations, we separated the SnO2 films from
the glass substrates in a vapor of 45% HF, placed the
films on a Cu mesh, and thinned them by Ar-ion milling
at 3 keV for 1 h.
001 MAIK “Nauka/Interperiodica”
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RESULTS AND DISCUSSION

Like the films studied by Voshchilova et al. [5], the
films prepared in the atmosphere containing 75% oxy-
gen are transparent and have a yellowish color and mir-
ror surfaces.

As can be seen from the optical absorption spectra
(Fig. 1), the absorption coefficient α of the SnO2 film
varies from 103 to 104 cm–1, and α of the glass substrate
ranges from 2 to 20 cm–1 in the spectral region used.
The fundamental-absorption edge is 2.8–3.3 eV. To
estimate the band gap to greater accuracy and assess,
where possible, the type of optical transitions, we plot-
ted α2 vs. hν (direct transitions) and α1/2 vs. hν (indirect
transitions) [6]. We found that the plot of α1/2 against hν
provides a better linearization of the spectra, and the
band gap ∆E is close to 3 eV. This is noticeably smaller
than that of single-crystal SnO2 (∆E = 3.54 eV [7]),
which is attributable to the deviation from perfect sto-
ichiometry as well as to the presence of band tails
appearing due to a high concentration of defects in the
films.

The sheet resistance Rs of the as-deposited films var-
ies from 102 to 103 Ω/sq. However, Rs changes upon
heating of the films to the highest operating tempera-
ture of the gas sensors (400°C) followed by cooling to
room temperature. Isothermal annealing at T = 600°C
in air stabilizes the electrical resistance of the films.
Therefore, all SnO2 films under study were annealed at
T = 600°C for 4 h. The resistance of the annealed SnO2
films remains unchanged upon temperature cycling in
the range of the operating temperatures of the gas sen-
sors (20 to 400°C).

Figure 2 shows temperature dependences of the
concentration and mobility of free charge carriers in the
films annealed at 600°C for 4 h. The dependences were
measured in the temperature range from 20 to 400°C in
air. One can see from Fig. 2 that the electron concentra-
tion decreases from ~2 × 1018 to 3 × 1017 cm–3 with
increasing temperature in this range (curve 1), whereas
the carrier mobility increases from 70 to 150 cm2 V–1 s–1

as temperature increases from 20 to 130°C and remains
virtually unchanged as the temperature rises further to
400°C (curve 2).

The temperature dependences of the carrier concen-
tration and mobility may be governed by the interaction
of oxygen vacancies in the SnO2 film with oxygen mol-
ecules in air [8], which results in a decrease in the elec-
tron concentration.

Figure 3 shows the X-ray diffraction pattern from
the annealed SnO2 film. One can see that the pattern
contains only reflections of tetragonal SnO2 (a =
0.4760 nm and c = 0.3178 nm) that has a rutile structure
[4]. No Sb-containing phase is found, which may be
indicative of the formation of a substitutional solid
solution or the incorporation of Sb in the SnO2 lattice.
The average grain size estimated by the Scherrer for-
mula is 11.0−19.4 nm.
SEMICONDUCTORS      Vol. 35      No. 7      2001
The microstructure of the SnO2 films was studied by
the TEM (Fig. 4). The results are consistent with the
X-ray diffraction data. One can see that the grains are
very irregular in size and shape. Grain agglomerates are
also observed. Figure 4a shows a dark-field micrograph
of the film. Crystallites whose orientations are favor-
able to the Bragg diffraction are bright. Interplane dis-
tances determined from diameters of the first seven dif-
fraction rings (Fig. 4b) correspond to the rutile struc-
ture, which is consistent with the X-ray diffraction data.
Using the dark-field image, we determined major and
minor axes of ellipsoids for more than 100 crystallites.
The average grain size was found to range from 11.0 to
19.4 nm. Unfortunately, it was difficult to take into
account very fine grains (<3 nm).

The quantitative microanalysis showed that the
average content of Sb in the films is about 3 at. %. SnO2
films doped with Sb to this concentration show a high
electrical conductance, stability, and gas sensitivity [9].
The Sb content at the central part of the film is about
1.5 times higher than that at the periphery, possibly
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Fig. 1. Representative absorption spectra of (1) the glass
substrate and (2) the SnO2 film.

Fig. 2. Temperature dependences of (1) concentration and
(2) mobility of free carriers in the annealed SnO2 films.
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because the sample holder was not rotated during the
film deposition.

The gas sensitivity of the SnO2 films was defined
routinely [10] as the ratio of the electrical conductance
of the film in the presence of a gas in air (Gr) to that in
the absence of a gas (G0): S = Gr/G0. The electrical con-
ductance of the SnO2 films was determined using the
four-point-probe method in a wide range of substrate
temperatures (100 to 400°C). We measured the steady-
state gas sensitivity of the annealed films to ethanol and
acetone vapors.

Temperature dependences of the gas sensitivity
were measured at a gas concentration in air of
1000 ppm (~0.1%). The SnO2 films under study were
found to exhibit the maximum gas sensitivity to ethanol
and acetone at T = 330 and 360°C, respectively. In
Fig. 5, the sensitivity of the SnO2 film to ethanol and
acetone is plotted against the logarithm of the gas con-
centration in the range from 100 to 10000 ppm. One
can see from Fig. 5 that these dependences are linear,
which is characteristic of thin SnO2 films [10].

From the measured electrical parameters of the
SnO2 films and the experimental data on the average
grain size, we can assess the validity of the current
models describing the electrical conduction in the films
under consideration. As can be seen from the TEM
micrograph, grain agglomerates are rather abundant in
the polycrystalline film. In such a situation, charge car-
riers can move through a conducting chain without
overcoming potential barriers between grains. How-
ever, for the current to flow through isolated grains or
contacting chains, the charge carriers should overcome
the potential barriers, whose heights depend on the
band bending near the grain surfaces. In any case, the
region where the carriers move freely is affected by the
Debye shielding length (L). The smaller the value of L
in comparison to the radius (or diameter D) of grains,
the less profound this effect. At D/2L ≥ 1, the electrical
conduction in a film containing agglomerated particles

20 30 40 50 60
2θ, deg

Intensity

110 101

200

211

220 002

Fig. 3. X-ray diffraction pattern for the annealed SnO2 film.
is described by the bottleneck model [11], and, in the
case of a system of individual grains, the barrier heights
are modulated. If the space-charge regions in the grains
overlap because of their small sizes (D/2L < 1), the
ultrafine-particle model is valid.

To estimate the Debye length L = (εεokT/e2n)1/2, we
used the value ε = 13.5 for SnO2 [12] and the tempera-
ture dependence of the charge-carrier concentration
obtained in this study. Even the smallest grain size (D =

(a)

(b)

U52927.5 K 500 nm

U536500 20 µm

Fig. 4. (a) Dark-field TEM micrograph and (b) selected-area
electron-diffraction pattern for the annealed SnO2 film.
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11 nm) was found to satisfy the bottleneck condition
(D/(2L) ≥ 1) in the range from room temperature (L =
3.35 nm) to 100°C (L ≈ 7 nm). At higher temperatures,
including the temperatures of the highest sensitivity of
the films (330 and 360°C), the ultrafine-particle condi-
tion (D/2L < 1) is fulfilled. Thus, we may conclude that
the bottleneck and ultrafine-particle models adequately
describe electrical conduction in the SnO2 films stud-
ied. This provides a rather high gas sensitivity of the
polycrystalline SnO2 layers.

CONCLUSION

Conditions for the fabrication of magnetron-sput-
tered Sb-doped SnO2 films with reproducible proper-
ties were determined. The electrical parameters of the
films were stabilized by annealing at T = 600°C for 4 h.
The structure and the electrical and optical properties
of the films were investigated. The results obtained lead
us to the conclusion that electrical conduction in the
films is adequately described by the bottleneck and
ultrafine-particle models. The gas sensitivity of the
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Fig. 5. Gas sensitivity of the SnO2 film versus the concen-
tration of (1) ethanol vapor (T = 330°C) and (2) acetone
vapor (T = 360°C) in air.
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films is sufficiently high so that they can be used as
active elements of solid-state gas sensors.
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Abstract—The accuracy of a number of techniques for the reconstruction of doping profiles on the basis of the
capacitance–voltage measurements in an electrochemical cell are numerically analyzed. The two previous sim-
ple methods proposed by us are shown not only to allow the direct determination of the doping profile at the
surface but also to be potentially more accurate than the conventionally used procedure. However, our calcula-
tion techniques require experimental data of a higher accuracy. In particular, the relative error of measurements
should be within 5 × 10–4, which is an order of magnitude smaller than the commonly available values. © 2001
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Knowledge of the depth distribution of an impurity
(doping profile) is important for the production and
application of semiconductor structures. One of the
simplest methods for the profile determination is
offered by capacitance–voltage (C−V) measurements at
the Schottky metal–semiconductor contact at a reverse
bias. An approximate solution to this problem (the so-
called apparent profile) was obtained more than
50 years ago [1] and has been successfully employed.
The drawbacks of this technique were repeatedly dis-
cussed elsewhere (see, e.g., [1, 2]) and are well known:
the failure to determine the profile at the contact region,
the resolution being limited by several Debye shielding
lengths, and the finite depth of profiling. The latter
problem was overcome in the mid-1970s when the use
of an electrolyte–semiconductor contact instead of the
metal–semiconductor one [3, 4] made it possible to
combine C−V measurements with a successive electro-
chemical etch removal of the material, thus gaining
access to the deeper semiconductor layers. Recent
methods provide for a higher resolution in reconstruct-
ing the doping profile in the near-contact region [5–8].
These calculating techniques are relatively cumber-
some and require a priori data on the doping profile.
Simpler numerical schemes that yield the impurity con-
centration from the measurements in electrochemical
cell and are free from the above-mentioned disadvan-
tages of conventional methods were suggested by
Shashkin et al. [9, 10].

Despite the wide application of the current tech-
niques for the doping profile reconstruction and efforts
to develop new ones, the accuracy of the doping profile
derived from actual C−V measurements does not
1063-7826/01/3507- $21.00 © 20766
exceed that of an apparent profile (except for [7], where
the class of piecewise constant profiles was consid-
ered). To improve the situation, more attention should
be given to the accuracy of the proposed schemes and
to their sensitivity to the experimental errors. This has
been partially done, for example, in [11], where the
numerical simulation of an apparent profile for the unit
step function was performed, and in [2], where the
accuracy of an apparent profile for a uniform distribu-
tion of impurities was quantitatively estimated. In the
majority of the other studies, the accuracy and the influ-
ence of experimental errors are not mentioned at all or
are considered only qualitatively [5–8].

The aim of this study was to investigate the accuracy
of the apparent profile reconstruction by the techniques
proposed in [9] as well as to analyze the consequences
of the experimental errors. We report the results of the
numerical simulations performed for the basic distribu-
tions of impurity: uniform, linear, and that described by
a unit step function.

The new methods are shown to be more accurate
than the conventional ones. At the same time, they are
more sensitive to experimental errors; therefore, to be
implemented, they require an increase in the conven-
tional experimental accuracy by approximately an
order of magnitude, which corresponds to the relative
error of 5 × 10–4.

2. BASIC EXPRESSIONS AND CALCULATING 
TECHNIQUES

Let us assume a one-dimensional distribution of the
doping impurity N(x) (x axis is normal to the surface
and points into the studied structure, and the zero point
001 MAIK “Nauka/Interperiodica”
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x = 0 is taken at the initial position of the surface). The
volumes of the material etched off at each of the I steps
are denoted by y1, y2, …, yI. Therefore, the coordinates
of the etch points are x0 = 0, xi = xi – 1 + yi/S, i = 1, 2, …,
I, where S is the area of the etch crater bottom. The pro-
filing procedure includes the measurements of the
capacitance Cij as a function of the applied voltage Vij,
j = 1, 2, …, J at each etch step xi. The table Cij =
C(xi, Vij) as well as the values of Vij, yi, and S, represent
the input data for the reconstruction of the doping pro-
file N(x). Henceforth, dimensionless variables are used.
We chose the normalizing voltage as V0 = kT/e (k is the
Boltzmann constant, e is the elementary charge, and
T is temperature), the normalizing concentration as that
in the bulk with a uniform distribution of dopant N∞, the
normalizing length as the Debye length λD =

 (ε is the permittivity), and the normalizing
specific capacitance as C0 = ε/λD.

In what follows, we analyze three techniques for the
reconstruction of the doping profile N(x). The first of
them is well known (see, for example, [2]); let it be
referred to as the A formula:

(1)

Expression (1) is based on the assumption of a com-
plete depletion, which implies an abrupt interface
between the depleted contact region and the rest of the
sample bulk. Then, the apparent profile can be derived
at the depletion region edge xd, where the applied
approximation proves to be roughest.

The next technique (referred to as the Q formula)
was proposed in [9]:

(2)

The Q formula is also obtained within the complete-
depletion approximation. However, in contrast to the A
formula, it yields the dopant concentration at the elec-
trolyte–semiconductor interface where the above
approximation is quite valid. Thus, the Q formula
yields a result more accurate than that of the apparent
profile (see [9] and Section 3 of this paper).

kTε/e2N∞

NA xdi
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∂ 1/C2 xi V,( )[ ]
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 

1–
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xdi
xi

1
C xi V,( )
--------------------, i+ 1 2 … I ., , ,= =

NQ xi( ) Q xi V,( )C xi V,( ) ∂Q x V,( )
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x xi=

,–=

Q x V,( )
1

∂
∂x
------ 1/C x V,( )[ ]+

∂
∂V
------- 1/C x V,( )[ ]

---------------------------------------------.=
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Finally, the third technique (V formula), also
described in [9], is based on the expression

(3)

where ψ(x, V ) is the electrostatic potential of the semi-
conductor. Expression (3) directly follows from the
Poisson equation, which will be discussed below. The
accuracy offered by the V formula is defined by the
degree of depletion at the interface with the electrolyte
and is therefore quite high.

To calculate the doping profile, the following proce-
dure is suggested. For a few selected model functions
N(x), the dependences C(x, V) are calculated and in turn
are used to derive the doping profile. The obtained pro-
files will be compared with the input N(x).

We will now describe how the initial data are
obtained. Let us specify a doping profile N(x). We next
assume that the minority carrier’s contribution can be
disregarded and the concentration of majority carriers
is not too high (for GaAs, of ≤5 × 1017 cm–3 at room
temperature) so that their distribution can be described
by the Boltzmann statistics. With these assumptions,
the electrostatic potential ψi(x, V ) at each etch step
obeys the Poisson equation, which can be written in
dimensionless variables as

(4)

(5)

where V stands for the sum of the external and the built-
in voltage at the contact. Then, the specific capacitance
of the sample is defined as

(6)

We also assume that the studied structure is homoge-
neous in the bulk; i.e., there is an x* such that, for x ≥ x*,
the dopant concentration is constant and equals N∞. In
order to avoid numerical differentiation with respect to
V in Eq. (6), as is common practice (see, e.g., [11, 12]),
we introduce the additional functions φi = ∂ψi/∂V in
order to determine the capacitance Cij = C(xi, Vij). Dif-
ferentiating Eqs. (4) and (5) with respect to V and
assuming that N(x) is independent of V, we readily
obtain the equation and the boundary conditions for
φi(x, V ):

(7)

(8)

NV xi( ) ∂2ψ x V,( )
∂x2

------------------------
x xi=

,=

∂2ψi

∂x2
---------- N x( ) ψi–( ), x xi,≥exp–=

ψi xi V,( ) = V , ψi ∞ V,( ) = 0, i = 0 1 2 … I ,, , , ,

C xi V,( ) ∂
∂V
-------

∂ψi x V,( )
∂x

-----------------------
x xi=

.=

∂2φi
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--------- φi ψi–( ), x xi,≥exp=

φi xi V,( ) = 1, φi ∞ V,( ) = 0, i = 0 1 2 … I ., , , ,
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Finally, the capacitance is derived from the expression

The system of equations (4) and (7) was numeri-
cally solved at each etch step xi and for every voltage
Vij, j = 1, 2, …, J. Integration by the fourth-order
Runge–Kutta method with an automatic step selection
was performed in the range from x = x* to x = xi, similar
to the procedure described in [13]. The addition of
Eq. (7) increases negligibly the calculation time signif-
icantly but enhances the accuracy by several orders of
magnitude.

As was already mentioned above, the input data for
the doping profile determination are the discrete values
of the capacitance Cij, the voltage Vij, the volumes yi,
and the area S. To apply the reconstruction formulas
(1)–(3), they should be replaced by their discrete ana-

logues , α = A, Q, V. Note that the additional error
introduced by this procedure is defined by the applied
specific discretization method. The numerical expres-
sions used for the profile reconstruction are given in the
Appendix. The reconstructed profile accuracy δNα was
taken as the maximum deviation from the true profile:

(9)

3. THE RESULTS OF NUMERICAL 
SIMULATIONS

The methods presented above were compared by
applying them to the following model profiles: uni-

C xi V,( ) ∂φi x V,( )
∂x

----------------------
x xi=

.=

N̂α

δNA N̂A xdi
( ) N xdi

( )– ,
i

max=

δNα N̂α xi( ) N xi( )– , α
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max Q V .,= =
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Fig. 1. Error of the reconstruction of uniform (dashed
curves) and linear (solid curves) doping profiles according
to the A, Q, and V formulas; the dotted curve shows the error
of profile calculated according to expression (A.1); ∆x/λD =
0.165.
form, linear, and that given by a unit step function. The
numerical values of the parameters were taken close to
the actual experimental values for GaAs:

Most of the calculations implied a constant etch step
∆x ≥ 1 nm, with the voltage at the electrolyte–semicon-
ductor interface Vij = Vj (j = 1, 2, …, 5) being constant
for every etch step:

and the ∆V varied in the range from 0.01V up to 0.05V.

3.1. Accuracy of Reconstruction Formulas

First of all, let us consider the accuracy of the for-
mulas for reconstructing the doping profile, with input
data (the capacitance, the voltage, the etch step, and the
area of the etch crater bottom) being assumed precise.
Under this condition, the errors δNα in (9) can be repre-

sented as the sum of the discretization errors  and the

formula-introduced errors :

(10)

The formula errors δ  evidently depend neither on
the voltage increment ∆V nor on the etch step ∆x,

whereas the quantity  varies with ∆V and ∆x and
tends to zero when ∆V  0 and ∆x  0. Therefore,
knowing the dependences of δNα on ∆V and ∆x, we can
estimate the contribution from every term in the right-
hand side of (10).

For a uniform profile, the distribution of the normal-
ized concentration of the dopant is given by N(x) = 1,
and the system of equations (4) and (5) can be solved
analytically. The C−V characteristic then becomes

(11)

The substitution of Eq. (11) into (1) yields an apparent
doping profile, which is independent of x:

With the voltage V specified above, the accuracy of the

A formula  turns out to be within 4 × 10–11. Due to
the x-independent capacitance (11), expressions (1) and
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(2) coincide and the accuracy of the Q formula  is

equal to . The dependences of δNα errors on ∆V are
shown by dashed lines in Fig. 1. It can be seen that, at

small ∆V, the discretization errors  and  are neg-
ligible, since 1/C2 is a nearly linear function of V. We
note that calculation of the apparent profile according
to expression (A.1) (where the C(V) function is numer-
ically differentiated) instead of Eq. (1) considerably
increases the discretization error, which is indicated by
the dotted curve in Fig. 1. The accuracy of the V for-
mula for uniform profile proves to be poorer than those
of the A and Q formulas because of the larger discreti-
zation error. On the whole, at small ∆V, the uniform
doping profile is adequately reconstructed by any of the
three formulas.

As is evident from comparing the dashed and solid
curves of Fig. 1, the error in the reconstruction of a lin-
ear profile considerably exceeds that of a uniform dis-
tribution. It is also seen that for small ∆V, the Q and V
formulas provide better accuracy than the A formula.
The distinctive shape of the dependences of δNQ and
δNV on ∆V suggests that the contribution of the finite-
difference approximation of the derivatives is preva-
lent; i.e., the key role in the right-hand side of Eq. (10)

is played by  term, α = Q, V. It can be shown that, for
a constant etch step ∆x, the discrete analogues of
expressions (2) and (3) have a different approximation

order, in particular,  = 0(∆V2) and  = 0(∆V3). This
accounts for the fact that δNV increases more rapidly
than δNQ with increasing ∆V. The δNA error is practi-
cally independent of ∆V. Therefore, the apparent profile
is reconstructed with the error inherent in the method

itself ( ).

A similar situation is observed for the profile given
by a unit step function (Fig. 2). As in the previous case,
the Q and V formulas ensure better accuracy than the
A formula, though the errors are considerably larger
than those for linear or uniform profiles. As can be seen
from Fig. 2, the value of δNQ is independent of ∆V and
coincides with δNV for small ∆V. As mentioned above,
an increase in δNV for large ∆V is due to the fact that the
order of approximation with respect to ∆V is higher for
δNV than for δNQ. Calculations performed with large
etch steps demonstrate that, for small ∆V, the δNQ and
δNV errors are defined by the difference approximation
of the second spatial derivative and depend primarily on
∆x. We note that the integrated measure of deviation (9)
of the calculated profile from the true one does not
completely reflect the reconstruction quality. This is
demonstrated by the inset in Fig. 2 depicting the doping
profiles reconstructed for fixed ∆x and ∆V. The Q and V
formulas evidently provide a better resolution of an
abrupt change in the dopant concentration, whereas an
apparent profile is known to smooth out this jump.
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Summing up the aforesaid, under the assumption of
precise initial data, the proposed Q and V formulas
yield a better precision for all of the considered profile
shapes. A similar inference follows from the results of
reconstruction of a profile with multiple discontinuities
[9, 10]. This assertion also seems valid for a wider
range of actual experimental profiles.

3.2. Influence of Measurement Errors

The extent to which the accuracy of the doping pro-
file is affected by the measurement errors is important
for the practical applicability of one or another recon-
struction formula. If the measurement errors are ran-
dom, the total error of the reconstructed profile can be
represented as a sum of three terms:

(12)

where  and  are the same as in Eq. (10) and 
denotes an error associated with imprecise measure-
ment of the capacitance C. Actually, δC includes con-
tributions from both the error of the direct measurement

of capacitance  and the errors originating from the
measurements of voltage δV, the amount of the etched
material δy, and the area of the etch crater bottom δS:

where the constants Mi are defined by the capacitance
C(x, V) and its derivatives ∂C/∂x and ∂C/∂V. In our
numerical simulation, the influence of the total error ∂C
on exactness of the reconstructed profile is analyzed.

In order to construct a model for the measurement
error, we added a Gaussian random variable ξij with
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Fig. 2. Error of the unit step function reconstructed with the
A, Q, and V formulas. Inset: the input profile (solid curve),
an apparent profile (dots), and the profile reconstructed
according to the Q formula (crosses); ∆V/V = 0.0133 and
∆x/λD = 0.165.
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zero average value and σC/Cij variance to every of the
capacitance values Cij (i = 1, 2, …, I and j = 1, 2, …, J)
obtained by solving the Poisson equation (4). In other
words, for reconstructing the doping profile, the fol-
lowing table of values was used:

As a relative error δC, the quantity 3σC was used. The
contribution of δS—the error connected with measur-
ing the area of the etch crater bottom—to the total error
was additionally analyzed. To do this, a Gaussian vari-
able η with zero mean value and σS/S variance was
added to S. Then, the area to be used in the calculations

C̃ij Cij 1 ξ ij+( ).=

10–6

10–7

10–8

10–9

10–15

A

Q

V

10–10

10–10

10–11

δC/C

δNα /N∞

10–410–510–6
10–1

100

Q

A

V

δC/C

δNα /N∞

Fig. 3. Error of reconstructing a uniform profile (A, Q, and
V formulas) versus the capacitance measurement error;
∆V/V = 0.0133 and ∆x/λD = 0.165.

Fig. 5. Error of reconstructing a profile described by a unit-
step function (A, Q, and V formulas) versus the capacitance
measurement error for δS = 0 (solid curves) and δS = 0.09
(dashed curves); ∆V/V = 0.0133 and ∆x/λD = 0.165.
takes the form

with the relative error being given by δS = 3σS.

As an error of the reconstructed profile, we consider
the maximum standard deviation from the true profile
function:

S̃ S 1 η+( ),=

δNA N̂A xdi
( ) N xdi

( )–[ ] 2〈 〉 ,
i

max=

δNα N̂α xi( ) N xi( )–[ ] 2〈 〉 , α
i

max Q V ,,= =

10–3

10–2

10–1

100

101

10– 6 10– 4 10–2

δC/C

δNα /N∞

Α

Q

V

10–210–310–4
10–3

10–2

10–1

100

101

1

2

3

δC/C

δNA/N∞

Fig. 4. Error of reconstructing a linear profile (A, Q, and V
formulas) versus the capacitance measurement error for
δS = 0 (solid curves) and δS = 0.03 (dashed curves); ∆V/V =
0.0133 and ∆x/λD = 0.165.

Fig. 6. Error of reconstructing an apparent (1) uniform,
(2) linear, and (3) unit-step profile versus the capacitance
measurement error; ∆V/V = 0.0133 and ∆x/λD = 0.165.
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where the brackets signify averaging over the random
values ξij and η.

The errors δNα of a uniform profile reconstructed
with the A, Q, and V formulas versus the capacitance
measurement error δC are shown in Fig. 3, the area of
the crater bottom S being specified exactly. We can see
that the errors of Q and V formulas are significantly
larger than that of the A formula, even for very small
δC values.

The influence of the measurement errors on the
accuracy of the reconstructed linear profile and unit
step function is demonstrated in Figs. 4 and 5, where
the solid lines represent the errors of reconstruction for
δS = 0 and dashed lines, for δS = 0.03 and 0.09 for
Figs. 4 and 5, respectively. As δC increases, the errors
δNQ and δNV increase more rapidly than δNA. The
errors of the Q and the V formulas exceed that of the A
formula even for small δC (Fig. 4) and become unac-
ceptably large for δC/C ≈ 3 × 10–4. A several-percent
measurement error in S contributes noticeably to the
total reconstruction error only for small δC/C ≤ 10–5.

The error of an apparent profile reconstructed with
the A formula δNA starts to depend on the measurement
error δC for a considerably higher δC than δNQ or δNV

errors. An acceptable δNA is maintained up to the δC ≈
(2–5) × 10–3 (Fig. 6). Owing to this, the A formula can
be applied to the processing of data obtained in actual
experiments, where the conventionally ensured accu-
racy is δC/C ≈ 10–3 [14]. It is of interest to note that the
numerical calculations suggest that there is a critical
value δC above which the reconstruction of the profile
becomes impossible (Fig. 6).

The results of numerical simulation demonstrate
that the Q and the V formulas are more sensitive to the
measurement errors that the A formula. In particular,
the relative error δC/C for which the errors of Q and V
formulas are within the error of an apparent profile
turns out to be smaller than ~7 × 10–5. This sensitivity
to errors contained in the initial data is understandable,
since the Q and the V formulas contain the second spa-
tial derivative of capacitance, and the numerical differ-
entiation of inaccurate tabulated data is known to intro-
duce large errors.

4. CONCLUSION

We numerically analyzed the three methods for the
reconstruction of a doping profile in semiconductor
structures using C−V measurements in an electrochem-
ical cell. The Q and V formulas suggested by Shashkin
et al. [9, 10] not only make it possible to obtain the dop-
ing profile directly at the electrolyte–semiconductor
contact but also yield a more exact result than the tradi-
tionally used apparent profile [1]. It is important for the
practical application of these formulas that their accu-
racy depends much more on the capacitance measure-
ment error than that of an apparent profile. Our calcula-
SEMICONDUCTORS      Vol. 35      No. 7      2001
tions indicate that the Q and the V formulas yield an
acceptable result if the relative error of the capacitance
measurement is within ~5 × 10–4.

In general, the problem of high sensitivity of the
result to errors in the input data is the main obstacle to
the application of recently proposed new methods for
the doping profile reconstruction [5, 6, 8]. These diffi-
culties stem from the fact that the doping profile recon-
struction constitutes an inverse problem that is ill-
posed. Therefore, the design of the effective procedures
for reconstruction requires a detailed investigation of
approximations and so on.

APPENDIX

DISCRETIZATION OF THE RECONSTRUCTION 
FORMULAS

The voltage and coordinate derivatives appearing in
the A and Q formulas were taken in the form of central
differences

We note that expression (1) is sometimes written in the
equivalent form of

(A.1)

and the corresponding discrete analogue is used. How-
ever, expression (1) is preferable, since it gives a more
accurate reconstruction of a uniform profile. This is due
to the fact that 1/C2(x, V ) is nearly linear with respect
to V; therefore, the discretization error is very small
(see Section 3).

The discrete analogue of the Q formula has the form

The main difficulty encountered in discretization of
the V formula is associated with the estimation of
∂2ψi/∂x2. To do this, one should know the electrostatic
potential ψi(x, V ) at three consecutive etch steps,
ψi(xi − 1, V ), ψi(xi, V ), and ψi(xi + 1, V ), whereas only
one value at i step is known: ψi(xi, V ) = V. In order to
find the ψi(xi – 1, V ) and ψi(xi + 1, V ) values, we used the
following procedure. Considering the etched off layer
as a series-connected plane capacitor, we can determine

N̂A xdi
( )

1/Cij 1+
2 1/Cij 1–

2–
Vij 1+ Vij 1––

----------------------------------------- 
 

1–

,=

xdi
xi

1
Cij

------, j+ 2 … J 1– ., ,= =

NA xdi
( ) C3 x V,( )/

∂C xi V,( )
∂V

-----------------------–=

N̂Q xi( ) QijCij Qi 1+ j, Qi 1– j,–( )/ xi 1+ j, xi 1– j,–( ),–=

Qij

=  1
1/Ci 1+ j, 1/Ci 1– j,–

xi 1+ j, xi 1– j,–
---------------------------------------------+ 

  /
1/Ci j 1+, 1/Ci j 1–,–

Vi j 1+, Vi j 1–,–
--------------------------------------------- 

  ,

i 2 3 … I 1, j–, , , 2 3 … J 1.–, , ,= =
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the capacitance  at the (i – 1) etch step from the
formula

Using the inverse interpolation and the table
Ci − 1, j = C(xi – 1, Vi – 1, j) (j = 1, 2, …, J), we can find the

voltage  corresponding to the capacitance

. An interpolating polynomial PJ – 2(C) of the
(J − 2) degree is constructed by the method of least
squares on the basis of Vi – 1, 1, Vi – 1, 2, …, Vi – 1, J; then,

the quantity  = PJ – 2( ) is determined.

A similar procedure is used to find  at the
(i + 1)th etch step. Finally, the doping profile is derived
from

This is the simplest method of finite-difference approx-
imation of the second derivative ∂2ψi/∂x2. Another
approach was described in [10].
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Ṽ i 1– j, 2Vi j, Ṽ i 1+ j,+–
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Abstract—Frequency dependences of the transmittance T(ω) of Cd1 – xZnxTe (0 < x < 0.1) single crystals
grown by a modified Bridgman method were studied using long-wavelength optical spectroscopy in the tem-
perature range of 5–300 K. A sharp increase in absorption for energies smaller than the band gap was observed
for unannealed samples of p-type conductivity. Moreover, with the temperature variation of the sample from 5
to 300 K, the dependences T(ω) intersect almost at the same wavelength. The theoretical frequency depen-
dences T(ω) with allowance for substantial contribution of the intersubband transition of charge carriers in the
valence band were calculated. The Fermi level position was evaluated for the samples at T = 77.3 and 295 K.
A nonmonotonic dependence of the Fermi level position on the composition was observed for x = 0.040–0.047.
The possible influence of tellurium precipitates on the transmittance decrease in Cd1 – xZnxTe in the wave number
range of 3000–400 cm–1 is discussed. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Semiconductor Cd1 – xZnxTe solid solutions are
promising materials for the production of various opto-
electronic and thermal-imaging devices [1]. They are
widely used as the materials for substrates in growing
the CdxHg1 – xTe epitaxial structures, which form the
basis for arrays of infrared photodetectors operating in
the spectral regions of 3–5 and 8–14 µm [2]. Solid solu-
tions Cd1 – xZnxTe show considerable potential for the
production of high-efficiency large-area gamma-ray
detectors based on them [3], which is caused by a wide
band gap and large zinc atomic number, as well as by a
possibility of obtaining the material with resistivity ρ ≈
1010 Ω cm. The trends envisaged in the fabrication of
infrared-photodetector arrays and γ-detectors with a
large area dictate strict requirements on the control of
the Cd1 – xZnxTe solid-solution properties and on the
local homogeneity of the material. Variation of optical
properties of the material with the composition and
concentration of charge carriers in the spectral region
of interband transitions has been considered previously
[4, 5]. In particular, it was found [5] that the absorption
coefficient behavior in the above range of wavelengths
obeys the exponential law (the Urbach rule). The trans-
mittance spectra of Cd1 – xZnxTe beyond the fundamen-
tal absorption edge were reported in [6]. The variation
of the weight ratio of the solid solution components
with temperature (thermograms) was studied, which

† Deceased.
1063-7826/01/3507- $21.00 © 20773
made it possible to associate the absorption increase in
the range of wave numbers 700–4000 cm–1 with the
presence of tellurium precipitates in the material bulk.
The results obtained are of a significant interest as
many researchers are eager to learn the causes of the
changes in the Cd1 – xZnxTe optical properties in this
spectral region [7]. This is, in turn, caused by the fact,
as was noted above, that a solid solution under consid-
eration is often used as a substrate in growing the epi-
taxial CdxHg1 – xTe structures and development of the
corresponding devices for the aforementioned infrared
(IR) spectral range. The reason indicated above moti-
vated a series of studies directed at gaining insight into
the effect of Cd1 – xZnxTe doping on its optical proper-
ties [8]. Despite a number of publications, the issue
regarding the cause of a decrease in the absorption in
the range of wave numbers of 3000–400 cm–1 has not
been resolved unambiguously.

2. EXPERIMENTAL RESULTS
AND DISCUSSION

Single-crystal Cd1 – xZnxTe samples (0 < x < 0.18)
were p-type and were grown by the Bridgman method;
they have a resistivity at room temperature (T = 300 K)
from 0.5 to 2.5 × 102 Ω cm and hole mobility of
40−100 cm2 V–1 s–1. The charge-carrier concentration
was 1015–1018 cm–3 at T = 300 K. Single-crystal wafers
oriented in the crystallographic plane (111) were cut
from the crystals. The composition of the samples was
001 MAIK “Nauka/Interperiodica”
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determined from the X-ray energy-dispersive analysis,
laser mass-spectroscopy, and the interband absorption
edge. The crystal lattice parameters were measured
using X-ray high-resolution diffractrometry. The sur-
face of the samples was subjected to chemical–
mechanical polishing prior to the measurement with
subsequent etching in a Br2/CH3OH solution.

Transmittance optical spectra T(ω) were recorded at
temperatures T = 5–300 K using an IFS-113v (Bruker,
Germany) Fourier spectrometer in the range of wave
numbers 10–5000 cm–1 with a spectral resolution no
worse than 1 cm–1. Spectral dependences of transmit-
tance T(ω) of the samples studied in the IR wavelength
range varied from sample to sample (Figs. 1, 2). Thus,
the samples with a low concentration of carriers had a
transmittance of 60–63% in the wavelength range stud-
ied up to the frequencies at which the multiphonon
effects of light absorption set in. However, the samples
with a higher concentration of charge carriers, espe-
cially if the situation is close to the hole-gas degener-
acy, have strong absorption in the frequency range ω =
3000–400 cm–1. The modification of the dependences
T(ω) with the temperature decrease attracts attention:
they have an intersection point with the plot at higher
temperature, the intersection point being shifted to the
right and to the left on the energy scale depending on
the degree of hole-gas degeneracy. Similar depen-
dences of the absorption coefficient on the wavelength
α(ω) in a wide temperature range were observed in
CdTe crystals [9], and this can be explained by the res-
onance behavior of the dielectric constant ε(ω) behav-
ior caused by the carrier transitions between the
branches of light and heavy holes. For this purpose, we
use the relation [9] for the absorption coefficient related
to the transitions between the branches of light and

2000 1600 1200 800 400
0

0.1

0.2

0.3

0.4

0.5

T, arb. units

ω, cm–1

78 K

295 K

Fig. 1. Experimental (dashed curves) and calculated (solid
curves) transmittance spectra for Cd0.948Zn0.052Te sample.
heavy holes, which has the following form disregarding
the effect of the valence-band top corrugation:

(1)

Here, k is the Boltzmann constant; ρ = m2/m1; m1 and
m2 are the light and heavy hole masses, respectively;
n is the refractive index; c is the speed of light; and EF is
the energy position of Fermi level, whose variation
with the temperature decrease is approximated as

(2)

Consideration of the valence band corrugation results
in a substantial change in the frequency dependence
shape Imε(ω), in particular in a strong spreading of the
high-frequency absorption edge, but, as is shown in [9],
only at low temperatures (4 < T < 15K). In the case
under study, consideration of this correction was mean-
ingless.

The optical spectra, both experimental and theoreti-
cally calculated according the approach presented
above, are shown in Figs. 1 and 2 for two Cd1 – xZnxTe
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Fig. 2. Experimental (dashed curves) and calculated (solid
curves) transmittance spectra for Cd0.956Zn0.044Te sample.
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samples of various compositions. It can seen that we
succeeded in obtaining a satisfactory agreement
between experimental and theoretical data, which, in
turn, allowed us to assess the applicability of the model
used. A certain discrepancy observed at lower energies
is explained by the manifestation of the multiphonon
absorption, which was not taken into account in simu-
lating the T(ω) spectra. A characteristic intersection
point of spectral dependences is specific for each sam-
ple, which can be readily seen in Fig. 3. This is natural
because the samples differ in the concentration and car-
rier mobility values. Knowing the position of this point
in the spectra, we can determine the Fermi level posi-
tion in the CdZnTe material under study. The results of
calculation carried out for the series of samples with the
composition x = 0–0.06 at room and liquid-nitrogen
temperatures are shown in Figs. 4 and 5. As can be
seen, a monotonic dependence of the Fermi level posi-
tion EF on the composition is observed in Cd1 – xZnxTe
samples up to a value of x = 0.04. Furthermore, the
composition range x ≈ 0.04–0.05 is prominent; here,
strong deviations from the monotonic behavior of the
dependences indicated above are observed, with their
manifestation being similar to each other for the two
different temperatures. It was previously reported [10]
that the frequencies of optical phonons in Cd1 – xZnxTe
samples for the same composition range differed from
those theoretically calculated within the context of the
uniform cell-displacement model. On the basis of
results reported here and in [10], we may assume that
the modification of crystal-lattice local dynamics takes
place in the composition region of x ≈ 0.04–0.05; these
modifications significantly affect the charge carrier sys-
tem, specifically in this case, holes. Similar effects
should manifest themselves in the immediate vicinity

700900110013001500
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Fig. 3. Experimental transmittance spectra for Cd1 – xZnxTe
sample of various composition at T = 78 and 295 K. Values
of x: (1) 0.041, (2) 0.044, (3) 0.046, and (4) 0.031.
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of the cadmium vacancy, in which case the nearest tel-
lurium atoms turn out to be displaced from their central
positions. In this case, to balance the change of the lat-
tice polarizability in this crystal region, a hole should
be localized at this site. As a result, a Te–p+–Te-type
complex is formed. Local self-organization of Te–p+–
Te-type centers into 2D- or 3D-dimensional formations
can occur in unannealed crystals; the sizes of these for-
mations range from tens of nanometers to fractions of a
nanometer. We cannot estimate correctly the sizes of
such formations within the framework of this study.
Selective etching of CdZnTe wafers consisting of the
twinned crystals has shown that characteristic etching
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–20
T = 300 K

EF, meV
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Fig. 4. Fermi-level dependence on the Cd1 – xZnxTe solid
solution composition calculated for T = 78 K.

Fig. 5. The same as in Fig. 4 but for T = 300 K.
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pits appear in the part of the sample for which a
decrease in the absorption coefficient in the range of
wave numbers 3000−400 cm–1 is observed. Zhu et al.
[6] have studied the effect of tellurium inclusions in
CdZnTe on light transmission in the IR wavelength
region. It was noticed that, in CdZnTe samples with the
content of tellurium precipitates as high as 0.6 wt %,
the light transmittance level in the IR wavelength range
did not exceed 55%, and the spectral dependences T(ω)
were similar to those shown in Figs. 1 and 2. In our
case, in CdZnTe crystals after additional annealing in
cadmium vapor at temperatures T > 480°C, the light
transmittance in the 3000–400 cm–1 range increased. In
the submillimeter wavelength range, beyond the crystal
lattice vibration absorption (ω < 80 cm–1), the value of
T(ω) increased again by ~40–50% in the samples under
study. This is evidence of the absence of the optical
absorption by shallow impurity levels in the band gap
of the CdZnTe crystals under consideration.

CONCLUSION

On the basis of the above results we may conclude
that tellurium inclusions appreciably affect the increase
in the optical absorption at energies lower than the
CdZnTe band gap. Nonmonotonic dependence EF(x)
for x = 0.04–0.05 is associated most probably with
deviations from stoichiometry in growing the material
of the composition indicated.
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Abstract—The conductivity and Hall effect of heavily doped p-Hg0.78Cd0.22Te:Cu crystals were studied in the
temperature range of 4.2–125 K. The conductivity over the impurity band is of a metallic type for the acceptor
concentration NA > 3.8 × 1017 cm–3. The conductivity and the Hall coefficient governed by the delocalized
charge carriers in the impurity band are independent of temperature. The sign of the Hall effect is positive in
the metallic conductivity range. Near the metal–insulator transition point, the Hall mobility increases linearly
with the acceptor concentration and is independent of the acceptor concentration at NA > 1.6 × 1018 cm–3. The metal-
lic conductivity is proportional to NA in the concentration range under study at NA < 3.1 × 1018 cm–3. The Ander-
son transition occurs at the Cu concentration NA = 1.4 × 1017 cm–3 in the A+ impurity band, which is formed by pos-
itively charged acceptors. Minimum metallic conductivity corresponding to this transition equals 5.1 Ω–1 cm–1. It is
shown that ε2 conductivity in the subthreshold region is defined by delocalized carriers in the upper Hubbard
band only for fairly heavy doping (NA > 1.4 × 1017 cm–3). For NA < 1.4 × 1017 cm–3, the hopping conductivity
is observed. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Studies of the impurity states in semiconductors
using magnetotransport measurements are popular due
to the relative simplicity and reliability of the experi-
mental method. One of the most widely known direc-
tions of these studies is the investigation of the metal–
insulator transition in the impurity band of doped crys-
tals (the Mott transition). The mechanisms of this tran-
sition depend directly on the specific size of the impu-
rity centers [1] and, thus, can give additional informa-
tion about the energy state parameters. In particular, it
is possible to obtain some useful information from the
study of a metallic conductivity over the impurity band
of a semiconductor [1].

It has been shown [2] that the Cu-doped narrow-gap
crystals of the p-Hg1 – xCdxTe solid solution are promis-
ing materials for studies of the impurity conductivity
mechanism near the Mott transition. In this material,
Cu forms fairly large simple acceptor centers. This cir-
cumstance makes it possible to successfully apply the
effective mass approximation for their description and,
thereby, to simplify significantly the theoretical model.
On the other hand, the Cu solubility and its diffusion coef-
ficient in the narrow-gap Hg1 – xCdxTe crystals are large
[3], but the concentration of the uncontrolled impurities
is very low. Due to this fact, it is quite easy to grow
lightly compensated p-type crystals with any desirable
concentration of the major acceptors. In addition, the
conductivity over the impurity states in p-Hg1 – xCdxTe
1063-7826/01/3507- $21.00 © 20777
is observed at fairly high temperatures [2, 4]. This
fact also appreciably simplifies the experimental proce-
dure.

In [2], the experimental data of the conductivity
study in the p-Hg1 – xCdxTe:Cu crystals in the subthresh-
old concentration region when the conductivity has an
activation character are presented. In particular, it was
shown that at x = 0.22 the Mott transition is observed in
the impurity band of this material at the acceptor con-
centration NA = 3.8 × 1017 cm–3. In this paper, we con-
tinue these investigations. The conductivity, the Hall
effect, and the Hall mobility of charge carriers were
studied in the impurity band of the heavily doped
p-Hg0.78Cd0.22Te:Cu crystals (especially at NA > 3.8 ×
1017 cm–3 when conductivity of the crystals becomes
metallic at low temperature).

EXPERIMENTAL

We selected for the experiments compositionally
homogeneous p-Hg0.78Cd0.22Te wafers submitted by
OAO Pure Metals (Svetlovodsk, Ukraine). The concen-
tration of uncompensated donors in the selected crys-
tals was lower than 3 × 1014 cm–3; the dislocation den-
sity did not exceed 3 × 105 cm–2. These were no dislo-
cation rosettes and inclusions of the second phase.

The wafers were cut into samples 1.2 × 0.3 × 0.1 cm
in size. Copper was then evaporated on the samples in
amounts varying from 1016 to 3 × 1017 cm–2. Copper
001 MAIK “Nauka/Interperiodica”
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was introduced into the crystals by annealing for three
days in a saturated Hg vapor at temperatures no lower
than 473 K. The copper distribution in these samples
after such an annealing was macroscopically uniform.
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Fig. 1. The temperature dependences of (1–4) the conduc-
tivity and (1'–4') the Hall coefficient of the
p-Hg0.78Cd0.22Te:Cu crystals for the acceptor concentration

NA = (1, 1') 4.2 × 1017, (2, 2') 8.2 × 1017, (3, 3') 1.7 × 1018,

and (4, 4') 3.1 × 1018 cm–3. 

Fig. 2. The temperature dependence of the charge-carrier
Hall mobility in the p-Hg0.78Cd0.22Te:Cu crystals. NA =

(1) 4.2 × 1017, (2) 8.2 × 1017, (3) 1.7 × 1018, and (4) 3.1 ×
1018 cm–3.
The solid solution of Cu in Hg0.78Cd0.22Te is stable
at NA < 6 × 1017 cm–3; therefore, these crystals were
annealed at T = 473 K in order to reduce the Hg
vacancy concentration. If there are no Hg vacancies,
such a solid solution is unstable at NA > 6 × 1017 cm–3

and decomposes rapidly into two phases: Cu inclusions
and a crystal matrix with NA ≈ 6 × 1017 cm–3. Vacancies
stabilize the solid solution, decreasing the Cu diffusion
coefficient and increasing its solubility [5]. Due to this
fact, the crystals with NA > 6 × 1017 cm–3 were annealed
at a higher temperature (623–673 K). The equilibrium
concentration of Hg vacancies in these conditions was
about 1016 cm–3. Since this concentration is much lower
than NA and the ionization energy of the Hg vacancy
exceeds the Cu ionization energy by more than 100%
[6], the native defects in such crystals do not affect their
electrical properties at a low temperature.

Samples were chemically etched in a solution of Br2
in HBr and were rinsed in deionized water. Immedi-
ately after this procedure, the resistivity and the Hall
coefficient in the magnetic field B = 0.03 T were mea-
sured. The measurements were performed in the tem-
perature range of 4.2–125 K. The concentration of an
active Cu in the samples was obtained from the Hall
coefficient measurements in the magnetic field B = 1 T
at T = 77 K. It is assumed that in these conditions the
Hall factor equals 1.24 [7] and that all impurities are
completely ionized [8].

RESULTS

Experimental temperature dependences of conduc-
tivity σ of the p-Hg0.78Cd0.22Te crystals with various Cu
concentrations (NA > 3.8 × 1017 cm–3) are shown in
Fig. 1 (curves 1–4). It can be seen that at T < 125 K, σ
depends on temperature only slightly.

In contrast to the lightly doped samples, the Hall
effect in the heavily doped p-Hg0.78Cd0.22Te crystals
with NA > 2 × 1017 cm–3 can easily be measured down
to T = 4.2 K even in a low magnetic field (B = 0.03 T).
In this case, the Hall coefficient (RH) sign in the extrin-
sic conductivity region is positive. Experimental curves
RH(T) are also shown in Fig. 1 (curves 1'– 4').

The temperature dependences of the charge-carrier
Hall mobility (µH = RHσ) in the same samples are
shown in Fig. 2.

Analysis shows that it is possible to separate each
experimental curve shown in Figs. 1 and 2 into three
portions.

In the low-temperature region (below 8–20 K,
depending on NA), all three quantities (σ, RH, and µH)
are independent of temperature. The Hall coefficient
depends only slightly on NA, while σ and µH increase
distinctly with NA. These features indicate that, in this
temperature region and at these acceptor concentra-
tions, we observe metallic conductivity.
SEMICONDUCTORS      Vol. 35      No. 7      2001
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At comparatively high temperatures T (higher than
40–80 K), the Hall effect is independent of temperature
and σ and µH decrease as temperature increases. As the
copper concentration increases, RH and µH decrease.
Therefore, in this case the charge is transported mostly
by the valence-band holes.

In the intermediate temperature region, the shape of
RH(T) and µH(T) is defined by NA. There is no doubt that
in this temperature range a change of the dominant con-
duction mechanism occurs with variation in T.

The conductivity, the Hall effect, and the Hall
mobility of carriers in the acceptor band at T = 4.2 K in
the metallic conductivity region as a function of the
acceptor concentration NA are shown in Figs. 3–5.

Experimental dependence of the metallic conductiv-
ity on NA at NA > NAM is extremely simple (Fig. 3) and
can be described by the relation

, (1)

where NAM = 3.8 × 1017 cm–3 is the acceptor concentration
at the Mott transition point [2] and σM ≈ 14 Ω–1 cm–1 is
the metallic conductivity at the same point. The follow-
ing experimental fact should be noted. According to
[2], in the Cu-doped p-Hg0.8Cd0.2Te crystals, the ε2 con-
ductivity of the activation type is observed at low tem-
peratures below the Mott transition point:

(2)

It can easily be seen (Fig. 3) that at NA > 1.5 × 1017 cm–3

the preexponential factor σ02 satisfies relation (1) with
a smooth transition to σmet at NA = NAM.

The law of variation in the Hall mobility of delocal-
ized holes in the acceptor band with NA is more compli-
cated. At NA < 1.6 × 1018 cm–3, the experimental data
may be approximated with good accuracy by the linear
dependence

(3)

which includes the subthreshold concentration region
NAA < NA < NAM (Fig. 4). Here, µH0 ≈ 35 cm2 V–1 s–1 and
NAA ≈ 1.4 × 1017 cm–3 are experimental constants.
For higher Cu concentrations (in the range of 1.6 ×
1018 cm–3 < NA < 3 × 1018 cm–3), the mobility virtually
does not vary as NA increases and is equal to 350–
400 cm2 V–1 s–1.

The Hall coefficient RHmet controlled by the delocal-
ized charge carriers of the acceptor band depends on NA

only slightly in the concentration range under study
(Fig. 5). In the NA range from 4 × 1017 to 1.6 × 1018 cm–3,
RHmet increases insignificantly with NA (approximately
from 4.5 to 6 cm3/C), and, for NA > 1.6 × 1018 cm–3,

σmet σM

NA

NAM
----------=

σ2 σ02

ε2

kBT
--------- 

  .exp=

µHmet µH0

NA NAA–
NAA

----------------------,=
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RHmet decreases approximately in accordance with the
conventional formula

(4)

under the assumption that p = NA and rH ≈ 1.9.

DISCUSSION

A. Critical Points

Studies of the concentration dependences of the
metallic conductivity parameters and ε2 conductivity of
the p-Hg0.78Cd0.22Te:Cu crystals show that there are
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Fig. 3. (1) The conductivity and (2) σ02 factor (parameter in
the Arrhenius law (2) for ε2 conductivity) dependence on the
acceptor concentration in the p-Hg0.78Cd0.22Te:Cu crystals
at T = 4.2 K. 

Fig. 4. The Hall mobility dependence on the acceptor con-
centration NA in the p-Hg0.78Cd0.22Te:Cu crystals at T =
4.2 K.
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three specific acceptor concentrations: NAA ≈ 1.4 ×
1017 cm–3, NAM ≈ 3.8 × 1017 cm–3, and NAB ≈ 1.6 ×
1018 cm–3. These concentrations separate regions where
the σ, RH, and µH coefficients have a radically different
behavior.
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Fig. 5. The Hall coefficient dependence on the acceptor con-
centration NA in the p-Hg0.78Cd0.22Te:Cu crystals at T =
4.2 K. The dots represent experimental data. Line (1) corre-
sponds to NA = NAM; (2) the results of RH calculation with
formula (4) for rH = 1; (3) the results of RH calculation with
formula (4) for rH = 1.9; (4) RH(NA) experimental depen-
dence calculated from the data presented in Figs. 3 and 4. 

Fig. 6. The concentration dependence of the ρ* factor in
relation (5) for resistivity of the p-Hg0.78Cd0.22Te:Cu crys-
tals. The dots represent the experimental data, the lines cor-
respond to the empiric interpolated dependences. (1) ε3 hop-
ping conductivity region, (2) the region of ε2 hopping con-

ductivity over the states in the A+ band, and (3) the region ε2

conductivity over the states at the mobility edge in the A+

band. 
The point NA = NAM is unambiguously associated
with the Mott transition in the acceptor band of the
crystal. This was convincingly proven in the previous
paper [2], in which the concentration dependence of the
activation energy of the low-temperature ε2 conductiv-
ity was measured in the same material. For NA < NAM,
the energy ε2 > 0 and, therefore, the Fermi level lies at
T = 0 in the band of localized acceptor states. For NA >
NAM, the ε2 conductivity does not have an activation
character, so that the Fermi level lies in the band of the
extended states.

As is well known [1], in the lightly compensated
doped semiconductors, the Mott transition occurs as a
result of the overlap of two impurity bands. In the case
of p-type conductivity crystals, one of these bands
(similar to the lower Hubbard band) is formed by the
neutral acceptor states. At the Mott transition point,
these states are considered to be localized (at least in
the vicinity of the Fermi level). The other band (similar
to the upper Hubbard band) is formed by the A+-accep-
tor states with an attached excess hole. Because the
binding energy of an excess hole is small in comparison
with the acceptor ionization energy, it is assumed that
the A+-state radius is large and that these states are
extended [1, 9].

In fact, as it was shown recently [2], due to the iden-
tity of bound holes, the size of the A+ state of the iso-
lated simple acceptor slightly exceeds its radius ah in
the neutral state:  = 4ah/3. For this reason, the ques-

tion concerning the localization of states in the A+ band
is appropriate. It was suggested [2] that delocalization
can occur either as a result of the Anderson transition or
due to overlap with the valence band. According to [2],
the second mechanism is more preferable because the
Anderson transition occurs at heavier doping. This con-
clusion is based on the experimental dependence of the
ρ* factor on concentration, which has a discontinuity in
the Arrhenius law

(5)

which is observed at the Cu concentration NA ≈ 6 ×
1016 cm–3 (Fig. 6), i.e., approximately at the moment
when A+ band comes into contact with the valence
band.

Our studies of the Hall charge-carrier mobility in the
impurity band of the heavily Cu-doped p-Hg0.78Cd0.22Te
crystals contradict this assumption and at the same time
confirm the Anderson–Lifshits mechanism of the state
localization in the A+ band.

If the Cu ionization energy in Hg0.78Cd0.22Te EA =
7.6 meV [6] is a reliable estimate, then, using the theory
[2, 10] and data [11] for the other constants of this
material, we obtain the following values for the isolated
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+

ρ ρ*
ε*

kBT
--------- 
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acceptor radii: ah = 3.6 nm and  = 4.8 nm. We then

use the Anderson localization criterion

(6)

to find that, in the Cu-doped Hg0.78Cd0.22Te, the critical
concentration NAA ≈ 1.4 × 1017 cm–3. However, accord-
ing to Fig. 4, µH  0 at NA  1.4 × 1017 cm–3 + 0,
i.e., exactly at NA  NAA + 0. Therefore, for NA < NAA,
the charge transport by carriers excited into the A+ band
is most likely characterized by the hopping mechanism
because the absence of the Hall effect [1] is typical of
the hopping conductivity.

This conclusion is also confirmed by other facts.
The concentration dependence of the ρ* factor of the
Arrhenius law (5) is shown in Fig. 6. For NA > NAA, it
consists of two portions separated by a narrow region in
which the ρ* variation has a jumplike variation. In each
of these portions, the ρ*(NA) dependence has a form
typical of the hopping conductivity

(7)

(here α = 1.73 [9]). For NA < 6 × 1016 cm–3, in which
case ε3 conductivity is dominant at low temperatures
[2], the approximation of the experimental data by
dependence (7) yields a* = 3.7 nm and  ≈ 6 ×
10−5 Ω cm. In the concentration range of 1.4 × 1016 <
NA < 6 × 1016 cm–3, where ε2 conductivity is dominant
[2], we obtain a* = 4.9 nm and  ≈ 2.5 × 10–4 Ω cm.
It can be seen that, in the ε3 conductivity region, the
value of a* approximately equals the neutral acceptor
radius ah, but in the ε2 conductivity region, a* ≈ . It

should be noted that, in both cases,  obtained exper-
imentally is in agreement with the results of calculation
with the formulas given in [9]. In particular, it follows
from the calculation that ρ03 ~ 10–5 Ω cm for the ε3 con-
ductivity and ρ02 ~ 10–4 Ω cm for the ε2 conductivity.

For heavier doping (in the region NA > NAA), the Hall
mobility exceeds 10 cm2 V–1 s–1. This is quite a large
value and suggests that the charge transport is realized
by the delocalized carriers activated into the A+ band.

Thus, the point NA = 1.4 × 1017 cm–3 is really the
Anderson transition point in the A+ band of
p-Hg0.78Cd0.22Te. A rapid change in ρ*, which is
observed at NA ≈ 6 × 1016 cm–3, is related only to the tran-
sition from ε3 conductivity to ε2 conductivity.

An important circumstance should be noted. The
data shown in Fig. 6 indicate that the effective localiza-
tion radius of the A+ state, which defines the hop prob-
ability, remains constant up to the moment when the
first extended states appear in the band center. At first
glance, this inference is inconsistent with the well-

a
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+ 0.25≈

ρ* ρ0*
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a*NA
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known opinion according to which the impurity-state
radius increases up to the size of the crystal when the
critical point is approached [1, 9]. The cause of this
phenomenon probably consists in the fact that the hop
probability is defined by the overlap only of the nearest-
neighbor wave functions. In the first approximation, the
wave function of the localized state is the linear combi-
nation of the wave functions belonging to separate
potential wells. The overlap integral of the nearest
neighbors decreases as the distance between the poten-
tial wells increases and obeys the same law as for iso-
lated centers.

The third specific concentration NAB ≈ 1.6 × 1018 cm–3

corresponds to the point which lies deep in the metallic
conductivity region and which separates the regions
with different behavior of the concentration depen-
dences RHmet(NA) and µHmet(NA) (Figs. 4, 5). For
NA < NAB, the Hall coefficient is almost independent of
NA and is appreciably smaller than the value predicted
by classical formula (4). For NA > NAB, the RHmet(NA)
dependence, on the contrary, approaches relation (4).
We believe that the point NA = NAB is the lower bound-
ary of the weak scattering region, where the Ioffe–
Regel criterion (λkF > 1) is satisfied and the Born
approximation is valid. Here, λ is the mean free path
and kF is the hole quasi-momentum at the Fermi level.

In fact, for NA > NAB, the Hall mobility of holes is
fairly high: µHmet ≈ 400 cm2 V–1 s–1 (Fig. 4). If in these
conditions the Fermi level lies deep enough in the A+

band so that it is possible to assume that kF ≈ π/a (a ≈
 is the average distance between the acceptors),

then the mean free path λ = µ"kF/e ≈ 10 nm. It is easy
to evaluate that in this case λkF ≈ 3 > 1; i.e., the Ioffe–
Regel criterion is satisfied.

If this assumption is true, the conductivity at T = 0

at the point NA = NAB should be equal to 0.2e2"–1

[1]. Substituting NAB ≈ 1.6 × 1018 cm–3 into this expres-
sion, we obtain σ = 56 Ω–1 cm–1. The experimental σmet

value at this point approximately equals 60 Ω–1 cm–1;
i.e., it practically coincides with the result of the calcu-
lation.

B. The Hall Effect and the Hall Mobility

The Hall effect characteristics controlled by the car-
riers in the impurity band of the Cu-doped
Hg0.78Cd0.22Te crystals at low (NA < NAA) and high (NA >
NAB) Cu concentrations do not contradict the conven-
tional views on this phenomenon.

For NA < NAA, the hopping conductivity is dominant
in the low-temperature region. In this case, the Hall
effect cannot be measured. Our experiment confirms
this result.

NA
1/3

NAB
1/3
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The condition NA = NAB is equivalent to the condi-
tion for close packing of balls with radii of :

(4π/3)NAB  ≈ 0.74. Thus, for NA > NAB (with regard

to random distribution of impurity atoms and a free
overlap of their hole shells), the acceptors form a single
whole cluster with metallic conductivity that contains
individual inclusions of the semiconductor phase. It is
evident that in these conditions the influence of inho-
mogeneity of the medium on conductivity becomes
quite weak; as a result, the mean free path can be large
and satisfy the Ioffe–Regel inequality. In such struc-
tures, the classical law (4) is obeyed with the Hall factor
rH equal to unity (due to degeneracy of holes) [1]. In
fact, the experimental dependence RHmet(NA) is similar
to relation (4); however, RHmet is twice as large as the
expected value. Obviously, this can be explained by a
decrease in the density of states in the impurity band
due to disorder, which should cause an increase in
RHmet [1].

The behavior of RHmet and µHmet in the intermediate
Cu concentration region NAA < NA < NAB is less clear. In
this case, the mobility increases linearly from 0 for
NA = NAA to 350–400 cm2 V–1 s–1 for NA ≈ NAB.

Usually, the Friedman model [12] developed for
materials with the diagonal type of disorder is used to
describe the Hall effect in heavily disordered systems.
According to the Friedman model, the Hall coefficient
must be invariably negative if the three-site approxima-
tion is true (for example, for a crystal structure with
close packing). In the case of a four-site approximation
(for example, in a simple cubic lattice), the Hall effect
coefficient for holes must be positive. As is shown in
[1], the three-site approximation is appropriate for the
random structures. In particular, this approximation
satisfactorily describes the Hall effect in liquid metals
and in amorphous semiconductors.

It is easy to show that, in our case, the Friedman
model is not quite appropriate for describing the exper-
imental data. First, the Hall coefficient is positive. This,
contrary to expectations, is more consistent with a four-
site approximation. Second, the Friedman model pre-
dicts that the Hall mobility at the Anderson transition
point (NA = NAA) is approximately equal to ea2/(7"),
i.e., about 800 cm2 V–1 s–1. The actual value of µHmet at
this point is at least two orders of magnitude smaller
(Fig. 4).

Apparently, it is necessary to use the percolation
theory to describe the Hall effect controlled by holes of
the impurity band in Cu-doped p-Hg0.78Cd0.22Te crys-
tals. According to this theory, for NA = NAA, an infinite
metallic-conductivity cluster is formed in the impurity
system. However, such a cluster has a complicated
topology; due to this fact, the corresponding Hall effect
is small. As NA increases, the metallic cluster incorpo-
rates more and more acceptors, its topology is simpli-

a
A

+

a
A

+
3

fied, and the Hall coefficient and the Hall mobility
increase in magnitude. For NA = NAA (when the metallic
cluster fills the entire crystal), the mobility approaches
the value predicted by the Friedman model.

Indirectly, such a mechanism controlling µHmet is
confirmed by the conclusion (well known in the perco-
lation theory) that, in the lattice models, the percolation
mobility near the Anderson transition is proportional to
the difference NA – NAA [13].

C. Minimum Metallic Conductivity

An important feature in the transport theory of dis-
ordered systems is the minimum metallic conductivity
σmin, which is the conductivity of a metallic cluster at
the Anderson transition point. The σmin was calculated
by Mott using the Kubo–Greenwood formula [1]:

(8)

where z is the nearest neighbor number, B is the band
width in the ordered system, and V0 is the ultimate
energy of disordering in the Anderson model. Assum-

ing that z = 6, V0/B = 2 [1], and a = , we obtain
σmin ≈ 4.1 Ω–1 cm–1.

On the other hand, it is easy to show that at T ≈ 4 K
the conductivity governed by the charge carriers
excited at the mobility threshold is equal with a preci-
sion of small terms on the order of kBT/B to

(9)

where EC is the mobility threshold energy,  is the
conductivity of the crystal at T = 0, and F = EC. Com-
paring relation (9) with the Arrhenius law (2) for the ε2

conductivity, we obtain σ02 = . This circumstance
explains the fact that the dependence σ02(NA) coincides
with the concentration dependence of σmet extended to
the range of NAA < NA < NAM (Fig. 3).

Therefore, σmin should be experimentally determined
as the value of the σ02 factor at the point NA = NAA. Then,
using formula (5), we find that σmin ≈ 5.1 Ω–1 cm–1. As
can be seen, both σmin values (calculated and experi-
mental) are in agreement.

The experimental σmin is often identified with the
conductivity of doped semiconductor at the Mott tran-
sition point [1]. On the basis of the aforesaid, it
becomes clear that this is the wrong idea. It is precisely
this fallacy which underlies the assumption that, in
doped semiconductors, σmin is twice as high as in amor-
phous semiconductors and in liquid metals [1].

It should be noted that conductivity at the extreme
points of the NAA < NA < NAB interval is in good agree-
ment with the values predicted by Mott [1]. At the same
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time, within this interval, according to Mott, the con-
ductivity should be inversely proportional to the aver-
age distance between the impurities [1], while, in prac-
tice, σmet ∝  NA ≈ a–3.

CONCLUSION
(1) In the impurity band of the Cu-doped lightly

compensated p-Hg0.78Cd0.22Te crystals, metallic con-
ductivity is observed for NA > NAM ≈ 3.8 × 1017 cm–3.
The conductivity and the Hall coefficient are indepen-
dent of temperature in the metallic conductivity region.

(2) Prior to the transition to the metallic state in the
Cu-doped lightly compensated p-Hg0.78Cd0.22Te crys-
tals, ε2 conductivity is observed. This conductivity is con-
trolled by holes excited to the A+ band. In this band, the
Anderson transition occurs at NA = NAA ≈ 1.4 × 1017 cm–3.
As a result, in the ε2 conductivity region, the charge is
transported at NA < NAA by bound carriers (the hopping
conductivity) and by delocalized carriers excited to the
mobility threshold at NA > NAA.

(3) The radius of the state in the A+ band which
defines the hop probability at NA < NAA is 33% larger
than the radius of an isolated neutral-acceptor state and
is approximately equal to 4.8 nm. The radius is virtu-
ally independent of the Cu concentration up to the
Anderson transition point in this band.

(4) The Hall effect in the Cu-doped p-Hg0.78Cd0.22Te
crystals, which is governed by the charge carriers in the
impurity band, can be measured only if there are
extended states in the A+ band (at NA > NAA). The Hall
coefficient sign defined by the contribution of these car-
riers is positive. This corresponds to the four-site
approximation in the Friedman model. It is necessary to
use the percolation theory methods for a quantitative
description of the Hall effect in the metallic conductiv-
ity region at a relatively low acceptor concentration (at
NA < NAB ≈ 1.6 × 1018 cm–3). For NA > NAB, the Born
approximation of weak scattering is realized.
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Abstract—The composition dependence of the local neutrality level Elnl in CdxHg1 – xTe alloys has been stud-
ied theoretically. It is shown that for compositions with x < 0.47 the Elnl level lies within the conduction band,
and at x > 0.47 it lies in the upper half of the band gap. The identification of the calculated Elnl values with the
limiting position of the Fermi level (Flim) in CdxHg1 – xTe irradiated with high-energy particles suggests that irra-
diation is responsible for the n+- or n-type conduction in the material. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Solid solutions of CdxHg1 – xTe allow wide variation
of the energy gap (from 0 to 1.6 eV) by changing the
composition X at a virtually unchanged lattice constant.
It is this property that has made these compounds the
focus of intensive experimental and theoretical studies,
especially in optoelectronics.

According to modern data, the electrical, optical,
and recombination characteristics of CdxHg1 – xTe
mainly depend on whether or not structural defects—
growth dislocations, low-angle boundaries, and clus-
ters of intrinsic defects and point defects (vacancies,
antisite defects)—are present in the lattice. Nominally
undoped crystals generally show p-type conduction,
which is commonly attributed to the acceptor states
related to Hg vacancies. Therefore, one of the problems
of physics and technology is to gain control over the
ensemble and concentration of intrinsic defects in
CdxHg1 – xTe. This is commonly done by various meth-
ods: growth of the material under controlled partial
pressures of components of the gas phase, homogeniz-
ing annealing of the material in Hg vapor, chemical
doping of the melt, etc., and also by various high-
energy treatments (electron or ion bombardment, laser
irradiation, plastic deformation, ultrasonic processing,
hydrostatic compression, etc.). This allows a certain
extent of control over the ensemble of structural imper-
fections to obtain a material with prescribed properties.

In this study, a vast body of experimental data con-
cerning the effect of irradiation with high-energy parti-
cles (electrons and ions) on the electrical properties of
CdxHg1 – xTe alloys is analyzed on the basis of theoreti-
cal investigations.
1063-7826/01/3507- $21.00 © 20784
RESULTS AND DISCUSSION

Despite numerous experimental studies, from the
very first investigations to the most recent ones, it
remains unclear why high-energy irradiation (bom-
bardment with electrons or ions at varied temperature)
leads to the formation of regions with n-type conduc-
tion (n+ at low Cd concentrations and n-type otherwise)
in CdxHg1 – xTe (see, e.g., [1–4]). This behavior of the
material upon exposure to high-energy radiation is used
to change its electrical properties, obtain n-type con-
duction, and create p–n junctions by means of ion bom-
bardment.

Commonly, such behavior of CdxHg1 – xTe under
high-energy irradiation is attributed to the specificity of
formation and accumulation of defects in the given
material and, in particular, to the preferential formation
of intrinsic lattice defects of donor type. As shown
below, the n-type of conduction of irradiated
CdxHg1 − xTe samples is determined by the specific
electronic structure of the material and changes in this
structure on varying the composition of the solid solu-
tion, rather than by the characteristic type of the intro-
duced radiation defects.

Our previous investigations concerned with dia-
mond-like semiconductors and III–V binary com-
pounds have shown that the electrical properties of irra-
diated materials can be analyzed and described in terms
of the local electroneutrality concept. This concept was
intensively developed as applied to investigations of the
metal–semiconductor interfaces [5], and has been used
recently in analyzing the electrical properties of irradi-
ated bulk semiconductors [6].

In accordance with experimental data, high-energy
irradiation of a semiconductor always leads, irrespec-
tive of the irradiation conditions and history of the
001 MAIK “Nauka/Interperiodica”
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material, to Fermi level pinning in the limiting state
(steady-state) Flim specific to each particular crystal
[6, 7]. Since the electrical properties of a material (con-
duction type, free carrier concentration) are determined
by the position of the Fermi level with respect to the
band gap edges, this, in turn, governs the electronic
properties of the irradiated material. It has also been
shown that the stationary position of the Fermi level in
an irradiated semiconductor coincides with the local
electroneutrality level Elnl of the crystal, which can be
calculated theoretically. This makes it possible to eval-
uate the expected stationary position of the Fermi level
Flim(Elnl) in the irradiated material, and, thereby, not
only analyze the experimental results, but also calculate
in advance the expected electrical parameters of the
irradiated semiconductor.

The present study is devoted to a theoretical analysis
of how the position of the local electroneutrality level
Elnl depends on the temperature and composition of
CdxHg1 – xTe alloys. Elnl is calculated using the analyti-
cal expression [5]

used in our previous studies in similar calculations of
the Elnl value for solid solutions of III–V semiconduc-
tors. Here Eck(Evk) are the energy eigenvalues for con-
duction (valence) bands, k is the wave vector, and R is
the lattice radius vector.

This expression, derived as a generalization to the
three-dimensional case of the relation between the Elnl
level and the branching point of the complex band
structure of a one-dimensional crystal, gives good
agreement, as regards the Flim ≅  Elnl values, with exper-
imental data for irradiated III–V semiconductors and
solid solutions on their base. The Elnl value was esti-
mated in [5] for a number of semiconductors on the
basis of a band structure obtained using the augmented
plane wave method yielding rather inaccurate Eck(Evk)
values. Therefore, it was of interest to calculate the Elnl
for the CdxHg1 – xTe solid solution by a technique

ikR( )exp
Eck Elnl–( )

--------------------------
ck

∑ ikR( )exp
Ev k Elnl–( )

---------------------------
v k

∑ ,=
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describing more adequately the band structure of the
crystal.

In this study, the band structure of the CdxHg1 – xTe
alloy was calculated using the method of the transfer-
able model pseudopotential which is efficient as
regards the completeness and accuracy of the data
obtained on the electronic structure of a crystal. The
method was described in detail in [9], and we only
mention here that, compared with [9], nonlocal correc-
tions to the pseudopotential were additionally taken
into account, which allowed a better agreement of the
interband optical transition energies with the experi-
mental data.

Taken together with reliable experimental data, the
calculated quantitative parameters of some band gaps
for boundary compositions of the CdxHg1 – xTe solid
solution confirm the high quality of the band structure
of the materials, used in estimating Elnl (see the table).
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Elnl

EÉL

3

2

1

0

0 0.5 1.0
x CdTeHgTe

E, eV

Fig. 1. Calculated composition dependence of the band gaps
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the position of the local electroneutrality level Elnl (relative

to  level) in CdxHg1 – xTe (T = 0 K).
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Calculated and experimental values of selected band gaps for boundary compositions of the CdxHg1 – xTe alloy, used in eval-
uating Elnl(x), T = 0 K

Material

Band gaps, eV

Eg E1 EΓX EΓL E2 ∆0 ∆1

HgTe Calculation –0.29 4.08 2.01 2.47 1.23 4.51 0.94 0.64

Experiment –0.30 [14] 4.10 [13] 2.15 [10] 4.47 [10] 1.08 [12] 0.63 [10]

CdTe Calculation 1.58 5.46 3.64 3.41 2.88 5.11 0.89 0.54

Experiment 1.60 [15] 5.20 [13] 3.29 [10] 5.07 [10] 0.90 [11] 0.58 [10]

Note: The experimental data were taken from references indicated at the figures.
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A calculated composition dependence of the first
interband transitions in CdxHg1 – xTe is presented in
Fig. 1. It is noteworthy that the concentration depen-
dence of the band gap in CdxHg1 – xTe, studied in [16]
using the tight-binding technique with account of
chemical disordering effects, reveals a weak nonlinear-
ity of the band gap of CdxHg1 – xTe as a function of the
composition (x). This nonlinearity is associated with
disorder in the substitution of atoms in the cation sub-
lattice, which is due to the closeness of Cd and Te
potentials. These investigations are confirmed by
experimental data concerning the dependence of the

gap (  – ) on the alloy composition at T = 2 K [17].
This allows the application of the virtual crystal approx-
imation to calculating the band gaps in CdxHg1 – xTe.

The calculated band gaps of the alloy are in good
agreement with the experimental data. For example, the
critical concentration of transition to a zero-gap mate-
rial (xc ≅  0.14) is close to the published data. The com-
position dependences obtained of the lowest energy

direct (  – ), (  – ) and nondirect (  – )
transitions are practically linear (Fig. 1).

The Elnl values were calculated for various solid
solution compositions by the special (10) point method
[18] with account of 100 spin wave functions. The fol-
lowing calculated values were obtained (for T = 0 K):
Elnl (HgTe) = Ev + 0.32 eV and Elnl (CdTe) = Ev +
0.98 eV, with the dependence on composition, Elnl(x),
being nearly linear. The calculated composition depen-

dences of the energy positions of the levels , , and

 with respect to the local electroneutrality level Elnl

are presented in Fig. 2. These dependences can be used
to analyze and prognosticate the electronic properties
of irradiated CdxHg1 – xTe. Indeed, according to the data
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Fig. 2. Positions of the levels , , and  relative to

the local electroneutrality level Elnl vs. the Cd content x in
the CdxHg1 – xTe alloy (T = 0 K).
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presented, the Fermi level in irradiated CdxHg1 – xTe is
pinned in the conduction band at x ≤ 0.47, which corre-
sponds to an n+-type material, and in the upper half of
the band gap at x > 0.47, which corresponds to an
n-type material. These calculations are confirmed by
numerous experimental studies of irradiated
CdxHg1 − xTe, e.g., [1–4].

Thus, the results of numerical estimates of the posi-
tion of the level Elnl(x) ≅ (Flim(x)) show that the n-type
conduction of CdxHg1 – xTe samples irradiated with
high-energy particles is determined not by the nature of
introduced defects, but rather by specific features of the
electronic structure of the given material and changes
in this structure upon varying the composition of the
solid solution. Although the type of defects introduced
into the lattice may depend on the prehistory of the
material and the conditions of its irradiation, the pro-
cesses of defect accumulation in the crystal occur so as
to ensure the evolution of the Fermi level toward Elnl
and its pinning in this position at a radiation defect den-
sity exceeding that of dopants or growth defects. The
critical doses necessary for the Fermi level to reach its
stationary position are determined by the initial doping
level of the material.

In this case, the electroneutrality equation for an
irradiated material in which the Fermi level is pinned at
Elnl can be written as

where nst(x) and pst(x) are the steady-state concentra-
tions of free electrons and holes in the irradiated mate-

rial; (x) and (x) are the concentrations

of charged acceptors (j) and donors (i). Here we disre-
gard the initial chemical impurities and growth defects
under the conditions when the density of radiation
defects in the material exceeds that of the initial
dopants or growth defects. As in the case of irradiated
diamond-like semiconductors and III–V compounds,
the stabilization of the Fermi level in CdxHg1 – xTe upon
radiation treatment must be ensured by the simulta-
neous introduction of donor and acceptor radiation
defects. This issue has been studied in detail for InAs in
which irradiation leads to Fermi level pinning within
the conduction band, as in the case of CdxHg1 – xTe with
x < 0.47. For the compositions with x > 0.47, corre-
sponding to Fermi level pinning in the band gap, simi-
lar investigations have been carried out for GaAs
[19, 20]. This means that it is the difference in concen-
tration of charged donors and acceptors of radiation ori-
gin in an irradiated CdxHg1 – xTe solid solution that
determines the stationary concentration of free elec-
trons and predetermines the n-type conduction of this
material.

nst x( ) N j
– x( ) pst x( ) Ni

+ x( ),
i

∑+≅
j

∑+

N j
–

j∑ Ni
+

i∑
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CONCLUSION

High-energy irradiation leads to pinning of the
Fermi level at the local electroneutrality level of the
CdxHg1 – xTe solid solution, which corresponds to its
position within the conduction band for compositions
with x < 0.47 and in the upper half of the band gap for
other compositions and predetermines, respectively, an
n+- or n-type of the irradiated material. The effect of the
radiation treatment is manifested in the compensation
of the initial conductivity of the material. The elec-
tronic properties of irradiated CdxHg1 – xTe are gov-
erned by the minimum energy gap between Elnl(x) ≅
(Flim(x)) and the closest extremum in the energy spec-
trum of the ideal crystal and change, on varying the
solution composition, from n+-type conduction in the
case of the boundary composition HgTe to high-resis-
tivity n-type samples in the case of CdTe.

ACKNOWLEDGMENTS

This study was supported in part by the Ministry of
Education of the Russian Federation, Program “Basic
Research in Nuclear Technology and Physics of Ioniz-
ing Radiation Beams,” (grant no. 97-12-9, 2-2).

REFERENCES

1. J. Meingailis, J. L. Ryan, and T. C. Herman, Appl. Phys.
Lett. 44, 2647 (1973).

2. V. N. Brudnyœ, A. V. Voœtsekhovskiœ, Z. G. Grechukh,
et al., Fiz. Tekh. Poluprovodn. (Leningrad) 11, 1540
(1977) [Sov. Phys. Semicond. 11, 905 (1977)].

3. A. V. Voœtsekhovskiœ, A. G. Korotaev, and A. P. Kokhanenko,
Fiz. Tekh. Poluprovodn. (St. Petersburg) 30, 1565 (1996)
[Semiconductors 30, 821 (1996)].
SEMICONDUCTORS      Vol. 35      No. 7      2001
4. A. V. Voœtsekhovskiœ and A. P. Kokhanenko, Izv. Tomsk.
Politekh. Univ. 3 (2), 104 (2000).

5. J. Tersoff, Surf. Sci. 168, 275 (1986).
6. V. N. Brudnyi, S. N. Grinyaev, and V. E. Stepanov, Phys-

ica B (Amsterdam) 212, 429 (1995).
7. V. N. Brudnyœ, Izv. Vyssh. Uchebn. Zaved., Fiz. 29 (8),

84 (1986).
8. V. N. Brudnyœ and S. N. Grinyaev, Fiz. Tekh. Polupro-

vodn. (St. Petersburg) 32, 315 (1998) [Semiconductors
32, 284 (1998)].

9. S. N. Grinyaev and S. G. Kataev, Physica B (Amster-
dam) 191, 317 (1993).

10. L. Vina, C. Umbach, M. Cardona, et al., Phys. Rev. B 29,
6752 (1984).

11. D. T. Marple and H. Ehrenreich, Phys. Rev. Lett. 8, 87
(1962).

12. P. M. Amirtharaj, F. H. Pollak, and J. K. Furduna, Solid
State Commun. 39, 35 (1981).

13. Shin-ichi Katsuki and Manoto Kunimune, J. Phys. Soc.
Jpn. 31, 337 (1971).

14. J. Guldner, C. Rigaux, M. Gnynberg, and A. Mycielski,
Phys. Rev. B 8, 3875 (1973).

15. M. Nawrocki and A. Twardowski, Phys. Status Solidi B
97, K61 (1980).

16. K. C. Hass, H. Ehrenreich, and B. Velerhy, Phys. Rev. B
27, 1088 (1983).

17. J. Camassel, J. P. Laurenti, A. Bouhemadou, et al., Phys.
Rev. B 38, 3948 (1988).

18. D. J. Chadi and M. L. Cohen, Phys. Rev. 8, 5747 (1973).
19. N. G. Kolin, V. B. Osvenskiœ, N. S. Rytova, and

U. S. Yurova, Fiz. Tekh. Poluprovodn. (Leningrad) 21,
521 (1987) [Sov. Phys. Semicond. 21, 320 (1987)].

20. V. N. Brudnyi and V. M. Diamond, Solid State Commun.
54, 355 (1985).

Translated by M. Tagirdzhanov



  

Semiconductors, Vol. 35, No. 7, 2001, pp. 788–795. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 35, No. 7, 2001, pp. 823–830.
Original Russian Text Copyright © 2001 by Torkhov.

                                                             

SEMICONDUCTOR STRUCTURES, INTERFACES,
AND SURFACES

              
Effect of Ballistic Electron Transport
in Metal–n-GaAs–n+-GaAs Schottky-Barrier Structures

N. A. Torkhov
Research Institute of Semiconductors, Tomsk, 634045 Russia

e-mail: tna@ic.tsu.ru
Submitted December 29, 2000; accepted for publication January 10, 2001

Abstract—The interaction of an electron with the potential formed at the Schottky-barrier metal–semiconduc-
tor contact was investigated under the assumption that the motion is ballistic. Three cases of interaction of the
electron with the barrier potential were considered; i.e., strong and weak interactions and above-barrier trans-
port. It is demonstrated that the interaction of the electron with the above-barrier region substantially affects the
scattering process for all three cases, which manifests itself in the behavior of steady-state current–voltage char-
acteristics. Based on the model suggested, it is predicted that reverse currents increase as the width of the
diode’s thin (~0.35 µm) base increases. This prediction is verified and confirmed experimentally. It is found that
an increase in reverse current is related to the increasing influence of a strong electric field on the moving car-
riers as the width of the thin base increases. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

When calculating the forward and reverse steady-
state current–voltage (I–V) characteristics of Schottky-
barrier (SB) diodes, the theory of thermal electron
emission and carrier tunneling (the theory of thermal–
field emission) is currently used [1–11]. The theory of
thermal–field emission was later extended to SBs with
nonuniform impurity distribution in the semiconductor
[12–14]. In this case, the parameters of tunneling
through the barrier (probability T(E) and transit time
t(E)) were calculated disregarding the mechanisms of
interaction of a charged particle with the potential, par-
ticularly with the above-barrier region [9]. As was
pointed out [15, 16], this leads to an inaccurate descrip-
tion of scattering and to errors in the calculation of the
parameters of tunneling through the barrier. This is
especially noticeable when calculating the reverse-bias
regions of steady-state I−V characteristics of SB
diodes. Therefore, it is interesting to investigate the
interaction of the electron with the potential formed at
the SB metal–semiconductor (MS) contact while
simultaneously considering tunneling and above-bar-
rier transit.

The interaction of an electron with the potential
formed at the SB MS contact was investigated by
studying the behavior of the electron wave function in
the potential region, and the reverse I−V characteristics
were calculated for the case of uniform impurity distri-
bution in the semiconductor. It was demonstrated that
the effect of the above-barrier region leads to an
increase in reverse currents (a decrease in reverse volt-
ages) as the width of the diode base increases. The
results of calculations are in reasonably good agree-
ment with the experimental data.
1063-7826/01/3507- $21.00 © 20788
CALCULATION PROCEDURE

In order to investigate the interaction of an electron
with the potential according to the model suggested
recently [15], we assume that the electron, which
passes through a thin n-diode base with thickness W,
does not interact with any defects in the base region. In
this case, scattering occurs only at the potential formed
by the SB MS contact; i.e., the following condition is
satisfied:

(1)

Here, l* is the free path length for precisely such (hot)
electrons.

In order to carry out the calculations, the barrier
potential ϕ(x), where x ∈  [0; W], which is shown in
Fig. 1, was divided into N rectangular potential barriers
(RPBs). Electron wave functions Ψ(x, E) were calcu-
lated for each RPB [17] and were plotted as the func-
tions Ψ1(x), Ψ2(x), and Ψ3(x) for electron energy E =
0.5, 0.79, and 0.95 eV, respectively. In order to obtain
the parameters for transit through the system of RPBs,
an exact calculation in the context of the transfer-
matrix method was used [17–19]. In contrast to [9],
where the transport-matrix method was used to
describe tunneling for subbarrier transit only, the trans-
fer-matrix method used in this study is absolutely con-
vergent. The absolute convergence is achieved by the
choice of the transfer matrix characterizing the electron
transit through a single RPB rather than through adjoin-
ing regions, as in [9]. As was demonstrated previously
[17, 18], the form of this matrix is independent of the
procedure of specifying the potential, which makes this
technique convenient to implement using a computer. It
was demonstrated [17–19] that in order to find the

l* W .≥
001 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Potential ϕb(x) formed by the Schottky-barrier metal–semiconductor contact with regard to image forces in the absence
of the external electric field (U = 0), and the electron wave functions in the potential region, with the electron function propagating
from the left to the right ( ): Ψ1(x, E) for electron energy E = 0.5 eV, Ψ2(x, E) for E = 0.79 eV, and Ψ3(x, E) for E = 0.95 eV.

The potential and electron wave functions are shown in the spatial range from x = –10–8 m to x = 8 × 10–8 m. (b) Detailed represen-
tation of ϕb(x) and wave function Ψ2(x, E) for E = 0.79 eV in the vicinity ε of point B; the dashed curve is the tangent to point B.
parameters of transit through the system of RPBs, it is
possible to use recursive relations. These relations
allow the calculation of tunneling parameters with any
required degree of accuracy, which is determined by the
number of partitions of the potential ϕ(x).

The potential ϕ(x) was found from the numerical
solution of the Poisson equation with regard to image
forces. The energy origin was the Fermi level in metal
for Ur < 0, and in semiconductors for Uf > 0, where Uf
and Ur are the forward and reverse bias applied to the
SB, respectively.

In order to calculate the steady-state I−V character-
istics of SB diodes, the analytical expression [4] was
used; i.e.,

(2)

where q is the elementary charge, m* is the electron
effective mass, k is the Boltzmann constant, T is the
temperature, " is the Planck constant, T(E) is the tun-
neling probability, EF is the Fermi level, E is the elec-
tron energy, and U is the voltage drop.

EXPERIMENTAL

An n–n+ semiconductor structure (sample) in a
wafer form was used in the experiments. A n-GaAs:Sn

J E( ) 4πqm*kT

"
3

-------------------------=

× T E( )
1 EF E–( )/kT[ ]exp+

1 EF E– qU–( )/kT[ ]exp+
-------------------------------------------------------------------ln E,d

0

∞

∫
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epilayer (base) about 0.85 µm thick was grown on the
n+-GaAs:Te (100)-oriented substrate. The charge car-
rier concentrations in the epilayer and substrate were
~2.5 × 1016 and ~2 × 1018 cm–3, respectively. On the
substrate side, a nonrectifying contact was formed by
the electrochemical deposition of GeNi + Au with sub-
sequent annealing in a N2 atmosphere at 450°C for
5 min. Regions with W = 0.85, 0.62, and 0.35 µm were
subsequently formed on the epilayer side. Thus, three
regions having a different base thickness W were
formed on a single chip. The epilayer surface was then
treated with an ammonia solution NH3OH : H2O = 1 : 5
to remove the native oxide. As was shown previously
[20], the surface of the n-GaAs epilayer treated in an
ammonia solution acquires the periodic structure 4 × 2,
which is indicative of a good surface quality. Ellipso-
metric investigations were carried out immediately
after sample treatment in an ammonia solution. It was
demonstrated that the thickness of the surface layer
with the dielectric constant ε, which was different from
the ε value in the bulk, was no greater than 7–10 Å. It
is possible that this layer is related to the surface recon-
struction.

Barrier contacts 325 µm in diameter were formed by
electrochemical deposition of a Au film 0.3 µm thick on
the n-epilayer surface using conventional technology.
Deposition was carried out through the photoresist win-
dows with the subsequent removal of the photoresist.
The mesas were then formed by etching off the material
along the periphery of a contact to a depth of 1 µm. This
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was done in order to weaken the influence of the
periphery on the electrical characteristics of diodes.

The SB height was determined from the capaci-
tance–voltage (C−V) characteristics at a frequency of
1 MHz and, for comparison, from the saturation current
of the I−V characteristics. The C−V and I−V character-
istics of SBs were measured at 295°C directly on the
wafers. The SB heights obtained by the two indepen-
dent techniques are practically identical.

The concentration profiles of the ionized shallow-
donor impurity ND(x) along the base thickness for three
regions having different W values were obtained from
the C−V characteristics (Fig. 2). The effective base
width and impurity concentration ND were estimated
from the concentration profiles. Based on the experi-
mental data obtained, the dopant concentration in the
n-layer ND for the calculation of steady-state I−V char-
acteristics of the SB diodes was assumed to be equal to
2.5 × 1016 cm–3. The thickness of n epilayers W was
taken equal to 0.85, 0.62, or 0.35 µm. The potential bar-
rier height ϕb0 at 295°C with regard to image forces was
taken equal to 0.841 eV.

The parameters of transit through the barrier were
calculated in an energy range from 0 to 1 eV. The num-
ber of potential partitions N was equal to 650 points
along the spatial coordinate and to 600 according to
energy. The correctness of the program execution was
verified by calculating the tunneling probability T(E)
and transit time t(E) for superlattices [21, 22].

RESULTS AND DISCUSSION

Let us consider an electron with energy E = 0.79 eV,
which moves from left to right and impinges on the
potential ϕ(x) from the left (Fig. 1). Let B be the escape
point for an electron with energy E = 0.79 eV from the

2

4

6

8

ND, 1016 cm–3

0.2 0.4 0.6 0.8
x, µm

3
2

1

Fig. 2. Concentration profiles of the ionized shallow-donor
impurity ND(x) for the Au–n–n+-GaAs structures with the
thickness W = (1) 0.35, (2) 0.62, and (3) 0.85 µm.
subbarrier region AB (Fig. 1, Ψ2(x)). Consider the
ε-vicinity of point B—]ε–; ε+[ (Fig. 1b). We refer to the
region ]ε–; B[ as the left-sided neighborhood of point B,
and ]B; ε+[, as the right-sided neighborhood. It can be
seen from Fig. 1b that the slope of ϕ(x) in the vicinity
of point B varies only slightly. Hence, it follows that the
electric field strengths to the right and left of the point
under consideration are practically identical and are
determined by the tangent (dashed line) to this point:

(3)

Let us consider the behavior of the electron wave
function in the vicinity of point B. Directly at point B,
the electron wave function should be continuous; i.e.,
the joining conditions for wave functions should be sat-
isfied [17–19]. We consider three cases of interaction of
the electron with the potential formed by the SB MS
contact by monitoring the behavior of its wave func-
tion.

The first case is related to the strong interaction of
the electron with the potential. This case is characteris-
tic of low electron energies, for which the SB width
(range AB) exceeds the electron wavelength. As can be
seen from Fig. 1a, the electron wave function Ψ1(x)
undergoes strong variations. While penetrating into the
subbarrier region, it transforms from the harmonic
function to the exponentially decaying function of the
coordinate. It can be seen that even at a distance of
about 10−8 m, the amplitude of Ψ1(x) decays practically
to zero. According to calculations, the tunneling proba-
bility T is very low in this case. It is clear that such elec-
trons make a negligibly small contribution to the cur-
rent flow through the device.

The second case is related to the weak interaction of
the electron with the potential. This case is characteris-
tic of electrons with energies that are below or equal to
the potential barrier height ϕb0. No violations of the
oscillatory behavior are observed for wave functions
Ψ2(x) characteristic of the electrons of this type within
the subbarrier region. This is indicative of a weaker
interaction of the electron with the potential for such
energies. In this case, the decrease in the amplitude of
Ψ2(x) is small, whereas the T(E) quantity tends to unity.
It is evident that these electrons contribute significantly
to the current flow through the device. In this case, two
portions with substantially different behavior may be
recognized in the Ψ2(x) dependence (Fig. 1b). These
portions are the exponentially decaying harmonic por-
tion lying in the subbarrier region AB and the anhar-
monic oscillatory portion lying in the above-barrier
region BW. As can be seen from Fig. 1b, the electron
wave function in the above-barrier region is a compli-
cated function of the coordinate, and this function may
be unsuitable for the description of the wave process.
The interaction between the electron and above-barrier
region depends on the ϕ(x) slope, i.e., on the electric
field magnitude in the above-barrier region. Where the

∂ϕ x( )
∂x

--------------
x B→
lim const.=
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Fig. 3. Tunneling probability T(E) for the model barrier (see inset). Calculation parameters: ϕ1 = 0.8 eV, the extent of the ab region
is equal to 3 nm; for T(E) dependence in Fig. 3a: bc region amounts to 20 nm, ϕ2 = 0.2 eV; for curves (1–3) in Fig. 3b: bc region
extent is 60 nm, ϕ2 = (1) 0, (2) 0.2, and (3) 0.6 eV.
field is strong, for example, in the space-charge region
(SCR), the harmonicity of Ψ(x) oscillations is dis-
turbed strongly, and the oscillations are randomized.
Ψ(x) oscillations become harmonic again only with
escape from the SCR, when the electric field effect
decreases considerably.

The third case is related to the above-barrier transit,
when the electron energy exceeds the potential barrier
height ϕb0. In this case, the electron does not penetrate
into the subbarrier region at all, but passes strictly
through the thin n-base above the potential barrier. This
case is also related to the specific features in the elec-
tron motion. Since the amplitude of Ψ3(x) varies
weakly over the entire n-base length, one may assume
that the electron undergoes weak interaction with the
potential when it passes through the space-charge
region (SCR). On the other hand, as can be seen from
Fig. 1a, the behavior of Ψ3(x) varies substantially in the
SCR, specifically, oscillations of Ψ3(x) are random-
ized. Similarly to the second case, Ψ3(x) oscillations
become harmonic again only with escape from the
SCR. Because of their low concentration, the contribu-
tion of these electrons to the current flow through the
device is small.

The influence of interaction of an electron with the
above-barrier region on scattering by the potential
formed at the SB MS contact may be conveniently
illustrated for the model barrier. Let us model the
potential ϕ(x) by two SB RPBs of height ϕ1 = 0.8 eV
and ϕ2 = 0.2 eV with a zero distance between them, as
is shown in the inset to Fig. 3a. Let us assume that the
widths of the first and second RPBs are equal to 30 and
200 Å, respectively. The shape of the T(E) dependence
for this case is shown in Fig. 3a. The appearance of
SEMICONDUCTORS      Vol. 35      No. 7      2001
oscillations of T(E), as it is easy to verify, is related to
the occurrence of the above-barrier region with electron
transit through the ac region. It can be seen that, for the
energy range from 0 to 0.2 eV, when the electron moves
in the subbarrier region only, the T(E) dependence is
monotonic. As the energy of the incident wave
increases above 0.2 eV, any electron that passes through
the ac region encounters the bc region along its path. In
this region, the electron moves above the potential bar-
rier. In this case, oscillations appear in the T(E) curve.

An increase in the extent of the bc region (Fig. 3b),
in which the electron passes above the barrier ϕ2, leads
to an increase in the number of oscillations in the T(E)
curve. The oscillation amplitude does not vary in this
case. A simulation demonstrated that the oscillation
amplitude depends on the value of ϕ2. A decrease in ϕ2
leads to a decrease in the oscillation amplitude. For
ϕ2 = 0, the T(E) dependence becomes monotonic
(Fig. 3b). For the actual SB, subsequent to tunneling
through the potential barrier, the electron begins to
move in the above-barrier region. The width of this
region should be rather large (thousands of angstroms),
which should lead to the appearance of a large number
of oscillations in the T(E) dependence.

The T(E) dependences of the diode structure with
W = 0.35 µm for a zero bias and Uf = 0.5 V for a for-
ward bias, which were calculated with and without
regard to the effect of the above-barrier region, are
shown in Fig. 4a. It can be seen that the allowance made
for the interaction of charge carriers with the above-
barrier region leads not only to the appearance of oscil-
lations in the T(E) curve, but also to a decrease in the
tunneling probability. A similar situation also arises in
the case of the reverse bias (Fig. 4b), with the only dif-
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Fig. 4. Effect of the above-barrier region on the tunneling probability T(E) for the Au–n–n+-GaAs region with W = 0.35 µm: (a) for
a forward bias voltage Uf = 0.5 V, (b) for a reverse bias voltage Ur = –12 V; T(E) dependence: (1) with no regard to the effect of the
above-barrier region and (2) with regard to its effect.

Fig. 5. Current–voltage characteristics: (a) reverse and (b) forward. (a) Base thickness W = (1, 1') 0.35, (2, 2') 0.62, and (3, 3') 0.85 µm.
(b) W = 0.35 µm, calculation: (1) with regard to the effect of the above-barrier region, and (2) with no regard to its effect.

Experiment:
ference being that the oscillation frequency in the T(E)
curve is lower.

As was demonstrated above, the allowance made for
the effect of the above-barrier region leads to a consid-
erable variation in transit parameters. It was reported
[15] that the effect of the above-barrier region was
taken into account when calculating the steady-state
reverse I−V characteristics of the SB diodes by the
transport-matrix method. In this case, the rate of
increase in the reverse currents for voltages close to the
breakdown voltage increases. The calculation of
steady-state I−V characteristics for different values of
the base thickness W, which was based on the model
suggested recently [15] and was carried out in this
paper by the transport-matrix method, demonstrates a
considerable decrease in reverse currents with decreas-
ing W. In this case, the experimental data agree reason-
ably well with the calculations (Fig. 5). The statistical
analysis of the I−V characteristics of diodes, which
were fabricated on a single chip, also confirmed the
effect observed from calculations. The dependence of
the number of diodes N on Ur (see Fig. 6) is described
SEMICONDUCTORS      Vol. 35      No. 7      2001
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adequately by Gaussian functions. In this case, the
peaks in the N(Ur) curves shift to larger Ur with
decreasing W.

The behavior observed for I−V characteristics with
a decrease in W can be explained by analyzing the tran-
sit parameters for each individual case.

The phenomena observed for reverse I−V character-
istics could not be explained by classical notions of the
electron. Thus, according to the results obtained, an

6 8 10 12 14 Ur, V
2

4

6

8

10

12

14

N

1
2
3

Fig. 6. Steady-state distribution of the magnitude N (the
number of the Au–n–n+-GaAs diodes arranged on a single
substrate) as a function of the reverse voltage Ur measured
for the current of 10 µA and the thickness W = (1) 0.85,
(2) 0.62, and (3) 0.35 µm. Points are the experimental data,
and curves are approximations by Gaussian functions. For
statistics, 110 diode structures were selected in every case.
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increase in W from 0.35 to 0.85 µm leads to an increase
in transit time. From the classical concept, this should
lead to an increase in the reverse currents, which is in
contradiction with the experiment (Fig. 5). In contrast
with this, according to the quantum-mechanical con-
cept, a decrease in transit time is accompanied by an
increase in the average tunneling probability (Figs. 7a,
7b). Superficially (according to the behavior of the I−V
characteristics, Fig. 5), this manifests itself in an
increase in reverse currents. An increase in transit time,
as the investigations demonstrated, is related to the
broadening of the region of a strong electric field, in
which the electron passes above the potential barrier.
This enhances the effect of the above-barrier region on
the electron motion.

As can be seen from Fig. 7b, the t(E) dependences
are not monotonic. It should be noted that the peak (val-
ley) values in the t(E) curve correspond to the peak
(valley) values in T(E) curves; i.e., an increase
(decrease) in T is accompanied by an increase
(decrease) in the duration of electron transit through the
region of ϕ(x). This is in agreement with the known
notions of the behavior of the phase-transit time [17].
As a result, we can conclude that the nonmonotonic
behavior of both the t(E) and T(E) curves is determined
by the presence of the above-barrier region.

For forward biases, the phenomena observed are
consistent with conventional notions. A decrease in W
leads to a decrease in transit time and an increase in
tunneling probability (Fig. 8). For large forward biases,
the region of the above-barrier electron transit increases
considerably due to a decrease in the extent of the sub-
barrier region, which practically disappears. This
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Fig. 7. (a) Tunneling probability T(E) and (b) transit time t(E) for a reverse bias Ur = –12 V across the structures with the base thick-
ness W = (1) 0.35, (2) 0.62, and (3) 0.85 µm.
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Fig. 8. (a) Tunneling probability T(E) and (b) transition time t(E) with the reverse bias Ur = 0.5 V for the structures with the base
thickness W = (1) 0.35, (2) 0.62, and (3) 0.85 µm.
affects the T(E) and t(E) curves, specifically, the oscil-
lation frequency increases considerably.

A sharp distinction in the behavior of the forward
and reverse I−V characteristics in relation to the base
thickness (especially in the region of large currents) is
associated with broadening of the above-barrier region,
in which the electric field is strong (the SCR). Thus, for
reverse I−V characteristics, the electron moves in a very
strong electric field. In addition, it should tunnel
through the potential barrier, which cannot be
described in the context of classical notions. For a for-
ward bias, the situation is reversed; i.e., the electron
moves in a weak field region, predominantly above the
barrier. In this case, the electron motion can be
described in the context of classical notions. We
observe this behavior in both experimental and theoret-
ical results.

The results of investigations in the transit time t(E)
in relation to the value of W are shown in Figs. 7b and
8b. It is known [23] that the energy relaxation time for
intrinsic electrons in GaAs is about 10–12 s. According
to calculations (Fig. 8b), the transit time of hot elec-
trons for a forward bias Uf = 0.5 V in the energy range
from 0.8 to 0.9 eV was no larger than 4 × 10–13 s. For a
negative bias Ur = –12 V (Fig. 7b), it is no larger than
1.5 × 10–13 s. Thus, this confirms the assumption (ine-
quality (1)) that the mean free path for hot electrons l
(under a bias voltage) equals or exceeds the width W ≈
0.82 µm of the diode’s thin base. This is because the
electrons passing through the n-base have no time to
lose their energy.

CONCLUSION

On the basis of the aforesaid, we may conclude that
the charge transport through the region of the MS con-
tact and diode thin base (n-GaAs layer W < 1 µm thick)
can be described adequately in terms of quantum-
mechanical tunneling. It is demonstrated in this paper
that the model of charge transport in the SB MS con-
tacts suggested recently [15] does not contradict exist-
ing notions. It allows the forward and reverse steady-
state I−V characteristics to be described from a unified
viewpoint for a wider bias range.

Using the behavior of the electron wave functions in
the potential region as an example, the interaction of
the electron with the potential formed by the SB MS
contact was investigated for the first time. It was dem-
onstrated that the interaction of the electron with the
above-barrier region of the potential substantially
affects the scattering process, which manifests itself in
the behavior of steady-state current–voltage character-
istics. Three cases of interaction of the electron with the
barrier potential are considered; specifically, strong and
weak interactions and above-barrier transit.

Based on the model suggested, it was predicted that
reverse currents increase with increasing width of the
diode’s thin base, and this prediction was confirmed
experimentally. It was demonstrated in this paper that
an increase in the reverse current is related to an
increase in the effect of the strong electric field on mov-
ing carriers with an increase in the extent of the above-
barrier region.
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Abstract—A simple model is suggested for calculating the variation of the work function ∆φ, which is caused
by the adsorption of metal atoms on semiconductor surfaces. The model accounts for both the dipole–dipole
repulsion of adatoms and metallization of the adsorbed layer for large coverages. The results of calculating ∆φ
for the adsorption of alkali metals on the Si(001) surface are in good agreement with the experimental data.
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The work function is one of the most important
characteristics of the adsorption system [1, 2]. Theoret-
ically, the calculation of the variation in the work func-
tion ∆φ with an increase in the surface coverage Θ =
Na/NML, where Na is the concentration of adsorbed
atoms and NML is the concentration of adatoms in the
monolayer (ML), is of great interest. This calculation
allows the character of atomic interaction for the
adsorbed layer to be established [3, 4].

In contrast with the adsorption of metals on metals
[2, 5], systematic investigations of adsorption of metal
on semiconductor crystals are relatively recent. Only
the adsorption of alkali metals by the Si(001) surface
has so far been studied adequately (see, for example,
[6] and references therein). Investigations [7–15] dem-
onstrated that the structure of submonolayer (0 ≤ Θ ≤ 1)
alkali metal films is rather complex and varies with an
increase in Θ. Furthermore, the metal–insulator transi-
tions along with the structural phase transitions occur
in a system consisting of alkali metal and Si(001) [14].
However, in spite of this, the ∆φ(Θ) dependence is sim-
ilar to that for the adsorption of alkali metals on refrac-
tory substrates (compare, for example, results [7, 8, 10,
12, 13] with the experimental data [2, 5]). For this rea-
son, it is logical to use the approach that was developed
for the adsorption of metals on metals [16–18] for
semiconductor substrates as well [19, 20].

In this paper, a simple model suitable for calculating
the ∆φ(Θ) dependence for a system consisting of alkali
metal and Si(001) is suggested. The model ignores the
details of the geometric parameters of the adsorbed
layer and accounts for the variation in the surface con-
centration of adatoms only, i.e., the adsorbed layer den-
sity. We will simultaneously take into account that the
adatom quasi-level Θ starts to broaden into a band due
to both indirect [21] and direct [22] interaction between
adatoms. This broadening can be taken into account by
1063-7826/01/3507- $21.00 © 20796
introducing the half-width of the quasi-level Γ, which
depends on the coverage Θ:

(1)

where γ is a dimensionless coefficient. We have already
used this approach in order to take into account spread-
ing of the quasi-level into the band [23, 24].1 

Let us consider an atom, whose outer s shell is occu-
pied by a single electron. As a result of adsorption, due
to the possibility of electron transfer from the adatom
to the substrate (or from the substrate to the adatom),
the occupation number n becomes different from unity,
and the adatom acquires the charge Z = 1 – n. The
dependence of Z on the coverage Θ may be calculated
from the formula [16–18, 20]

(2)

Here, Ω is the energy of the adatom quasi-level in ref-
erence to the Fermi level of the substrate, ξ is the con-
stant of the dipole–dipole repulsion of adatoms, 2λ is
the bond length of the surface dipole formed by the
adsorbed adatom and its image in the substrate (we
ignored the dielectric correction (ε0 – 1)/(ε0 + 1), where
ε0 is the static dielectric constant), and A ≈ 10 is a
dimensionless coefficient dependent only slightly on
the configuration of the lattice of adatoms.

1 In adopting the structureless model of the adsorbed layer, we con-
sider the adatom position as a random quantity. For this reason,
we assume that the quasi-level broadens proportionally to a first
power of coverage (see [23] for details).
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The variation of the work function ∆φ is defined by
[2, 16, 17]

(3)

The question of the determination of model parameters
arises. For this purpose, we will use the experimental
data and start with Li [10]. Let us take the half-sum of
the ionic ri and atomic ra radii as the λ quantity: λ =
(ri + ra)/2, which accounts for the fact that the charge of
alkali metal adatoms is fractional. We assume that the
coefficient A is equal to 10. We will consider that the
coverage formed by a single monolayer amounts to
1 ML = 6.78 × 1014 cm–2 and is attained in an exposure
time tML = 10 min (see Fig. 1 from [10]). Let us also
assume that the coverage Θ is directly proportional to
the exposure time t. Then, using the value ∆φ(Θ = 0.1) ≈
1 eV (for t = 1 min) from [10], we find from expression
(3) Zλ ≈ 0.815 and, since λ = 1.125 Å (data on ri and ra

are taken from [25]), we obtain Z0 ≡ Z(Θ = 0) ≈ 0.72.
We furthermore assume that

(4)

Here, I is the ionization energy for the alkali metal
atom, φ = 4.85 eV is the work function for the Si(001)

∆φ Θ( ) ΦΘZ ,–=

Φ 4πe2NMLλ .=

Ω Ω0 ∆,+=

Ω0 φ I , ∆– e2/4λ .= =
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surface [25], and ∆ is the Coulomb shift of the adatom
quasi-level. In this case, the quasi-level half-width for a
zero coverage Γ0 can be determined from the relation

(5)

For Li, Γ0 = 0.96 eV.

In order to determine coefficients γ, we obtain ZML ≡
Z(Θ = 1) using the experimental value ∆φML ≈
−2.35 eV. The calculation yields ZML ≈ 0.17. Now,
using relation

, (6)

we obtain γ = 3.20. Thus, we determined all the param-
eters necessary for the case of Li.

The parameters for Na, K, and Cs can be found sim-
ilarly (see table). The experimental data on Na, K, and
Cs adsorption were taken from [9], [26, 27], and [19],
respectively. The results of calculations in comparison
with the experimental data are shown in the figure. It
can be seen that agreement is good for Li and K. How-
ever, our computed values for Na are substantially
smaller than the results in [9], whereas for Cs, on the

Γ0
Ω
π
2
---Z0 

 tan

-----------------------.=

γ
Ω ξZML–

Γ0
π
2
---ZML 

 tan

--------------------------------- 1–=
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contrary, they are larger than the data in [19]. In gen-
eral, taking into account that we used an extremely sim-
plified model, the agreement between the theory and
experiment should be considered satisfactory.

Let us analyze the variation of parameters in the
series Li  Cs. An increase in the parameter Ω0 can
be attributed to a decrease in the ionization energy I in
this series. A decrease in ∆ and an increase in ξ and Φ
are related to an increase in ri and ra (and consequently,
λ) when passing from Li to Cs. A decrease in the charge
Z0 can be explained by both an increase in energy of the
quasi-level Ω and a decrease in its half-width Γ0. Note
that the charge Z0 decreases by a factor of 2 when pass-
ing from Li to Cs, whereas the charge ZML only varies
by 25%. This is related to the fact that in contrast to Γ0,
which increases in the series Li  Cs by a factor of 4,
the parameter ΓML = Γ0(1 + γ), which is equal to 4.05,
3.05, 5.95, and 5.81 eV for Li, Na, K, and Cs, respec-
tively, increases by a factor of less than 1.5. Being com-
bined with an increase in Ω , this levels off the varia-
tions in ZML.

In order to gain insight into the pattern of the varia-
tion in the parameter γ, whose values are related to each
other as 7.62 : 1.69 : 2.33 : 1 in the series Li–Na–K–Cs,
let us refer again to paper [23], in which it was demon-
strated that the band spreading can be described by the
parameter

(7)

where TML is the two-center integral of the interaction
between s orbitals of the nearest alkali metal atoms in
the adsorbed monolayer. We assume that this integral is
proportional to d–2, where d is the distance between the
nearest neighbors [28]. The calculation of the parame-
ter η yields the following ratio for the Li–Na–K–Cs
series: 8.33 : 6.12 : 2.30 : 1. Thus, except for Na, we
obtain reasonable qualitative and quantitative consis-
tency with the experiment. The reasons of such a large
discrepancy for Na are not clear.

η
TML

2 Γ0Ω

Ω2 Γ0
2+( )2

-------------------------,=

Parameters of the model (values of Ω0, ∆, ξ, Φ, and Γ0 are
given in electronvolts)

Parameters Li Na K Cs

Ω0 –0.49 –0.24 0.56 1.01

∆ 2.57 2.35 1.95 1.61

ξ 5.72 7.07 9.38 11.39

Φ 13.80 17.05 22.64 27.48

Γ0 0.96 1.79 3.02 4.07

Z0 0.72 0.59 0.44 0.36

ZML 0.17 0.18 0.13 0.13

γ 3.02 0.71 1.10 0.43
We note that, in the context of the standard adsorp-
tion model, which is based on the use of Anderson’s
Hamiltonian [29, 30], the quasi-level half-width for the
isolated adatom Γ0 ∝  V2ρS. Here, in our case, the quan-
tity V should be a matrix element of interaction
between the s orbital of the adatom and the sp3 orbital
of the substrate atom, and ρS is the density of states. It
is clear that such a simple interpretation of the parame-
ter Γ0 is not valid here. One possible reason is that, in
contrast with the density of states for metal substrates,
the conventional approximation ρS = const seems to be
excessively simplified for a semiconductor substrate,
since the band gap, surface-state bands, etc., are
ignored in this case. Later, we intend to use the model
suggested here to describe other metal/semiconductor
adsorption systems and, as new information on the
parameter Γ0 becomes available, to offer corresponding
interpretation of this parameter.

It should also be noted that both for zero and for
multilayer coverage, the position of the adatom quasi-
level or the center of the band formed by adatoms over-
laps with the conduction band of Si. Actually, the elec-
tron affinity for Si is equal to 3.99 eV [31], whereas the
level energy measured from the Fermi level in the series
Li–Na–K–Cs is Ω = 2.08, 2.11, 2.51, and 2.62 eV; and
ΩML ≡ Ω – ξZML = 1.11, 0.84, 1.29, and 1.14 eV, respec-
tively. Because of such overlapping, the problem of
alkali metal adsorption on the Si(001) surface is basi-
cally no different from the problem of adsorption on a
metal surface, in which the adatom quasi-level (band)
also overlaps with the conduction band of the substrate.

Thus, a simple model suggested in this paper makes
it possible to describe quite satisfactorily the variation
in the work function for the system, which is caused by
the adsorption of alkali metal atoms on the Si surface.
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Abstract—It is shown that dark currents measured at 77 K in Hg1 – xCdxTe (x . 0.21) homojunctions can be
adequately described by the balance equations with allowance made for the two main charge-transport mecha-
nisms, i.e., tunneling assisted by traps in the band gap and recombination via these traps; the above homojunc-
tion may find application in microphotoelectronics in the infrared spectral range of 8–12 µm. Other charge-
transport mechanisms are included in the consideration as additive terms. A comparison between the experi-
mental current–voltage characteristics and dynamic resistance of HgCdTe diodes with the results of calcula-
tions was carried out. A good agreement was obtained between experimental data and the results of calcula-
tions, in which the donor and acceptor concentrations in the n and p regions of diodes, the concentration of traps
and the position of their levels in the band gap, and the lifetimes of charge carriers for recombination via these
traps were used as adjustable parameters. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

At present, high-sensitivity infrared (IR) imaging
systems with the best characteristics and a high resolu-
tion include multielement arrays of photodiode struc-
tures cooled to low temperatures and made of narrow-
gap semiconductors and a silicon signal processor
located in the focal plane connected to the photodiode
array via, for example, In microbumps. This hybrid
technology is widely used because it makes it possible
to separately optimize the parameters of the detectors
and the silicon readout device connected to the photo-
detector array [1]. Photovoltaic optical-radiation detec-
tors based on mercury-cadmium telluride (MCT) com-
pounds [1–3] and silicon integrated circuits for readout
of the charge from the detectors and for its subsequent
multiplexing are mainly used in the hybrid technology.
At present, the use of multielement linear and two-
dimensional arrays of MCT-based detectors for appli-
cations in the middle-IR (3–5 µm) and far-IR
(8−12 µm) wavelength ranges is well substantiated.
The medium- and long-wavelength IR HgCdTe photo-
diodes and arrays have parameters that are optimized to
a greater extent as compared to other semiconductor
photodiodes for IR photoelectronics [4–6]. Since the
front-end transistors of readout devices should be
reverse-biased for the effective operation of focal
hybrid IR arrays [1, 7], a reverse bias should also be
applied to the photodiodes. In this situation, the
dynamic resistance of IR photodiodes depends heavily
on the bias voltage and to a large extent governs the
efficiency of the hybrid-structure operation. Therefore,
in order to optimize the control over the arrays, it is
important to determine the IR-photodiode reverse-bias
1063-7826/01/3507- $21.00 © 20800
range in which the parameters of hybrid structures are
optimal for transmission of IR signals.

Deep levels observed in the band gap of MCT com-
pounds are apparently related to native defects, which
arise during the growth of crystals or epilayers, and to
uncontrolled impurities. However, additional deep lev-
els can also be caused by a difference in the thermal-
expansion coefficients between the silicon readout cells
and the photodiode arrays based on narrow-gap MCT
compounds, which can lead to the generation of extra
noise currents. Impurities used in fabricating narrow-
gap photodiodes and the damage appearing in such
semiconductors in the course of hybridization may give
rise to defect-levels of another type in the band gap;
these levels can impair the array parameters. Compared
to the detectors based on binary compounds (such as
InSb-based photovoltaic detectors), HgCdTe-based
detectors can be compositionally adjusted to optimize
the spectral response. Furthermore, HgCdTe-based
detectors, by virtue of their positive temperature coeffi-
cient for the band-gap variation, can be used in the
wavelength range of 3–5 µm in a wider temperature
range (up to T > 180 K, see, e.g., [8]) as compared to
InSb-based detectors, which is important from the
standpoint of cooling conditions.

In this study, we compare the experimental “dark”
current–voltage (I−V) characteristics and the depen-
dences of dynamic resistance on the bias voltage for
MCT diodes at T = 77 K with the results of model cal-
culations for several plausible mechanisms of charge-
carrier recombination.

We used the carrier-balance equations, which
accounted for the two main transport mechanisms, spe-
001 MAIK “Nauka/Interperiodica”
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cifically, trap-assisted tunneling (TAT) and the Shock-
ley–Read–Hall (SRH) recombination via the trap lev-
els. For adjustable parameters, we used the concentra-
tions of donors and acceptors in the p–n junction, the
concentrations of traps and position of the trap levels in
the band gap, and the lifetimes of charge carriers
recombining at the traps. We obtained good agreement
with the experimental results.

2. THE APPROXIMATION OF BALANCE 
EQUATIONS

In order to describe the tunneling processes and
dark currents in the Hg1 – xCdxTe photodiodes, we
employed the so-called approximation of balance equa-
tions [9]. We consider the two main processes in the
p−n junction: TAT and the SRH thermal recombination
with the traps involved. We assume that the charge car-
riers of both types can be captured by a free trap or be
emitted from an occupied trap to the free site in the
band by two mechanisms, i.e., by TAT or SRH. The cal-
culation procedure has been described in detail previ-
ously [10]. Below, we outline briefly the scheme of the
calculations. We used the three following assumptions
introduced first in [11] and then used in [9]:

(i) the field in the barrier is constant;

(ii) the quasi-Fermi levels in the p–n junction are
fixed (this is valid for the forward and low reverse bias
voltages); and

(iii) the Boltzmann statistics may be used for charge
carriers.

For the concentration of charge carriers within the
junction (0 ≤ x ≤ W), we then have

where V0 and V are the built-in and applied voltages,
respectively, and Na and Nd are the acceptor and donor
concentrations. The rate of tunneling of electron from
the trap, whose level is located by Et above the valence-
band top, is given by [12]

(1)

where F is the electric-field strength in the junction,

is the band gap of MCT [13], and Nc, v is the effective
density of states in the conduction or valence bands. We
use the two-band k–p model and thus assume that the
effective densities of the states of electrons in the con-

p x( ) Na q V0 V+( ) W x–( )/kTW–[ ] ,exp=

n x( ) Nd q V0 V+( )x/kTW–[ ] ,exp=

ωc, vNc, v

π2qFmeff

h3 Eg Et–( )
--------------------------- Wc

2 2θc, v–( ),exp=

Eg 0.302– 1.93x 0.81x2– 0.832x3+ +=

+ 5.32 10 4– 1 2x–( ) 1882– T3+( )/ 255.2 T2+( )×
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duction band and light holes in the valence band are
expressed as

where P = 0.83 eV nm is the interband-transition
matrix element and the effective density of states of
holes in the valence band is approximately equal to the
effective density of states of heavy holes; thus, for a
parabolic dispersion relation, we have

In expression (1), |Wc|2 is the squared matrix ele-
ment for trap ionization. In calculations, we used the
experimental value of |Wc|2 for an Au impurity in Si
[9, 12]: |Wc|2 = 3 × 10–67 J2 m3. This quantity affects the
TAT to a much lesser extent than does the exponential
factor. The exponent θ in expression (1) is defined as
the following integral:

(2)

Here, kx is the momentum vector along the p–n-junc-
tion axis and is defined by the dispersion relation in the
Kane two-band model and x1 and x2 are the turning
points in tunneling.

In relation to the trap coordinate along the p–n-junc-
tion axis (x) and to the trap-level position (Et), we con-
sider which of the processes of the charge-carrier
arrival at the trap are possible; these processes may be
vertical (in energy) or horizontal (a charge carrier
arrives at the point x + xt in the valence band or at the
point x – xt in the conduction band). The rates of the
charge-carrier capture by the trap and of the corre-
sponding emission from the trap are equated; thus, the
number of occupied traps is found. Hereafter, the cap-
ture and emission rates are expressed in terms of the
known parameters. Taking into account that in the
depletion region

(3)

the recombination rate for nonequilibrium charge carri-
ers in the situation where both the SRH recombination
and tunneling from the trap to the conduction band
(Eg ≤ E ≤ q(V0 + V) + Et) are possible is given by

(4)

Nc . Nvlh 2 3EgkT /8πP2( )3/2
,=

Nv . Nvhh 2πmhhkT( )3/2/4 π"( )3.=

θ Im kx E( )[ ] x.d

x1 E( )

x2 E( )

∫=

plh x xt+( ) plh x( ) Et/kT( ),exp=

n x xt–( ) n x( ) Eg Et–( )/kT[ ]exp ,=

Ua

N tγvni
2 γc ωce

Eg Et–( )/kT
+[ ] e qV /kT– 1–( )

R
-------------------------------------------------------------------------------------------,=

R p x( ) p1+[ ]γ v n x( ) n1+[ ]γ c+=

+ n x( )e
Eg Et–( )/kT

Nc+[ ]ωc,
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where Nt is the trap concentration;

is the squared intrinsic concentration of charge carriers,
the temperature dependence of the thermal-emission
rate is controlled by the parameters

and

ωc(v) is the tunneling-capture cross section defined by
expression (1); and γc(v) = 1/(Ntτe(p)) is the cross section
of thermal capture at the traps, with τe(p) standing for
the electron (or hole) lifetime.

If tunneling via traps is impossible and only the gen-
eration–recombination processes of the SRH type
occur [q(V0 + V) ≤ E ≤ Eg], the recombination rate is
given by

(5)

If tunneling from the valence band to the trap level
is possible [Et ≤ E ≤ q(V0 + V)], the recombination rate
is expressed as

(6)

Finally, if TAT can occur from the valence band to the
trap level with ther subsequent transition of the charge
carrier to the conduction band [Eg ≤ E + Et ≤ q(V0 + V)],
we obtain the following expression for the recombina-
tion rate:

Here,

(7)

ni
2 NcNv Eg/kT–[ ]exp=

n1 Nc Eg Et–( )/kT[ ]exp=

p1 Nv Et/kT–[ ] ;exp=

Ub

N tγcγv ni
2 e qV /kT– 1–( )

p x( ) p1+[ ]γ v n x( ) n1+[ ]γ c+
------------------------------------------------------------------------.=

Uc

N tγcni
2 γv ωve

Et /kT
+( ) e qV /kT– 1–( )

R1
---------------------------------------------------------------------------------,=

R1 p x( ) p1+[ ]γ v n x( ) n1+[ ]γ c+=

+ plh x( )e
Et /kT

Nvlh+[ ]ωv.

Ud

R2

R3
-----,=

R2 N tni
2 e qV /kT– 1–( )=

× ωvωce
Eg/kT

ωcγve
Eg Et–( )/kT

ωvγce
Et /kT

γcγv+ + +[ ] ,

R3 p x( ) p1+[ ]γ v n x( ) n1+[ ]γ c+=

+ n x( )e
Eg Et–( )/kT

Nc+[ ]ωc plh x( )e
Et /kT

Nvlh+[ ]ωv.+
The density of the generation–recombination cur-
rent is obtained by integrating the recombination rate
along the p–n-junction axis as

(8)

where

The remaining currents (such as the diffusion cur-
rent, the current of the band-to-band tunneling, the cur-
rent of thermal recombination via traps in quasi-neutral
n and p regions of the diode, and the current related to
the Auger recombination) are considered as additive
terms. The largest contributions to the dark current of
the diode are made by the diffusion component, the
SRH component for holes in the quasi-neutral region of
the p–n junction, and band-to-band tunneling. For
band-to-band (BTB) tunneling and a constant field in
the junction, we used the following expression derived
previously [13, 14] in the Wentzel–Kramers–Brillouin
(WKB) approximation for the two-band dispersion
relation with allowance made for nonparabolicity of the
band spectrum:

(9)

J q xUc xUdd
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Here,

is an exponential integral,

F is the electric-field strength in the junction, A is the
diode area, and ϕ is the junction potential. Expression
(9) yields values for the BTB-tunneling currents that
are smaller by several orders of magnitude than those of
the conventional expression for a quadratic dispersion
relation; the latter is typically used for analysis of
BTB-tunneling currents in the HgCdTe photodiodes
[15, 16] and yields inadequate results.

3. EXPERIMENT AND DISCUSSION
OF THE RESULTS

We compared the experimental dark current–volt-
age characteristics and the differential resistance of a
Hg1 – xCdxTe-based photodiode with the results of a
simulation according to the above model. The HgCdTe
layers were grown by molecular-beam epitaxy on the
GaAs single-crystal substrates using a CdZnTe interfa-
cial buffer layer [17]. In order to alleviate the effect of
surface recombination, we grew the Hg1 – xCdxTe layers
with increased x at both surfaces [18] (see Fig. 1). In the
graded-gap layer with a thickness of about 0.5 µm, the
index x varied from 0.212 in the bulk to 0.55 at the sur-
faces. The total thickness of the HgCdTe layer was
12 µm. The as-grown layers had the n-type conductiv-
ity and, as a result of annealing in Hg vapors, were con-
verted to the p type; the n+–p junctions with areas of A =
50 × 50 µm2 were formed by implanting B ions with an
energy of 150 keV and a dose of 3 × 1013 cm–2. The Cd
content x was determined from the cutoff wavelength of
photoresponse (12.2 µm) and was found to be x =
0.212, which corresponded to a band gap of Eg =
0.1016 eV. Figures 2a and 2b show the experimental
data and the results of a simulation for a temperature of
77 K. Curves 1 and 2 in Figs. 2a and 2b correspond to
high-quality diodes that satisfy the condition for the
high impedance required for matching the diodes to the
input circuits of the readout devices, whereas curve 3
corresponds to low-quality diodes for which the above
condition is not satisfied.

For the adjustable parameters, we used the follow-
ing quantities: the donor and acceptor concentrations
Nd and Na, the position of the trap level Et, the trap con-
centration in the region of depletion layer Nt and its
concentration outside the depletion layer Ntv, and the
lifetimes of the charge carriers at the traps within the
p−n junction (τn and τp) and those outside the junction
(τnv and τpv). The effect of the above parameters on the
photodiode currents may be generalized in the follow-

E4 C( ) e Cx– x 4– xd

1

∞

∫≡

K π/2qF" mxEg
3( )1/2

,=
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ing way: the TAT and SRH rates are highest when the
Et position coincides with the midgap; Na and Nd appre-
ciably affect the depletion-layer thickness and, conse-
quently, the probability of the TAT and SRH processes;
and the SRH recombination rate depends on the values
of Nt, τn, and τp.

An important comment is necessary. When forcing
the results of calculations to fit the experimental data, it
is worthwhile to fix some of the adjustable parameters
using other experimental data; otherwise, the results of
fitting may be ambiguous. In other words, there is a cer-
tain family of groups of adjustable parameters that
yield almost the same dependences R(V); therefore, in
order to obtain correct results, we have to fix certain
parameters in this family. At present, there are no reli-
able data on the origin of traps in the materials under
consideration, their energy levels, and the lifetimes of
the charge carriers at the traps; however, there are
numerous publications in which it is shown that deep
levels in the band gap of MCT are located at
(0.6−0.7)Eg above the valence-band top (see, for exam-
ple, [19]). For both high- and low-quality diodes, the
dark-current curves in Fig. 2a for bias voltages lower
than 0.2 V have the shape characteristic of a diffusion
current with an allowance made for nontunneling com-
ponents such as the currents of Shockley–Read recom-
bination outside the depletion layer in the p and n
regions and the Auger and radiative recombination cur-
rents; these currents are not involved in the charge-car-
rier balance within the depletion layer. By varying the
donor and acceptor concentrations and charge-carrier
lifetimes outside the depletion layer, we obtain the fol-
lowing values of the parameters that make it possible to
adequately approximate the current curves for reverse-
bias voltages lower than 0.2 V: Nd = 1015 cm–3, Na = 3 ×
1016 cm–3, and τv = (6–8) × 10–6 s. It is noteworthy that,
for these values of the parameters, the diffusion current
and the Shockley–Read recombination in the p region
of the diode are most important. Fixing these parame-
ters, we managed to fit the other adjustable parameters
as well, so that the calculated curves for currents and
resistances closely matched the experimental curves.
The obtained charge-carrier lifetimes within and out-
side the p–n junction are in excellent agreement with
the data [17] for HgCdTe photoresistors. The low-qual-

Graded gap HgCdTe layer x from 0.21 to 0.55 d = 0.5 µm

Homogeneous HgCdTe layer x = 0.21 d = 12 µm

Graded gap HgCdTe layer x from 0.21 to 0.55 d = 0.5 µm

Buffer layer of CdZnTe d = 3–4 µm

GaAs substrate d = 300–400 µm

Fig. 1. Schematic representation of photodiode structure.
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Fig. 2. Experimental (a) current–voltage characteristics and
(b) dependences of differential resistance on the reverse-
bias voltage for Hg1 – xCdxTe photodiodes with x = 0.212

and R0A = 6 Ω cm2 for λc0 = 12.2 µm and T = 77 K in com-
parison with the results of calculations. Curves 1: circles
represent experimental data, and the thick solid line corre-
sponds to the results of calculations for the values of adjust-
able parameters equal to Et = 0.6Eg, Nd = 1015 cm–3, Na =

3 × 1016 cm–3, Nt = 2 × 1013 cm–3, Ntv = 2 × 1013 cm–3,

τn, p = 3 × 10–7 s, and τnv, pv = 6 × 10–6 s. It was determined

that Eg = 0.1016 eV and R0A = 1.0 Ω cm2. Curves 2: dia-
monds represent experimental data and thin solid line corre-
sponds to the results of calculations. The optimal values of
adjustable parameters were Nt = 3 × 1013 cm–3 and τn, p =

4 × 10–7 s. Curves 3: triangles represent experimental data,
and the dashed line corresponds to the results of calcula-
tions. The optimal values of adjustable parameters are Nt =

6 × 1015 cm–3, Ntv = 6 × 1014 cm–3, τn, p = 3 × 10–7 s, and

τnv, pv = 8 × 10–6 s. The dash-and-dot line 3 represents the
results of calculation for an inverted structure with Na =

1015 cm–3 and Nd = 3 × 1016 cm–3. The remaining parame-
ters for calculated curves 2–4 are the same as for curve 1.
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ity photodiodes differ from the high-quality ones only
in the trap concentration. A larger number of trap levels
in the band gap leads to a higher rate of recombination
at these traps.

In Fig. 3, we show the photodiode currents calcu-
lated with the same parameters as for curves 1 and 3 in
Fig. 2. The diffusion current (in combination with other
additive components of the current) is prevalent for
reverse-bias voltages no higher than 0.2 V. It is this cur-
rent that governs the parameter R0A, which is typically
considered as a characteristic of the diode’s quality. We
obtained R0A = 1.0 Ω cm2 for both high- and low-qual-
ity diodes. It can be seen from Fig. 2a that, for low-
quality diodes, the roll off of the current–voltage curve
is observed at fairly high reverse-bias voltages in the
operating region of the diode, which is caused by a
rapid increase in the combined TAT and SRH currents
in the junction. In the high-quality diodes, the rates of
increase in the TAT and SRH currents are nearly the
same; therefore, the current increases almost linearly
and a nearly horizontal portion appears in the curve of
differential resistance. If the current–voltage curve
bends slightly, additional peaks may emerge in the
resistance curve, which has been observed repeatedly
in calculations (see, for example, [10]).

For both types of structures, the BTB tunneling cur-
rent remains unimportant because the width of the
depletion layer in the unbiased junction is compara-
tively large (W = 0.37 µm). However, currents in the
structures are very sensitive to variations in the junction
parameters, in particular to variations in the concentra-
tion of dopants, which affects the depletion-layer thick-
ness. For example, as the donor concentration increases
twofold compared to the value used in the calculations
(Fig. 2), the width of the depletion layer decreases to
W = 0.275 µm and the current of BTB tunneling
increases by several orders of magnitude and becomes
dominant in the formation of the photodiode’s charac-
teristics for the reverse bias (see Fig. 3b).

In addition, from the standpoint of applications, the
following numerical experiment appears to be of inter-
est: the calculation of the parameters of an inverted
structure, i.e., the p+–n structure in which the donor
concentration is equal to the acceptor concentration in
the n+–p structure under investigation, whereas the
acceptor concentration in the inverted structure equals
the donor concentration in the conventional structure.
The value of R0A in the inverted structure is much
smaller than that in the above-considered structure
owing to a higher diffusion current (the mobility of
electrons differs markedly from that of heavy holes).
Nevertheless, in the operating range of bias voltages in
which the TAT and SRH processes are dominant, the
differential resistances of p+–n diodes (see the dash-
and-dot line 4 in Fig. 2b) are virtually equal to those of
the n+–p diodes due to the almost identical probability
of tunneling for electrons and heavy holes. Thus, the
MCT-based n+–p photodiodes do not offer advantages
SEMICONDUCTORS      Vol. 35      No. 7      2001
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over the p+–n photodiodes in the systems that include
reverse-biased structures (in arrays or multielement lin-
ear arrays with readout devices) despite the fact that,
for unbiased diodes, the dynamic resistance of the
former may exceed that of the latter by at least an order
of magnitude.

In all the above-considered cases, we used the fitting
procedure and found that the trap concentration is com-
parable to the concentrations of doping impurities,
which is caused by taking the balance of the TAT and
SRH processes into consideration. If these processes
are considered separately, we obviously obtain under-
estimated values of trap concentrations (Nt ≈ 1012 cm–3

according to [15, 20]) for similar carrier lifetimes.

Reverse bias, V

(a)
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Fig. 3. Dark currents of a photodiode according to calcula-
tions (a) with the same parameters as for curves 1 in Fig. 2
and (b) with a higher donor concentration (Nd = 2 ×
1015 cm–3). The thin solid line represents the sum of the dif-
fusion current and the generation–recombination currents
outside the depletion layer, the dashed line corresponds to
the currents according to the combined TAT and SRH mech-
anisms, the dash-and-dot line represents the current of BTB
tunneling, and the thick solid line corresponds to the total
current.
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4. CONCLUSION

We showed that the approximation based on balance
equations that accounts for the two main mechanisms
of charge transport in a p–n junction—the trap-assisted
tunneling (TAT) and the Shockley–Read–Hall (SRH)
thermal generation–recombination—makes it possible
to describe adequately the experimental data on cur-
rents and differential resistance of HgCdTe (MCT)
photodiodes in the temperature range of interest.

As a result of adjusting the parameters used in cal-
culations, we found that the high-quality diodes differ
from the low-quality ones only in the concentration of
traps with the same energy level in the band gap.
According to the experiments, the flat portion of the
dependence of differential resistance on the bias volt-
age in high-quality diodes is related to the region in
which the rates of the buildup of the TAT and SRH cur-
rents are close to each other. In the low-quality diodes,
the breakdown in the current–voltage (I−V) character-
istic is related to the same processes; however, in view
of the tenfold higher trap concentration, the TAT cur-
rent increases more rapidly than the SRH current. How-
ever, the SRH mechanism reduces the buildup rate for
the TAT process because the balance of charge carriers
at the traps is taken into account; consequently, the
breakdown of the I−V characteristic is slower than
might be expected for the trap concentration of Nt ≈
1015 cm–3. The BTB tunneling is unimportant for both
types of diodes; however, the corresponding current
may become prevalent if the dopant concentration is
changed slightly, which will lead to an appreciable
deterioration of the characteristics of photodiodes. We
showed that, for the diodes based on HgCdTe with the
band gap of Eg ≈ 0.1 eV, the resistance of unbiased
diodes R0 is governed by the diffusion current and does
not specify the quality of diodes in the operating region
for reverse bias of input stages in the readout-integrated
circuits. Using numerical experiments, we showed that,
for the n+–p and p+–n diodes with inverted concentra-
tions of donors and acceptors, the differential resistance
of biased diodes is independent of the diode type in the
region where the combination of the TAT and SRH cur-
rents is prevalent, although the value of R0 is different
in these structures under zero bias due to distinctions in
mobilities for electrons and heavy holes.
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Abstract—The Xx – Xy mixing of X-valley electronic states in AlAs/GaAs(001) heterostructures is analyzed.
General, structure symmetry-related constraints on the parameters of a matrix matching the envelopes are
derived. A model describing the Xx – Xy mixing is proposed. The obtained structure of the matching matrix dif-
fers essentially from those used previously. The parameters of the model are determined on the basis of pseudo-
potential calculations. Both the model and pseudopotential calculations have been carried out for the level dis-
persion in AlAs X quantum wells, the electronic spectra of (AlAs)M(GaAs)N(001) superlattices, and the X-elec-
tron transmission coefficient for structures with a single X-well and two X-barriers. The good agreement of the
results of both sets of calculations shows the efficiency of the proposed model for envelopes with parameters
determined in the study. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Under certain conditions (high pressure or a thin
GaAs layer [1–5]), the electronic properties of
AlAs/GaAs(001) structures are mainly determined by
electrons from the X-valleys of the AlAs and GaAs con-
duction bands. There have been a few reports concern-
ing the problem of the X-electron behavior in structures
of this kind. The Xx–Xy electron mixing was studied in
[6] for the first time by calculating the electronic spec-
trum of the (AlAs)M(GaAs)N superlattices in the (001)
direction within the tight-binding approximation for a
varied number of layers, M and N. The nature of the
miniband spectrum was shown to depend essentially on
the M and N values; in particular, it is doubly degener-
ate at odd M and N. A simple model for the Xx and Xy

state mixing at heterointerfaces was proposed in [7]
within the envelope formalism, and, in addition, the
miniband dispersion in directions perpendicular to the
superlattice axis (001) was considered. This simple
model was used in [5] with minor corrections to ana-
lyze the experimental data on magnetotunneling in
double-barrier AlAs/GaAs(001) heterostructures. The
conclusion was made that the Xx – Xy state mixing at the
heterointerface leads to rotational displacement of the
constant energy ellipsoids so that the dispersion laws

along the (110) and ( ) directions are essentially
different.

As far as we know, no direct theoretical calculations
substantiating the matching conditions in Xx – Xy mix-
ing have been made. We make an attempt to fill this
gap, keeping in mind the great interest in this problem
and the essential conclusions based on the previously
proposed model.

110
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1. PROPERTIES OF MATCHING MATRICES
FOR ENVELOPES

A model with a discontinuous potential at the
boundary is used in the study. Within this model, a gen-
eral solution of the Schrödinger equation, Ψn, in a
medium n (n = 1, 2) at fixed energies E and a wave vec-
tor component k|| parallel to the heterointerface can be
represented as (see, e.g., [8–10])

(1)

where kν = k|| + k⊥ν  are the wave vectors for the sub-
system n; k⊥ν  are vectors perpendicular to the hetero-

interface; and  are particular solutions of the
Schrödinger equation for the medium n, indexed by the
wave vector kν at fixed E and k|| values. The coefficients

 in the general solution (1) can be found from the
matching conditions at the heterointerface and condi-
tions at infinity. The matching conditions at the inter-
face can be written as [8–10]

(2)

where C is a column vector with components Cν; I(z0)
is the matching matrix at the z = z0 heterointerface; and
medium 1 is situated to the left of medium 2.

The envelope method is widely used in describing
electronic processes in heterostructures. The general
solution (1) can be written in terms of this method as

(3)

Ψn Cν
nΨkν

n ,
ν
∑=

Ψkν

n

Cν
n

C 1( ) I z0( )C 2( ),=

Ψn i qxx qyy+( )[ ] Fm
n z( ) Kν0m

n| 〉 ,
m

∑exp=
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where qν = kν – kν0, the z-axis is perpendicular to the

heterointerface, and  is the Bloch function at the

point kν0. The functions (z) have the meaning of
envelopes and satisfy at given E, k||, and kν0 the follow-
ing system of equations:

(4)

where p is the momentum operator, plm = 〈Kν0l|p|Kν0m〉
is the matrix element of the momentum operator, and

Em(k0) is the energy of the  state. We use the
atomic units for which the free electron mass is 1/2.
The reference points kν0 can be chosen arbitrarily, but
it is more convenient to take them equal to the wave
vector values at the bottom of various valleys. Thus, the
entire set of k⊥ν  can be divided into several groups,
each characterized by a specific value of kν0. For
instance, it may be assumed, for a heterointerface lying
in the (001) plane at k|| = 0, that kν0 takes two values

corresponding to Γ and Xz valleys. The functions (z)
can be represented as

(5)

where the expansion coefficients (kν) can be found
from the algebraic system of equations obtained by
substituting into the system (4) particular solutions
∝ exp(iqzz) for a given kν0. It is noteworthy that, for a
rigorously formulated problem, the possible values of
k⊥  obtained by solving the system (4) must coincide
with the k⊥ν  values found by calculating the complex
band structure, and Dm(kν) = 〈Kν0m| 〉.

The derivatives of the envelopes with respect to z
read

(6)

At z = z0, relations (5) and (6) can be written in the
matrix form

(7)

where F is a 2mmax-dimensional column vector with the
components Fm and ; Φ is a (2mmax × 2νmax)-matrix
with elements determined from (5) and (6). Here, mmax
is the number of valleys taken into account in the
expansion (3), and 2νmax is the number of particular
solutions in (1).

Obviously, unambiguous matching conditions for
the envelopes can only be obtained from the matching

Kν0m
n| 〉

Fm
n

Em kν0( ) E– p2+[ ]δml 2plmp+{ }
m

∑
× Fm z( ) i qxx qyy+( )[ ]exp 0,=

K0m
n| 〉

Fm
n

Fm
n z( ) Cν

n Dm
n kν( ) iqzνz( ),exp

ν
∑=

Dm
n

ΨKν

Fm
n( )'

∂Fm
n z( )
∂z

----------------- i qzνCν
n Dm

n kν( ) qzνz( ).exp
ν
∑= =

Fn Φn
Cn,=

Fm'
conditions for the wave functions (2) in the case of

square matrices Φ; i.e. only νmax for different 
should be chosen in (7). Then it is clear that

(8)

where the matching matrix for the envelopes has the
form

(9)

Commonly, in numerical calculations, e.g., when
using pseudopotential technique, νmax < mmax since
mmax depends on the number of plane waves taken into
account in the wave function expansion, whereas νmax
is equal to the number of different components of the
wave vector projected onto the heterointerface plane.
The adequacy of the matching conditions for envelopes
(8) to the problem under consideration can be estab-
lished by analyzing relations (1)–(3) in any particular
case.

Attention is drawn to the circumstance used in our
previous studies [9, 10], in particular, for verifying
numerical calculations, but overlooked in [6, 7, 11, 12].
The matching conditions must have a form independent
of the layer sequence order, AB or BA. To clarify the
above statement, let us consider a structure with two
heterointerfaces coinciding with the z1 and z2 planes,
e.g., ABA. The matching conditions for the envelopes
(8) at z = z1 read

(10)

where 1 = A, 2 = B. The matching conditions at the sec-
ond heterointerface z = z2 (here, 2 = A, 1 = B) can be
written in the form

(11)

Applying the matching conditions (10) and (11) and the
transfer matrix L(z1, z2) to the layer B we obtain

(12)

Let us make the B layer thickness approach zero, i.e.
z2  z1. Since in this case L(z1, z2) tends to the unity
matrix, we obtain that T(T ')–1 = E; i.e., T = T ' for the
properly matched phases of wave functions in layers A.
It was mentioned in [11] that the equality T = T ' is
occasionally valid. We believe that it is always valid.

Let us consider AlAs/GaAs(001) heterostructures
with interfaces lying in planes of As atoms, common to
both materials, at k|| = (2π/a)(100) (a is the lattice con-
stant). This k|| value is related to the corner of the square
surface Brillouin zone. There are two X valleys at this
k||: with k⊥  = (2π/a)(000) (k = (2π/a)(100), Xx valley)
and k⊥  = (2π/a)(001) (k = (2π/a)(101). This state is
equivalent to the Xy valley up to the reciprocal lattice

vector b = (2π/a)( ). In such structures there are two

Fm
n

F 1( ) T z0( )F 2( ),=

T z0( ) Φ1I z0( ) Φ2( )
1–
.=

FA z1( ) TAB z1( )FB z1( ),=

FA z2( ) TBA z2( )( ) 1–
FB z2( ) T'AB z2( )FB z2( ).= =

FA z1( ) TAB z1( )L z1 z2,( ) T'AB z2( )( ) 1–
FA z2( ).=
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X quantum wells (QWs) (Xx and Xy) in AlAs and two X
barriers in GaAs, and Xx–Xy state mixing at the hetero-
interfaces is possible.

Our numerical calculations (for details, see below)
of the matching matrix I(z0) for energies in the vicinity
of X1 states in AlAs and GaAs demonstrated that a
(8 × 8) block can be separated out of the matching
matrix with good precision, and at q|| = 0 it splits (for
symmetry reasons) into two (4 × 4) subblocks corre-
sponding to states related to, respectively, the X1 and X3
states of both valleys (Xx and Xy). Thus, for the given
situation νmax = 4, the condition mmax = 4 should be met
in constructing an envelope model adequate to the exact
formulation of the problem. As shown by our calcula-
tions, it is indeed possible to restrict the consideration
to only X1x, X1y , X3x, and X3y , and we have a four-valley
model.

Let us analyze some symmetry-related properties of
the matching matrix T for the envelopes in (8). We con-
sider the structure AB with a single heterointerface and
the origin of coordinates coinciding with an As atom at
the heterointerface. This structure is obviously self-
congruent in symmetry transformations from the D2d

space group, leaving the z-axis direction unchanged,
and passes from the sequence order AB to BA under
transformations reversing the z-axis direction. Since
the T matrix is independent of the sequence order of the
layers, it must be invariant under any transformation
from the D2d symmetry group. We consider here the
case of q|| = 0. To obtain all the necessary relations, it
will suffice to choose only generators of the group and
analyze the conditions for the T matrix invariance
under them. It is worth mentioning here that, similarly
to the matching matrices T, the envelopes and their
derivatives, corresponding to the X1 states at the hetero-
interface in no way mix with the envelopes and their
derivatives for the X3 states. This is due to different
symmetries of the X1x, X1y and X3x, X3y functions at the
heterointerface. The first two functions do not change
their sign upon 180° rotation about the z-axis, whereas
the other two do. Thus, the T matrix can be represented
as a direct sum of two (4 × 4) matrices T(X1) and T(X3):

(13)

and the matching conditions for the envelopes of the X1
and X3 states, as the following two relations:

(14)

where FA(X1), FB(X1) are column vectors with compo-
nents ( , , , ) and FA(X3), FB(X3) are

column vectors with components ( , , ,

).

T T X1( ) T X3( ),⊕=

FA X1( ) T X1( )FB X1( ),=

FA X3( ) T X3( )FB X3( ),=

FX1x
FX1y

FX1x
' FX1y

'

FX3x
FX3y

FX3x
'

FX3y
'
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Let us choose the 90° rotatory reflection  about
the z-axis as the first generator and the 180° rotatory

reflection  about the x-axis as the second. It can be

shown that the matrices R1( ), R1( ) and R3( ),

R3( ), with which the matrices T(X1) and T(X2),
commute, must respectively have the block structure:

Here, σx, σy, and σz are Pauli matrices, and E is a (2 × 2)
unity matrix.

Therefore, the matrices T(X1) and T(X3) also have a
block structure:

(15)

The matrix elements of T must also satisfy some con-
ditions related to the periodicity properties of the |Xx〉
and |Xy〉  functions [5, 7, 10, 13, 14]. The T matrix ele-
ments describing the Xx–Xy state mixing (these are the
parameters with even numbers t2, t4, τ2, and τ4) must
change sign on passing from one heterointerface to
another if the number of monoatomic layers separating
the heterointerfaces is odd. Other elements of T,
describing intravalley scattering, must remain
unchanged in such a shift. It is clear from our matching
matrices T(X1) and T(X3) that for the X1 states, the func-
tions are matched with functions, and the derivatives
with derivatives, whereas for the X3 states, the functions
are matched with derivatives, and the derivatives, with
functions. This result fundamentally differs from that
reported in [5, 7].

Let us now consider procedures to approximately
calculate the envelopes. In compliance with formula (3),
we represent the general solution of the Schrödinger
equation for any of the media at fixed E and k|| in the

S4z
1( )

S4x
2( )

S4z
1( ) S4x

2( ) S4z
1( )

S4x
2( )

R1 S4z
1( )( ) σx 0

0 σx– 
 
 

, R1 S4x
2( )( ) E 0

0 E– 
 
 

,= =

R3 S4z
1( )( ) σy 0

0 σy– 
 
 

, R3 S4x
2( )( ) σz 0

0 σz– 
 
 

.= =

T X1( )

t1 t2 0 0

t2 t1 0 0

0 0 t3 t4

0 0 t4 t3 
 
 
 
 
 
 

,=

T X3( )

τ1 0 0 τ2

0 τ1 τ2 0

0 τ4 τ3 0

τ4 0 0 τ3 
 
 
 
 
 
 

.=
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vicinity of k|| = (2π/a)(100) as (kν0 here assumes two
values corresponding to the Xx and Xy valleys):

(16)

The function χ has the form

(17)

and describes the contribution from the X5 states of the
valence band. The contributions from other bands will
be disregarded. Numerical calculations for the energies
close to the X1 states of AlAs and GaAs confirm these
assumptions. Here X5αβ means that, for a degenerate
X5 state in the α-valley (α = x, y), wave functions with
symmetry β are used (β = z, y for α = x; β = z, x for
α = y).

For any of the valleys (Xx or Xy) Eqs. (4) are a system
of four equations. Let us write equations for determin-
ing the envelopes in the vicinity of the Xx valley:

(18)

Here, the following designations are introduced for the
momentum operator matrix elements:

With all the functions |X1〉 , |X3〉 , and |X5〉  chosen being
real, p1, p2, and p3 are real, too, as are the elements of
the matching matrices. The equations for the envelopes

, , , and  are obtained from (18) by
the substitution x  y.

Assuming the envelopes in (18) to be proportional
to exp(iqzz), we obtain a system of equations, with qz

found from the solvability condition of the system. Out
of the eight roots forming pairs with opposite signs,
four do not satisfy the applicability condition of the
system (18) and should be disregarded. Any of the

Ψ FX1x
X1x| 〉( FX1y

X1y| 〉 FX3x
X3x| 〉+ +=

+ FX3y
X3y| 〉 χ ) i qxx qyy+( )[ ] .exp+

χ FX5xz
X5xz| 〉 FX5xy

X5xy| 〉+=

+ FX5yz
X5yz| 〉 FX5yz

X5yz| 〉+

EX3
E– p2+ 2i p1 px 2i p2 py 2i p2 pz

2i p1 px– EX1
E– p2+ 2i p3 pz 2i p3 py

2i p2 py– 2i p3 pz– EX5
E– p2+ 0

2i p2 pz– 2i p3 py– 0 EX5
E– p2+ 

 
 
 
 
 
 
 
 

×

FX3x

FX1x

FX5xz

FX5xy
 
 
 
 
 
 
 

i qxx qyy+( )[ ]exp 0.=

i p1 X3x px X1x〈 〉 ,=

i p2 X3x py X5xz〈 〉 X3x pz X5xy〈 〉 ,= =

i p3 X1x py X5xz〈 〉 X1x pz X5xy〈 〉 .= =

FX1y
FX3y

FX5yz
FX5yx

                                                                      
remaining four roots corresponds to a particular solu-
tion of the system of equations (18).

Let us now consider a simpler case of k|| =
(2π/a)(100); i.e., qx = qy = 0. Then the system of equa-
tions (18) decouples into two independent subsystems
for ,  and , . This case is discussed

below. For the envelopes ,  we have:

(19)

where q1 is found from the equation for qz:

(20)

If we ignore in (20) , compared with  – E, q1

takes the form

(21)

where m1z(E) is the energy-dependent transverse effec-
tive mass in the X1 valley.

A general solution for the envelopes ,  can
be obtained from (19) by substitution A1x  A2x,
B1x  B2x, q1  q2, p3  p2. The wave number q2
is determined from (20) after appropriate substitutions,
with the following approximation valid for the 

 

q

 

2

 

:

(22)

where 
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3

 

z
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E

 

) is the energy-dependent transverse effec-
tive mass in the 

 

X

 

3

 

 valley.

It is noteworthy that the envelopes cannot be consid-
ered similar (or identical, as in [5]), since the wave
numbers 

 

q

 

1

 

 and 

 

q

 

2

 

 are, respectively, real and imaginary
within the energy range  < 

 

E

 

 < .

Thus, we have found the envelopes in the vicinity of
the 

 

X

 

x

 

 valley. In order to obtain the corresponding enve-
lopes for the 

 
X

 
y

 
 valley it suffices, as already noted, to

make a substitution  x     y  in all the relations.

Our calculations show that the envelopes  make
a minor contribution to the general solution and can be
expressed in terms of , , and their derivatives.
However, to determine the 

 

q

 

(

 

E

 

) dependences correctly,
it is necessary to take into account the 

 

X

 

5

 

 valence band

FX1x
FX5xz

FX3x
FX5xy

FX1x
FX5xz

FX1x
A1x iq1z( )exp B1x iq1z–( );exp+=

FX5xz
2i p3q1

A1x iq1z( )exp B1x iq1z–( )exp–

EX5
q1

2 E–+
-------------------------------------------------------------------------- ,=

EX1
qz

2 E–+( ) EX5
qz

2 E–+( ) 4 p3
2qz

2– 0.=

qz
2 EX5

q1 2m1z E( ) E EX1
–( );≈

m1z E( )[ ] 1– 2
8 p3

2

E EX5
–

-----------------,+=

FX3x
FX5xy

q2 2m3z E( ) E EX3
–( );≈

m3z E( )[ ] 1– 2
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E EX5
–
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EX1
EX3

FX5

FX1
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SEMICONDUCTORS      Vol. 35      No. 7      2001



ELECTRONIC STATE MIXING 811

                 
states. Therefore, we come to the four-valley model for
envelopes considered previously.

Let us consider the problem of continuity of the
probability flow density and the arising constraints on
matrix elements of the matching matrices for the enve-
lopes (13)–(15). The unit-cell-averaged z-component
of the flow density for the X1 states is approximately
proportional to

(23)

with m1z in (23) accounting for the contribution of the
X5 states to the flow density. The flow density must be
continuous at the interface, and, hence, we assume that

 = . Using the matching conditions (15) in the last
expression, we obtain that the flow continuity takes
place if the following equations hold:

(24)

Similar calculations for the X3 flow yield:

(25)

Naturally, the conditions (24) and (25) are approxi-
mate by virtue of the approximate nature of the starting
expressions (23) for the flow density. The question nat-
urally arises as to what constraints are imposed on the
matching matrix elements by the condition of continu-
ity of the electronic density at the heterointerface. We
believe that it is not quite correct to use unit-cell-aver-
aged wave functions for formulating these constraints,
since, in contrast to the z-component of the flow den-
sity, averaged over the x, y plane, the plane-averaged
electronic density strongly depends on z. Therefore,
one has to analyze the electronic density continuity at
the heterointerface, relying upon the complete expres-
sions for the wave functions.

2. ELECTRONIC STATES
IN THE AlAs X QW ACCOUNTING

FOR Xx – Xy MIXING

When the parameters of the matching matrix for the
envelopes of the Xx and Xy valleys (13)–(15) are deter-
mined, we can proceed to studying the electronic spec-
trum and the distribution of the electronic density in
various heterostructures. Let us first consider the single
AlAs X QW (a thin AlAs layer confined on both sides
by GaAs layers) and restrict ourselves to the consider-
ation of Xx and Xy states only. As mentioned above, we
should consider for this purpose states in the vicinity of
k|| = (2π/a)(100) (q|| = 0). Apparently, the qx and qy com-
ponents of the wave vector are the quantum numbers of
the problem. The structure under consideration is char-

Iz
i

m1z

-------- FX1x
* ∂

∂z
-----FX1x

FX1y
* ∂

∂z
-----FX1y

+
∝

– FX1x

∂
∂z
-----FX1x

* FX1y

∂
∂z
-----FX1y

* 
 ,–

Iz
A Iz

B

t1t4 t3t2+ 0; m1z
A( ) 1–

t1t3 t2t4+( ) m1z
B( ) 1–

= = .

m3z
A( ) 1– τ1τ3 τ2τ4–( ) m3z

B( ) 1–
.=
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acterized by the point symmetry group D2d with respect
to the origin of coordinates, coinciding with an atom in
the plane lying in the middle of the AlAs layer. (This is
a plane of As atoms, for the even number of monolayers
in AlAs, and a plane of Ga atoms, if this number is
odd.) In any case, the spectrum εi(q||) must reflect the
problem symmetry and satisfy the condition εi(q||) =
εi(gq||), where g is an element of the group D2d. Hence,
it follows that the energy bands in the X QW have a
similar dispersion along the directions (110) and

( ), in contradiction to the conclusions made in [5].

Let us analyze the spectrum at q|| = 0. In this case, as
seen from (18), there is no X1 – X3 interaction and the
spectrum can be found independently for each pair of
the valleys X1x, X1y and X3x, X3y . We consider first the
spectrum related to the X1x and X1y valleys. Let the wave

numbers  and  correspond, respectively, to AlAs

and GaAs. As it follows from (20)–(21),  is purely

imaginary for energies inside the well, and  is purely

real. Let us introduce symmetrized (  + ) and

antisymmetrized (  – ) combinations of solu-
tions for the X1x and X1y valleys. Using relations (14)
and (15), in which the superscript A refers to AlAs, and
B, to GaAs, it can be readily shown that the spectrum
can be found from the equations

(26)

where “+” and “–” refer to symmetrized and antisym-
metrized solutions, respectively;

Here, d is the AlAs layer thickness, and M is the num-
ber of monolayers in the AlAs layer. It is seen from (26)
that these two equations are different for even M and
coincide for the odd number of layers. Thus, at odd M,
the εi(0) levels are doubly degenerate, whereas at even
M the degeneracy is lifted. This observation was made
in a symmetry analysis made in [6].

If we analyze in a similar way the spectrum related
to the X3x and X3y valleys in a thin GaAs layer confined
between two AlAs layers (in our calculations the X3 val-
ley in GaAs lies lower than the X3 valley in AlAs), the
result obtained is opposite to that obtained for the X1
valley. At an even number of monolayers M in the GaAs
layer, the levels are doubly degenerate, whereas at odd
M the degeneracy is lifted.

At qx ≠ 0, qy ≠ 0, the X1 – Xy interaction comes into
play in both the semiconductors, and the analysis of the
spectrum gets more complicated. In the general case of

110

q1
A q1

B

q1
B

q1
A

FX1x
FX1y

FX1x
FX1y

S1
+( ) 1–( )MS2

+( )±[ ] S1
+( ) S2

+( )±[ ] iq1
Bd–( )exp

– S1
–( ) 1–( )MS2

–( )±[ ] S1
–( ) S2

–( )±[ ] iq1
Bd( )exp 0,=

S1
±( ) t1 t3

q1
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-----, S2
±( )± t2 t4

q1
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qx ≠ qy , four different particular solutions correspond-
ing to different qz(qx, qy, E) should be taken into account
for each Xx and Xy valley. In two directions of the wave
vector q||, corresponding to qx = qy and qx = –qy (along
the boundaries of the surface Brillouin zone), the quan-
tities qz(qx, qy, E) are the same for both valleys. There-
fore, taking the matching conditions for envelopes in
the form (13)–(15), we obtain two equations for deter-
mining the spectra of, respectively, symmetrized and
antisymmetrized solutions. As in the case of (26), the
latter will differ from the former in sign at t2, t4, τ2, and
τ4. The validity of choosing the matching conditions in
the form (13)–(15), independent of qx, qy , was demon-
strated by our numerical calculations. Owing to the
X1 – X3 interaction and different matching conditions
for the X1 and X3 states, there are no degenerate levels
at any M for qx ≠ 0, qy ≠ 0.

3. PSEUDOPOTENTIAL CALCULATIONS

As mentioned above, we studied the Xx – Xy mixing
of electronic states in AlAs/GaAs (001) structures in
terms of a model with a pseudopotential discontinuous
at heterointerfaces. The calculation was done using the
scattering matrix technique [8–10]; the complex band
structure was determined using the empirical pseudo-
potential method. This calculation technique was
described in detail in [8–10]. We used pseudopotentials
[15] with parameters determined from the condition of
best fit of the calculated and experimentally found band
gaps. The reciprocal lattice vectors bl satisfying the
condition (k0 + bl)2a2 ≤ 10(2π)2 were taken into account
exactly in the expansion of the wave function; in addi-
tion, about 250 plane waves were taken into consider-
ation in terms of Löwdin’s perturbation theory. Our
study has shown that taking into account such a large
number of plane waves is necessary for satisfying the
scattering matrix unitarity conditions. Calculations
were carried out in the vicinity of k|| = (2π/a)(100)
(100) for energies E in the range 0.21 eV ≤ E ≤ 0.6 eV
including the energies of the AlAs and GaAs X1 levels.
The energy is reckoned from the GaAs conduction
band bottom.

We first calculated the matching matrices I(z0) in (2)
at the AlAs/GaAs (AlAs layer on the left) heterointer-
face passing through the common sheet of As atoms. As
mentioned above, the numerical calculations at k|| =
(2π/a)(100) show that two (4 × 4) blocks related to the
X1 and X3 states of both the valleys (Xx and Xy) are dis-
tinguished in the matching matrix with good precision.
The contribution of all other branches of the complex
band structure is insignificant in this energy range. Sec-
ond, we calculated the momentum matrix elements
plm = 〈Kν0l|p|Kν0m〉  and the energies Em(k0) to obtain the
following values:

p1 0.11399 0.10793–( ),–=
The energies are given in electronvolts, and the
momentum matrix elements, in atomic units; the first
value for each parameter corresponds to GaAs, and the
second (in parentheses), to AlAs. Numerical calcula-

tions of the expansion coefficients (kν) demon-
strated that it suffices to retain only the X1, X3, and X5
states in the chosen energy range and that the contribu-
tion from the last kind of states is insignificant. The cal-
culated plm and Em(k0) values were then used in (18) to
determine, with the help of (20), the functions q1(E)
and q2(E) and the envelopes (19). We established that
the data obtained using the approximate formulas
(18)−(20) reproduce well the results of the pseudopo-
tential calculations. Thus, we can substantiate the pre-
viously formulated four-valley model.

In the next stage, we found the matching matrix T
for the envelopes, using (8). A calculation for the
matrix elements of T demonstrated their weak energy
dependence, which can be ignored and, therefore, the
energy-averaged values of the matrix elements can be
used. This approximation was verified by calculating
the matching matrices I(z0) for different energies from
the obtained T using a relation inverse with respect to
(8). We obtained that the matching matrices calculated
by this method virtually exactly coincide with the start-
ing matrices I(z0), which verifies the validity of the
assumption made. It is noteworthy that the phases in the
wave functions were chosen so that the |X1〉 , |X3〉 , and
|X5〉  functions were real and all the symmetry-related
expressions for the functions were fulfilled exactly
(without any phase multipliers other than unity) at
q ≠ 0. It is with this choice of phases that the matrix ele-
ments of T are real. We found that nonvanishing matrix
elements of T have the following values in atomic
units:

It should be noted that, unlike other parameters, τ2 and
τ4 depend on the choice of units. These parameter val-
ues satisfy with good precision relations (24) and (25)
on substituting into these relations the energy-averaged

p2 0.52863 0.52922( ),=

p3 0.49235 0.49409( );=

EX1
0.46877 0.20823( ),=

EX3
0.90684 1.18303( ),=

EX5
3.84209 4.24294–( ).–=

Dm
n

t1 0.99318, t2 0.02421,–= =

t3 1.04120, t4 0.02430;= =

τ1 1.00476, τ2 0.06564,= =

τ3 1.08057, τ4 0.01660.= =
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transverse effective masses obtained in the pseudopo-
tential calculations:

(in free electron mass units). It should be emphasized
that the presented values of elements of the matching
matrices T(X1) and T(X3) refer to the case when the
superscript A in (14) corresponds to AlAs, and B, to
GaAs.

Let us now discuss the results of calculations for
some AlAs/GaAs (001) heterostructures, obtained both
with the use of the “exact” pseudopotential approach
and in terms of the model of envelope functions. We
believe that, at qx ≠ 0, qy ≠ 0, the matching conditions
for the envelopes can also be written as in the case
q|| = 0 in the form (13)–(15) with q||-independent
parameters. The validity of this approximation can be
verified by comparing the results of exact and approxi-
mate calculations.

Let us consider the discrete spectrum εi(q||) of an
AlAs X QW for k|| in the vicinity of k|| = (2π/a)(100)
(q|| = 0). This dependence can be found from the rela-
tion

(27)

where S(2) is the scattering matrix for a system with
two heterointerfaces at fixed E and q|| [16]. The results
of calculations of the q|| vector for the (110) and (100)
directions at two QW thicknesses (M = 10 and M = 11)
are presented in Fig. 1. The dispersions of the lowest
two energy levels are shown in this figure. It is notewor-
thy that the results of the pseudopotential and model
calculations (in terms of the four-valley model formu-
lated above) virtually coincide. As follows from the
above analysis (see formula (26)), at q|| = 0 the εi(0) lev-
els are doubly degenerate for M = 11, whereas for M =
10 there is a splitting of about 0.004 eV, associated with
the interaction of the Xx and Xy states at the heterointer-
faces. We note that the splitting decreases with increas-
ing M (for even M). For the (100) direction of the q||
vector we have two curves with essentially different
dispersions for both the QW thicknesses. The following
qualitative explanation of this observation can be
offered. At these q|| values the Xx and Xy QWs become
different, the states at the edges of the Xx QW vary
along the longer axis of the constant energy ellipsoid
for the Xx valley (with large longitudinal effective
mass); for the Xy QW the motion occurs along the
shorter axis of the ellipsoid for the Xy valley (with a
much smaller transverse effective mass). Therefore,
there is good reason to believe that the lower curve with
small dispersion is mainly associated with the Xx valley
states, and the upper one, with the Xy valley states. For
the (110) direction of the wave vector q||, the symmetry

m1z
GaAs 0.25, m1z

AlAs 0.26, m3z
GaAs 0.24,≈≈≈

m1z
AlAs 0.26≈

det S 1– 2( )( ) 0,=
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between the valleys is preserved and the Xx and Xy QWs
are identical. The dispersions for both the curves are
virtually similar for each M, except for the splitting
value (larger for M = 10 and smaller, hardly visible in
Fig. 1, for M = 11). It is noteworthy that such a depen-
dence takes place only for sufficiently small q||; with q||
increasing in the (110) direction, the pattern essentially
changes and the concept of the Xx – Xy interaction
becomes incorrect; in particular, at qx = qy = 0.5 it is
more appropriate to consider the LL interaction.

Let us now consider the (AlAs)M(GaAs)N(001). We
have carried out calculations for the same four superlat-
tices as in [6] with M = 10, 11 and N = 7, 8 in various
combinations. It can be shown, using the Bloch theo-
rem for superlattices, that their electronic spectrum can
be found from the equation [16]

(28)

where, as in (27), S(2) is the scattering matrix for a sys-
tem with two heterointerfaces spaced by M AlAs layers

det S 1– 2( ) Q–( ) 0,=

0.34

0.32

0.30

0.28

E, eV

q||(110), 2π/a units q||(100), 2π/a units

(a)

M = 10

0.34

0.32

0.30

0.28
0.08 0 0.08

(b)

M = 11

Fig. 1. Electronic energy spectrum εi(q||) in an AlAs(001)
X QW for the (110) and (100) directions of the vector q|| for
different QW thicknesses: (a) M = 10, (b) M = 11.
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at fixed E and q||. As it was done in [6], we consider the
case of q|| = 0. The Q matrix reads

where s is the (001) component of the superlattice wave
vector; subscripts ν and µ enumerate, respectively, the
incident and reflected waves; the Bloch waves are clas-
sified into incident and reflected waves as in [8–10]; the
superscript “1” corresponds to GaAs.

We carried out both exact pseudopotential calcula-
tions and approximate calculations in terms of the four-
valley model for the envelopes. As before, the results
are virtually the same. The calculated electronic spectra
for (AlAs)M(GaAs)N(001) superlattices, related to the
conduction band X1 states, are presented in Fig. 2. Our
results are qualitatively similar to those obtained in [6].
(The results for M = 11, N = 8, not presented here, also
qualitatively coincide with those in [6].) Some numeri-
cal differences are related to different choices of the
bulk band structure parameters for both the materials
and to different models of the heterointerface region.
We use the model with a discontinuous potential at the
heterointerface, whereas the average values for both

Q
Q11 0

0 Q22 
 
 

= ,

Q11( )νν' δνν' i kzν
1( ) s–( )a M N+( )

2
------------------------ ,exp=

Q22( )µµ' δµµ' i– kzµ
1( ) s–( )a M N+( )

2
------------------------ ,exp=

(a)0.55

0.50

0.45

0.40

0.35

0.30

0.25
0 0.5

M = 10

(b)

0 0.5

M = 11

(c)

0 0.5

M = 10

E, eV

s, 2π/a units

N = 8 N = 7 N = 7

Fig. 2. Electronic energy spectra of (AlAs)M(GaAs)N(001)
superlattices; (a) M = 10, N = 8; (b) M = 11, N = 7; (c) M =
10, N = 7.
substances are taken as tight-binding approximation
parameters at the heterointerface in [6].

In addition, we carried out both pseudopotential
and model calculations of the transmission coeffi-
cients for various AlAs/GaAs(001) structures at dif-
ferent q|| values in the vicinity of the q|| = 0 point, and
a good fit of the calculation results was achieved in all
cases. This confirms once again the efficiency of the
proposed model for the envelope functions with the
parameters determined in this study. The energy
dependence of the transmission coefficient for the
AlAs/GaAs(7)/AlAs(16)/GaAs(7)/AlAs structure at
q|| = 0 is presented as an example in Fig. 3 (the number
of monolayers is shown in parentheses). Four transmis-
sion coefficients exist within the energy range men-
tioned 

with the first and second subscripts indicating, respec-
tively, the type of incident and transmitted waves. The
first two coefficients describing the intravalley scatter-
ing are equal at q|| = 0 because of the symmetry of the
system. The energy dependence of these transmission
coefficients is represented in Fig. 3 by the solid line.
The dotted line in this figure shows the energy depen-
dence of  =  corresponding to the Xx – Xy

intervalley scattering. It is seen from the figure that the
resonances for both the curves occur at close energies.
It is noteworthy that, if we take an AlAs layer compris-

PX1x X1x
, PX1y X1y

, PX1x X1y
, PX1y X1x

;

PX1x X1y
PX1y X1x

100

10–2

10–4

10–6
0.25 0.30 0.35 0.40

P

E, eV

Fig. 3. Energy dependence of the transmission coefficients
for the AlAs/GaAs(7)/AlAs(16)/GaAs(7)/AlAs heterostruc-
ture at q|| = 0. The solid line represents the dependence

 = ; the dotted line, the dependence of

 = ; and the dashed line, the transmission

coefficient at k|| = 0.

PX1x X1x
PX1y X1y

PX1x X1y
PX1y X1x
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ing an odd number of monomolecular layers, there is
no Xx – Xy transmission, naturally, in agreement with
the results for a single AlAs QW presented above. At
q|| ≠ 0, the resonance peaks in the transmission coeffi-
cients are shifted and split similarly to the dispersion
εi(q||) in the AlAs X QW considered above.

The dashed line in Fig. 3 shows the energy depen-
dence of the transmission coefficients for the same
structure at k|| = 0, i.e., for electron incidence normal to
the heterointerface. It is seen that at 0.25 and 0.35 eV
there are resonances related to the AlAs X QWs for both
k|| = 0 and q|| = 0. This fact points to the importance of
taking into account not only normally incident elec-
trons (as is commonly done), but also those incident at
some angle to the normal. Thus, it is possible to con-
struct structures that may possess interesting current–
voltage characteristics determined by superposition of
different resonances.

CONCLUSION

In this communication, the matching conditions for
the envelope functions of Xx and Xy states in
GaAs/AlAs(001) heterostructures are considered.
Under certain conditions, these states make the princi-
pal contribution to the electronic properties of hetero-
structures and superlattices on their base. These states
are invoked in discussing some experimental results.
The parameters of the model are determined on the
basis of structure symmetry considerations and pseudo-
potential calculations. The efficiency of the proposed
model for the envelope functions is confirmed by the
good fit of the results of model and pseudopotential cal-
culations of level dispersion in AlAs X QWs, electronic
spectra of (AlAs)M(GaAs)N(001) lattices, and transmis-
sion coefficients for X electrons in structures with a sin-
gle X QW and two X barriers. We demonstrated that the
matching conditions used in some studies [5, 7] should
be corrected in accordance with the relations obtained
here. The conclusion of [5, 7] that rotation of the con-
stant energy ellipsoids only occurs owing to the Xx–Xy

state mixing contradicts the consequences of the sys-
tem symmetry. Our direct calculations of the energy

band dispersion in the (110) and ( ) directions also
did not reveal any distinction between these directions.
The anisotropy observed in [5] is presumably related to
the lower symmetry of the states responsible for the

110
SEMICONDUCTORS      Vol. 35      No. 7      2001
observed effect, compared with those considered by the
authors of [5].
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Abstract—It is shown that the dependence of capacitance of an Al/por-Si/Si structure on relative humidity is
represented as an isothermal curve of physical adsorption. An analysis of this dependence makes it possible to
determine the total porosity, the effective fraction of the oxide phase in por-Si, and the ratio between the vol-
umes of micropores (the monomolecular and polymolecular adsorption of water which results in filling of their
volume) and mesopores (which are filled according to the mechanism of capillary condensation). The size dis-
tribution for mesopores was obtained. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Special features of porous systems as subjects of
structure and phase studies, the current state of theoret-
ical notions about the structure of actual porous materi-
als, and the development of methods for preparation of
such materials make it possible to set off the porosime-
try as an independent field of the structure analysis.
About 60 methods of studying the porous structure of
solids [1] are known; these methods differ in informa-
tiveness, range of applicability, and sensitivity [2] and
include pycnometry, mercury-based porosimetry, com-
bined adsorption–structure analysis, microscopy, calo-
rimetry, etc. All these methods are supposed to be
applied to macroscopic amounts of material to be ana-
lyzed and to yield integrated data on porosity. It is note-
worthy that the adsorption–structure method, for which
the primary source of data is the adsorption isothermal
curve, is best suited for studying materials with a pro-
nounced porous structure and a large proportion of
micropores.

Recently, studies of porous films of metal oxides
(Al2O3 [3]) or semiconductors (for example, porous sil-
icon (por-Si) [4]), which are practically and theoreti-
cally very interesting, have become topical. The speci-
ficity of these films prohibits the wide use of volumetric
or weighing adsorption measurements; however, the
structure of these films makes it possible to use the high
sensitivity of the electrical parameters of a heterointer-
face between the porous anodic layer and metal or
semiconductor to external factors, in particular, to
adsorption of water vapor.

The choice of water vapor is caused not so much by
the small values of both the kinetic diameter (  =dH2O
1063-7826/01/3507- $21.00 © 20816
0.264 nm [1]) and the accommodation-site area (S =
0.125 nm2 [5]) of a water molecule as by the anoma-
lously large dielectric constant of water (ε = 81 [6]).
The latter circumstance is bound to result in apprecia-
ble changes in the electrical impedance of the porous
layer as a result of the water-vapor adsorption.

In the case of porous silicon, the c-Si–por-Si hetero-
junction is naturally formed in the course of preparing
the porous layer, and it remains only to deposit a metal
contact with a known area in order to obtain a capacitor
structure. At the same time, the large dipole moment of
a water molecule, which increases the total energy of
interaction with por-Si, makes it possible to ignore the
adsorption of N2, CO2, and O2 molecules from atmo-
spheric air.

Measurements of capacitance (for a metal–〈anodic
oxide〉–metal structure) complemented with measure-
ments of high-frequency capacitance–voltage charac-
teristics (for a semiconductor–〈anodic oxide〉–metal
structure) for various water-vapor pressures can be
used not only to determine the characteristics of a
porous anodic film but also to ensure that the analysis
has a high areal resolution, which is unattainable with
other methods.

The fact that various properties of semiconductors
depend on the composition of surrounding gas ambi-
ance has been noted in many publications. The main
objective of the studies has been to gain insight into
possible variations in the inherent properties of semi-
conductors exposed to a gaseous medium. There is an
idea, in a sense opposite to the above, that consists in
the possibility of determining the composition of the
gas atmosphere surrounding a semiconductor from the
analysis of variations in electrical characteristics of the
001 MAIK “Nauka/Interperiodica”
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semiconductor [7]. In this paper, we consider the third
aspect of the problem, i.e., the study of the semiconduc-
tor adsorbent itself on the basis of analyzing its
response to a change in the surrounding atmosphere.

DETERMINATION OF THE MAIN
STRUCTURE- AND PHASE-RELATED 

CHARACTERISTICS OF POROUS SILICON

According to model notions about the structure for-
mation of porous silicon [8] and experimental data on
the morphology of the por-Si layers [9], the structure of
porous layer produced under certain conditions of
anodization may be represented (with insignificant
simplifications) as an irregular structure of cylindrical
pores that have various diameters but an identical depth
and thread through the silicon matrix.

It is known that silicon, with the degrees of oxida-
tion of Si2+ and Si4+ (i.e., the SiO and SiO2 oxides
[10, 11]), may be found in porous silicon obtained by
anodization in addition to unoxidized silicon; the frac-
tion of oxide phase decreases with increasing distance
from the surface. If a metal electrode (for example, alu-
minum) is deposited onto the porous silicon surface, we
obtain an Al/por-Si/c-Si capacitor structure (c-Si stands
for crystalline silicon) of the metal–oxide–semiconduc-
tor (MOS) type.

For relative humidity RH = 0%, the capacitance

 of such a MOS structure in the enhancement
mode tends asymptotically to the geometric capaci-
tance of SiOx insulating layer and is a combination of
two components, i.e., the capacitance of a nonporous
framework with a dielectric constant of  and the
capacitance of pores filled with air with dielectric con-
stant εair . Thus, the effective dielectric a constant of εeff
of the insulator layer is defined by the expression

(1)

where P = Spor/S is the parameter specifying the layer’s
porosity, with S standing for the gate-electrode area and
Spor standing for the area occupied by pores at the
por-Si surface under the electrode. The geometric

capacitance  of the structure is specified by the
effective thickness deff and effective dielectric constant
εeff of the gate insulator layer; i.e., we have

(2)

In the depletion mode, the total high-frequency
(HF) capacitance of the structure decreases because the
capacitance of the space-charge region (SCR) in silicon
[12] becomes connected in series to the geometric

Cmax
0

εSiOx

εeff εSiOx
1 P–( ) εairP,+=

Cmax
0

Cmax
0 εeffS

deff
----------.=
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capacitance of the insulating layer and, for pronounced
inversion, attains a minimum Cmin defined as

(3)

where

(4)

is the minimum HF capacitance of the SCR in silicon
and Wm is the maximum width of SCR in silicon for the
given impurity concentration N and is expressed as [12]

(5)

Here, εSi is the dielectric constant of silicon, ni is the
intrinsic charge-carrier concentration in silicon, k is the
Boltzmann constant, T is absolute temperature, and q is
the elementary charge.

Using expressions (3)–(5) and the experimental data

for  and Cmin in silicon and for the impurity con-
centration N in silicon, we obtain the porosity parame-
ter P. Substituting this parameter into formula (1), we
obtain the effective dielectric constant εeff of the insula-
tor layer; finally, inserting εeff into expression (2), we
obtain the effective thickness deff of the insulator layer.

The total capacitance Cmax of an Al/por-Si/c-Si
structure in the enhancement mode of the surface SCR
and in the presence of water vapors can be represented
as the sum of three components, i.e., the capacitance of
the nonporous SiOx framework with the dielectric con-
stant , the capacitance of pores filled with air hav-
ing the dielectric constant εair, and the capacitance of
pores filled with a condensate having the dielectric con-
stant  (taking into account partial penetration of
water vapors under the metal electrode); thus, we have

(6)

Here, η = Sfill/Spor is the degree of filling of pores with
the condensate, with Sfill standing for the area occupied
by the pores at the por-Si surface that are filled with the
condensate for a specified vapor pressure; k is the ratio
between the area occupied by the pores accessible to
water vapors and the total area occupied by pores (the
coefficient of accessibility of pores to water vapors).

It is assumed in this model that the effective thick-
ness of the insulating layer for air and water is equal to
the oxide-layer thickness at the surface of porous sili-
con. We note that the definitions of the surface and bulk

1
Cmin
---------- 1

Cmax
0

----------
1

CSCRmin
-----------------,+=

CSCRmin
εSi 1 P–( )S

Wm

---------------------------=

Wm 2
εSikT N /ni( )ln

q2N
---------------------------------- 

  1/2

.=

Cmax
0

εSiOx

εH2O

Cmax
S

deff
------- εSiOx

1 P–( ) εair Pk 1 η–( )[+{=

+ P 1 k–( ) ] εH2OPkη } .+
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porosities coincide for the assumed cylindrical shape of
the pores.

As the humidity approaches 100%, the capacitance
of the structure increases owing to the capillary con-
densation of water vapor in the micropores and meso-
pores along the boundary of the aluminum electrode.
For RH = 100% (η = 1), expression (6) can be written
as

(7)

The relation between the values of the structure’s larg-

est capacitance for RH = 0% ( ) and RH = 100%

( ) is given by

(8)

and makes it possible to determine the coefficient k (0 <
k < 1), which depends on the ratio between the area of
the electrode to its perimeter, on the total porosity, on
the degree of connectivity of the pores, and possibly on
the relative humidity. This coefficient is the upper
bound of the degree of connectivity of the pores
because, for a system of connected pores, the entire
volume under the electrode would be filled in the
course of adsorption; i.e., we would have k = 1 irrespec-
tive of the capacitor’s configuration.

Thus, measurements of HF capacitance of an
Al/por-Si/c-Si structure in the enhancement and inver-
sion regions for the relative humidity of RH = 0 and

100% ( ,  and Cmin) makes it possible to cal-
culate the total porosity, the degree of connectivity of
pores, and the fraction of oxide phase in the porous
layer. The results of the calculations for specific por-Si
samples have been reported recently [13].

AN ANALYSIS OF THE SIZE DISTRIBUTION 
FOR PORES 

Solid-state adsorbents may contain pores with vari-
ous sizes and morphology, depending on the nature and
the preparation technology of the adsorbent. In many
situations, the cross-sectional size of pores is of partic-
ular interest. The classification of pores by size offi-
cially adopted by the International Union of Pure and
Applied Chemistry (IUPAC) is based on the correlation
between each range of pore sizes and a characteristic
adsorption mechanism [14]. According to this classifi-
cation, porous silicon can be separated into
microporous Si (the pore diameter D < 2 nm), for which
monomolecular and polymolecular adsorption is char-
acteristic; mesoporous Si (2 nm < D < 50 nm), for

Cmax
100 S

deff
------- εSiOx

1 P–( ) εairP εH2O εair–( )Pk+ +[ ]=

=  
S

deff
------- εeff εH2O εair–( )Pk+[ ] .

Cmax
0

Cmax
100

Cmax
100 Cmax

0 1
εH2O εair–

εeff
----------------------Pk+ ,=

Cmax
0 Cmax

100
which capillary condensation is the characteristic
mechanism of adsorption; and macroporous Si (D >
50 nm), whose adsorption properties differ little from
those of nonporous material. The current technology
makes it possible to form the por-Si layers with various
distributions of pore size; as a result, the humidity sen-
sors sensitive in different ranges of relative humidity
may be produced [15].

We now turn our attention to an analysis of distribu-
tion of pore sizes. Using the above designations, the
volume of adsorbed water is given by

(9)

where d0 is the thickness of porous layer. It follows
from formula (6) that the dependence of the structure
capacitance in the enhancement mode on the degree of
filling of the pores (dependent on humidity) can be
expressed as

(10)

where V0 = d0SPk is the total porous-layer volume
accessible to adsorption. This dependence, combined
with formula (6) and measured at a constant tempera-
ture, represents the isothermal curve for water vapor,
and its analysis allows one to obtain all the characteris-
tics available for the structure–adsorption methods of
porosimetry, including the distribution of pore sizes.

The simulation of water-vapor adsorption in porous
silicon amounts to the calculation of the parameter η in
expression (6) as a function of the relative humidity.

In the range of low relative humidities, two stages
are recognized: (i) the formation of a molecular mono-
layer and (ii) the subsequent polymolecular over-
growth. Qualitatively, this situation takes place for both
continuous and porous surfaces. For mesoporous
adsorbents, capillary condensation is most typical.
However, in the general case, these two processes make
a comparable contribution; this should be taken into
account in the analysis of adsorption. It is also notewor-
thy that, for pores with effective sizes 2–3 times the
diameters of the adsorbed molecules, the monolayer is
not formed and adsorption proceeds by volume filling.
An analysis of this portion of the isothermal curve for
adsorption makes it possible to determine just the spe-
cific volume occupied by such micropores [16].

Under certain conditions, the formation of a porous
layer may be expected if the radii r of emerging pores
are within some range of values. When simulating the

V d0SPkη ,=

Cmax Cmax
0 Cmax

100 Cmax
0–( )η+=

=  Cmax
0 Cmax

100 Cmax
0–( )V /V0,+
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distribution of pore sizes f(r), the logarithmically nor-
mal distribution is most often used [14], i.e.,

(11)

where rg is the geometric average of r and lnσg is the
standard deviation of lnr and specifies the variations
from the average.

The amount of water adsorbed in micropores may
be estimated using the Brunauer–Emmet–Teller (BET)
equation [14] as

(12)

Here, n is the absolute amount of adsorbed gas
(expressed in mols); n0 is the capacity of a monolayer
(expressed in mols of adsorbate); Q ≈ exp[(qA –
qL)/RT], where qA is the heat of adsorption and qL is the
condensation heat (i.e., qA – qL is the net heat of adsorp-
tion); R is the universal gas constant; p is pressure; and
p0 is the saturated vapor pressure. Formula (12)
describes the process of polymolecular adsorption and
specifies the number of monolayers adsorbed under the
given pressure.

Capillary condensation is the characteristic mecha-
nism of adsorption for mesopores; this mechanism is
described by the Kelvin equation [14]

(13)

where p0 is the saturated-vapor pressure at temperature
T, σ is the surface tension of liquid phase (water), Vm is
the molar volume of the liquid phase, and rc is the cap-
illary radius (negative for wetting liquid). According to
formula (13), all pores with radii smaller than a certain
critical r, which corresponds to a given relative humid-
ity RH = p/p0, are filled in the layer of porous silicon.

Capillary condensation is prevalent in the processes
of the water-vapor adsorption for a relative humidity of
35% and higher, whereas for a lower humidity the main
contribution is made by monomolecular and polymo-
lecular adsorption, which leads to volumetric filling of
micropores and to the effective decrease in the radii of
mesopores [14]. In a broad sense, adsorption in
microporous materials involves capillary condensation
irrespective of the adsorption mechanism.

We note that only quantity η depends on the relative
humidity p/p0 in formula (6); i.e.,

(14)

f r( ) 1

σg 2π( )ln
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Here, rc = rc(p/p0) is the critical pore radius, which is
calculated according to the Kelvin equation and repre-
sents the upper boundary for the size of the pores filled
with condensate for a given relative humidity, and f(r)
is the distribution function for pore sizes.

In the range of high relative humidities, in which
case the process of capillary condensation prevails, we
can differentiate the dependence Cmax(p/p0) [see (6)]
with respect to r taking into account the relation
between r and p/p0 (13) and obtain an “experimental”
distribution function for mesopore sizes (in the region
of r > 1.2 nm) as

(15)

where the derivative dCmax/d(p/p0) is obtained by
graphical differentiation.

We can find the remaining parts of the function f(r)
(for micropores) using model distribution (11) normal-
ized in reference to the total porosity and the BET equa-
tion.

Thus, the physical adsorption of water vapor in
micropores and capillary condensation in mesopores
both result in an effective increase in the dielectric con-
stant of porous layer, which may be used to develop
capacitance-type humidity sensors. An analysis of the
relative-humidity dependence for the capacitance of
such sensors which represents the isothermal curve for
adsorption makes it possible to determine the quantitative
relation between micropores and mesopores in porous sil-
icon and the size distribution for mesopores [17].
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Abstract—The results of a comprehensive study by the methods of IR absorption, Raman scattering, photolu-
minescence (PL), and electron spin resonance (ESR) of SiOx films prepared by thermal evaporation of SiO in
a vacuum are presented. The nature of structural transformations occurring on annealing the films is deter-
mined. Annealing in the temperature range 300–600°C gives rise to a PL band at 650 nm, presumably related
to structural defects in SiOx film. Raising the annealing temperature further leads to healing of such defects and
quenching of the PL band. Silicon precipitates pass from the amorphous to the crystalline state on being
annealed at Tann = 1100°C, which gives rise to a new PL band at 730 nm. ESR spectra of Pb centers were
recorded at the interface between randomly oriented silicon nanocrystallites and SiO2. © 2001 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Nanocrystalline silicon (nc-Si) has been extensively
studied in the last decade with the aim of creating visi-
ble-light emitters on the basis of highly developed low-
cost silicon technology. Of particular interest in this
respect is a study of the electronic structure and optical
properties of nc-Si. Nanocrystalline silicon can be pre-
pared by various techniques, e.g., ion implantation and
magnetron sputtering [1, 2], laser sputtering of a silicon
target [3], and molecular-beam epitaxy [4].

Fabrication of functional light-emitting devices
based on structures with nanocrystalline Si has already
been reported [5, 6]. The technology of SiO deposition
onto various substrates by thermal vacuum evaporation
is rather promising for the manufacture of silicon-based
large-area displays. In this case, a nonstoichiometric
SiOx layer is formed, with x < 2. This unstable phase
can be preserved at room temperature for a long time.
Two models have been proposed for describing the
structure of SiOx films: the model of (Si + SiO2) mix-
ture and the random-binding model [7] in which each
silicon atom is tetrahedrally coordinated to y silicon
atoms and (4 – y) oxygens. Data furnished by optical
measurements [7, 8], X-ray photoelectron spectroscopy
[9], and ESR spectroscopy of amorphous SiOx layers
[10] are adequately described in terms of the random-
binding model. Annealing of SiOx films may lead to the
precipitation of a phase of fine Si particles forming sil-
icon crystallites upon further heating [7–9].

Photoluminescence (PL) spectra of SiOx films pre-
pared by thermal evaporation of SiO have not been
1063-7826/01/3507- $21.00 © 20821
studied in detail. More attention has been given to films
obtained by other methods [11], exhibiting PL bands
associated with Si nanocrystallite formation. Despite
the great number of investigations in this field, the
nature of visible light emission by structures containing
silicon nanocrystallites remains a matter of discussion.
An important point in this regard is the mechanism of
emission: is light emitted via the recombination of elec-
tron–hole pairs in silicon nanocrystallites themselves,
having an electronic structure modified by quantum
confinement, or through the transport of carriers toward
the Si/SiOx interface and/or their localization on certain
centers with eventual recombination.

In this study, a set of optical and ESR investigations
of SiOx films is deposited by thermal evaporation of
SiO in a vacuum and annealed in a wide temperature
range. A relationship is established between different
PL bands in these films and thermally stimulated
changes in their structure.

EXPERIMENTAL

SiOx films were obtained by thermal evaporation of
SiO in a vacuum of ~10–3 Pa onto silicon, quartz, and
sapphire substrates kept at room temperature. The film
thickness was varied between 0.5 and 2.5 µm. In the
course of the study, the films were annealed in an atmo-
sphere of nitrogen at temperatures in the range from
100 to 1100°C, with the annealing time ranging from
10 min to 4 h.

PL and Raman spectra were measured at room tem-
perature on a DFS-24 double monochromator in reflec-
001 MAIK “Nauka/Interperiodica”
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tion arrangement. The spectra were excited by Ar+ laser
radiation with wavelengths of 487.9 and 514.5 nm,
respectively. The power of light did not exceed 50 mW
in either case. To prevent sample heating during the
measurements, the laser light was focused with a cylin-
drical lens. The signals were recorded with a cooled
FÉU-136 photomultiplier in the photon count mode.
All the PL spectra were corrected for instrument sensi-
tivity. IR absorption spectra were measured on a Per-
kin–Elmer 599B double-beam spectrophotometer. The
transmission spectra were recorded on a KSVU-23
instrument at room temperature.

ESR studies were done in the X-band (9.36 GHz) at
room temperature with a magnetic field modulation at
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Fig. 1. IR absorption spectra of SiOx samples on silicon sub-
strates (1) immediately after deposition and upon thermal
annealing in an atmosphere of nitrogen for 15 min at Tann =
(2) 500, (3) 700, and (4) 1100°C.
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Fig. 2. Raman spectra of SiOx films on sapphire substrates,
measured after annealing for 15 min at Tann = (1) 800,
(2) 900, and (3) 1100°C. Spectrum 4 was obtained after
annealing a sample at 1100°C for 120 min.
a frequency of 100 kHz. The number of paramagnetic
defects and g-factor values were determined relative to
the MgO:Mn2+ reference with a known number of spins
which was placed in the microwave cavity together
with a sample under study. The error in determining the
number of defects in these measurements was ±40%,
whereas the relative inaccuracy in comparing ESR sig-
nals from different samples did not exceed ±15%.

RESULTS AND DISCUSSION

Figure 1 shows the IR absorption spectra of SiOx

films on silicon substrates measured immediately after
their deposition (spectrum 1) and after subsequent ther-
mal annealing in an atmosphere of argon at different
temperatures (spectra 2–4). It can be seen that the spec-
trum contains a number of strong bands. It is known
[12] that, for SiO2, the band at ν ≈ 400 cm–1 corresponds
to Si–O rocking vibrations and bands at ~800 and
~1100 cm–1 correspond to Si–O bending and stretching
vibrations, respectively. With increasing annealing
temperature, the bands change their shape and their
peaks are shifted to higher frequencies. It was estab-
lished in [8] that the dependence of the peak position of
the asymmetric stretching Si–O–Si mode in the region
around ν ≈ 1100 cm–1 and the x value in SiOx is nearly
linear. An evaluation of x by means of this dependence
demonstrated that it varies between 1.3 (immediately
after deposition of a film) and 2 (after its thermal
annealing at Tann = 1100°C).

The observed changes in the IR spectra may result
from a transition of a metastable SiOx film from a sin-
gle- to two-phase state. As shown in [13], the following
reaction occurs in the annealing of SiOx films:

2SiOx  xSiO2 + (2 – x)Si.

According to the Raman spectral data, the conversion of
SiOx into SiO2 and elemental Si also occurs in the case
in question. Since a strong Raman signal from the sili-
con substrate (and a weaker signal from sapphire) are
recorded in the spectral region under study (ν = 400–
560 cm–1), the spectra were measured with films depos-
ited onto sapphire substrates. The appearance of a
broad band peaked at around 490 cm–1 in Raman spec-
tra of samples annealed at Tann = 900°C indicates the
formation of amorphous silicon clusters in SiOx films
(Fig. 2). According to IR spectral data, the coagulation
of Si atoms into clusters starts upon annealing at lower
temperatures. However, their detection in the Raman
spectra is limited by the sensitivity of this method.
Raising the annealing temperature to 1100°C leads to a
substantial decrease in the intensity of this band and the
appearance of a band peaked at 512.5 cm–1 with a half-
width of about 10 cm–1, which points to the formation
of Si nanocrystallites. The model of “spatial correlation
of phonons” [14, 15] was applied to evaluate the aver-
age size of silicon crystallites formed upon annealing at
SEMICONDUCTORS      Vol. 35      No. 7      2001
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1100°C for 15 min, which turned out to be about 2 nm.
Increasing the time of annealing, the average size of the
crystallites grows, which is manifested in a shift of the
Raman peak to higher frequencies and a decrease in its
half-width (Fig. 2, spectrum 4).

Additional data on film structure obtained by ana-
lyzing ESR spectra were found to be identical for sam-
ples on silicon and quartz substrates. Spectra of SiOx

films on silicon substrates are presented in Fig. 3.
Unannealed samples are characterized by a broad struc-
tureless Gaussian-shaped line with g = 2.0038 ± 0.0002
and width ∆Hpp = 1.0 mT, whose parameters are close
to those of the ESR line observed in amorphous SiOx

layers with x ≈ 1.3 [10]. On the assumption of a uni-
form distribution of paramagnetic centers across the
film thickness, their volume density is found to be
rather high (4 × 1020 cm–3). In the annealing tempera-
ture range 200–700°C, the number of paramagnetic
centers decreases by more than an order of magnitude,
which is accompanied by a narrowing of the ESR line
and its shift to higher g-factor values. Such a behavior
and the asymmetric line shape indicate that the spectra
are a superposition of several components. In contrast
to SiO2 layer implanted with Si+ ions [16], no narrow
ESR lines attributable to a certain kind of paramagnetic
defects are observed in the SiOx films under study. Sim-
ilarly to implanted SiO2 layers [16], defects with g ≈
2.0048 are stablest in this temperature range.

Raising the annealing temperature from 700 to
900°C makes the number of defects nearly four times
larger. The observed symmetric ESR line has parame-
ters (g = 2.0055 and ∆Hpp = 0.62 mT) typical of defects
in amorphous silicon (a-Si) [17]. Raising the annealing
temperature to 1100°C again leads to a decrease in the
total number of defects, shape asymmetry, and an
apparent broadening of the ESR line because of the
appearance of features at g ≈ 2.008 and g ≈ 2.002,
becoming more pronounced with an increase in the
annealing time to 4 h (Fig. 4). Interestingly, the total
number of defects remains nearly unchanged in the
process. The observed features are characteristic of the
so-called Pb centers—dangling bonds of silicon atoms
at the Si/SiO2 interface [18].

The obtained ESR data are readily interpreted in
terms of the random-binding model on the assumption
that the paramagnetic centers are related to dangling
bonds in Si–SiyO4 – y tetrahedra. An ESR spectrum can
be regarded as the superposition of several resonance
lines with different g-factors, whose relative intensities
are proportional to the statistical content of the corre-
sponding tetrahedra in the disordered structure of a
SiOx film. As is known, the dangling bonds in a-Si, fur-
ther designated as DB a-Si, and oxygen vacancies in
SiO2, called E ' centers [20], are characterized by the
values gDB = 2.0055 and gE' = 2.0005, respectively.
They can be represented as Si3≡Si– and O3≡Si–, where
an unpaired electron is shown by a single line. The fact
SEMICONDUCTORS      Vol. 35      No. 7      2001
that an ESR line with g = 2.0038 (intermediate between
the resonance positions of DB a-Si and E ' center) is
observed in the initial films means that their basic struc-
tural elements are Si–Si3O, Si–Si2O2, and Si–SiO3 tet-
rahedra. The shift of the ESR line on annealing the
films at Tann = 700°C indicates that the healing of struc-
tural defects begins in regions with a high content of
Si–O bonds. It seems natural to assume that the line
with g = 2.0048, also observed in silicon-enriched SiO2
powder [20], corresponds to dangling bonds of silicon
atoms in Si–Si3O and Si–Si2O2 tetrahedra, i.e., to
OSi2≡Si– structural units.

As follows from the ESR and Raman spectra, the
coagulation of Si atoms leads to the formation of their
amorphous phase at Tann = 900°C. According to Raman
data, raising the annealing temperature to 1100°C leads
to the formation of Si nanocrystallites. The features
appearing in the ESR spectra can be accounted for by
the defect formation at the interface between Si and
SiO2 nanocrystallites. Pb centers appear in ESR spectra
of single-crystal silicon oxidized by various methods
(see, e.g., [21]). To the best of our knowledge, these
centers have been clearly recorded in chaotically ori-
ented Si nanocrystallites in SiO2 for the first time. The
observed spectra can be described as a superposition of
three components associated with DB a-Si and chaoti-
cally oriented Pb1 and Pb0 centers, with the intensities of
these components related as 5.5 : 1 : 1 (Fig. 4). In mod-
eling the ESR line of the dangling bond of silicon, a
Lorentzian line with g = 2.0058 and ∆Hpp = 0.60 mT
was chosen. Spectra of chaotically oriented Pb centers
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Fig. 3. ESR spectra (f = 9.363 GHz, T = 300 K) of SiOx films
on silicon substrates (1) immediately after deposition and
upon thermal annealing in an atmosphere of nitrogen for
15 min at Tann = (2) 300, (3) 400, (4) 500, (5) 700, (6) 900,
and (7) 1100°C. The intensities of the spectra are normal-
ized to unit sample area.
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Fig. 4. ESR spectra (f = 9.363 GHz, T = 300 K) of SiOx film on quartz substrate annealed at 1100°C for (1) 15 min and (2) 4 h. For
convenience of comparing ESR line shapes, the intensity of spectrum 1 is reduced by a factor of 1.2. The calculated spectrum (solid
smooth line 3) is a superposition of three components related to three kinds of defects: the isotropic line of Si dangling bonds in
a-Si (4) and lines of chaotically oriented Pb1 and Pb0 centers (spectra 5 and 6, respectively). The spectroscopic parameters of mod-
eling are given in the text.
were calculated using Lorentzian lines with parameters
found for oxidized single-crystal silicon [20]: g1 =
2.0058, g2 = 2.0074, g3 = 2.0022, and ∆Hpp = 0.41 mT
for the Pb1 center; and g|| = 2.0019, g⊥  = 2.0084, ∆Hpp|| =
0.12 mT, and ∆Hpp⊥  = 0.26 mT for the Pb0 center.

Thus, the structural changes occurring in SiOx films
are manifested in ESR spectra in a wide range of
annealing temperatures.

The initial SiOx films show no photoluminescence
in the visible spectrum. On their annealing at tempera-
tures higher than 300°C, a broad band appears in the PL
spectrum centered around ~650 nm and modulated
with periodic peaks (Fig. 5, spectrum 1). These peaks
originate from the interference of light reflected from
the film surface and the SiOx/substrate interface. The
interference origin of the peaks (rather than that associ-
ated with superposition of PL bands of varied nature) is
shown by the fact that, with the decreasing thickness of
SiOx films in their etching or upon depositing thinner
layers, the PL peaks are shifted to higher frequencies.
The spacings between the interference peaks are
described by the expression [22]

2nd
1
λ1
----- 1

λ2
-----– 

  1–

,=
where n is the refractive index, d is the thickness of a
SiOx film, and λ1 and λ2 (λ1 > λ2) are the wavelengths
corresponding to the peaks in the interference pattern.
As is known, the n value for SiO2 is close to 1.46. At the
same time, the refractive index of SiOx, found using the
above formula, is substantially higher (n = 2.25), which
is characteristic of SiO2 films with excess silicon [1].

An important issue of the present study is the mech-
anism of the appearing PL. As shown in the insert of
Fig. 5, its intensity grows with the annealing tempera-
ture increasing to 600°C and then falls dramatically. In
all probability, the PL is related to defects or complexes
of defects, which is evidenced by the correlation
between changes in ESR and PL intensities in the
annealing temperature range 500–700°C.

Annealing at 1100°C leads to the appearance in the
PL spectrum of a broad band peaked at 730 nm (Fig. 5,
spectrum 2). This band is also modulated with interfer-
ence peaks. Its appearance is attributed to the formation
of silicon nanocrystallites at this temperature. The
parameters of this luminescence band are similar to
those of the PL from SiO2 samples implanted with Si+

ions and annealed at Tann = 1100°C [16]. Raising the
annealing duration from 10 min to 4 h led, as a rule, to
a severalfold increase in PL intensity. As for the Pb cen-
ters revealed in ESR spectra and which are assumed to
enhance the nonradiative recombination channel [23],
SEMICONDUCTORS      Vol. 35      No. 7      2001
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Fig. 5. PL spectra of SiOx films on silicon substrates annealed for 15 min at Tann = (1) 500 and (2) 1100°C. Inset: intensity of PL
band peaked at 650 nm vs. the annealing temperature.
the situation in SiOx films is similar to that observed in
porous Si [24]. In this material, a qualitative correlation
between the number of Pb centers and the fall of the PL
intensity is only observed in separate samples at suffi-
ciently high defect concentrations.

It is known that the average size of Si crystallites
grows with an increasing duration of annealing [25].
Indeed, annealing for 2 h shifts the Raman peak to
higher frequencies, which indicates an increase in the
average crystallite size. At the same time, the peak posi-
tion of the PL band remains unchanged, with only the
PL intensity increasing. Such a behavior can be under-
stood in terms of Kanemitsu’s interference model [26].
According to this model, the process of radiative
recombination in surface-oxidized Si nanocrystallites
consists in the following. Electron–hole pairs are pho-
togenerated within nanocrystallites and then diffuse
into the interfacial SiOx layer, whose band gap is nar-
rower than that of nc-Si or pure SiO2. The pairs are
localized at the interface and then recombine with light
emission. This model accounts for the dependence of
the PL intensity on nanocrystallite size at practically
any position of the PL band peak.

SiOx films annealed at different temperatures have
color in transmitted light, varying from yellow for
Tann = 300°C to dark brown at Tann = 900°C and then
again to yellow upon annealing at 1100°C. The corre-
sponding transmission spectra are shown in Fig. 6. It
can be seen that, upon annealing at 500°C, the absorp-
tion edge is shifted to shorter wavelengths; then, with
the annealing temperature raised to 900°C, its pro-
SEMICONDUCTORS      Vol. 35      No. 7      2001
nounced shift to longer wavelengths is observed. Fur-
ther annealing at 1100°C shifts the transmission band
to its original position. Such changes may result from a
structural transformation in the SiOx films. Annealing
at temperatures in the range from 100 to 500°C heals
the defects and leads to structural ordering of the SiOx

films, which is also manifested in IR absorption band
narrowing (Fig. 1). As a result, the absorption edge
shifts to shorter wavelengths. It was noted in discussing
the results of ESR and Raman measurements that
annealing at 500 to 900°C favors the coagulation of Si
atoms into amorphous clusters. Since the absorption
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Fig. 6. Transmission spectra of SiOx films (1) after deposi-
tion and annealing for 15 min at Tann = (2) 500, (3) 900, and
(4) 1100°C.
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edge of a-Si lies at longer wavelengths than that in SiOx

films, it is the former that plays the decisive role in this
two-phase system, which is manifested in its transmis-
sion spectrum (Fig. 6, spectrum 3). In annealing above
900°C, amorphous silicon clusters start to crystallize,
producing Si crystallites whose electronic structure is
modified by quantum confinement. As a result, the
absorption edge is again shifted to shorter wavelengths.

CONCLUSION
Thus, the performed optical and ESR studies

revealed the stages and nature of structural transforma-
tions that occur in the annealing of SiOx films obtained
by thermal evaporation of SiO in a vacuum. In a transi-
tion of the films from the single-phase (SiOx) to the
two-phase (Si + SiO2) state, the x value steadily grows
from 1.3 in the initial films to 2 in those annealed at
Tann = 1100°C. The forming silicon precipitates are first
amorphous and then become crystalline. This is indi-
cated both by the Raman data and by ESR spectra of Pb

centers related to chaotically oriented Si nanocrystal-
lites in SiO2. Structural changes occurring in SiOx films
in the annealing temperature range 300–700°C are
accompanied first by a rise in intensity and then by
quenching of the PL band peaked at 650 nm. This band
is in all probability related to defects in SiOx. With the
annealing temperature increased, to Tann = 1100°C, a
band peaked at 730 nm associated with the forming sil-
icon crystallites appears in the PL spectrum.
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Abstract—Luminescence spectra and quantum yield in light emitting diodes (LEDs) based on
InGaN/AlGaN/GaN heterostructures with multiple quantum wells (MQWs) were studied in the range of cur-
rents J = 10–6–10–1 A. Minor spread in the quantum yield at operating currents (±15% at J ≈ 10 mA) was
observed in these LEDs, which were fabricated by Hewlett–Packard. The spread is due to differences in the cur-
rent and voltage dependences of the diode emission intensity, caused by differences in the charged center dis-
tribution across the space-charge region (SCR) of the structures and in the role of the tunnel current component
at low voltages. In the diodes with a thin (&120 nm) SCR, a tunnel emission band was observed for J &
100 µA; the peak energy of this band "ωmax = 1.92–2.05 eV corresponds to the voltage applied. At low currents
(J = 0.05–0.5 mA), the spectral position of the main peak "ωmax = 2.35–2.36 eV is independent of the voltage
and is determined by the radiative transitions between the localized states. At J > 1 mA, this band shifts with
the current ("ωmax = 2.36–2.52 eV). Its shape corresponds to the model for the occupation of states in the two-
dimensional energy band tails, which are caused by the microscopic potential fluctuations. The four parameters
in this model are related to the calculated energy band diagram of the MQW structure. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Problems related to the recombination mechanisms
in light emitting diodes (LEDs) based on complex
InGaN/AlGaN/GaN quantum-well (QW) heterostruc-
tures [1] have been discussed in detail previously [2–6,
7–9]. The results of studying the single- and multiple-
QW LEDs fabricated by Nichia and Toyoda Gosei were
reported recently [2–5].

Here, we investigate green LEDs with multiple
QWs (MQWs) made by Hewlett–Packard Laborato-
ries. Emission spectra, current–voltage and dynamic
capacitance–voltage characteristics were measured in a
wide range of currents in order to find a correlation
between the emission quantum yield at operating cur-
rents (J ≈ 10 mA), the charged center distribution in the

1 Part of this study was reported at the 3rd All-Russia Workshop on
Structures and Devices Based on Gallium, Indium, and Aluminum
Nitrides (Moscow State University, 1999); the 3rd International
Conference on Nitride Semiconductors (Montpellier, 1999); and
the 4th European Gallium Nitride Workshop (Nottingham, 2000).
1063-7826/01/3507- $21.00 © 20827
space-charge region (SCR), and the role of the tunnel-
ing current component.

To gain insight into the results obtained and to carry
out quantitative analysis of the spectra, the energy band
diagram of the InGaN/AlGaN/GaN MQW heterostruc-
tures was calculated and several models of radiative
recombination were considered, in particular, the
model of recombination in two-dimensional (2D) sys-
tems with the tails of the density of states.

2. EXPERIMENTAL

We investigated green LEDs based on
InxGa1 − xN/AlyGa1 – yN/GaN heterostructures [6] grown
by metalloorganic chemical vapor deposition onto sap-
phire substrates. The active layer of the structure is
formed by five-period InxGa1 – xN/GaN MQWs (x ≈
0.30–0.35) with a period less than 8 nm. The samples
were divided into three groups, referred to below as Q,
N, and P (each containing 20 samples) and differing in
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Measured (solid lines) and calculated (circles) elec-
troluminescence spectra of the MQW LEDs: (a) Q LED
spectra measured at the currents J = 1.25, 2.5, 5, 10, 20, and
50 µA, and 0.1, 0.5, 1, 5, 10, and 20 mA and calculated for
J = 10 µA and 0.1, 1, and 10 mA; (b) N LED spectra mea-
sured at J = 20, 30, 50, and 100 µA, and 0.15, 0.2, 0.3, 0.5,
1, 2, 3, 5, 10, and 15 mA and calculated for J = 0.15, 1, and
15 mA; and (c) P LED spectra measured at J = 60 and
80 µA, and 0.1, 0.2, 0.5, 1, 2, 5, 10, 15, and 20 mA and cal-
culated for J = 0.2, 2, and 20 mA. In each plot, the curves
are arranged from top to bottom in order of increasing cur-
rent. The arrows indicate characteristic energies discussed
in the text.
their LED luminous intensity (1.2, 1.0, and 0.9 cd,
respectively) at operating current J = 10 mA ± 10%.
Several samples from each group were studied; careful
room-temperature measurements in the range of cur-
rents from 10–7 to 3 × 10–2 A were carried out for two
LEDs from each group. The techniques used for the
spectral and electrical measurements were described in
detail elsewhere [2, 4]. The external quantum yield of
radiation ηe(J) and the efficiency ηP(J) of the LEDs
were determined by measuring their output power.

3. EXPERIMENTAL RESULTS

3.1. Luminescence Spectra of LEDs
at Different Currents

The peak of the room-temperature emission band in
Q, N, and P type LEDs appears at "ωmax = 2.35–
2.52 eV, and the band width at half-maximum is
∆"ω1/2 ≈ 0.21–0.23 eV (on the wavelength scale,
∆λ1/2 = 36–38 nm). In Figs. 1a–1c, the spectra of the Q,
N, and P type LEDs are shown for currents higher than
1.25, 20, and 60 µA, respectively.

Depending on J, three regions can be recognized in
the spectra. At high currents (J > 1 mA), the spectral
peaks shift with the voltage ("ωmax = 2.35–2.52 eV).
This was observed previously in green LEDs with sin-
gle and multiple QWs [2–6]. This main band in the
spectra can be described in the context of the model of
radiative recombination in the 2D energy band tails
originating from potential fluctuations [2–6]. In the
current range from 0.1 to 1 mA, the positions of the
spectral peaks are independent of the current ("ωmax =
2.35–2.36 eV).

At low currents, emission intensities for the diodes
from different groups differ by 2–3 orders of magni-
tude. In the emission spectra of the diodes of type N and
P at J < 70 µA, we observed a low-intensity band
whose peak shifts in approximate correspondence with
the voltage applied ("ωmax = 1.92–2.04 eV). This band
is similar to the tunnel emission band in SQW blue
LEDs in the region "ωmax = 2.1–2.3 eV, which was
investigated previously [3].

3.2. Current–Voltage Characteristics and Charge 
Distribution in the Structures

The distribution of the density of charged acceptor

centers  in the diodes of type Q, N, and P as a func-
tion of the coordinate x is shown in Fig. 2 (x is mea-
sured from the boundary of the n-type region, which
thus lies at x < 0). This distribution is determined from
the dynamic capacitance measurements (see [5] for
details on the technique). One can see that a compen-
sated region and SCRs exist in the heterostructures; this
observation is important for the subsequent discussion
(see Subsection 4.1.1). The compensated region

NA
–
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(80−150 Å) in the structures under study is wider than
that in the SQW diodes [2, 3]. The width of the com-
pensated region at zero voltage (U = 0) in the diodes of
types N and P (&120 Å) is smaller than in the diodes of
type Q (~200 Å). The samples from the groups P, N,
and Q differ also in the density of charged impurities in
the p-region (2 × 1017, 5 × 1017, and 1018 cm–3, respec-
tively). The charge distribution in the Q type LEDs is
close to that in the green LEDs fabricated by Toyoda
Gosei [5].

The I–U curves for the three groups of LEDs are
plotted in Fig. 3. Four regions, separated by the charac-
teristic points, can be distinguished in these curves. In
the voltage range U = 1.92–2.54 V (region III), the
injection mechanism is dominant in all three types of
LEDs; the slope of the I–U curves EJ = dU/d(lnJ) ≈
70−80 meV. At higher voltages (region IV), the effect
of the series resistance Rs ≈ 20 Ω becomes important.
Region II corresponds to the tunnel radiative recombi-
nation. In N type LEDs it appears in the voltage range
from 1.03 to 1.92 V, and in P LEDs, in a wider range
from 0.3 V (where the current is a fraction of a nanoam-
pere) to 1.92 V; the slope of the I–U curves here is ET0 ≈
120 meV. In the LEDs from group Q, the tunnel emis-
sion band is not manifested due to the wider compen-
sated region (see Figs. 1a, 2). At still lower currents,
nonradiative tunnel recombination is dominant (region I).
In this region, the slope of the I–U curve ET ≈ 85 meV
is the same in the LEDs of all types.

3.3. Emission Quantum Yield: Current
and Voltage Dependences

The current dependence of the emission power for
three diode samples (one from each of the three groups)
is shown in Fig.4. The efficiency ηP(J) = ηe(J)"ωmax/eV,
calculated from these data, is plotted in Fig. 5. The
ηP(J) dependence is not monotonic; the maximum of
ηP corresponds to the voltage U = 2.6–3.2 V. It should
be noted that in the Q LEDs the maximum value of ηP

(ηmax = 1.8–2.4%) is higher and is attained at lower cur-
rents (J ≈ 0.5–1 mA) than in the N and P diodes (ηmax =
1.2–1.4% at J ≈ 8–12 mA). The relation between ηe and
the parameters of the spectra is discussed below (Sec-
tion 4.4).

4. DISCUSSION

4.1. Energy Band Diagram
of the Heterostructures

It was shown that heterostructures of the type con-
sidered can be strongly nonuniform [7, 8], especially
with respect to In distribution in a QW. Decomposition
of the solid solution into phases with different In con-
tent can take place in InGaN layers. This nonuniformity
results in the fluctuations of the potential and the
energy band gap in the QW plane (microscopic nonuni-
SEMICONDUCTORS      Vol. 35      No. 7      2001
formity) or leads to the formation of “quantum dots”
and “quantum islands” or to QW segmentation (macro-
scopic nonuniformity).

The spectra of the LED electroluminescence (EL)
can be adequately described by a 2D model taking into
account the potential fluctuations [2–6]. Thus, we use
this model here to calculate the heterostructure energy
band diagram. The potential fluctuations are included

0 100 200
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Fig. 2. Distribution of the charged centers in the p-type
region of the LEDs: curves (1) and (2) correspond to the
blue and the green SQW LEDs fabricated by Nichia; curves
(3) and (4) correspond to the blue and the green MQW
LEDs fabricated by Toyoda Gosei; and curves (5), (6), and
(7) correspond to the green MQW LEDs of types N, P, and
Q, respectively, fabricated by Hewlett–Packard.

×104

×102

0.03 eV

III IV

II

I

c

b

a

1.92 eV 2.54 eV

J = J0eq(U–ϕk)/EJ

EJ = 70 meV

1.03 eV

J = JT0eqU/ET0

J = JTeqU/ET

ET0 = 120 meV

ET = 85 meV

0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5

102

100

10–2

10–4

10–6

10–8

10–10

10–12

U, V

J, A

Fig. 3. Current–voltage characteristics of (a) Q-, (b) P-, and
(c) N-type LEDs. The ordinate scale is shifted by 2 and
4 orders of magnitude for curves (b) and (c), respectively.
Vertical lines indicate the characteristic voltages discussed
in the text.

ϕk = 2.9V
RS = 24 Ω



830 KUDRYASHOV et al.
by allowing for variations in the parameters of the 2D
band model; in this way, the significant role of microin-
homogeneities is taken into consideration.

4.1.1. Potential distribution. When calculating the
potential drop across the p–n junction, we assume that
there are SCRs at the p and n sides of the junction and
a compensated i region (where the electric field Emax is
uniform) between them [4–6]. We assume that the con-
centrations of the charged donors (Si+) and acceptors

(Mg–) in both SCRs are constant (  ≈ 1019 cm–3 and

 ≈ 1018 cm–3).

Then, the values of the potential drop ϕn and ϕp in
the n- and p-type regions are inversely proportional to
the densities of donors and acceptors, respectively:

ϕn/ϕp = / . Since  @ , most of the contact
potential ϕk drops in the p-type region. ϕp corresponds

Nd
+
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Fig. 4. Current dependence of the emission power for
(a) Q-, (b) P-, and (c) N-type LEDs.

Fig. 5. Current dependence of the efficiency for (a) Q-,
(b) P-, and (c) N-type LEDs.
to the barrier that the holes have to overcome to arrive
at the active QW region from the p-GaN/p-AlGaN lay-
ers (see Fig. 6).

The Mg ionization energy in GaN is fairly high:
∆EA(Mg) = 0.22 eV [1]. Consequently, in the exact cal-
culation, variation in the occupation of the acceptor
states with the potential (and, thus, with the coordinate)
should be taken into account. Here, we choose the
effective acceptor ionization energy (  = 0.08 eV) in
such a way that the calculated ionized-acceptor concen-

tration coincides with the value  ≈ 1018 cm–3 deter-
mined from the capacitance measurements.

4.1.2. Heterojunction band offsets. The band gap
in InxGa1 – xN and AlyGa1 – yN ternary compounds can
be calculated using the following expressions [9]:

(1)

Here, Eg(GaN) = 3.4 eV, Eg(InN) = 1.9 eV, and
Eg(AlN) = 6.22 eV are the band gaps in binary com-
pounds; x and y stand for the molar content of In and Al,
respectively, in the ternary solid solutions; and
b(InGaN) = 3 eV and b(AlGaN) = 0.5 eV are the bow-
ing parameters for the dependences Eg(x) and Eg(y). We
use the values of b that agree most satisfactorily with
the latest experimental data [9].

Contradictory data are reported in the available pub-
lications on the distribution of the band offsets between
the conduction and the valence bands. We assume that
the ratios of the conduction and valence band offsets
∆Ec and ∆Ev at the heterointerfaces of GaN with the
solid solutions AlyGa1 – yN and InxGa1 – xN can be deter-
mined from the data for the AlN/GaN and GaN/InN
heterointerfaces [10]; i.e.,

(2)

The total band gap offsets at the heterointerfaces
AlyGa1 – yN/GaN and GaNInxGa1 – xN are equal to

(3)

It is also assumed that the band offsets are independent
of the order in which materials are deposited; i.e.,
∆Ec, v(AlGaN/GaN) = ∆Ec, v(GaN/AlGaN) and

EA*

Na
–

Eg InGaN( ) xEg InN( ) 1 x–( )Eg GaN( )+=

– b InGaN( )x 1 x–( ),

Eg AlGaN( ) yEg AlN( ) 1 y–( )Eg GaN( )+=

– b AlGaN( )y 1 y–( ).

∆Ev GaN/AlGaN( )/∆Ec GaN/AlGaN( ) 0.3/0.7,=

∆Ev GaN/InGaN( )/∆Ec GaN/InGaN( ) 0.4/0.6.=

∆Ec GaN/AlGaN( ) ∆Ev GaN/AlGaN( )+

=  ∆Eg GaN/AlGaN( ) Eg AlGaN( ) Eg GaN( ),–=

∆Ec GaN/InGaN( ) ∆Ev GaN/InGaN( )+

=  ∆Eg GaN/InGaN( ) Eg GaN( ) Eg InGaN( ).–=
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Fig. 6. Energy band diagram of the AlGaN/InGaN/GaN quantum-well heterostructure. The diagram corresponding to the forward
bias U = 2.36 V is shown by the dashed line. The arrows indicate characteristic energy spacings discussed in the text.
∆Ec, v(GaN/InGaN) = ∆Ec, v(InGaN/GaN). In fact, the
band offsets do depend on this order [10]. We assume
that this effect can be ignored in solid solutions with a
low content of Al (y = 0.1–0.2) and In (x = 0.1–0.3) and,
consequently, with relatively small band offsets:
∆Eg(GaN/InGaN) = 0.78–1.08 eV and
∆Eg(GaN/AlGaN) = 0.484 eV. The calculation results
are given in the table.

4.1.3. Effective band gap. The heterostructure
active layer consists of one or several InGaN QWs (in
the samples under study, there are five wells) separated
by GaN barriers; the band gap was calculated according
to (1).

Thus, at room temperature for the LEDs under con-
sideration (x = 0.2–0.35, T = 300 K) Eg(InGaN) =
2.32−2.62 eV (see table and Fig. 6). In addition to the
Eg(x, T) dependence, the effective band gap  is
determined by the energy of the lowest electron and
hole quantum-confinement levels in the QWs ∆Ec1 and
∆Ev1, by the strain-induced shift of the energy bands
∆EP , by the piezoelectric fields ∆Epe, by the random
charged-impurity fields ∆EDA, and by the electron–hole
Coulomb interaction ∆Eexc [2]:

(4)

The electron and hole quantum-confinement levels
in InGaN QWs separated by GaN barriers can be deter-
mined from the solution of the one-dimensional
Schrödinger equation. Tunneling between the QWs
results in the spreading of discrete levels into mini-

Eg*

Eg* Eg InGaN( ) ∆Ec1 ∆Ev 1 ∆EP+ + +=

+ ∆Epe ∆EDA ∆Eexc.–+
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bands. However, for the barrier width Db > 35 Å the
miniband width is below 1.5 meV. Within this accuracy,
we can use the solution for a single rectangular QW to
determine . Generally, the shape of the well changes
due to the piezoelectric fields [11]; we do not take this
effect into account here. Dependences of  on the
well width calculated by formula (4) for x = 0.25, 0.30,
and 0.35 are plotted in Fig. 7. For x = 0.3 and the well
width Dw = 30 Å, the electron quantum-confinement
levels are separated by ∆Ec1 = 0.17 eV from the bottom
of the conduction band. Due to the relatively large hole
effective mass, the hole quantum-confinement levels
are separated from the valence-band top by a smaller
amount ∆Ev1 = 0.08 eV. Thus, in the active MQW layer

 = 2.52–2.54 eV.

The fluctuations δ  in the effective band gap are
mainly determined by the fluctuations δx in In content
and by the broadening of the quantum-confinement lev-
els due to the fluctuations δDw in the QW width
(see (1), (4)):

(5)

The slopes of the dependence (x, Dw) for x = 0.3
and Dw > 35 Å can be calculated using Eq. (1) and

Fig. 7: ∂ /∂Dw = 9.26 meV/Å and ∂ /∂x =
2.377 eV.
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The fluctuations of the well width δDw are governed
by the heterointerface roughness and their characteris-
tic scale is given by the lattice constant a|| = 5.185 Å [1].

Assuming δDw = a||, we obtain δ  = 48 meV. Assum-

ing that δx = 1%, we obtain δ  = 24 meV. Thus, the

statistical average of the band gap fluctuations amounts

to δ  = 53 meV.

4.2. Recombination in the 2D Energy
Band Tails

A model of recombination in the tails of 2D energy
bands was considered in detail previously [4]. It is
assumed in this model that the spectral intensity of
emission is proportional to the joint 2D density of states
N2D near the edges of the energy bands (which has tails
extending into the band gap) and the occupation num-
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δE*g

\ωmax
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Fig. 7. Dependence of the effective band gap  on the

width of InxGa1 – xN QW calculated by equation (4) with
the first three terms taken into account: (1) x = 0.25, (2) x =
0.30, and (3) x = 0.35. The ellipsis describes the spread in

 and Dw. The arrow indicates the peak position "ωmax of

the shifting emission band.

Eg*

Eg*
bers fc and fv of these states; i.e.,

(6)

Relation (6) describes adequately the shape of the spec-
tra of the LEDs based on InGaN/AlGaN/GaN hetero-
structures [2–6], but it includes as many as six parame-
ters.

At operating currents, the electron distribution func-
tion fc("ω, kT, Fn) near Ec is close to unity. Under this
approximation, we arrive at a four-parameter model
describing the shape of the spectra. It is important that
the physical meaning of the parameters appearing in
expression (6) can be readily understood by consider-
ing the correspondence with the parameters of the
energy band diagram (Subsection 4.1):

(i)  = 2.5–2.7 eV is the effective band gap, corre-
sponding to the energy spacing between the electron
and the hole quantum-confinement levels in the wells.

(ii) E0 = 50–60 meV is the scale of the exponential
decay of the joint 2D density of states within the band
gap, and its value corresponds to the effective band gap
fluctuation: E0 ≈ δ .

(iii) E1 = mkT = 1.35–1.55kT is the exponent charac-
terizing the decay of the short-wavelength wing of the
spectrum (this parameter is related to the electron and
hole distribution functions).

(iv) ∆Fp = Fp – Ev is the hole quasi-Fermi level.
The results of the calculations of the shape of the EL

spectra performed in the context of this model are
shown in Fig. 1.

4.3. Shift of the Main Emission-Band Peak
with the Current

Energy spacing between the bottom of the conduc-
tion band and the top of the valence band in In0.3Ga0.7N
QWs is 2.36–2.40 eV. This value corresponds to the
position of the peak for the “fixed” spectral band. As
long as the voltage U applied to the active region satis-
fies the condition ∆F = Fn – Fp = eU < 2.36 eV, radiative
recombination occurs between the localized levels in

I "ω( ) N2D
"ω Eg*–( ) f c "ω kT Fn, ,( )∝

× 1 f v "ω kT Fp, ,( )–[ ] ,

N2D 1 "ω Eg*–( )/E0exp+[ ] 1–
.∝

Eg*

Eg*
Conduction and valence band offsets at GaN/InGaN and GaN/AlGaN heterointerfaces

Eg(GaN), eV x Eg(InGaN), eV ∆Eg(GaN/InGaN), eV ∆Ev(GaN/InGaN), eV ∆Ec(GaN/InGaN), eV

3.40 0.2 2.62 0.78 0.312 0.468

0.3 2.32 1.08 0.432 0.648

Eg(GaN), eV y Eg(AlGaN), eV ∆Eg(GaN/AlGaN), eV ∆Ev(GaN/AlGaN), eV ∆Ec(GaN/AlGaN), eV

3.40 0.2 3.884 0.484 0.145 0.339
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the tails of the density of states near the edges of the
conduction and the valence bands. At higher voltages,
eU > 2.36 eV (and, correspondingly, at higher cur-
rents), the localized levels are occupied. With increas-
ing current, the peak of the main spectral band shifts
linearly with the voltage and, thus, with the position of
the hole quasi-Fermi level, since the extended states in
the valence-band tail become occupied with the varia-
tion in ∆Fp. In the voltage range U = 2.36–2.95 V, the
current correlates with the hole quasi-Fermi level posi-
tion ∆Fp (determined from the analysis of the shape of
the spectra): J ∝  exp(∆Fp/kT). This is due to the fact
that the hole distribution function is included in the
four-parameter model describing the spectra (it is
assumed that fc("ω, kT, Fn) = 1). Thus, the current is
proportional to the density of holes injected into the
active region:

(7)

4.4. Emission Efficiency

The parameters E0 and E1 = mkT depend only
slightly on the current: E0 varies from 56 to 63 meV,
and m varies from 1.35 to 1.55. In Fig. 8, the current
dependences of E0, m, and ηP for one of the Q LEDs are
shown. Small variations in E0 and E1 reflect the varia-
tion in the relative importance of the radiative recombi-
nation mechanisms, which can take place either
between localized or between extended states. The cur-
rent flows predominantly through certain microscopic
regions characterized by their own values of the param-
eter E0, and these regions can vary to some extent with
J and U. An increase in E1 with the current can also be
the result of the structure heating [12]. The quantum
yield has a maximum at the demarcation line between
the regions on the current–voltage characteristic corre-
sponding to the injection and the tunnel recombination
mechanisms (U = 2.54 V). The current corresponding

δp Nv
2D ∆Fp/kT( )exp .=
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Fig. 8. Correlation between the current dependences of the
efficiency ηP and the model parameters E0 and m for the
Q-type LED (sample Q11).
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to the maximum quantum yield decreases upon a
decrease in the importance of the tunneling effects.

5. CONCLUSION

(I) Minor spread (±10%) in the quantum yield of
investigated LEDs, based on InGaN/AlGaN/GaN het-
erostructures with MQWs, is related to the differences
in the distribution of effective charged centers in the
space-charge region and in the role of the tunneling
component of the current.

(II) The characteristic energies in the emission spec-
tra and voltages in the current–voltage curves of green
LEDs are related to the onset of the tunnel emission
("ω = eU = 1.90 ± 0.05 eV; to the peak of the “fixed”
emission band ("ωmax = 2.36 ± 0.01 eV); to the effec-

tive band gap for the “shifting” emission band (  =
2.54 ± 0.01 eV); and to the contact potential drop,
whose value is a parameter in the numerical description
of the current–voltage curves (U = 2.9–3.1 V).

(III) It follows from the energy band diagram that
the value eU = 1.90 ± 0.05 eV corresponds to the barrier
that the holes need to overcome to enter the active layer
from the p-region. The energies of 2.36 ± 0.01 and
2.54 ± 0.01 eV correspond to the difference Ec – Ev and
to the effective band gap in InGaN QWs.

(IV) The proposed phenomenological model pro-
vides a quantitative description of the LED spectra. The
model has four parameters, whose physical meaning is
as follows:  is the effective band gap, E0 =
50−60 meV is the effective band gap fluctuation, E1 =
mkT = 1.35–1.55kT, and ∆Fp is the hole quasi-Fermi
level.

(V) The fixed luminescence band with a peak at
2.36 eV corresponds to the recombination between the
QW near-band-edge localized states; the shifting band
corresponds to the recombination between the
extended states.

(VI) The maximum in the current dependence of the
efficiency correlates with the minima in the depen-
dences of the parameters E0 and E1 on the current and
is determined by the competition between the injection
and the tunnel currents.
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Abstract—A capacitance response of semiconductor sensors fabricated on the basis of thin NiO and SnO2
films with noble-metal nanoparticles deposited on their surface was analyzed. This response was shown to
appear due to the solid-phase metal–semiconductor reaction accompanied by the formation of a boundary layer
with a fairly high density of surface electron states in its band gap. The chemisorption field effect (the change
in work function of the metal after inlet of gases) observed in the capacitance gas sensors not only forms the
basis for the sensitive and prompt method of analysis but also represents the basic functional phenomenon
responsible for their capacitance response. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Thin films of oxide semiconductors with noble-
metal particles deposited on their surface are used as
high-sensitive gas sensors. By analogy with a field tran-
sistor, the metal nanoparticles deposited on the surface
of oxide play the role of microgates, which are con-
trolled due to the fact that analyzed gases are adsorbed
on them. This mechanism of controlling the sensor con-
ductivity is referred to as electronic.

Another mechanism is associated with the so-called
spillover effect, i.e., with the activation of gas mole-
cules on a metal particle acting as a catalyst and their
diffusion to the gas-sensitive semiconductor layer. The
adsorption of activated gases leads to charging the sur-
face layer of semiconductor. This mechanism of sensi-
tivity is referred to as chemical.

The disadvantages of the surface-doped sensors
include an instability stimulated by their elevated oper-
ating temperature (150–200°C) and by the cyclic action
of analyzed gases. The instability of surface-doped sen-
sors is mainly caused by the lateral mobility of metal
particles and by their physicochemical interaction with
a semiconductor substrate. It is possible to prevent the
aggregation of particles, for example, by depositing a
gas-permeable membrane onto the sensor surface; this
membrane plays the role of a matrix for metal particles
[1]. The metal–semiconductor interaction can be mon-
itored, for example, by spectroscopic methods [2, 3].

In this study, we investigate the interphase metal–
semiconductor interaction using the chemisorption
field effect, i.e., the property of noble-metal particles to
change their work function as a result of adsorption of
gases from the environment [4]. The response of a
metal–semiconductor structure to a cyclic action of
gases is investigated by measuring its longitudinal low-
1063-7826/01/3507- $21.00 © 20835
signal capacitance in the case of the alternate inlet of
hydrogen and oxygen.

EXPERIMENTAL

The semiconductor n-SnO2 and p-NiO layers were
obtained by magnetron deposition of tin and nickel on
quartz substrates and the subsequent oxidation of the
metal at a temperature of 600°C in air. For electrodes
with the oxide layer, we used the In–Ga eutectic with an
electron work function approaching that of SnO2 and
NiO (~4.5 eV). This value provided barrier-free con-
tacts with the semiconductor, which is confirmed by the
linear current–voltage characteristics of the sensors.

We used vacuum condensation to deposit a Pd or Au
layer of 5 × 1016–1017 at/cm2 onto a thin semiconductor
film 20–70 nm thick. The amount of metal deposited
was determined by calculations from the temperature
and geometry of the evaporator.

The preparation of samples involve the cyclic treat-
ment alternately in oxygen (100%) and hydrogen (5% in
air) at a temperature of 150°C. After treatment in the
gases, a semicontinuous metal layer, which shunted the
semiconductor surface, became dispersed, i.e., separated
into small islands of nanometer size. The phenomena of
structural degradation of metal catalysts, metal film mem-
branes, etc., during the cyclic exposure in gases have been
studied rather well. The fragmentation of metal layers
during the cyclic treatment in gases is caused by mecha-
nisms such as the adsorption and desorption on the metals
and the reversible formation of bulk chemical compounds
of the hydride, carbonyl, and oxide types.

The electric conductivity of samples decreased
abruptly in the course of treatment owing to the above
reasons, while the gas sensitivity, on the contrary,
increased, which is associated with the progressing
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Resistive response of the Pd/SnO2 structure under a
cyclic action of oxygen (100%) and hydrogen (5% in air) at
T = 473 K.

Fig. 2. Capacitance response of the Pd/SnO2 structure under
a cyclic action of oxygen (100%) and hydrogen (5% in air)
at a frequency of 1 kHz.
fragmentation of a metal layer under the action of inlet
gases. After 20–30 cycles of treatment (~60 min), the
resistive response attained its highest value (Fig. 1).
According to the data obtained by scanning-tunneling
microscopy, a metal was on the treated semiconductor
surface in the form of islands of 5–10 nm in size elec-
trically insulated one from another. Such samples are
perceived as ready for the subsequent capacitance
investigations.

The longitudinal capacitance of the semiconductor
SnO2 and NiO films with deposited islandlike metal
particles was measured in the atmosphere of hydrogen
and oxygen by E7-8 and E7-15 digital immitance
meters at a test-signal frequency of 1 kHz.

RESULTS AND DISCUSSION

The capacitance of undoped sensors is invariant to
the action of gases and is virtually equal to the capaci-
tance of the substrate with the system of electrodes
(~1 pF). This fact indicates that there are no significant
(with ∆E > kT) intercrystal energy barriers in the semi-
conductor layer or at the interfaces between metal elec-
trodes and the semiconductor.

Immediately after depositing a doping metal onto
the semiconductor layer, the capacitance of sensors is
also invariant to the action of gases. Only after
60−100 cycles of treatment in the H2–O2 medium, a
capacitance response of doped sensors appears, with
the relative value ∆C/C0 of this response attaining
500% for certain samples (Fig. 2).

The capacitance effects in semiconductor sensors
are routinely related to the following factors: intercrys-
tallite barriers in a semiconductor, barriers between
electrodes and a semiconductor, the contribution of
ionic conductivity, and the influence of adsorbed water
on the permittivity of the sensor. Additionally, we ana-
lyzed the possible relation of the observed low-fre-
quency capacitance to “slow” processes of recharging
the adsorption-induced surface electron states (SESs)
and the background defects (structure defects, impurity
and strongly chemisorbed particles, etc.), whose popu-
lation and parameters are changed as a result of gas
adsorption. However, none of the mechanisms consid-
ered can explain the time delay (3–4 h) of the capaci-
tance response under the action of gases.

The delay in appearance of the capacitance response
is adequately explained in terms of the model of physi-
cal and chemical interactions between the metal and
semiconductor. The solid-phase interaction requires a
certain amount of time and elevated temperatures for
forming the boundary layer. The delay time is influ-
enced not only by temperature but also by the cyclic
action of gases. The gases adsorbed at metal particles
induce a strain in the crystal lattice and generate vari-
ous structural defects, which promote interphase diffu-
sion processes. The observed capacitance response of
Me/NiO and Me/SnO2 structures is interpreted as fol-
SEMICONDUCTORS      Vol. 35      No. 7      2001
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lows. The gas chemisorption leads to variations in the
work function of metal particles (the microgates of the
corresponding structures). According to the Schottky
theory [5], this fact leads to a variation in the height of
the metal–semiconductor potential barrier and in the
position of the Fermi level in the band gap at the surface
of the semiconductor. Thus, the chemisorption of gases
on the surface of metal particles manifests itself in the
form of the field effect [6]. After 60–100 cycles of treat-
ment in gases, an intermediate layer with surface elec-
tron states is formed between the metal and semicon-
ductor. The density of these states must be sufficient for
making a marked contribution to the capacitance of the
structures, but not too large so that the possibility of
controlling the height of potential barrier by the chemi-
sorption effect of the field is retained. In this case,
changing the Fermi-level position in the band gap of the
semiconductor film by alternating the inlet of hydrogen
and oxygen, it is possible to detect the capacitance
response of the corresponding structure caused by the
SES recharging.

We consider the capacitance response of the
Pd/n-SnO2 structure in more detail. The testing ac volt-
age induces the SES recharge when the Fermi level in
the semiconductor-surface band gap coincides with an
SES energy level if the signal frequency is sufficiently
low so that these states are in equilibrium with the ac
signal. The absence of a capacitance response at a fre-
quency of 1 MHz indicates that SESs formed in the
band gap of the intermediate layer between a metal and
a SnO2 film are sufficiently slow. The capacitance
response appears only at frequencies on the order of
1 kHz, which enables us to estimate the recharge time
of these SESs as τ ≈ 1 ms.

It is known that the SES energy spectrum in the case
of a quasi-continuous distribution over the band gap of
a semiconductor has pronounced peaks near the band
edges. The Gergel’–Suris fluctuation theory [7] for the
surface states yields the U-shaped energy spectrum
with a minimum near the midgap:

where E0 = ∆ln  is the position of the minimum

of the SES density in reference to the midgap of the
semiconductor, with this position being shifted from
the midgap towards the allowed band with a lower
effective mass; σ0 is the surface density of changed cen-
ters at the semiconductor–insulator interface, which
initiate the fluctuations of the surface potential; ∆ is the
characteristic electrostatic energy of fluctuations; αn

and αp are the Bohr electron and a hole radii; Eg is the
band gap of semiconductor; and mn and mp are the
effective masses of the electron and the hole. The high-
est SES density in this model is observed near the band-
gap edges. In addition to the U-shaped energy spectra,
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M-shaped spectra with two peaks in the upper and
lower halves of the band gap were observed in the
experiments [8]. The SES capacitance is proportional
to their spectral density Dss: C = qDss, where q is the
elementary charge.

In addition to the quasi-continuous SES spectrum,
narrow peaks of density of states caused by monoen-
ergy levels may be observed in the band gap. When the
Fermi level coincides with the SES monolevels, the
capacitance C = q2Nt/(4kT) (where Nt is the SES con-
centration at the monolevel, k is the Boltzmann con-
stant, and T is temperature) corresponds to these states.

A change in the capacitance observed experimen-
tally as a result of the inlet of oxidizing and reducing
gases can be explained by a nonuniform distribution of
SESs in the band gap of semiconductor, for example,
by the distribution with a sharp peak or with the expo-
nential rise of density near the allowed bands. In oxide
semiconductors (with a large fraction of ionic bonds),
the SES density in the intermediate layer is so low that
the Fermi level is not pinned and can shift somewhat
relative to SESs under the action of gases. The Fermi-
level position relative to the SESs in the region imme-
diately below a metal particle depends mainly on the
contact potential difference between the metal and
semiconductor (Fig. 3).

As a result of hydrogen inlet, the electron work
function for Pd decreases, which leads to a reduction of
the Pd/SnO2 potential barrier. In this case, the Fermi
level turns out to be in the region of high density of
SESs near the edge of the conduction band (Fig. 3a).
For this reason, the capacitance caused by the recharg-
ing of the surface states and, correspondingly, the total
capacitance of the structure increase with the hydrogen
inlet (Fig. 4, curve 2).

(a)

(b)

High density
of interface
states

Me SnO2

Ec

EF

SnO2SnO2 Me

Ec

EF

Fig. 3. Model of charge transport in the metal/SnO2 struc-
ture: (a) under the action of hydrogen, (b) under the action
of oxygen.
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As a result of oxygen inlet, the electron work func-
tion for Pd increases, which leads to a rise in the
Pd/SnO2 potential barrier. In this case, the Fermi level
shifts from the conduction-band edge to the region of
low-density SES (Fig. 3b); thus, both SES capacitance
and total capacitance of the structure decrease with the
oxygen inlet. The sensor capacitance decreases to a
minimum, i.e., to a value close to the capacitance of
undoped samples. Changes in the low-signal capaci-
tance of the Pd/SnO2 structure in the case of the alter-
nating inlet of hydrogen and oxygen are illustrated in
Fig. 2.

The opposite situation is observed in the Me/p-NiO
samples. In an oxygen atmosphere, they have the high-
est capacitance because the Fermi level is shifted
towards the valence-band edge and is in the high-den-
sity SES region. The change of gas atmosphere to
hydrogen shifts the Fermi level from the valence-band
edge deep into the band gap and forces it out of the
region of an SES high density; thus, the capacitance of
the Me/NiO samples drops to the minimum after the
hydrogen inlet.

A long-time treatment of samples leads to a
decrease in their capacitance response; by heating the
samples to 350°C, the response disappears completely.
This phenomenon can be related to the disappearance
of surface doping particles and broadening of the
boundary layer due to the diffusion and chemical
metal–semiconductor interaction. In this case, the den-
sity of electron states decreases in the region of the
metal–semiconductor interface.
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Fig. 4. Change in the capacitance of (1) Pd/NiO and
(2) Pd/SnO2 doped samples under the action of gases at a
frequency of 1 kHz. Arrows indicate the moment of change
of oxygen (100%) to hydrogen (5% in air) in the measure-
ment cell.
The suggested model is indirectly confirmed by the
published data. Thus, the interaction between Pd and
SnO2 was observed previously [2, 3] by X-ray photo-
electron spectroscopy, ultraviolet photoelectron spec-
troscopy, and ion scattering spectroscopy. It was estab-
lished that the degree of oxidation of Pd and the profile
of its distribution in the semiconductor bulk vary
depending on a temperature of this structure. Up to
200°C, Pd exists in the form of compact and neutral
islands of metal (Pd0) on the semiconductor surface. At
higher temperatures, Pd is partly oxidized by atmo-
spheric oxygen and is found as Pd+2 in the surface layer
of the semiconductor. At temperatures higher than
600°C, Pd0 is totally oxidized to the Pd+2 state and is
distributed in the semiconductor bulk owing to diffu-
sion. It was noted [9] that PdO is quite active in solid-
phase reactions and forms binary oxides with SnO2 at
elevated temperatures and for a reasonably high con-
centration of Pd. For low concentrations, Pd forms
defects in the semiconductor bulk.

Gutman et al. [10] investigated the interphase inter-
action in Pd/SnO2 by Mössbauer spectroscopy in the
high-sensitive mode of detection of conversion elec-
trons using 119Sn nuclei. From the analysis of isomer
shifts (δ) and quadrupole splittings (∆) obtained for the
SnO2 and Pd/SnO2 samples, it was established that
(i) small quantities of tin oxide SnO are present in the
SnO2 film, which can be explained by the partial reduc-
tion of oxide in a medium with hydrogen, and
(ii) Pd and SnO interact with formation of a new phase
O–Sn–Pd–O.

The emergence of SESs as a result of the interaction
between a metal and a semiconductor has been noted
previously [11]. In the case of the high-vacuum deposi-
tion of 2–10 monolayers of Ni and Pd on n-Si(111), a
reconstruction of the electron spectrum of silicon was
observed. The formation of Si–metal chemical bond
gives rise to localized SESs in the band gap and valence
band of Si.

The methods of capacitance–voltage characteristics,
synchrotron spectroscopy, photoelectron spectroscopy,
and X-ray spectroscopy were used to study the SES
spectra of various metal–semiconductor pairs [12, 13].
A property common to these pairs is the peaks of the
SES spectral density located in the band gap of semi-
conductors, which can be interpreted as the discrete
levels. For Si, 3–5 levels are routinely observed, while
their number attains to 6–8 for GaAs. The concentra-
tion of levels varies within 1011–1013 cm–2. The SES
spectrum depends on metal properties.

CONCLUSION

These results and the published data enable us to
conclude that the gas-induced capacitance response in
the structures under investigation is associated with the
metal–semiconductor interaction leading to the forma-
tion of a new phase near the interface and to the gener-
SEMICONDUCTORS      Vol. 35      No. 7      2001
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ation of fairly slow SESs. The delay time of the capac-
itance response is the time necessary for the solid-
phase reaction to proceed. The investigations based on
using the chemisorption field effect and measuring the
longitudinal capacitance in thin semiconductor layers
with the metal nanoparticles deposited on the surface
yield information about the physical and chemical pro-
cesses in the boundary layer between the metal and
semiconductor, in particular, about the degradation of
doped sensors. The chemisorption field effect repre-
sents not only a rather sensitive and prompt method for
analysis but also the basic functional phenomenon in
chemical gas sensors with a capacitance response.
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Abstract—The possibilities of electrostatic force microscopy in studying semiconductor device structures are
considered. A study of the cross sections of a GaAlAs/GaAs laser diode demonstrated that the method yields
the position and width of the n−p junction in the laser structure, the profile of the voltage drop across the layers
constituting the structure, and the distribution of injected carriers in the waveguide. © 2001 MAIK
“Nauka/Interperiodica”.
INTRODUCTION 

The miniaturization of semiconductor structures to
submicrometer dimensions makes precision monitor-
ing of the distribution of composition, dopants, and
electrical parameters throughout their bulk necessary.
The recent development of various techniques of
atomic force microscopy (AFM) meets these require-
ments ideally, ensuring spatial resolution as good as
several nanometers even for operation in air. Data on
how the parameters of a structure are distributed can be
obtained by studying cross sections of the structures
intersecting the regions of interest.

Already the use of the simplest AFM methods—
topographic and friction-force—allows the reliable
visualization of all structural elements differing in
chemical composition. On atomically smooth cross
sections oxidized in air, regions of dissimilar composi-
tions commonly differ in height because of being over-
grown with oxides of unequal thicknesses [2, 3]. The
existence of mechanical stresses at boundaries between
dissimilar materials may also contribute to the surface
relief, thus visualizing the boundaries [4, 5]. On apply-
ing the friction force technique, parts of the surface are
distinguished by different friction forces measured in
these regions [5, 6]. The development of the method
measuring the local capacitance between the tip and the
surface [7] enabled the quantitative characterization of
a two-dimensional doping profile in the concentration
range from 1015 to 1020 cm–3 [8].

In addition, an AFM method detecting the force of
electrostatic interaction between the probe tip and the
surface under study has been developed. Electrostatic
force microscopy (EFM) measures the mechanical
response of the probe to the action of an electrostatic
force that depends on the local difference of potentials
between the tip and the surface below, the surface
charge density, and local capacitance [9, 10]. Appar-
ently, the EFM technique is promising for analyzing the
distributions of intrinsic and external electric fields in
1063-7826/01/3507- $21.00 © 20840
the device structure bulk. In measurements by conven-
tional EFM, the potential distributions are found in rel-
ative units, which require additional calibration. How-
ever, there already exists a variation of the EFM method
(Kelvin mode [10, 11]) measuring the absolute poten-
tial differences.

This study is concerned with the application of the
EFM method to studying electric field distributions
across the layers in semiconductor laser heterostruc-
tures. In heterostructures of this kind the external volt-
age mainly drops across the n−p junction created by
doping the emitters situated on opposite sides of an
undoped waveguide in different ways. Successful laser
operation requires that the position of the n−p junction
should fall exactly on the waveguide region. The posi-
tion of the n−p junction is commonly determined by
measuring the current induced by an electron probe
scanning the region of a reverse-biased n−p junction—
an electron beam induced current technique (EBIC)
[12, 13]. In this method the recorded current is stron-
gest when the electron beam impinges approximately
on the middle of a reverse-biased n−p junction. The true
position of the n−p junction is found by comparing the
measured induced current distribution with model
dependences. The precision of this comparison
depends on quite a number of parameters, such as car-
rier diffusion length, surface recombination rate, deple-
tion layer thickness, and the shape of the carrier gener-
ation function. Therefore, with the EBIC method it is
difficult to achieve nanometer precision in determining
the position of the n−p junction necessary for the fabri-
cation of modern laser heterostructures containing
quantum-confinement layers.

The EFM allows direct determination of the electric
field distribution over the surface under study (in the
case in question, over the cross section of a laser struc-
ture). Simultaneously, the voltage profiles obtained are
directly related to structural elements of the laser,
revealed in topographic AFM images obtained together
001 MAIK “Nauka/Interperiodica”
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with the EFM data. The method can ensure a nanometer
plan-view resolution of about 20–30 nm, determined by
the probe tip diameter. As shown below, the EFM tech-
nique is also sensitive to local variations of the surface
capacitance, whence additional data on the electronic
properties of the structures can be obtained.

We investigated the possibilities of using EFM to
study a laser heterostructure based on the well-under-
stood GaAlAs/GaAs/GaAlAs system. It should be
noted that EFM studies of laser heterostructures have
only just started. The first recently reported studies con-
cerned with GaAlSb/GaSb/GaAlSb [14] and
InP/InGaAsP/InP laser heterostructures [14, 15]
employed a noncontact EFM mode in which the tip per-
forms resonance oscillations at a certain distance from
the surface, rather than touching it. We used the recent
method relying upon a contact EFM mode [16] in
which the tip is in permanent contact with the surface
under study. In this case, the tip is the closest to the sur-
face studied, which ensures the simultaneous improve-
ment of the sensitivity and plan-view resolution of the
EFM technique. The substantially lower cost of the
experiment is also important, the contact mode employ-
ing more durable and less expensive tips.

EXPERIMENTAL PROCEDURE

We now briefly consider the basic concepts of the
EFM technique [9–11]. Let a tip insulated from the sur-
face under study be at a potential U relative to the sur-
face. Then an electrostatic interaction force arises
between the tip and the surface:

(1)Fcl 1/2( ) d CU2( )/dz[ ] ,=
SEMICONDUCTORS      Vol. 35      No. 7      2001
where C is the tip–sample capacitance, and the z-axis is
directed normal to the sample surface. Commonly,
there exists some initial voltage Vcp between the tip and
the surface owing to the difference in work function
between the different materials. In an experiment, dc
(Udc) and ac (Uaccos(ωt)) voltages can be additionally
applied between the tip and the surface. The substitu-
tion of the total voltage Vcp + Udc + Uaccos(ωt) into (1)
shows that the resulting force Fcl will have three com-
ponents: one time-independent and two alternating,
oscillating at frequencies of ω and 2ω. The oscillating
components have the form

(2)

(3)

The alternating force will cause tip oscillations at fre-
quencies of ω and 2ω, which can be detected. The
amplitudes of forced oscillations are commonly small
(on the order of a nanometer) and linearly related to
force harmonics Fcl(ω) and Fcl(2ω) [16]. Thus, by
recording amplitudes of tip oscillations at frequencies
of ω and 2ω, we can measure the signals H(ω) and
H(2ω) proportional to the changes in the electrostatic
force components Fcl(ω) and Fcl(2ω). In this case, the
signal H(2ω) will reflect changes in capacitance at dif-
ferent points of the surface, and the signal H(ω) will
additionally reflect the change in potential difference
between the surface and the tip.

The investigations were performed on an NP-MDT
P-4 SPM atomic-force microscope (Russia). A sche-
matic of the setup is shown in Fig. 1. The AFM probe
is a pyramid of height ~10 µm with a sharpened vertex
and base attached to one end of a ~200-µm-long rect-
angular cantilever with cross section of ~20 × 2 µm2.

Fcl ω( ) dC/dz( ) Vcp Udc+( )Uac ωt( ),cos=

Fcl 2ω( ) 1/4( ) dC/dz( )Uac
2 2ωt( ).cos=
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Fig. 2. Surface topography of the 1.5 × 3.0 µm2 cross section of a n-GaAs/n-Ga0.5Al0.5As/i-Ga0.75Al0.25As/p-Ga0.5Al0.5As laser
heterostructure, obtained by AFM in the contact mode at tip–surface interaction force F = 50 nN: (a) topographic image of the cross
section surface; (b) Surface profile along the line a–a in image a; (c) topographic image of a part of the n-Ga0.5Al0.5As emitter cross
section, marked by a rectangle in image a; and (d) surface profile along the line b–b in image c.
The other end of the cantilever is fixed on the support
of a laser device monitoring the oscillations of the can-
tilever end with the pyramid. We used Silicon-MDT
CSC12/15 contact-mode tips (Russia) fabricated from
heavily doped p-silicon. To perform an experiment, a
scanner with a semiconductor heterostructure laser
attached is moved so as to press the structure’s cross-
sectional area under study against the pointed vertex of
the pyramid. The alternating voltage between the tip
and the surface (in the frequency range 200–400 kHz)
is supplied by a generator integrated with the reso-
nance-mode unit of the microscope, the dc voltage is
applied across the laser heterostructure. The ac voltage
generator may share common ground with the p- or
n-contact of the laser. The electrical insulation of the tip
from the cross section surface is ensured by oxide lay-
ers covering it and the silicon pyramid. The mechanical
loading force F can be adjusted and made much stron-
ger than the electrostatic force Fel, so that changes in Fcl
have no effect on the topographic signal measured with
the total force maintained constant. The microscope
operation mode allows the simultaneous recording of
the topographic signal and one of the EFM signals—
H(ω) or H(2ω)—analyzed with a lock-in amplifier of
the resonance-mode unit.

We studied an MBE-grown n-GaAs/n-
Ga0.5Al0.5As/i-Ga0.75Al0.25As/p-Ga0.5Al0.5As laser het-
erostructure. The substrate and the n-emitter were
SEMICONDUCTORS      Vol. 35      No. 7      2001
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doped with Si to (1–2) × 1018 cm–3. The waveguide was
nominally undoped, and the p-emitter doped with Be to
3 × 1018 cm–3.

EXPERIMENTAL RESULTS AND DISCUSSION

Figure 2a presents a cross-sectional topographic
AFM image of the laser heterostructure under study.
The dark stripe in the left side of the image corresponds
to the n-GaAs substrate. To the right of this stripe lies a
lighter one, corresponding to the n-Ga0.5Al0.5As region.
The higher brightness corresponds to the elevated relief
of this part of the surface. Further we again have a dark
stripe (i-Ga0.75Al0.25As region) followed once more by
a lighter stripe (p-Ga0.5Al0.5As region). The difference
in height between different regions of the laser cross
section was as large as 0.6 nm, as can be seen from the
profile in Fig. 2b, measured along the a–a line in
Fig. 2a. The difference in height between regions with
unequal Al contents is well established [2, 3], which is
accounted for by the higher thickness of the natural
oxide on a surface with higher Al content. This circum-
stance, in particular, made it possible to also resolve the
fine structure of the n-emitter layer formed as a
n-Ga0.48Al0.52As (30 nm)/n-GaAs (1.5 nm) superlattice
and capped with a 50-nm-thick Ga0.5Al0.5As layer. Fig-
ure 2c shows at higher magnification a part of the
n-emitter (marked by a white frame in Fig. 2a). An
array of light and dark stripes with a period of 32 nm
and a wider light stripe at the extreme right are easily
resolved in Fig. 2c and also in the profile in Fig. 2d.

Let us now consider the behavior of the H(2ω) sig-
nal when scanning the layers of the structure with the
tip and also on reversing the polarity of the voltage Udc

applied to the laser contacts, presented in Fig. 3b. The
upper part of the frame was obtained with a reverse-
biased n−p junction, and the lower, under a forward
bias. A change in the image contrast is observed for the
H(2ω) signal from the cross-sectional area, indicating
different tip–surface capacitances over different layers
and a substantial increase in the capacitance over the
waveguide for the forward-biased n−p junction. To
relate the H(2ω) signal to the components of the laser
heterostructure, Fig. 3a also presents a topographic
AFM image of the upper part of the cross-sectional area
under study.

To analyze the data in Fig. 3, it is necessary to con-
sider the nature of the tip–semiconductor sample
capacitance C. To a first approximation, we can distin-
guish two principal contributions: tip–semiconductor
surface capacitance C1 and a series capacitance of the
depletion layer in the semiconductor, C2. Then we have

(4)

Here, C1 = εiε0S/D and C2(U) = εsε0S/W(U), where εi

and εs are, respectively, the dielectric constants of the
surface oxide and semiconductor; ε0 is the permittivity
of free space; S is the contact area; D is the oxide thick-

C C1C2/ C1 C2+( ).=
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ness; and W(U) is the thickness of the surface depletion
region in the semiconductor, dependent on the applied
voltage. Even in this simplified approximation, the data
in Fig.3 find understandable qualitative explanation.

Let us consider changes in capacitance over layers
of a reverse-biased n−p junction of the laser. The lower
capacitance over the n-GaAlAs layer, compared with
that over the equally heavily doped n-GaAs substrate,
can be, naturally, attributed to the larger oxide thick-
ness over Al-containing layers already discussed. Let
us evaluate the effect. The thickness of natural oxide on
GaAs is 1.5 nm [3], and for Ga0.5Al0.5As this parameter
can be estimated at 4 nm in view of the fact that the
oxide thickness is 2.5 nm at an Al content of 30% [3].
The thickness of natural oxide on silicon, the probe
material, is less than 4 nm [17]. Taking into account
that the H(2ω) signal being analyzed is proportional to
the first derivative dC/dz, it might be assumed that, with
the capacitance C1 predominating, the decrease in the
signal, proportional to the squared oxide thickness,
would be 3-to-4-fold. However, the decrease observed
is no more than a factor of 2. Therefore, it seems rea-
sonable that the capacitance C2 plays an important role.

Indeed (see the profile y–y in Fig. 3c), for a reverse-
biased n−p junction the capacitance over the waveguide
layer is even lower than that over the emitters contain-
ing twice the amount of Al. This fact can be attributed
to an expansion of the surface depletion region in the
undoped layer. The capacitance C2 plays a prominent
role in the abrupt increase in the signal over the i-layer,
occurring when the n−p junction is forward-biased and
a large number of carriers is injected into the i-GaAlAs
region. In this case, the surface depletion region
becomes narrower and the capacitance over the i-layer
increases.

In Fig. 3b, the much narrower region of pronounced
increase in capacitance, observed when the n−p junc-
tion becomes forward-biased, is noteworthy compared
with the waveguide width indicated by the topographic
cross-sectional image in Fig. 3a. The same is evidenced
by the shape of the x–x profile of the H(2ω) signal in
Fig. 3c. The capacitance increases steeply at the left-
hand boundary of the waveguide, and much more
slowly on the right-hand boundary side. In our opinion,
the observed protraction indicates that the concentra-
tion of injected carriers in the waveguide decreases on
the p-emitter side.

Let us now analyze EFM images of a laser hetero-
structure, obtained in the H(ω) signal measurement
mode. Figure 4b presents a set of images obtained for a
laser heterostructure with grounded n-contact, biased in
the range from +1 V at the p-contact (the n−p junction
is nearly forward-biased) to –5 V (reverse-biased p–n
junction). The left-hand sides of all the images show a
step associated with a decrease in capacitance on pass-
ing from the n-GaAs substrate to the n-emitter. This
step allows independently relating features in the image
to exist in the layer positions in the laser (see also the
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Fig. 3. Behavior of the EFM signal H(2ω) ∝  dC/dz on the surface of a 1.5 × 3.0 µm2 cross section of the laser heterostructure:
(a) topographic AFM image of the upper part (0.75 × 3.0 µm2) of the cross-sectional area under study; (b) continuous-tone image
illustrating the variation of the H(2ω) signal, Uac = 3 V, the arrow shows the instant when the n−p junction goes from reverse- to
forward-biased on reversing the polarity of the dc bias Udc at the p-contact of the laser from –5 to +1.2 V with a grounded n-contact;
(c) x−x and y–y profiles of the H(2ω) signal for the n−p junction in, respectively, reverse-biased (along the x–x line in image b) and
forward-biased n−p junction (along the y–y line in image b).
topographic AFM image in Fig. 4a). The light regions
in the H(ω) images correspond to larger signal values
and indicate higher surface potential. For example, at a
zero bias the n-side of the laser looks dark, which
points to an expected decrease in the sample–tip con-
tact potential difference on moving from the p- to the
n-region.

Changes in the H(ω) signal are better seen in
Fig. 4c, which shows the signal profiles. The profiles
were not corrected for capacitance changes and, there-
fore, reflect the overall dependences of H(ω) on
(dC/dz)(Vcp + Udc). However, the changes occurring in
the capacitance (see Fig. 3) do not hinder the analysis
of the voltage distribution pattern in the structure. For
example, without any bias the capacitance in the
waveguide region remained practically unchanged,
being, in addition, only slightly different from the
capacitance values of the n- and p-emitters. Therefore,
the recorded increase in potential in the waveguide
region under a zero bias must adequately reflect the
position and width of the p–n junction. Further, we
observed that applying a reverse voltage has no notice-
able effect on the surface capacitance of all layers of the
structure. Therefore, the change occurring in the behav-
ior of the potential in the waveguide region (a decrease
instead of the prior rise) objectively reflects the process
of the n−p junction becoming reverse-biased (Udc =
0…–5 V). A certain influence of the capacitance change
over the waveguide would be only expected if the n−p
junction becomes forward-biased (Udc = +1 V), with the
capacitance growing noticeably. However, the capaci-
tance changes by only a factor of 1.5–2 relative to the
H(2ω) level over the n-GaAs substrate (see the relation-
ship between the capacitances in Fig. 3c), whereas the
actual rise in the H(ω) signal on forward-biasing the
n−p junction is much more pronounced.

Thus, we obtained an objective pattern of voltage
distribution across a laser heterostructure. No voltage
drop across the n-substrate and n- and p-emitters was
observed under any biases. As can be seen from the
branching points of the H(ω) profiles in Fig. 4c, a
SEMICONDUCTORS      Vol. 35      No. 7      2001
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Fig. 4. Behavior of the EFM signal H(2ω) ∝  (Vcp + Udc)dC/dz on the surface of a 0.2 × 3.0 µm2 cross section of the laser hetero-
structure; Uac = 3 V; dc bias Udc applied to the p-contact of the laser, n-contact grounded, lock-in amplifier phase tuned to the max-
imum positive signal from the p-region of forward-biased laser. (a) Topographic image of the investigated region of the cross section;
(b) continuous-tone images illustrating the variation of the H(ω) signal with voltage Udc across the laser structure; (c) H(ω) signal
profiles plotted using the respective continuous-tone images b; and (d) the run of H(ω, +1 V) and H(ω, –5 V) signals minus the
background signal H(ω, 0 V), defining the profile of the voltage Udc in the laser heterostructure for forward- and reverse-biased
n−p junction, respectively.
noticeable voltage drop starts to be observed only
beginning at the n-emitter–waveguide interface. The
distribution of the external voltage Udc for the forward-
and reverse-biased n−p junctions of the laser are shown
in Fig. 4d, where the H(ω, +1 V) and H(ω, –5 V) pro-
files minus the H(ω, 0 V) signal obtained at a zero bias
are plotted. It can be seen that, with the reverse-biased
n−p junction, the potential in the waveguide falls non-
linearly, and in the case of a forward-biased n−p junc-
tion the potential increases stepwise. It is noteworthy
that in all the cases we studied a voltage drop mainly
across the first two thirds of the waveguide in the laser
structure.
SEMICONDUCTORS      Vol. 35      No. 7      2001
To conclude, it should be noted that the investiga-
tions performed demonstrated the considerable oppor-
tunities offered by contact EFM for diagnostics of
semiconductor device structures. For the laser hetero-
structure studied here, the application of EFM made it
possible to reveal all characteristic layers of the struc-
ture on its cross sections, to determine the position and
extension of the n−p junction, to obtain profiles of the
voltage drop across the forward- and reverse-biased
laser, and also to describe, on the basis of capacitance
measurements, the distribution of injected carriers in
the waveguide.
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Abstract—Two designs of vertical-cavity surface-emitting lasers (VCSELs) for the 1.3 µm spectral range on
GaAs substrates with active regions based on InAs/InGaAs quantum dots and InGaAsN quantum wells are con-
sidered. The relationship between the active region properties and optical microcavity parameters required for
lasing has been investigated. A comparative analysis is made of VCSELs with active regions based on
InAs/InGaAs quantum dots or on InGaAsN quantum wells, which are fabricated by MBE and demonstrate
room-temperature CW operation. Optimization of the vertical microcavity design provides single-pass internal
optical losses lower than 0.05%. © 2001 MAIK “Nauka/Interperiodica”.
Semiconductor vertical-cavity surface-emitting
lasers (VCSELs) are finding increasingly wide applica-
tion in high-speed fiber-optic links for information
transmission. Compared with the conventional stripe
lasers, in which the optical beam is emitted through one
of the mirrors formed by the laser structure edges,
VCSELs possess an emission directional pattern with
higher symmetry, thus enabling a more effective input
of the optical radiation into the fiber. Among other
important advantages of VCSELs are the higher tem-
perature stability of the lasing wavelength and the
applicability of batch technologies in fabrication and
testing [1].

Presently, VCSELs for λ = 850 and 980 nm wave-
lengths are available commercially. High-quality dis-
tributed Bragg reflectors (DBRs) formed by alternating
AlGaAs and GaAs layers with a thickness equal to 1/4
resonance wavelength (taking into account the refrac-
tive index of the material) are used as mirrors. The
VCSEL structures are grown on GaAs substrates by
molecular-beam epitaxy (MBE) or by metal-organic
chemical vapor deposition (MOCVD).

Despite the evident success in developing the tech-
nology of VCSEL manufacture for the λ = 850 and
980 nm spectral ranges, several fundamental problems
must be resolved to create similar devices for the λ =
1.3 and 1.55 µm ranges [1]. The basic limitations of the
InGaAsP/InP system traditionally employed for these
spectral ranges result from the relatively poor DBR
characteristics. This is associated with the smaller
(compared with the AlGaAs/GaAs system) difference
between the refractive indices of InGaAsP, InAlGaAs,
and InP and also with the low thermal conductivity of
quaternary compounds. Furthermore, the relatively
poor thermal stability of the basic characteristics is typ-
ical of laser diodes on InP substrates. The above prob-
1063-7826/01/3507- $21.00 © 20847
lems stimulate a search for new semiconductor materi-
als applicable in designing 1.3 and 1.55 µm optical
radiation sources on GaAs substrates. Since the modern
technology of device fabrication on GaAs substrates
outperforms that for InP substrates in all basic technical
and commercial aspects, solving this problem could
substantially extend the application area of fiber-optic
communication systems.

A number of new semiconductor heterostructures
that emit in the λ = 1.2–1.5 µm wavelength range and
can be synthesized on GaAs substrates have been pro-
posed in recent years [2]. These include InGaAsN [3]
and GaAsSb [4] quantum well (QW) structures and
also In(Ga)As structures with arrays of quantum dots
(QDs) [5, 6]. Although long-wavelength lasing has
been obtained at room temperature in conventional
stripe lasers based on all of the systems listed above, the
maximal lasing wavelength for VCSELs on GaAs sub-
strates did not exceed, until recently, 1.23 µm [7].
Lately, lasing at λ = 1.3 µm has been demonstrated for
the first time with the participation of the authors of this
communication for InAs/InGaAs QD VCSELs on
GaAs substrates [8], and record-breaking parameters
have obtained for CW long-wavelength VCSELs based
on InGaAsN QWs [9]. For the latter system, VCSEL
lasing at about λ = 1.3 µm has also been achieved in
other studies, by using MBE [10] and MOCVD [11].
Thus, the problem of optimizing the active region
parameters and the VCSEL design on GaAs substrates
in order to obtain device parameters satisfying the basic
requirements imposed by commercial applications in
fiber-optic communication lines is now coming to the
forefront.

In this paper, we discuss the specifics of fabricating
long-wavelength (λ = 1.3 µm) VCSELs on GaAs sub-
strates, with active regions based on InAs/InGaAs QDs
001 MAIK “Nauka/Interperiodica”
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and InGaAsN QWs. The influence of the optical micro-
cavity and active region parameters on the device char-
acteristics is analyzed.

Let us consider the basic factors determining the
design choice of long-wavelength VCSELs based on
InAs/InGaAs QDs and InGaAsN QWs. The necessary
condition for the onset of lasing is the balance between
the optical gain and total optical losses, including the
output emission losses and the internal losses in the
laser structure. In the general case, this condition can be
represented for each optical mode as

(1)

where gth is the optical gain of the active material at the
lasing threshold, 〈α i〉  is the internal optical loss for a
given mode, αm is the emission output loss associated
with the mirrors, and Γ is the 3D optical confinement
factor characterizing the interaction of the electromag-
netic field of a given mode with the active (amplifying)
medium. The product (Γgth) determines the modal opti-
cal gain at the lasing threshold.

In conventional stripe lasers, the mirrors confining
the optical Fabry–Perot cavity are formed by the struc-
ture edges, and, as a rule, the cavity itself is long in
comparison to the period of the standing wave of the
optical field (Fig. 1a). The optical wave propagates in
the active layer plane, and the length of the active
(amplifying) region usually coincides with the cavity
length Lc, equal in this case to the geometrical distance
between the cleaved mirrors. The 3D optical confine-
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Fig. 1. Schematic of laser structures: (a) conventional stripe
laser; (b) VCSEL.
ment factor can be represented as a product of the opti-
cal confinement factor (Γz) in the direction of the epi-
taxial structure growth, z, and the optical confinement
factor (Γxy) in the xy plane parallel to the structure sur-
face [1]. For a conventional laser with a stripe several
tens of micrometers wide and several hundred
micrometers long, Γxy ≈ 1. In this case, condition (1) is
usually written in the form

(2)

where R1, R2 are the reflectivities of the front (output)
and back mirrors.

If the active layer is very thin (as in QW or QD
cases) and is situated at the center of the waveguide
layer with symmetric emitter layers, the optical con-
finement factor for the zeroth mode can be approxi-
mately calculated using the relation

(3)

Here, E is the optical wave amplitude, Emax is its maxi-
mal value at the center of the cavity layer, Lact is the
active layer thickness, nact is the refractive index of the
active layer, and neff is the effective refractive index for
the mode in question. The indices “total” and “act”
refer to integration over the entire structure or only
within the active region, respectively.

Some important specific features of VCSEL struc-
tures, compared with conventional edge-emitting
lasers, are as follows (Fig. 1b):

(i) DBRs are used as top and bottom mirrors.
(ii) The optical cavity is comparatively short (i.e.,

we have the microcavity mode corresponding to a sub-
stantially nonuniform distribution of the amplitude of
the optical emission standing wave).

(iii) The light wave propagates in a direction per-
pendicular to the active layer plane.

(iv) The active layer thickness in VCSELs based on
QWs or QDs is much shorter than the cavity length.

To write condition (1) for a VCSEL, account should
be taken in the first place of the fact that the optical
wave penetrates into the DBR to some depth; i.e., the
effective cavity length Lceff differs from the geometrical
distance between the mirrors (Fig. 2). Further, for thin
active layers, we should take into account the position
of the active layer relative to the space distribution of
the standing wave amplitude inside the microcavity,
with the standing wave factor ξ introduced for this pur-
pose. If the active region of thickness Lact lies between
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the two cavity mirrors, the standing wave factor can be
calculated using the expression [1]:

where β = 2πneff/λc is the propagation constant for the
given optical emission mode, λc is the resonance wave-
length, and Zs is the shift between the position of the
active layer and the antinode of the standing wave. Evi-
dently, for a thin active region (βLact ! 1) the values of
the standing wave factor may be in the range from 0
(Zs = λc/4neff) to 2 (Zs = 0). For devices of relatively
large lateral dimensions (the optical aperture diameter
exceeding 3–5 µm), Γxy ≈ 1, since the scattering of the
light wave on edges is negligible and a uniform distri-
bution of the emission intensity over the device area
can be assumed. Then, taking into account (3), relation
(1) takes the form [1]:

(4)

The possibility of designing a VCSEL with a given
kind of optical resonator can be assessed on the basis of
experimental characteristics of stripe lasers with the
same active region. From Eqs. (2) and (3) we obtain an
expression for calculating the material gain of a stripe
laser at the generation threshold

(5)

where gmod is the measured modal gain.
If the thickness of the active material in VCSEL is

the same as that in the stripe laser, the fundamental pos-
sibility of lasing can be assessed by transforming
Eq. (4). The result is as follows:

(6)

It is worth noting that the active layer thickness Lact
does not appear in (6). This is particularly important in
analyzing QD structures, where the active layer thick-
ness is not clearly defined. Once the threshold modal
gain for the stripe laser is measured, and the K value,
the distribution of the optical field amplitude, and the
corresponding reflectivities of the top and bottom mir-
rors for are calculated for a given cavity, we can assess
the possibility of lasing at the given level of internal
losses.

Previously, we showed that the optimization of
MBE conditions allows the fabrication of structures
with several InAs/InGaAs QD layers with high surface
density of the array, exhibiting bright photolumines-
cence (PL) in the λ = 1.3 µm wavelength range, and
without broadening of the line half-width relative to
single-layer QD structures [12]. Stripe lasers with this
active region demonstrate a low lasing threshold

ζ 1 2βZs

βLactsin
βLact

-------------------,cos+=

ξgth
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Lceff
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Lceff
--------- 1

R
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  .ln+=

gth

gmod

KLact
------------,=

ξgmod

K
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R
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(<80 A/cm2) and a high output power of CW genera-
tion (>2.5 W) [13]. However, for InGaAs QD structures
the gain levels off at high injection currents, due to the
finite QD surface density [2]. The measured modal
optical gain for long-wavelength InAs/InGaAs QD
edge lasers is 10–12 cm–1 (Fig. 3), with internal optical
losses (1.5 ± 0.3) cm–1 [14] (laser structures with three
QD layers, Al0.8Ga0.2As emitters, and 0.4 µm thick
GaAs waveguide have Γz = 0.017 and K = 3.4 × 104 cm–1

at 5-nm effective thickness of the active layer).

The optical gain achieved in InGaAsN QW struc-
tures exceeds that in InAs/InGaAs QD structures
[15, 16] (Fig. 3). The dependence of the modal optical
gain g on the injection current density J for QW struc-
tures can be approximated by the expression

(7)

where Jtr is the transparency current density, and g0 is a
numerical parameter.

For InGaAsN structures with two QWs
(Al0.3Ga0.7As n- and p-emitters, a 0.4-µm-thick GaAs
waveguide, 6.5-nm-thick QWs, Γz ≈ 0.014 and K =
2.15 × 104 cm–1), the measured values are g0 = 30 cm–1

and Jtr = 290 A/cm2, with internal optical losses (7.0 ±
0.5) cm–1 [16].

Let us now discuss the standard VCSEL design with
AlAs/GaAs top and bottom DBRs and a GaAs cavity of
thickness LcGaAs = λc/nGaAs and a thin active layer
located precisely at its center (here nGaAs is the GaAs
refractive index at the resonance wavelength λc =
1300 nm). The calculated distribution of the squared
optical field amplitude for this structure is presented in
Fig. 2. In calculating the effective cavity length, we can

gmod g0 J /J tr( ),ln=
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Fig. 2. Distribution of the squared optical field amplitude
and the refractive index profile for a typical VCSEL struc-
ture on a GaAs substrate.
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use an approximate relation for the depth of optical
field penetration into the DBR [1]:

where nhigh and nlow are the optical refractive indices for
the layers forming a DBR; hhigh = λcnhigh, hlow = λc/nlow.
In the case of a AlAs/GaAs DBR (nnigh = nGaAs = 3.44,
nlow = nAlAs = 2.91 for λc = 1300 nm), the effective cav-
ity length

For an active region comprising three InAs/InGaAs QD
layers (ξ ≈ 1.85, maximal modal gain 12 cm–1 at K =
3.4 × 104 cm–1), we obtain, using Eq. (6) and assuming
zero internal losses, R > 0.9994 as the value necessary
for the onset of lasing. At internal losses of 2 cm–1, R >
0.9997 is already necessary, which corresponds to a
mirror reflectivity of no less than 0.9998 (for symmet-
rical top and bottom DBRs).

The estimated values for an InGaAsN layer with
two QWs are R > 0.994 (at zero internal losses) and
R > 0.995 (at internal losses of 2 cm–1). In performing
these calculations, a threshold current density of
3 kA/cm2 was assumed. Thus, the higher optical gain of
the InGaAsN QW structures renders the requirements
for the microcavity quality somewhat less stringent.
Nevertheless, in both cases extremely high mirror
reflectivity is required for lasing to occur.

Let us assess the possibility of using the traditional
VCSEL design with top and bottom contacts on doped
mirrors with n- and p-type conduction. One of the prin-
cipal mechanisms of losses in AlGaAs/GaAs mirrors is
absorption in p-GaAs layers (both by free carriers and
via intersubband transitions in the valence band). The

Lpen

hhigh hlow+
4

-------------------------
nhigh nlow+
nhigh nlow–
-------------------------,≈

Lc eff Lc GaAs 2Lpen+  = 377.6 2 617.3 1600 nm.≈×+=

5
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Current density, A/cm2

10

15

20

25

30
Modal gain, cm–1

3 layer of QD InAs/IaGaAs
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Fig. 3. Modal optical gain vs. current density for stripe
lasers whose active region comprises 3 InAs/InGaAs QD
layers [14] and 2 InGaAsN QWs [16].
maximum possible DBR reflectivity can be calculated
using the expression [17]:

where α is the free-carrier absorption coefficient. Cal-
culations and experimental studies show that for
p-GaAs/p-AlAs DBRs with an average doping level of
(1–2) × 1018 cm–3, the maximum reflectivity is limited
by 0.995. At lower doping levels, the series resistance
of the device increases dramatically because of the
additional voltage drop across the heterointerfaces [1].
Recent studies have shown that for n-AlAs/n-GaAs
DBRs doped to ~1018 cm–3, the maximal reflectivity
also does not exceed 0.997 [18]. Therefore, it is
unlikely that long-wavelength VCSELs can be fabri-
cated on GaAs substrates in the traditional design.

Our analysis shows that the optimal design of long-
wavelength VCSELs on GaAs substrates is a configura-
tion with undoped top and bottom AlAs/GaAs or
AlxOy/GaAs DBRs. Mirrors of the latter type can be
fabricated by the selective oxidation of AlGaAs layers
in an atmosphere saturated with water vapor [19]. The
large difference between the refraction indices of layers
in oxidized mirrors (nGaAs = 3.44,  = 1.61 for λ =
1300 nm) ensures high optical reflectivity in a wide
spectral range, thus reducing the sensitivity to calibra-
tion errors. At the same time, the use of nonconducting
mirrors somewhat complicates device fabrication
because of the necessity to deposit p- and n-contacts
onto the conducting layers inside the cavity and the
possible increase in the series resistance. In our study,
we used AlAs/GaAs DBR for InGaAsN QW devices
and oxidized mirrors for InAs/InGaAs QD VCSELs.

The VCSEL structures with InAs/InGaAs QD active
layers were grown by MBE with a solid-state As4
source in a Riber 32P installation at the Ioffe Institute,
and the InGaAsN QW structures, in a VG Semicon
MBE machine with an RF plasma source of atomic
nitrogen at Infineon Technologies Co., Germany. The
specifics of active region formation have been
described previously [6, 12, 16].

Figure 4 shows the design and principal characteris-
tics of a VCSEL whose active region comprises two
InGaAsN QWs. Devices with an oxidized aperture of
size 3 × 7 µm2 have a threshold current of 3.3 mA at
external quantum efficiency ηd = 18% (emission output
through the top mirror) [9]. The maximal CW output
power at a temperature of 10°C exceeds 1 mW, which
is the best result reported for long-wavelength VCSELs
on GaAs substrates.

In designing the optical cavity, account was taken of
the fact that a contact p-layer must be comparatively
thick because of the relatively low hole mobility in
GaAs. To diminish internal optical losses, primarily
associated with free-carrier absorption in the p-layer, a
comparatively thick AlGaAs aperture layer is used,

Rmax 1 λ cα
nhigh

2 nlow
2+

nGaAs nhigh
2 nlow

2–( )
------------------------------------------,–=

nAlxOy
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which allows partial redistribution of the optical field in
the cavity, compared with a structure without an aper-
ture (Figs. 5a and 5b). At a nominal cavity length
LcGaAs = 4λc/nGaAs, we have Lceff ≈ 2750 nm.

The calculated reflectivities for both mirrors at the
resonance wavelength are 0.9977, which yields the esti-
mated optical output losses of ~8 cm–1. Assuming a
uniform current distribution across the active region
(aperture) and that relation (7) is valid, we obtain that
the modal optical gain of a stripe laser of ~140 cm–1 cor-
responds to a threshold current density of ~15 kA/cm2.
It follows from Eq. (6) that the condition for lasing
onset corresponds to internal losses of ~35 cm–1. Such
a value of internal losses makes it possible to estimate,
at given emission output losses, the internal quantum
efficiency: ηi ≈ 1. Thus, the results obtained confirm the
high quality of the active material and give reason to
expect a substantial improvement of the device charac-
teristics upon further optimization of the microcavity
design.
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Fig. 4. (a) Schematic of cross section and (b) characteristics
of a VCSEL whose active region comprises two InGaAsN
QWs. λ = 1.29 µm, pulse mode.
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Since the optical gain of QD structures is limited,
we used, for the InAs/InGaAs QD VCSELs, an optical
microcavity with AlxOy/GaAs DBRs, preliminarily
optimized to suppress the optical losses. Figure 6 pre-
sents a schematic of the VCSEL cross section and its
principal characteristics. For devices with an oxidized
aperture of 8 × 8 µm, the threshold current is 1.8 mA at
an external quantum efficiency of 41% (with emission
output through the top mirror) [8], which is the best
result reported for VCSELs on GaAs substrates operat-
ing in the λ = 1.3 µm range. In the CW mode at room
temperature, the output power exceeds 0.6 mW at an
external quantum efficiency of 39% [20]. The threshold
current densities of VCSEL exceed the characteristic
values at which the gain of the QD ground state levels
off. This may be due to nonuniform current distribution
over the aperture area.
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single oxidized aperture; (c) AlGaO/GaAs DBR, 5λc/nGaAs-
thick GaAs cavity with two oxidized apertures.
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Two AlxOy apertures obtained by partially oxidizing
AlGaAs layers provide for not only current confine-
ment but also additional redistribution of the optical
field in the cavity. Compared with semiconductor cavi-
ties, the optical field amplitude in the active region
increases substantially, and the penetration depth of the
optical field into the mirrors decreases (Fig. 5c). The
calculated values Lceff ≈ 2300 nm and R = 0.9996 yield
output losses of optical emission equal to ~1.5 cm–1.
Applying the method described above, we obtain that
the level of internal optical losses consistent with the
condition for lasing onset should not exceed 1.5 cm–1.
On the other hand, the internal optical losses can be
estimated using the formulae relating the external and
internal quantum efficiencies of VCSEL to the dissimi-
lar mirror reflectivities [21]:

ηd
1 ηd

1 R1–( )
1 R1–( ) 1 R2–( ) R1/R2+

----------------------------------------------------------------,=

ηd η i
1/R( )ln
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-----------------------------------------------.=
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Fig. 6. (a) Schematic of cross section and (b) characteristics
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layers. λ = 1.30 µm, pulse mode.
Here,  is the external quantum efficiency for emis-
sion through the top mirror with reflectivity R1. It can
be shown that, for the measured quantum efficiency of
41%, the internal optical losses in the structure must
not exceed 2.6 cm–1 (at internal quantum efficiency
ηi = 1) and 1.6 cm–1 (at ηi = 0.7, a value typical of stripe
lasers with similar active regions [13]). Thereby, we
have a good coincidence between the values of internal
optical losses calculated from the experimental data for
edge lasers and directly from measured VCSEL param-
eters. The achieved level of single-pass optical losses
〈α i〉Lceff = 0.04–0.05% corresponds to the best results
reported for all types of VCSELs [1, 21, 22]. It is worth
noting that the level of internal optical losses for
VCSELs operating in the λ = 1.3 µm range is signifi-
cantly lower than that for a VCSEL of the same design
with an active region of vertically coupled InGaAs
QDs, emitting in the λ = 1 µm range [23]. In the latter
case, the losses measured by the method proposed in
[21] are ~8 cm–1. Interestingly, smaller optical losses,
compared with vertically coupled InGaAs QD stripe
lasers, are also regularly observed for stripe lasers with
InAs/InGaAs QDs.

The electrical parameters of the fabricated devices
indicate good possibilities for further improvement.
The relatively high (300–400 Ω) series resistance is far
from the best data reported for optimized VCSELs of
similar design [24], and causes additional overheating
of the active region.

Summarizing the experimental data obtained and
differences observed between InAs/InGaAs QD and
InGaAsN QW VCSELs, we make the following con-
clusions:

(i) The high optical gain achieved in InGaAsN QW
structures enables the operation of VCSELs based on
semiconductor microcavities with relatively high inter-
nal losses.

(ii) To produce VCSELs based on QD arrays, it is
advisable to use cavities with AlxOy reflectors, with
optical properties, in general, much exceeding those of
cavities with semiconductor mirrors.

In this paper, we analyzed the specifics of designing
long-wavelength VCSELs on GaAs substrates, and per-
formed a comparative study of the parameters of
devices based on InAs/InGaAs QDs and InGaAsN
QWs. The analysis demonstrated a significantly higher
level of electrical and internal optical losses in the
structures of the second type, which is due to the non-
optimal design of the vertical semiconductor microcav-
ity. Nevertheless, by virtue of the high optical gain in
the active region, InGaAsN QW VCSELs demonstrate
the highest output power (>1 mW in CW mode) among
all the VCSELs on GaAs substrates. The design optimi-
zation must substantially improve their parameters. As
for QD VCSELs, it is advisable to use microcavities
with AlxOy/GaAs DBRs, since they ensure the lowest
level of single-pass optical losses (0.04–0.05%), low

ηd
1

SEMICONDUCTORS      Vol. 35      No. 7      2001



COMPARATIVE ANALYSIS 853
threshold currents (<2 mA), and high differential effi-
ciency (~40%). We believe that QD VCSELs will be
preferable in creating devices with small (less than
1−2 µm) emitting regions because of the suppression of
the lateral carrier diffusion.
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Abstract—Various structures with optical microcavities and active layers based on InGaAs/GaAs quantum
dots MBE-grown on GaAs substrates were studied theoretically and experimentally. LEDs for the 1.3 µm spec-
tral range with narrow spectral characteristics and low light beam divergence were fabricated. Vertical lasing at
1.3 µm was obtained in a structure with oxidized AlO/GaAs mirrors under injection pumping. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, light-emitting optoelectronic
devices for 1.3- and 1.55-µm spectral ranges have com-
prised more than two-thirds of the entire semiconductor
laser market, their production increasing annually by
60%. Nowadays, the overwhelming majority of these
lasers are made in the stripe configuration. At the same
time, vertical cavity surface-emitting lasers (VCSELs)
offer good prospects for telecommunication applica-
tions owing to their better integration with optical fibers
and higher temperature stability. The best VCSEL
structures operating at 1.3 µm are fabricated by sinter-
ing the InGaAs/InP active region with AlGaAs distrib-
uted Bragg reflectors (DBRs) [1, 2]. These devices can
find only a rather limited application because of their
complexity and high production cost. Along with
VCSELs, vertical cavity light-emitting diodes (VC
LEDs) could find wide application [3] by virtue of their
relatively simple fabrication and absence of threshold
characteristics.

All this has stimulated attempts to produce light-
emitting devices for this spectral range on GaAs sub-
strates, both in conventional configuration [4–8] and
with vertical cavities [9–12]. In the present study, we
analyzed the possibilities of fabricating VCSELs and
VC LEDs for the 1.3 µm spectral range on the basis of
InAs/InGaAs heterostructures with quantum dots
(QDs).
1063-7826/01/3507- $21.00 © 20854
2. EXPERIMENTAL

2.1. Growth and Optical Properties of Structures
with InAs/InGaAs QDs

All the structures studied in this work were grown
by MBE on (001) GaAs substrates. For test structures,
one or several layers of InAs/InGaAs QDs were depos-
ited onto the GaAs surface and confined on both sides
by short-period AlAs/GaAs superlattices. Each QD
layer was formed by depositing 2.5–2.75 InAs mono-
layers overgrown with a In0.15Ga0.85As layer 5.5–7.5 nm
thick [13]. The QD layers were separated with 25-nm-
thick GaAs. Photoluminescence (PL) was excited
either by an Ar-ion (100 W/cm2, 515 nm) or semicon-
ductor AlGaAs (5 W/cm2, 782 nm) laser. Optical reflec-
tion (OR) was studied under illumination with a halo-
gen lamp. A germanium photodiode connected to a
lock-in amplifier was placed at the monochromator out-
put.

The main problem in using QDs as an active region
is their low surface density (especially for the 1.3-µm
spectral range) [4]. On the other hand, the stacking of
QDs can dramatically enhance the amount of nonradi-
ative recombination centers [14]. However, the optimi-
zation of the growth process for InAs/InGaAs QDs by
carefully adjusting the growth rate and the layer thick-
ness and composition and also by using thick
(20−25 nm) GaAs spacers grown at elevated tempera-
tures [15] made it possible to obtain QD arrays with rel-
atively high density—(3–4) × 1010 cm–2—for all the
QD layers. Figure 1 presents the PL spectra of test sam-
001 MAIK “Nauka/Interperiodica”
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ples with varied In content of the QDs and different
numbers of QD layers (m). The radiation wavelength
can be controlled within the 1.15- to 1.3-µm range
without impairing the emission properties. At a low
excitation level, the PL intensities for a single QD layer
and for a structure with three QD layers are equal. On
raising the optical excitation level, linear dependences
of the PL integral intensity on the excitation density are
observed for structures with different numbers of QD
layers (m = 1, 3, 5). This indicates that radiative recom-
bination is the main channel of nonequilibrium carrier
relaxation. Therefore, with MBE conditions optimized,
the stacking of QD layers does not impair the optical
properties of the structures.

2.2. Structures with Vertical Microcavities

The preliminarily optimized InAs/InGaAs QDs
were used as the active region in cavity structures. Both
the structures for optical studies and the VC LED struc-
tures included bottom 33-period AlAs/GaAs DBRs. In
the optical structures, three InAs/InGaAs QD layers
were placed at the center of the undoped GaAs cavity
with a thickness equal to the wavelength of light in the
crystal (1λ cavity). For the VC LED structures, we used
2λ cavity with the same active region, confined from
both sides with short-period Al0.25Ga0.75As/GaAs
superlattices (SL) with λ/4 effective thickness serving
as emitters. The last two pairs of the AlAs/GaAs DBRs
and the lower part of the cavity (including the SL) were
doped with silicon; the upper part of the cavity (including
the SL), with beryllium. The VC LED structure was
completed with two pairs of Al0.25Ga0.75As:Be/GaAs:Be
DBRs, which are necessary for the formation of a
p-contact and better current spreading in the device.
Top mirrors were formed by depositing ZrO2/SiO2
DBRs both for optical and for VC LED structures.

The mirrors used in VCSELs were AlO/GaAs DBRs
(5 and 7.5 periods for top and bottom DBRs, respec-
tively) fabricated by selective oxidation of epitaxial
AlAs layers in water vapor. The symmetrical 5λ cavity
consisted of GaAs:(Si or Be) (7λ/4) layers adjacent to
the DBR, aperture AlAs:(Si or Be) (λ/4) layers, and a
central undoped GaAs layer; three QD layers were
placed between these layers.

For VC LEDs and VCSELs, we used n- and p-con-
tacts to directly the doped layers inside the cavity. The
carrier confinement layers in the VC LEDs were fabri-
cated by proton implantation of the passive regions of
the device [16], whereas in VCSELs the apertures were
formed by partial oxidation of the AlAs layers of the
cavity [17].

2.3. Calibration of the Microcavity Structures

The main problem in MBE fabrication of vertical-
microcavity structures is that even a minor (~1–2%)
error in the thickness of the DBR layers and/or the cav-
SEMICONDUCTORS      Vol. 35      No. 7      2001
ity itself may impair the device parameters. In our case,
the growth chamber was not equipped with devices for
monitoring the growing layer thickness in situ. There-
fore, a preliminary calibration was necessary. A special
calibration structure was designed, comprising six pairs
of Al(Ga)As/GaAs DBRs and a GaAs-(λ/2) cavity. OR
spectra were measured both for the whole structure and
after selectively etching off the GaAs cavity and the top
Al(Ga)As layer. A comparative analysis of the obtained
and simulated OR spectra allowed us to determine the
thicknesses of GaAs and Al(Ga)As layers. Thus, only
one additional structure is necessary for calibrating the
GaAs and Al(Ga)As growth rates. However, an addi-
tional epitaxial process is usually required for a more
precise calibration of microcavities with several QD
layers.

3. RESULTS AND DISCUSSION

3.1. Photoluminescence and Optical Reflectivity
of Structures with QDs in Microcavity

Before fabricating optoelectronic devices based on
QD microcavities, we performed preliminary studies of
optical structures. Figure 2a shows a typical room tem-
perature PL spectrum of a test QD structure without
DBRs (upper curve). Analysis shows that the PL spec-
trum is a superposition of two peaks corresponding to
the ground (long-wavelength peak) and excited (short-
wavelength peak) states of QDs (the result of numerical
analysis for the peaks is represented by dashed lines in
Fig. 2a). The full width at half-maximum (FWHM) of
the ground state peak is 55 nm (40 meV) because of the
inhomogeneous broadening. The arrangement of QDs
inside the microcavity drastically modifies the PL spec-
tra. Depending on the microcavity quality, the FWHM
of the PL spectra decreases; it is only 4 nm (Fig. 2d)
with top dielectric DBR of 13 ZrO2/SiO2 pairs.

Although the PL line is appreciably narrowed (from
55 to 4 nm), the calculations show that for ideal DBRs
consisting of 33 AlAs/GaAs pairs and 13 ZrO2/SiO2
pairs, the FWHM of the PL spectrum must be substan-
tially narrower (0.005 nm). This means that the reflec-
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Fig. 1. Room temperature PL spectra of test structures (m is
the number of QD layers).
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tivity of real mirrors does not reach the predicted level.
If the top DBR is absent, the GaAs–air interface serves
as a top mirror, providing a reflectivity of ~30%. In this
case, the cavity becomes strongly asymmetrical owing
to the high reflectivity of the bottom AlAs/GaAs DBR
and the dip in the OR spectrum must be practically
unobservable. However, the experiment (Fig. 2b)
shows a noticeable dip, which can be related to the
insufficient reflectivity of the bottom AlAs/GaAs DBR.
This is confirmed by the fact that, for a structure with
high-reflectivity top DBR consisting of 13 ZrO2/SiO2
pairs, no spectral dip is observed because of the micro-
cavity asymmetry (Fig. 2d).

The reflectivity of mirrors can be evaluated numeri-
cally from the FWHM of the PL spectrum. Indeed, the
product of reflectivities of the top (Rt) and bottom (Rb)
mirrors equals [18]

(1)

where Nλ/2 is the effective microcavity length (in half-
wavelength units) and Q is the microcavity quality fac-
tor (Q = λ/∆λ, λ is the resonance wavelength, and
∆λ the FWHM of the PL line or of the dip in the OR
spectrum). Since an electromagnetic wave penetrates
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Fig. 2. Room temperature PL (thick solid lines) and OR
(thin solid lines) spectra of structures with different num-
bers of ZrO2/SiO2 pairs in the top DBR. (a) Satellite sample
without top and bottom DBRs. Number of pairs in the top
DBR: (b) 0; (c) 2; (d) 13. Dashed lines in Fig. 2a represent
the results of a numerical analysis of the PL peaks.
into the DBR (see below, Sec. 3.2), we have Nλ/2 = 6.
Substituting this value and Q = 430 into Eq. (1), we
obtain RtRb = 0.91. Taking into account the above con-
siderations and the fact that the FWHM of the PL line
remains practically unchanged when the number of
pairs in the top ZrO2/SiO2 DBR is raised to more than
5–6, we may suppose that the key contribution to the
transmission is made by the bottom AlAs/GaAs DBR.
Thus, because of the fluctuations of the AlAs and GaAs
layer thicknesses in the semiconductor DBR and the
calibration uncertainties, the available MBE equipment
enables the reliable fabrication of AlAs/GaAs DBRs
with a reflectivity of only up to 91%.

3.2. Choice of the Device Design

QD structures emitting in the 1.3-µm range are
characterized by low modal gain, the gain of the QD
ground state being limited. Below, we discuss the dif-
ferent types of microcavities with regard to their possi-
ble application in optoelectronic devices based on
InGaAs/GaAs QDs and, in particular, in VCSELs.

Dependences of the electroluminescence (EL)
intensity on the current density are presented in Fig. 3.
These dependences were obtained at room temperature
for an ordinary nonresonant LED. The ground-state EL
intensity levels off with increasing current density,
although the integral EL intensity grows linearly. Not
only is the ground state clearly visible in the EL spec-
tra, but two excited states as well. The difference from
the PL spectra presented in the preceding section,
where only one excited state was observed, consists in
a substantially higher level of QD excitation at a current
density of ~0.8 kA/cm2 as compared with the PL exci-
tation by an argon laser.

We have observed the same effect, i.e., the leveling
off of the ground state intensity, in stripe lasers with
several InGaAs/GaAs QD layers in the active region
[19]. As follows from the data obtained, the material
gain (gmat) does not exceed 1000 cm–1 for three QD lay-
ers [20]. To apply these data to the case of vertical
microcavities, we assumed that the QD material gain is
nearly direction-independent. This is true if the wave
function of an exciton in the QD is nearly spherical.
Then the necessary condition for the onset of lasing
is [18]

(2)

where Γxy is the optical confinement factor in the plane
perpendicular to the growth direction [Γxy ≈ 1 for large
(>5 µm) apertures]; ξ is the standing wave factor (ξ ≈
2); Lact is the active region thickness; Leff is the effective
microcavity thickness (which may differ substantially
from the nominal microcavity thickness owing to the
electromagnetic wave penetration into the DBR,
Figs. 4 and 5); αint and αext are the internal and external
(output) losses, respectively. Substituting numerical

gmatΓ xyξ
Lact

Leff
-------- α int α ext,+≥
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values into the left-hand side of Eq. (2), we find that the
modal gain for the devices with vertical microcavities
does not exceed 4 cm–1. Therefore, the external emis-
sion losses, which can be calculated using the formula

(3)

must also be lower than this value. Calculation for a
structure with 33-period AlAs/GaAs bottom DBR and

α ext
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Fig. 3. Room temperature EL intensity vs current density
for a standard QD LED. Solid circles: intensity in the peak
of the EL spectrum, squares: integral intensity. Insert: lumi-
nescence spectra at current densities: (1) 100, (2) 300, and
(3) 800 A/cm2.

Fig. 4. VC LED design and distribution of the electromag-
netic field intensity at the resonance wavelength.
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13-period ZrO2/SiO2 top DBR shows that RtRb =
0.99995 and αext = 0.12 cm–1. This value is substantially
lower than the maximal modal gain (4 cm–1), but we
know from the preceding section that the real αext value
is 0.91, which yields the external losses of 250 cm–1. In
this case, no lasing can be obtained. To overcome this
difficulty, we used AlO/GaAs DBRs obtained by oxida-
tion of epitaxial AlAs layers. The large difference
between the refractive indices of AlxOy and GaAs com-
pounds (1.7 and 3.45 for AlxOy and GaAs, respectively,
at 1.3 µm) makes it possible to use a small number of
periods in the DBR and leads to less stringent require-
ments to the control of the epitaxial layer thickness. For
a structure with a 7.5-period bottom and a 5-period top
AlO/GaAs DBRs, the calculated values are RtRb =
0.999 and αext = 2.5 cm–1. These values are substan-
tially worse than those calculated for AlAs/GaAs and
ZrO2/SiO2 DBRs. Nevertheless, as shown below, they
are quite sufficient for lasing.

3.3 Vertical Cavity LEDs

Since the operation of VC LED does not require a
high-quality resonator with low output losses, we used
a simpler device design based on a semiconductor and
a dielectric DBRs as top and bottom mirrors, respec-
tively. Figure 6 presents a light–current characteristic
of a VC LED with light window of 34 × 37 µm and a
current aperture of 40 × 40 µm. This characteristic
shows a linear portion at a low current but levels off to
an output power of ~10 µW. This leads to a decrease in
the quantum efficiency of the device at high current
densities (Fig. 6) from its value of ~0.16% at low cur-
rent densities. This value is in good agreement with the
results obtained for nonresonant QD LEDs for the
1.3-µm range [21], thus indicating that the emission
output in our QD LED structure has not been improved.
This is presumably accounted for by nonoptimal com-
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GaAs
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ff

z

Fig. 5. VCSEL design and distribution of the electromag-
netic field intensity at the resonance wavelength.
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bination of a high-quality cavity with a wide emission
spectrum of the QDs [22].

Nevertheless, the VC LEDs under study demon-
strate some other properties typical of microcavity
structures, namely, a narrow spectral characteristic and
low light-beam divergence. The insert of Fig. 6 shows
an EL spectrum of a VC LED with a peak at 1.303 µm
and FWHM of 13 nm, which remain unchanged when
the current is raised. The dotted line in the same figure
represents a simulated spectrum practically coinciding
with the experimental curve. The far-field distribution
of power integrated over wavelength, shown by squares
in Fig. 7, has a FWHM of 17°, which is substantially
narrower than the far-field distribution for ordinary
nonresonant diode (dotted line). The structure of the
far-field distribution at the resonance wavelength
(Fig. 7, triangles) is more complicated, which is due to
the influence of various transverse modes.
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Fig. 6. Light–current characteristic (squares) and quantum
efficiency vs current (triangles) for a VC LED. Inset: exper-
imental (solid line) and calculated (dotted line) EL spectra.

Fig. 7. Far-field distribution for a VC LED, integrated over
wavelength (squares) and at peak wavelength (triangles);
dotted line represents the far-field distribution for on ordi-
nary non-resonant LED. Insert: the same data in polar coor-
dinates.
3.4. Vertical Lasing with Injection Pumping

As shown in Section 3.2, the use of only a few pairs
of AlO/GaAs DBRs leads to sufficiently high reflectiv-
ity and reduces the optical losses to 2.5 cm–1. This
allowed us to obtain vertical lasing in structures fabri-
cated by AlAs layer oxidation. Figure 8a presents a
light–current characteristic of a VCSEL. The lasing
threshold is 1.8 mA, corresponding to the current den-
sity of 2.8 kA/cm2 [23]. The lasing spectrum measured
at a current exceeding the threshold value by 5% con-
tains, along with the main peak at 1.304 µm, a satellite
peak on the long-wavelength side (see the insert of
Fig. 8a). The emergence of this satellite peak can be
attributed to the lateral confinement of the light wave in
the 8 × 8 µm aperture. In spite of the low external opti-
cal losses in this structure (2–3 cm–1), the differential
quantum efficiency is high enough, reaching a value of
45% (Fig. 8b), which is possible in the case of low
internal losses. Indeed, low internal losses (1–2 cm–1)
are typical of 1.3-µm stripe lasers with InAs/InGaAs
QDs as the active region [24]. The use of an aperture
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exceeding 5 µm and low doping levels (~1018 cm–3) in
VCSELs allowed us to attain low diffraction losses and
low free-carrier absorption losses. In this case, the
internal losses are comparable with the external losses,
which accounts for the so high differential efficiency.
By contrast, the internal losses are higher in the case of
InGaAs QDs emitting in the 1-µm spectral range; the
attainment of high-efficiency lasing becomes difficult
and requires that reflectors with lower reflectivity
should be used. For example, a differential quantum
efficiency of 30% was achieved in a 1-µm VCSEL with
three AlO/GaAs pairs in the top DBR, whereas with
five pairs the efficiency decreased to 4% [25].

Devices with AlO/GaAs DBRs fabricated by oxida-
tion of AlAs layers exhibit a tendency toward exfolia-
tion in the course of time. Introduction of a minor
amount (~2%) of Ga stabilizes Al(Ga)O/GaAs DBRs.
The use of Al(Ga)O/GaAs DBRs allowed us to obtain a
long-term CW lasing at 1.3 µm at a temperature of
35°C (the structures have operated for more than 700 h,
without any noticeable degradation of the threshold
current). The maximal output power was 0.65 mW; the
maximal external differential quantum efficiency,
39−40%; and the wall-plug efficiency, 10–15% [26].

4. CONCLUSION

In the present study, we analyzed theoretically and
investigated experimentally various types of VC LEDs
and VCSELs for the 1.3-µm spectral range, based on het-
erostructures with InAs/InGaAs QDs, grown on GaAs
substrates. A high-precision control of the layer thick-
ness is necessary when semiconductor AlAs/GaAs
DBRs are used, since even a minor (~1–2%) error leads
to a substantial deterioration of the device characteris-
tics. VC LEDs with narrow spectral characteristic
(~13 nm) and low light beam divergence (<20%) have
been fabricated. The use of AlO/GaAs oxide reflectors
allowed fabrication of injection VCSELs for the
1.3-µm range, with active region based on
InAs/InGaAs QDs, demonstrating low threshold cur-
rent (<2 mA) and high external differential quantum
efficiency (>40%).
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