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Abstract—The growth kinetics of lithium clusters in germanium is studied. Ham’s theory is generalized to
describe the growth of fractal clusters. It is shown that the lithium clusters in germanium are characterized by
a fractal geometry with a fractal dimension of 2.4. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The small atomic radius of lithium is responsible for
the high diffusion mobility of lithium atoms in a germa-
nium lattice; therefore, the decomposition of a super-
saturated solid solution occurs at relatively low temper-
atures [1, 2]. The association of lithium atoms with
each other results in the appearance of clusters forming
a network with interatomic distances very close to
those existing in metallic lithium. However, regardless
of the size of a cluster, it differs from metallic lithium
since the cluster contains germanium atoms.

Clusterization reduces the concentration of mono-
mers. This process is usually described in terms of the
Ham theory of solid-solution decomposition using the
Avrami–Ham equation [3, 4]

(1)

where N(t) is the concentration of monomers; NE is the
equilibrium concentration of monomers; the constant
n is determined by the configuration of clusters; and
K is a constant dependent on the concentration of
nucleation centers, the supersaturation degree of the
solution, and the diffusion coefficient of monomers.

This theory was employed to describe the cluster-
ization of lithium [2] on the assumption that clusters are
spherical, which corresponds to n = 3/2. Another situa-
tion was observed in [1], where it was shown that at the
initial stage of decomposition n = 2, while at the final
stage n = 1; i.e., the exponent n was found to be time-
dependent.

In order to explain the kinetics of decomposition of
a lithium solid solution in germanium, a more general
model proposed in [5] is used in this study. This model
adequately describes other types of decomposition of
solid solutions, for instance, of oxygen in silicon.

N t( ) NE–
N 0( ) NE–
------------------------- Ktn–{ } ,exp=
1063-7826/01/3508- $21.00 © 0861
ANALYSIS OF EXPERIMENTAL DATA
ON KINETICS OF GROWTH OF Li CLUSTERS

IN Ge

For analysis, we chose the experimental data on
decomposition of a solid solution of lithium in germa-
nium reported in [1] and [2]. The circles and triangles
in Fig. 1 represent the experimental kinetic curves
obtained in both studies. The curves are plotted in the
coordinates linearizating Eq. (1). The slope of these
kinetic curves, according to Eq. (1), is equal to the
exponent n. It should be emphasized that Ham equation
is valid at a constant value of the exponent n; however,
as can be seen from Fig. 1, the exponent n is time-
dependent. Consequently, the Ham theory can only
asymptotically describe the initial (n = 2) and final
(n = 1) stages of decomposition of a solid solution and
cannot describe the experiment in the entire time inter-
val of the process. The change of n with time can be
readily calculated by the numerical differentiation of
the experimental data as

(2)

Figure 2 illustrates the results of calculation of the time
dependence n(t) on the basis of the experimental data
published in [1, 2].

We now show that the experimental data can be
more adequately described by numerically solving the
relevant exact differential equation rather than by using
a semiempirical Avrami–Ham expression (1). This
recently suggested equation [5] corresponds to a model
for the growth of precipitates or clusters at the nucle-
ation centers with the concentration NC and is written as

(3)

n t( ) d
d tlog( )
------------------

N 0( ) NE–
N t( ) NE–
-------------------------ln 

 log 
  .=

dN t( )
dt

-------------- kDNC
d 1–( )/d N t( ) NE–( )–=

× N 0( ) mNC N t( )–+{ } 1/d.
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Here, d is the dimension of a cluster (for spherical clus-
ters d = 3, for disk-shaped, d = 2); m is the number of
particles at the nucleation center; and kD = 4πDb, where
D is the diffusion coefficient of monomers and b is the
distance on the order of the interparticle spacing in a
cluster.

The asymptotes of Eq. (3) for short and long times
yield the expressions from which Ham theory follows.
The initial and final stages of decomposition are
described respectively by the following expressions:

(4)

(5)

Equation (4) is reduced to the Ham equation (1) if
d/(d – 1) = n. Thus, all partial results of Ham theory can
be obtained from Eq. (4). For instance, the results for
disk-shaped and spherical clusters can be obtained
assuming that d = 2 and d = 3, respectively. The details
of calculation of the asymptotic expressions are given
elsewhere [5].

It should be remembered that Eqs. (4) and (5) are
merely asymptotic. For the description of the entire
process of decomposition, it is necessary to use the dif-
ferential equation (3) in which the shape of a cluster is
governed by the parameter d.

N t( ) NE–
N 0( ) NE–
------------------------- NC– d 1–( )/d{{exp=

× N 0( ) NE–[ ] 1/dkDt } d / d 1–( ) } ,

N t( ) NE– A NC
d 1–( )/d–{exp=

× N 0( ) mNC NC–+[ ] 1/dkDt } .
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Fig. 1. Kinetics of change in concentration of Li atoms in
Ge: data from [1] are shown by triangles (annealing at
33°C), data from [2] are shown by circles (annealing at
59°C). Asymptotes of the initial and final stages of cluster
growth with n = 2 and n = 1 are shown by dashed lines; the
numerical solutions of Eq. (3) for d = 2.4 are shown by solid
lines. 
When fitting the parameter d, we used the method of
least squares. The experimental curves obtained in [1]
and [2] can best be described using the same value of
d = 2.4 (see Fig. 2). This result suggests that the dimen-
sionality of fractal clusters in question is equal to 2.4.

For a detailed study of the shape of lithium clusters
in germanium, the clusterization process was simulated
using the Monte Carlo method. The precise nature of
the nucleation centers of lithium clusters is unknown;
however, we may assume that they can be associated
with vacancy–lithium or vacancy–oxygen–lithium
complexes [1].

The interstitial atoms in a diamond-type lattice can
occupy three sites: the tetragonal interstitial site (a
T configuration), the hexagonal site (an H configura-
tion), and the “atom-at-bond” configuration (the B con-
figuration). The simulation by the Monte Carlo method
was performed for each type of configuration.
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Fig. 2. Changes of the exponent n with the duration of
annealing of solid solution of Li in Ge: (a) data (circles)
from [1] (annealing at 33°C); and (b) data (triangles) from
[2] (annealing at 59°C). The numerical solution to Eq. (3)
for various values of d is shown by solid and dashed lines. 
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The following model was chosen. The space was
partitioned into cells. Each cell corresponded to a site
where a lithium atom could be located. Thus, the struc-
ture of germanium crystal was taken into account. The
cells in the Ge lattice were randomly filled with lithium
atoms, with the nucleation center of a cluster being
located at the center of the space. Each particle (lithium
atom) can execute a random walk until it comes in con-
tact with a cluster. The particles are reflected from the
space boundary and do not interact with each other.

For a cluster having a fractal geometry, the follow-
ing relation exists [6] between the sphere radius R
drawn from the center of a cluster and the number of
particles i inside the sphere: R ~ id. The slope of the
straight line in the representing the lnR (lni) depen-
dence yields the fractal dimension. The results obtained
by the Monte Carlo method are random and require
averaging over several simulations of the process.

The results of simulation for the interstitial atoms in
the T and H configurations are shown in Fig. 3. The
slope of this curve yields the fractal dimension of clus-
ters obtained by the Monte Carlo method. It is found
that, for clusters with atoms having T and H configura-
tions, d = 2.43 ± 0.03. For clusters formed by the atoms
in the B configuration, d = 2.13 ± 0.03.

These values are in good agreement with the dimen-
sion obtained from the kinetic curves for the decompo-
sition of a supersaturated solid solution of lithium in
germanium.

It should be noted that the use of the differential
Eq. (3) allows the determination of an average number
of particles in a cluster

(6)

For lithium clusters in germanium, this number is equal
to about 9 × 105 particles provided the time is long
enough. The cluster size distribution function can be
obtained in the Gaussian approximation from the Fok-
ker–Planck equation [5]:

(7)

where w(t) is the distribution variance defined by the
equation

(8)

Thus, the solution of differential Eq. (3) yields not
only a more accurate description of the experimental
data but also provides more information than the
semiempirical Avrami–Ham expression (1).

Our studies showed that the decomposition of a
solid solution of lithium in germanium is accompanied

i t( )〈 〉 N 0( ) N t( )–
NC

-----------------------------.=

C i t,( ) 1

2πw2 t( )
------------------------ i i t( )〈 〉–( )2

2w2 t( )
----------------------------– ,exp=

d w2( )
dt

-------------- kD N t( ) NE+( ) i t( )〈 〉 m+( )a=

+ 2w2kD N t( ) NE–( )a i t( )〈 〉 m+( )a 1– .
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by the formation of fractal clusters. The results
obtained are quite reasonable since the fractal geometry
describes natural objects more adequately than such
mathematical idealizations as spheres and disks.

ACKNOWLEDGMENTS

This study was supported by the Russian Founda-
tion for Basic Research, project nos. 01-00209 and 01-
00283.

REFERENCES

1. V. I. Fistul’, Decomposition of Supersaturated Semicon-
ductor Solid Solutions (Metallurgiya, Moscow, 1977).

2. B. I. Boltaks, Diffusion and Point Defects in Semicon-
ductors (Nauka, Leningrad, 1961).

3. F. S. Ham, J. Phys. Chem. Solids 6, 335 (1958).

4. F. S. Ham, J. Appl. Phys. 30, 1518 (1959).

5. S. V. Bulyarskiœ, V. V. Svetukhin, and O. V. Prikhod’ko,
Fiz. Tekh. Poluprovodn. (St. Petersburg) 33, 1281 (1999)
[Semiconductors 33, 1157 (1999)].

6. B. M. Smirnov, Physics of Fractal Clusters (Nauka,
Moscow, 1991).

Translated by A. Zalesskiœ

102101100
101

102

103

104

R

i(R)

Fig. 3. The number of particles i in a cluster inside a sphere
as a function of the radius R of a sphere, where R is
expressed in units of Ge lattice constant. The results of sim-
ulation by the Monte Carlo method are shown by dots; the
approximation by the power law is shown by the line (d =
2.43 ± 0.03).



  

Semiconductors, Vol. 35, No. 8, 2001, pp. 864–869. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 35, No. 8, 2001, pp. 900–905.
Original Russian Text Copyright © 2001 by Litvinov, Murin, Lindström, Markevich, Klechko.

                                                                                                                                                

ATOMIC STRUCTURE AND NONELECTRONIC PROPERTIES
OF SEMICONDUCTORS
Vibration Modes of Oxygen Dimers in Germanium
V. V. Litvinov*,1, L. I. Murin**, L. Lindström***, V. P. Markevich**, and A. A. Klechko*

* Belarussian State University, Leningradskaya ul. 14, Minsk, 220050 Belarus
1 e-mail: litvvv@phys.bsu.unibel.by

** Institute of Solid-State and Semiconductor Physics, Belarussian Academy of Sciences, ul. Brovki 17, Minsk, 220072 
Belarus

*** Lund University, Division of Solid-State Physics, S-22100 Lund, Sweden
Submitted November 20, 2000; accepted for publication November 27, 2000

Abstract—Absorption in the infrared region of the spectrum was studied for both the as-grown Ge crystals and
the Ge crystals irradiated with fast electrons (with subsequent heat treatment); the crystals were preliminarily
enriched with 16O or 18O isotopes. The vibrational absorption bands observed in Ge and peaked at 780, 818,
and 857 cm–1 are attributed to complexes composed of two atoms (dimers) of 16O, whereas the bands at 741,
776, and 811 cm–1 are attributed to complexes of 18O atoms. It is established that electron irradiation of Ge crys-
tals at temperatures near 295 K with subsequent heat treatment at 120–250°C brings about an increase in the
intensities of bands peaked at 780 and 818 cm–1. The band peaked at 857 cm–1 does not change its intensity
under irradiation and, by analogy with Si, is identified with another configuration of oxygen dimers in Ge.
The bonding energy of dimers responsible for the bands peaked at 780 and 818 cm–1 is estimated at 0.35–0.4 eV.
© 2001 MAIK “Nauka/Interperiodica”.
The formation of oxygen dimers O2i (pairs of inter-
stitial oxygen atoms Oi) represents the initial stage of
decomposition of the oxygen solid solution in Si and
Ge crystals. Therefore, it is understandably impossible
to adequately describe all the processes related to the
mass transport and complex formation for oxygen
atoms in these crystals without knowing the character-
istics of the O2i complexes. This circumstance has moti-
vated an enhanced interest in the determination of the
properties of oxygen dimers and in the clarification of
their microstructure [1–3].

Oxygen dimers have been detected experimentally
in Si using vibration spectroscopy [4]. Three local
vibration modes at 1060, 1012, and 1105 cm–1 were
attributed to O2i in Si. The theoretical simulation of the
dimers’ structure [5, 6] indicates that the complex is
stable in two configurations: Si–Oi–Si–Oi–Si (the stag-
gered configuration) and Si–Oi–Si–Si–Oi–Si (the
skewed configuration). The first two of the above bands
are in better agreement with the local vibration modes
calculated for the first dimer configuration, whereas the
high-energy band peaked at 1105 cm–1 is attributed to
the second configuration [6]. The existence of com-
plexes involving two oxygen atoms in Ge was first
noted in studies on the isotopic shift of the band peaked
at 780 cm–1 in samples irradiated with fast electrons [7].
If the crystals were doped with both 16O and 18O oxygen
isotopes, the formation of two new bands peaked at 739
and 757 cm–1 was observed (in addition to the band at
780 cm–1). It has been assumed that the positions of all
three bands (i.e., those peaked at 780, 739, and 757 cm–1)
1063-7826/01/3508- $21.00 © 0864
correspond to the isotopic shift of the local vibration
mode of oxygen in the complexes composed of 16O and
16O atoms; 18O and 18O atoms; and 16O and 18O atoms,
respectively. Recently, two poorly pronounced bands
peaked at 776.5 and 813.7 cm–1 have been observed at
room temperature in oxygen-enriched Ge crystals rap-
idly cooled after heat treatment at 900°C; these bands
were attributed to oxygen dimers and/or to quenched-in
donors of the first type [8]. The objective of this study
was the further identification of local vibrational modes
related to oxygen dimers in Ge through a comparative
analysis of the spectra of as-grown and irradiated crys-
tals doped with 16O or 18O oxygen isotopes.

The crystals to be studied were doped with oxygen
during growth in an atmosphere of water vapor
(Ge:16O) or by enriching Ge with the 18O isotope
(Ge:18O). The concentration of interstitial oxygen Oi

was (0.9–2.6) × 1017 cm–3 and (1.5–6.7) × 1017 cm–3 in
the Ge:16O and Ge:18O samples, respectively. The
Oi (NO) concentration was determined from the absorp-
tion coefficient at the peaks of the bands at 856 cm–1

(for 16Oi) and 812 cm–1 (for 18Oi) using a calibration fac-
tor equal to 1.25 × 1017 cm–2 [9]. The samples were irra-
diated with electrons (E ≈ 4 MeV) with an integrated
flux density of 6 × 1016 cm–2 at about 295 K. The heat
treatment of the samples was performed in a furnace in
a nitrogen atmosphere. The absorption spectra were
measured using a Bruker-113v Fourier spectrometer at
10 and 300 K with a spectral resolution of 0.5 and
1.0 cm–1, respectively.
2001 MAIK “Nauka/Interperiodica”
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Fig. 1. Absorption spectra (measured at 10 K) of (1, 2) Ge:18O and (3, 4) Ge:16O crystals (1, 3) in the initial state and (2, 4) after
irradiation with electrons with subsequent heat treatment for 30 min at 160°C. The concentration of interstitial oxygen was NO =

(1) 6.7 × 1017, (2) 3.1 × 1017, and (3, 4) 9.6 × 1016 cm–3.
In Fig. 1, we show the low-temperature absorption
spectra of Ge:18O and Ge:16O crystals in the initial state
and also after irradiation with fast electrons and subse-
quent annealing for 30 min at 160°C. Spectra 1 and 2
correspond to the Ge:18O samples with different 18Oi

concentrations (6.7 × 1017 and 3.1 × 1017 cm–3), which
far exceed the 16Oi concentration (9.6 × 1016 cm–3) in
Ge:16O (spectra 3, 4). Spectra 2 and 4 of the irradiated
samples include a number of bands in the range of 680–
820 cm–1; these bands were first reported by Whan [7]
and are characterized by an isotopic shift in reference to
oxygen (16O  18O). The squared ratio of frequencies
at the peaks of the bands [ν(16O)/ν(18O)]2 corresponds
to the ratio for the antisymmetric stretching vibration of
Oi [(862/818)2 = 1.11]. It is of interest that the majority
of the bands formed as a result of the heat treatment of
irradiated crystals are also observed in unirradiated
Ge:18O samples with increased oxygen concentration
after they were spontaneously cooled from the melting
SEMICONDUCTORS      Vol. 35      No. 8      2001
temperature at which the crystals were enriched with
the 18Oi isotope (spectrum 1). Irradiation and subse-
quent heat treatment of the crystals at 120–250°C
resulted only in a manyfold increase in the intensity of
bands observed in the initial crystals with an increased
Oi concentration (higher than 3 × 1017 cm–3). The band
peaked at 811 cm–1 is the only exception; its intensity is
not appreciably affected by the irradiation and subse-
quent heat treatment of Ge:18O (spectra 1, 2). The
poorly pronounced band peaked at 818.0 cm–1 and
related to antisymmetric stretching vibration (ν3) of the
18Oi residual isotope [10] is only observed in unirradi-
ated Ge:16O samples with a reduced oxygen concentra-
tion (spectrum 3).

Isotopic shift and the dependence of the intensity of
bands peaked at 694, 732, 741, 760, 772, and 776 cm–1

in Ge:18O and the bands peaked at 731, 771, 780, 801,
814, and 818 cm–1 in Ge:16O on the Oi concentration are
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Fig. 2. Absorption spectra (measured at 10 K) of (1) Ge:18O and (2, 3) Ge:16O crystals after heat treatment (1, 2) for 20 min at 500°C
and (3) for 15 h at 300°C. The concentration of interstitial oxygen was NO = (1) 6.3 × 1017 and (2, 3) 2.6 × 1017 cm–3. The portions

of the spectra 2 and 3 for ν ≈ 857 cm–1 are shown in the inset.
indicative of their relation to oxygen-containing com-
plexes. The latter may be represented by O2i dimers and
O3i trimers of oxygen and also by oxygen associations
with native defects in the Ge lattice. Assignment of the
above bands to oxygen-containing quenched-in donors
is ruled out owing to inconsistency between the spectral
positions of these bands and those of the vibration
modes for the aforementioned donor centers [11].

The behavior of the bands in the range from 741 to
776 cm–1 (as illustrated in Fig. 2) for heat-treated initial
Ge:18O crystals and the bands at 780 and 818 cm–1 for
Ge:16O after heat treatment is consistent with reliably
determined properties of oxygen dimers in Si: high
thermal stability (up to the melting temperature) [12]
and direct involvement in the formation of quenched-in
donors at comparatively low (300–450°C) tempera-
tures [13]. In fact, a short (20 min) heat treatment of the
Ge:18O samples at 500°C (with subsequent rapid cool-
ing to room temperature) results in the quenching of the
bands peaked at 694, 732, 760, and 772 cm–1 with a
simultaneous increase in the intensity of the bands
peaked at 741 and 776 cm–1. It is noteworthy that, after
heat treatment at 500°C, the narrow band peaked at
811 cm–1 is still observed in the spectrum, in addition to
the bands at 741 and 776 cm–1; however, the measure-
ments of the intensity for the band at 811 cm–1 is ham-
pered by the fact that the wing of intense 18Oi absorp-
tion is superimposed on this band.

It also follows from a comparison of spectra 1 in
Figs. 1 and 2 that heat treatment (at 500°C) of the
Ge:18O samples with enhanced oxygen concentration
brings about an asymmetry of the band peaked at
741 cm–1. This asymmetry is a result of the superposi-
tion of the band at 741 cm–1 and a broader and less pro-
nounced band peaked at 743–744 cm–1. We relate the
origin of the latter band to the formation of higher order
quenched-in donors whose vibration modes are respon-
sible for a broad absorption band peaked in the region
of 742–745 cm–1 [11]. A similar situation also arises in
Si. The absorption of Si:16O crystals in the vicinity of
1012 cm–1 is caused by two types of oxygen complexes:
the oxygen dimers, which exist in the as-grown crystals
and are transformed into quenched-in donors in the ini-
tial stage of heat treatment at 350–450°C, and the
SEMICONDUCTORS      Vol. 35      No. 8      2001
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Fig. 3. Absorption spectra of Ge:18O crystals that had different concentrations of Oi and were subjected to heat treatment for 20 min

at 500°C. The concentrations of interstitial oxygen was NO = (1) 1.9 × 1017, (2) 3.2 × 1017, (3) 4.4 × 1017, and (4) 6.3 × 1017 cm–3. The
spectra were measured at 300 K.

donors
higher order quenched-in donors, which are formed
during extended annealing of the samples [12, 13].

Spectrum 2 in Fig. 2 indicates that the bands peaked
at 780, 818, and 857 cm–1 are distinct in the absorption
of the Ge:16O samples that have an oxygen concentra-
tion of 2.6 × 1017 cm–3 and were subjected to heat treat-
ment for 30 min at 500°C; these bands are isotopic ana-
logues to the bands peaked at 741, 776, and 811 cm–1 in
Ge:18O. Subsequent heat treatment of the same samples
for 15 h at 300°C gives rise to quenched-in donors
(QiDs) of the first types (QiD1s and QiD2s with bands
at 769 and 774 cm–1 [11]). This process is accompanied
with the almost complete quenching of the band at
780 cm–1 and the band at 818 cm–1; the latter is super-
imposed on the ν3 vibrational mode of the residual 18Oi

isotope (spectrum 3 in Fig. 2). As is shown in the inset
in Fig. 2, the intensity of the band at 857 cm–1 also
decreases as a result of heat treatment of Ge:16O at
300°C. However, this decrease proceeds with a lower
rate compared to that for the bands at 780 and 818 cm–1.
This indicates that the bands at 780 and 818 cm–1, on
the one hand, and the band at 857 cm–1, on the other, are
related to oxygen-containing complexes of different
origin.
SEMICONDUCTORS      Vol. 35      No. 8      2001
The relation of the bands at 780 and 818 cm–1 in
Ge:16O and also of the bands at 741 and 776 cm–1 in
Ge:18O to oxygen dimers ensues from the results of
analyzing the spectra measured at room temperature for
the samples with various concentrations of 18Oi (Fig. 3).
Prior to measurement, the samples were subjected to
concurrent heat treatment at 500°C and were subse-
quently cooled by rapid immersion in ethylene glycol.
It can be seen that, when the temperature at measure-
ment is changed from 10 K to room temperature, the
bands are shifted by about 4 cm–1 to lower energies,
which is typical of all the oxygen-containing com-
plexes observed in Ge. It is notable that a similar
increase in the temperature of the samples when mea-
suring the spectra results in an insignificant (0.5–
1.5 cm–1) shift of O2i-related vibrational modes at 1012
and 1060 cm–1 in Si to higher frequencies [14]. The
absorption band peaked at 737 cm–1 (Fig. 3) features a
“wing” at higher energies and is representative of the
situation illustrated by low-temperature spectrum 1 in
Fig. 2 at 741 cm–1. Simulation of the spectrum in the
vicinity of 737 cm–1 demonstrates a satisfactory agree-
ment with the experimental data if the band at
736.7 cm–1 is superimposed on the broad band in the
region of 738–745 cm–1. However, it is difficult to
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obtain an accurate quantitative estimate of the area
under the band at 736.7 cm–1 because the spectrum of
background absorption caused by the vibration modes
of quenched-in donors of higher order varies owing to
differences in oxygen concentration.

The band peaked at 772 cm–1 (at 776 cm–1 at 10 K)
is adequately described by a Gaussian contour with the
half-width on the order of 3 cm–1, and its integrated
intensity depends quadratically on the 18Oi concentra-
tion in the samples under investigation (Fig. 4). This
dependence is characteristic of the bands related to the
O dimers in Si and is consistent with the expression for
the dimer concentration (N2) if the equilibrium is
attained in the reaction Oi + Oi  O2i and if O2i is not
trapped by other centers [4, 15]; i.e.,

(1)N2

NO
2 g2

NsOg1
--------------

Eb2

kT
-------- 

  ,exp=

IA = aN2
O

0.06

0.04

0.02

0 1 2 3 4 5 6
NO, 1017 cm–3

IA, cm–2

Fig. 4. Integrated areal intensity (IA) of the band peaked at
772 cm–1 as a function of 18Oi concentration according to
the data shown in Fig. 3. The solid line represents the
approximation of experimental points by a quadratic depen-
dence.

Spectral positions (ν) and half-widths (∆) for local vibration
modes of oxygen dimers in Si [19] and Ge

Si
ν/∆, cm–1

Ge
ν/∆, cm–1

10 K 293 K 10 K 293 K

16O2i 1012.4/3 1013.0/6 780.5/3 776.5/3.5

1059.7/6 1061.8/7 818.0/2 813.7/3

1105/1.2 856.8/1.2
18O2i 969.3 969.7 740.7/3.5 736.7/4

1011.9 1012.7 776.0/2.3 772.3/3

1057 811/1.4
where NsO stands for the density of states for Oi in the
lattice (for Ge, NsO = 8.8 × 1022 cm–3); g1 and g2 are the
constants corresponding to the number of possible sites
of Oi and O2i in the unit cell of the semiconductor (for
Si and Ge, we have g1 = 4 and g2 = 12); and Eb2 stands
for the bonding energy of a dimer.

Experimental values of integrated areal intensity
(IA) of the band peaked at 772 cm–1 are approximated
in Fig. 4 (the solid line) by a quadratic dependence

IA = a , where a = 1.7 × 10–37 cm4. On the other

hand, IA = kN2, and the ratio N2/  in formula (1) is
defined by the ratio of the coefficients a/k. Assuming
that the dipole moment and the oscillator mass for Oi
are equal to those for O2i, we may consider the quantity k
equal to the coefficient of proportionality of integrated
intensity of the band peaked at 812 cm–1 with the 18Oi
concentration. By analyzing the integrated intensity
and the absorption coefficient at the peak of the band
for 18Oi in the samples we studied, the value of k was
found to be equal to 3 × 10–17 cm.

The calculation based on the above relations and
formula (1) yields the value of the bonding energy
equal to Eb2 = 0.34 eV. Taking into account the above
assumptions and uncertainties of determining the value
of the calibration factor for Oi (1.25 × 1017 cm–2 [9] and
5 × 1016 cm–2 [16]), we estimate the bonding energy of
O2i complexes at 0.35–0.4 eV. The value obtained is
0.05–0.1 eV higher than the bonding energy of O2i in Si
[4]. This relation is consistent with the higher concen-
tration of quenched-in donors in Ge than in Si for a
comparable concentration of Oi in the samples (see
[17]) and also with theoretical inference [18] that the
O2i complexes are more stable in Ge than in Si.

A comparison of local vibrational modes for oxygen
dimers in Si and Ge (see table) demonstrates the consis-
tency between their number and similarities between
the isotopic shift and spectral positions of O2i bands in
reference to the band ν3 for Oi in Ge and Si. In fact, the
ratios of the frequencies 780/1012, 818/1060, and
857/1105 for 16O2i and 741/969, 776/1011.9, and
811/1057 for 18O2i are equal to 0.77 ± 0.01 and coincide
with the ratio between the frequencies of the modes ν3

856/1107 for 16Oi and 812/1058 for 18Oi in Ge and Si,
respectively. The opposite temperature shift and inverse
relation between the corresponding half-widths are
characteristic special features of the bands peaked at
780 and 818 cm–1 (741 and 776 cm–1) for O2i in Ge:16O
(Ge:18O) in comparison to their analogues at 1012 and
1060 cm–1 (969 and 1011.8 cm–1) in Si:16O (Si:18O).
A special feature of the bands peaked at 857 cm–1 in
Ge:16O and at 811 cm–1 in Ge:18O is their insensitivity
to electron irradiation and to the subsequent heat treat-
ment of the crystals at temperatures of 120–250°C. The
latter is also characteristic of the band peaked at

NO
2

NO
2
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1105 cm–1 for oxygen dimers in Si [19]. The effect
observed in Ge:16O (Ge:18O) and related to irradiation-
induced enhancement of the bands at 780 and 818 cm–1

(741 and 776 cm–1), on the one hand, and the absence
of such an effect for the band at 857 cm–1 (812 cm–1),
on the other hand, support the results of the theoretical
simulation [5, 6] concerning the existence of two differ-
ent configurations of oxygen dimers in Si and Ge.
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Abstract—The results of studying the photoelectric properties of bulk CuInSe2 crystals grown at various devi-
ations from the stoichiometry are reported. The crystals were grown by the Bridgman method. The concentra-
tion and mobility of charge carriers were measured. The dependence of the properties of CuInSe2 crystals with
n- and p-type conductivities on the deviation of composition from the stoichiometry is discussed. © 2001 MAIK
“Nauka/Interperiodica”.
The CuInSe2-based ternary semiconductor com-
pounds and solid solutions are very promising materials
for highly efficient thin-film solar cells [1–3]. The effi-
ciency of photovoltaic converters based on CuInxGa1 – xSe2
compound has been brought to 18% [3]. The improve-
ment of properties of the components of such devices
provides possibilities for a further increase in their effi-
ciency.

The increase in efficiency requires homogeneous
and perfect CuInSe2 films with a composition close to
stoichiometry to be obtained. However, the existence of
a highly volatile component in the composition of such
semiconductors remains the main source of a high con-
centration of intrinsic lattice defects [2–5]. In
p-CuInSe2 crystals, the impurity levels of cation vacan-
cies and interstitial atoms of the chalcogenide are dom-
inant, whereas in compounds with the electronic type
of conductivity the chalcogenide vacancies are of pri-
mary importance. Table 1 summarizes the data [1, 3, 4]
on the main energy levels and formation energy of cor-
responding lattice defects.

It can be seen that there is a large difference in mag-
nitudes of the formation energy among the following
defects: Cu atoms at the In sites (CuIn), vacancies in the
In sublattice (VIn), and vacancies in Cu sublattice (VCu).
Taking into account this variation, it may be assumed
that the CuIn antisite point defects must prevail over VCu
and VIn vacancies. In most studies, a shallow-level
acceptor determining the properties of p-type samples
is identified with a CuIn defect [1]. In n-CuInSe2 crys-
tals, a donor level usually occurs with the activation
energy ED ranging from 0.01 to 0.018 eV. It should also
be mentioned that after the crystallization of CuInSe2
1063-7826/01/3508- $21.00 © 0870
and cooling to room temperature, the crystal always
contains CuIn and InCu antisite defects. This may be the
consequence of a sphalerite–chalcopyrite phase transi-
tion [1]. The photosensitivity of CuInSe2 crystals can
be improved by reducing the concentration of antisite
lattice defects by impurity doping [6, 7]. However, the
effect of deviation from stoichiometry on electrical
properties of CuInSe2 has not been adequately studied
[1, 2]. In this paper, we report the first results of study-
ing the electrical and photoelectric properties of
CuInSe2 crystals with controlled variation of Cu to In
(Cu/In ≤ 1).

The phases were synthesized by alloying a proper
amount of extra-pure starting elements in evacuated
quartz cells (~10–3 Pa) heated to a temperature about
1200°C under the vibration mixing. The CuInSe2 and

Table 1.  Lattice defects in CuInSe2 crystals

Type of 
defect

Type of
conductivity

Enthalpy of 
formation, eV

Activation 
energy, eV 

CuIn p 1.3 Ev + 0.05

VIn p 2.8 Ev + 0.22

Sei p 22.4

VCu p 2.6 Ev + 0.7

InCu n 1.4 Ec – 0.01

Ini n 9.1

VSe n 2.4 Ec – 0.22

Cui n 4.4 Ec – 0.6

Note: Data taken from [1, 3, 4].
2001 MAIK “Nauka/Interperiodica”
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Cu2 – xInxSe2 crystals were grown by the vertical Bridg-
man method. After crystallization, the ingots were
slowly cooled to 500°C and annealed at ~350°C for
about 50 h [8–10]. The X-ray phase analysis showed
that the crystals in the range x ≤ 1.0–1.2 had a chalcopy-
rite structure with the unit-cell parameters typical of
CuInSe2 [10]. The microphase analysis showed a high
homogeneity of the ingots, which indicated that the ini-
tial composition was preserved.

The samples cut from the ingots were lapped and
had average dimensions of ~0.6 × 0.1 × 0.2 cm. The
surface of samples after polishing with a diamond abra-
sive was chemically treated in a solution of
K2Cr2O7(4 g) + H2O(20 ml) + HNO3(10 ml). The elec-
trical conductivity (σ), thermoelectric power (α), pho-
toconductivity (σph), and their temperature depen-
dences were measured by the two- or four-probe
method. Pure In was used for electrical contacts.
According to the measurements of thermoelectric
power, the samples with x ≈ 1 had a hole conductivity
which changed to electron conductivity at x * 1.15.

From the typical electrical characteristics of the
grown crystals with various x given in Table 2, it fol-
lows that the degree of compensation K = ND/NA
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Fig. 1. Temperature dependences of (1–3) electrical con-
ductivity σ and (1'–3') photoconductivity σph of
Cu2 − xInxSe2 crystals with In content x = (1, 1') 1.0,
(2, 2') 1.05, and (3, 3') 1.10.
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increases, and the Hall mobility of charge carriers
decreases with increasing x. The increase of x causes a
change in the sign of the thermoelectric power (p  n).

The temperature dependences of electrical conduc-
tivity σ and photoconductivity σph for the typical
Cu2 − xInxSe2 samples are shown in Fig. 1. Here, it fol-
lows that the magnitudes of σ and σph decrease with
increasing x. This may be caused by the increase in the
concentration of antisite defects, which compensate the
acceptors. In crystals with x = 1.05, the amount of elec-
trically active In appeared to be insufficient to over-
come the effect of increasing σ and σph, which can be
explained by the difference in passivation mechanisms
for acceptor and donor impurities. One might expect
that the interstitial In suppresses the acceptor behavior
of Cu vacancies and interacts with electrically inactive
In atoms. This process is probably accompanied by the
rearrangement of In atoms to the sites of electrically
active trivalent ions. Measurements show that, in the
samples with x . 1 (Table 2), the rearrangement does
not occur because the transition of In atoms into elec-
trically active state requires a higher energy level. We
may conclude that the interstitial In atoms in CuInSe2
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103/T, K–1 T –1/4, K–1/4
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Fig. 2. Temperature dependences of electrical conductivity
of Cu2 – xInxSe2 crystals (the numbers at curves correspond
to the same values of x as in Fig. 1).
Table 2.  Electrical properties of Cu2 – xInxSe2 crystals at T = 300 K

The sample no. Indium
content, x

Type of
conductivity

Concentration of 
(p) holes and (n) 
electrons, cm–3

Degree of
compensation K

Mobility µH,
cm2 V–1 s–1

Thermoelectric 
power α, µV K–1

1 1.0 p 4 × 1017 0.88 28 320

2 1.05 p 7 × 1016 0.91 6.8 360

3 1.1 n 2 × 1015 0.98 17.1 –48
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crystals behave like donors with levels localized in
band gap with the energy range of 0.45–0.61 eV.

The low-temperature behavior of electrical conduc-
tivity of Cu2 – xInxSe2 crystals for various x is illustrated
in Fig. 2. This shows that the samples exhibit the Mott
transition, as evidenced by the straight lines in a plot
lnσ versus T–1/4. The slope of the straight lines allows as
to estimate the density of states near the Fermi level at
~5 × 1019 cm–3 eV. The radius of electron localization
near EF (Ec – EF = 0.6 eV) is taken as 56 nm. The occur-
rence of the conductivity with a constant activation
energy (ε3) is possible below the temperatures T =
k−1ε3(lnk–1)–1, where ε3 = 0.61εD(1 – 0.29K1/4), εD =
e2/KrD, rD = 0.62N–1/3 [11], and N is the mean distance
between the atoms of the main impurity. The estima-
tions yield K = 0.98 for sample 2, which explains the
relatively high temperatures at which the Mott transi-
tion is observed. Sample 3 shows nonlinear current–
voltage characteristics at T & 77 K in weak electric
fields E. Assuming that the activation nature of the elec-
tric current in a nonuniform field depends on the degree
of disorder in the material, I ∝  exp[(–εA – αE1/2)/kT];
the characteristic length of nonohmic behavior is esti-
mated at ~2 µm, which is larger than the hopping range

for the Mott conductivity R = 3.8α /T1/4 ≈ 600 Å.

The spectral dependences of photoconductivity in
typical Cu2 – xInxSe2 crystals at 300 K are shown in
Fig. 3. As follows from Fig. 3, for x = 1, the peak of
photoconductivity at the shortest (among the crystals
studied) wavelength "ωm ≅  0.98 eV is located near the
edge of the fundamental absorption of CuInSe2 [1] and,
therefore, can be attributed to quasi-interband transi-
tions. Estimation of Eg from the position of a long-
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Fig. 3. Spectral variations of the steady-state photoconduc-
tivity of Cu2 – xInxSe2 crystals (the numbers at curves corre-
spond to the same values of x as in Fig. 1).
wavelength edge of the intrinsic photoconductivity in
spectra is hampered because of strongly pronounced
extrinsic bands in the crystals. The decrease in x
reduces the contribution of impurity bands. In a sample
with x = 1.05, the peak in the photoconductivity spectra
shifts to longer wavelengths (to 1.1 µm), although the
lifetime of charge carriers, determined from the kinet-
ics of photoconductivity decay, remains almost con-
stant. A further increase in the In content causes a shift
of the peak back towards the short-wavelength region
of the spectrum due to the changes in type and concen-
tration of dominant lattice defects.

Thus, it may be concluded that the changes in the
ratios of In and Cu atomic content in a starting charge
provide for the effective control of the electrical prop-
erties in CuInSe2 crystals; convert their conductivity
p  n; and make it possible to control the profile of
photoactive absorption, which is of importance for the
development of physical grounds for the technology of
semiconductor solar cells based on CuInSe2 chalco-
genides.

REFERENCES

1. Copper-Indium Diselenide for Photovoltaic Applica-
tions, Ed. by T. J. Coutts, L. L. Kazmerskii, and S. Wag-
ner (Pergamon, New York, 1986).

2. H. W. Schok, Appl. Surf. Sci. 92, 606 (1996).

3. L. Stolt, J. Hodstrom, J. Kesslitz, et al., Appl. Phys. Lett.
62, 597 (1993).

4. S. B. Zhang, W. Su-Huai, A. Zungez, and H. Y. Katayami-
Yoshida, Phys. Rev. B 57, 9642 (1998).

5. M. A. Abdullaev, R. M. Gadzhieva, Dzh. Kh. Magome-
dova, and P. P. Khokhlachev, Neorg. Mater. 33, 411
(1997).

6. Sh. Nishiwaki, N. Kohaza, T. Negami, and T. Wada, Jpn.
J. Appl. Phys., Part 2 37, L71 (1998).

7. R. P. Swarma and J. C. Garg, Indian J. Pure Appl. Phys.
28, 183 (1990).

8. M. A. Abdullaev, Dzh. Kh. Amirkhanova, and
R. M. Gadzhieva, Neorg. Mater. 29, 785 (1993).

9. M. A. Abdullaev, J. Kh. Magomedova, R. M. Gadjieva,
and P. P. Khokhlatchev, in Proceedings of the XIV Inter-
national Conference on Thermoelectrics, St. Petersburg,
1995, p. 198.

10. Physicochemical Properties of Semiconductor Materials
(Nauka, Moscow, 1975).

11. N. F. Mott and E. A. Davis, Electronic Processes in Non-
Crystalline Materials (Clarendon, Oxford, 1979; Mir,
Moscow, 1982).

Translated by A. Zalesskiœ
SEMICONDUCTORS      Vol. 35      No. 8      2001



  

Semiconductors, Vol. 35, No. 8, 2001, pp. 873–876. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 35, No. 8, 2001, pp. 909–912.
Original Russian Text Copyright © 2001 by Jandieri, Kachlishvili.

                                                                                  

ELECTRONIC AND OPTICAL PROPERTIES
OF SEMICONDUCTORS
The Onset of Double Limiting Cycle in the Impurity-Assisted 
Electric Breakdown of a Compensated Semiconductor

with a Shorted Hall Voltage
K. M. Jandieri* and Z. S. Kachlishvili

Faculty of Physics, Tbilisi State University, 380028 Tbilisi, Georgia

* e-mail: faculty@tsu.ge

Received November 24, 2000; accepted for publication November 25, 2000

Abstract—Nonlinear autooscillations arising in the case of the impurity-assisted breakdown in a compensated
semiconductor placed in a classically strong magnetic field with a shorted Hall voltage have been studied by
means of computer simulation. A double limiting cycle appears in the phase portrait of the system in a certain
range of load resistances (connected in series with the sample) and external DC voltages. This effect makes it
possible, in principle, to construct a high-frequency generator operating in different amplitude modes under the
same external conditions. © 2001 MAIK “Nauka/Interperiodica”.
The low-temperature electric breakdown in a com-
pensated semiconductor is a favorable condition for the
onset of an oscillating instability. This issue has been
intensively studied both experimentally (see, e.g., [1])
and theoretically [2]. It has been found that the mag-
netic field plays an important role among external
parameters strongly affecting the nonlinear dynamics
of the semiconductor conductivity. In this connection,
two modes can naturally be distinguished: those of
fixed current direction (Hall current JY = 0) and those of
a fixed field direction (Hall field EY = 0). In the first
case, the Hall-field relaxation plays an important role
along with the dielectric relaxation of the applied field
[3, 4]. Regular and stochastic autooscillations in the
fixed-current mode were obtained in these studies with
the use of this concept. The ground and excited states of
a hydrogen-like impurity were taken into account in
[3], whereas in [4] the excited state was disregarded,
which made it possible to establish a simple and intui-
tive analytical criterion for the onset of undamped
autooscillations. The results obtained in [3] and [4] are
qualitatively similar.

In this study, we analyze nonlinear autooscillations
in a homogeneous semiconductor in the fixed-field
direction mode by means of computer simulation.

Let us consider a compensated semiconductor
(n-type to be specific) connected in series with a load
resistance R and a dc power supply with voltage %.
A magnetic field H is applied to the semiconductor per-
pendicularly to the electric field E. The study was car-
ried out in terms of the mathematical model that
1063-7826/01/3508- $21.00 © 20873
included the following differential equations [5]:

(1)

(2)

(3)

where n, Nd, and Na are, respectively, the densities of
free electrons, donors, and compensating acceptors; Jop
and AT are, respectively, the rates of optical and thermal
carrier generation from donor states; AI and BT are,
respectively, the coefficients of impact ionization and
thermal recombination; L, S, and ε are the sample
length along the current lines, cross section of the sam-
ple, and its dielectric constant; ζ ≡ %/L; µ is the free
electron mobility; θ ≡ Te/T is the electronic temperature
normalized to the lattice temperature T and θ0(E) is its
steady-state value determined from the energy balance
equation for a given E; and τd is the delay time propor-
tional to the energy relaxation time [6].

Equation (1) describes the kinetic processes taking
place in the hydrogen-like donor state. Equation (2)
describes the dielectric relaxation of the electric field in
the semiconductor. Equation (3) characterizes the retar-
dation of the electronic temperature relative to changes
in the electric field. The retardation is due to the inertia
of the electronic gas heating. Such an equation was first
used in [7] for describing the retardation of the impact

dn
dt
------ Jop AT+( ) Nd Na– n–( )=

+ AI Nd Na– n–( )n BT Na n+( )n,–

dE
dt
-------

4πL
εSR
---------- ζ E–

eSR
L

----------µnE– ,=

dθ
dt
------

θ θ0 E( )–
τd

-----------------------,–=
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ionization coefficient. This equation was generalized in
[8] to describe the relaxation of the average energy of
the electronic gas.

Thus, the problem is considered with the use of the
electronic temperature method. Therefore, all kinetic
coefficients are considered to be functions of θ. Let us
use for the AI(θ) and BT(θ) functions the expressions
derived in [9, 10] in terms of the Dravin ionization cross
section and the corrected Lax’s cascade capture theory.
The carrier mobility has the form [11, 12] 

(4)

where m* is the free carrier effective mass, τ is the
momentum relaxation time, ωc = eH/m*c0 is the cyclo-
tron frequency, and c0 is the speed of light in free space.

In a classically strong magnetic field ( τ2 @ 1),
expression (4) takes a simpler form:

(5)

It is noteworthy that we obtained in [5] (on the basis
of the above-described model) the necessary and suffi-
cient condition for the onset of undamped autooscilla-
tions. This condition was transformed, on physical
grounds and after some algebra, to a rather simple ana-
lytic criterion. It means that the onset of oscillation
instability is favored by a high donor concentration, a
high degree of compensation, and a classically strong
magnetic field. The strong magnetic field, leading to a
dramatic change in how the mobility depends on the

µ e
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Fig. 1. Bifurcation diagrams for n-Ge on the (E/Eb, η)
plane. System parameters: T = 4.2 K, degree of compensa-
tion c = 0.95, Nd = 5 × 1016 cm–3, optical generation rate

Jop: (a) 103 and (b) 108 s–1.
electron temperature, is among the most important fac-
tors favoring the onset of oscillation instability in a
semiconductor. For example, in the case of scattering
on impurity ions, we have µ ∝ θ 3/2 instead of µ ∝ θ –3/2,
in accordance with Eq. (5). As a result, the saturation of
the drift velocity becomes possible, which is extremely
important for the onset of autooscillations [7]. Within
our mathematical model, the magnetic field effect is in
fact manifested only in the above change in the type of
the µ(θ) dependence. Certainly, the coefficients AI and
BT also depend on magnetic field because of the θ(H)
dependence, but it is not this dependence that is respon-
sible for the change in the system’s behavior.

For the computer simulation, the parameters of the
system were chosen on the basis of the analytical crite-
rion derived in our previous work.

For convenience, the following dimensionless vari-
ables are introduced:

In what follows, the asterisk indicates equilibrium val-
ues of the indicated physical quantities. We used in cal-
culations the following approximate expressions:

where

describe the real dependences [9, 10] in the vicinity of
the breakdown point, where the onset of nonlinear
oscillations is anticipated.

Bifurcation diagrams on the plane (E/Eb, η), where
Eb is the breakdown electric field and η ≡ E/(ζ – E), are
presented in Fig. 1. They are plotted for n-Ge under the
following conditions: T = 4.2 K, degree of compensa-
tion c = 0.95, Nd = 5 × 1016 cm–3. The hatched regions
in the diagrams correspond to equilibrium points of the
saddle focus type (unstable points of other kinds are
nonexistent in the problem in question); i.e., they are
related to undamped autooscillations in the system.
Comparing Figs. 1a and 1b shows that the hatched
region spreads toward the electric breakdown fields
with an increasing illumination intensity.

The current density oscillations were analyzed in
the above range of parameters with the use of computer
simulation by applying the numerical Runge–Kutta

X n n*–( )/n*, Y E E*–( )/E*,≡≡
Z θ θ*–( )/θ*.≡

AI θ( ) C1θ
C2 C3θ–( ), BT θ( )exp

C4

θ3/2
--------,= =

µI θ( ) C5θ
C6, θ0 E( ) C7E

C8,= =

C1 7.2 10 10–  cm3/s, C2× 2.86,= =

C3 0.05, C4 2.12 10 5–  cm3/s,×= =

C5 9.45 105 cm3/s, C6× 1.013,–= =

C7 11.86, C8 0.87= =
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Fig. 2. Phase portraits (a–e) on the (X, Y) plane and the related JR(t) functions (a'–e') for nonbifurcation parameters identical to those
in Fig. 1 and for the following values of the bifurcation parameter η (a, a') 1.2, (b, b') 1.1, (c, c') 1.06, (d, d') 1.05, and (e, e') 0.03.
method. It was found that the oscillation amplitude
increases appreciably (about 8- to 10-fold) and the fre-
quency decreases somewhat (approximately twice)
with decreasing η at fixed electric field strength in the
semiconductor. At the same time, the oscillation ampli-
tude slightly decreases and the frequency slightly
SEMICONDUCTORS      Vol. 35      No. 8      2001
increases with increasing electric field at a fixed η. By
definition, η is the ratio of voltages applied to the sam-
ple and to the load resistance. Therefore, the above-
mentioned change in the bifurcation parameters can
easily be achieved physically by changing the load
resistance or the source voltage.
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In addition, a double limiting cycle appears in a cer-
tain range of η values [12]; i.e., oscillations with differ-
ent amplitudes may arise at fixed system parameters,
depending on the initial conditions. To illustrate the
aforesaid, we present in Fig. 2 the phase portraits on the
(X, Y) plane, where E || X, E × H || Y, as well as the time
dependence of the normalized current density JR ≡ (J –
J*)/J* for fixed E/Eb = 1.018 and varied η. Phase por-
traits for other planes, not providing any essentially
new information, are not presented for the sake of brev-
ity. It can be seen that one stable (solid line) and one
unstable (dashed line) limiting cycle emerges at η close
to the bifurcation value (Fig. 2a). With a decreasing η
(η ≈ 1.1), the first bifurcation occurs—a second limit-
ing cycle of relatively small size with almost the same
oscillation frequency as in the case of the large stable
cycle (Fig. 2b). With η subsequently decreasing, at η ≈
1.06 there occurs a second bifurcation—the unstable lim-
iting cycle merges with the large stable one (Fig. 2c).
Even after that, the slightest decrease in η leads to the
disappearance of the smaller stable limiting cycle with
the large limiting cycle remaining as the only stable
closed phase path in the phase portrait (Fig. 2d). Then
the behavior of the system with decreasing η does not
undergo any significant change, with only the oscilla-
tions becoming increasingly anharmonic (Fig. 2e').
Obviously, the situation shown in Fig. 2c is unstable
and cannot be achieved experimentally. It merely illus-
trates the way in which the transition between the dou-
ble- and single-cycle stable states occurs.

The obtained results indicate that such a high-fre-
quency semiconductor generator can in principle be
constructed, which can work in the following three dis-
tinct modes depending on the electric circuit parame-
ters (load resistance, source voltage).

In the first mode, there are no stationary oscillations
at all or only oscillations with fixed amplitude appear,
depending on whether the initial point in the phase por-
trait in Fig. 2a lies inside or outside the unstable limit-
ing cycle. Switching on and off the generator can be
achieved by applying an external pulse of, respectively,
positive or negative polarity.
In the second mode, there appear oscillations with
small (if the corresponding initial point lies inside the
unstable limiting cycle (Fig. 2b)) or rather large ampli-
tude (otherwise). Switching between these two states
can be achieved by applying external pulses of positive
or negative polarity.

In the third regime, fixed-amplitude stationary oscil-
lations appear in the system irrespective of the initial
conditions.

To conclude, it should be noted that, compared with
Eqs. (1) and (2), Eq. (3) is characterized by an essen-
tially smaller time scale. Presumably, this is why no
chaotic autooscillations appear in our theoretical inter-
pretation of the problem; i.e., the system is stable with
respect to random, uncontrolled processes.
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Abstract—A method for extracting silicon isotopes was developed. Polycrystalline 28Si, 29Si, and 30Si samples
isotopically enriched to 99.95, 99.5, and 99.9%, respectively, were prepared. Energies of optical phonons in the
isotopically pure samples show the expected dependence on the average atomic mass. © 2001 MAIK
“Nauka/Interperiodica”.
Silicon is the most widely used material in present-
day solid-state electronics. More than 90% of semicon-
ductor devices are Si-based. Natural silicon is a mixture
of three stable isotopes with atomic masses of
28 (92.21%), 29 (4.70%), and 30 (3.09%). The devel-
opment of electronics calls for further miniaturization
of the elements in integrated circuits (ICs) and for an
increase of their clock rate, as well as for an improve-
ment of the characteristics of power semiconductor
devices, which is hampered by a series of fundamental
and technical problems, e.g., heat removal from ICs and
the fabrication of heavily doped substrates with uni-
form dopant distribution.

One possible approach to the problem of heat
removal from ICs is the use of isotopically pure Si. The
effect of isotopic composition on the thermal conduc-
tivity of Ge was first observed in the late 1950s [1]. Fur-
ther investigations revealed that the low-temperature
thermal conductivity of 70Ge isotopically enriched to
99.99% exceeded that of natural Ge by one order of
magnitude [2]. Thermal conductivity of diamond was
raised by 50% by enriching it to 99.93% in 12C [3, 4].
A considerable increase in the thermal conductivity of
Si due to enrichment in 28Si to 99.85% has been
reported recently [5, 6].

Uniform doping cannot be obtained for Czochral-
ski-grown Si. An alternative to doping during growth is
neutron-transmutation doping. With this method,
dopant atoms are produced as a result of nuclear trans-
mutation of lattice atoms when corresponding isotopes
capture slow neurons in a nuclear reactor [7–10]. Dop-
ing of Si is performed by the transmutation of 30Si
according to the reaction

30Si + n0  31Si  31P + e–.
1063-7826/01/3508- $21.00 © 20877
The unstable isotope 31Si with a half-life of 2.6 h is
transmutated into to the stable isotope 31P, which is a
donor impurity in Si. The use of isotopically enriched
30Si for neutron-transmutation doping should allow
heavily doped Si with uniform impurity distribution to
be obtained.

Spitzer et al. [11] demonstrated specific features of
crystal-lattice dynamics in low-dimensional 70Ge/74Ge
isotopic superlattices. Preparation of Si-isotopic het-
erostructures should allow a closer examination of
phonon properties in Si.

The use of isotopically pure Si should make it pos-
sible to improve the characteristics of synchrotron-radi-
ation monochromators [12] and elementary-particle
detectors [13–17]. Isotopically pure Si can also be used
for the fabrication of mass standards and refinement of
the Avogadro constant [18].

Although isotopically pure Si attracts considerable
interest, investigations of this material are hampered,
because highly isotopically enriched and chemically
pure Si is difficult to produce in sufficiently large
amounts.

This study is devoted to the development of a
method for the industrial production of isotopically
pure Si. This method involves separating the chemical
compounds of Si isotopes followed by chemical con-
version to high-purity Si.

The Si isotopes were separated by centrifugation
[19]. This method is based on the separation of gas mol-
ecules with different molecular masses in a high cen-
trifugal-force field produced in a rotor of a gas centri-
fuge (centrifugal acceleration >5 × 106 m/s2). The gas
centrifuge has one inlet and two outlets for gas fractions
enriched with light and heavy components. SiF6 is used
in the centrifugal separation of Si isotopes. This work-
001 MAIK “Nauka/Interperiodica”
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ing gas is chosen because fluorine has only one isotope
(19F) and SiF4 exhibits a sufficiently high saturated-
vapor pressure at room temperature [20]. Since a single

Intensity, arb. units
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Fig. 1. Room-temperature Raman spectra of 28Si, 29Si, and
30Si samples and single-crystal natural natSi. The spectra are
shifted along the vertical axis for clarity of presentation.
Spectral feature labeled Ne is caused by radiation of an Ne
Heusler lamp used for the calibration of the monochroma-
tor.

Fig. 2. Phonon frequency as a function of average atomic
mass of the 28Si, 29Si, and 30Si samples and natural natSi

(points). Solid line represents the ω(k) ∝   depen-
dence.
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gas centrifuge provides a moderate relative change in
Si-isotope concentration, a great number of centrifuges
connected in series is required for a significant enrich-
ment of the gas in any isotope.

Intermediate enrichment stages are needed to
extract 29Si and 30Si [21], because the concentrations of
these isotopes in natural Si are low. At the first stage,
28SiF4 is produced with an extraction ratio of about
80%. Simultaneously, the working gas is purified thor-
oughly from impurities differing from 28SiF4 in molec-
ular mass. At the following stages, high enrichment in
29Si and 30Si is achieved by sampling alternately light
and heavy fractions. An analysis of isotopic composi-
tion, performed with an MC7303M quadrupole mass
spectrometer, revealed the following isotopic concen-
trations: 99.95% 28Si, 99.5% 29Si, and 99.9% 30Si.

Then, SiF4 was converted to silane according to the
nucleophilic-substitution reaction

NaAlH4 + SiF4  SiH4 + NaAlF4.

The silane obtained was purified and converted to ele-
mental Si by pyrolysis

SiH4  Si + 2H2.

Finally, we obtained Si in the form of irregularly
shaped granules 0.3–0.5 mm in size. Chemical and iso-
topic compositions of the samples were analyzed with
an ISP MS VG Plasma Quard quadrupole mass spec-
trometer with inductively confined plasma. The analy-
sis confirmed the isotopic purity of the samples and
showed that a total impurity concentration is no higher
than 10–3 at. %.

Raman spectra were measured with a computerized
spectral setup based on a DFS-24 double grating mono-
chromator. The spectral slit width was 1 cm–1. All spec-
tra were recorded in backscattering geometry at room
temperature using an argon laser (488 nm) as a source.
The pump-radiation power was 30 mW at a spot 50 µm
in size. To minimize the possible heating of the sample,
we cooled it in an argon flow. No effects related to heat-
ing by the pump radiation were detected.

According to selection rules, only one triply degen-
erate F2g-symmetry vibration is allowed in the first-
order Raman spectrum (k = 0) of crystalline Si. The fre-
quency of this vibration in natural Si is close to
521 cm−1 [22]. It is well known that the average atomic
mass in the crystal or its sublattices has an influence on
phonon frequencies. In the harmonic approximation,
the dependence of the phonon frequency on the atomic
mass for elemental semiconductors is given by the

expression ω(k) ∝   for all wave vectors.

Figure 1 shows the Raman spectra of 28Si, 29Si, and
30Si samples. The spectrum of natural Si is shown for
comparison. It can be seen that the positions of the
phonon lines of 29Si and 30Si are shifted to lower ener-
gies, and the line of 28Si is shifted to higher energies rel-

M
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ative to the line of natural Si. This behavior is consistent

with the ω(k) ∝   dependence as well as with the
fact that natural Si is a mixture of three stable isotopes
with atomic masses of 28, 29, and 30.

Figure 2 shows the phonon frequency as a function
of the average atomic mass of the samples studied. The

solid line represents the ω(k) ∝   dependence. It
can be seen that phonon energies in isotopically pure
samples exhibit the expected dependence on the aver-
age atomic mass.

The pyrolytic-Si samples are not perfect single crys-
tals. This should manifest itself in the broadening of the
phonon lines. Indeed, the Raman line of natural single-
crystal Si is narrow and symmetric (Fig. 1), whereas the
phonon lines of the 28Si and 29Si samples are noticeably
broadened; in addition, the line of 30Si has an asymmet-
ric shoulder on the low-frequency side. It is well known
that the presence of defects in the crystal lattice leads to
the violation of selection rules for phonons with the
wave vector k = 0 in the first-order Raman spectrum,
which should eventually result in the broadening of
Raman lines. We ascribe the additional broadening of
the phonon lines of the Si isotopes to lattice disorder-
ing. It can be shown that Raman lines of disordered
samples should also have a low-energy shoulder, which
is described by a spectral function calculated within the
coherent-potential approximation [23].

Thus, we prepared samples of isotopically pure Si,
which exhibit the expected frequency positions of the
Raman lines. The method devised (after insignificant
modification of available capacity) will allow the prep-
aration of kilograms of 29Si and 30Si and hundreds of
kilograms of 28Si.
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Abstract—Specific features of the electrical properties of p-type CdxHg1 – xTe/CdZnTe heterostructures have
been studied at liquid-nitrogen temperatures. The adopted theoretical model satisfactorily describes the
obtained experimental data. Errors in determining the concentration and mobility of heavy holes—arising when
contributions to the electrical parameters from electrons and light holes are disregarded—are evaluated. © 2001
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The recent development of epitaxial techniques for
obtaining narrow-gap solid solutions has promoted the
CdxHg1 – xTe/CdZnTe heterostructures as the most
promising materials for the fabrication of infrared
detectors. The constituent materials have also been
studied rather intensively, but some of their properties
obviously have not been investigated in sufficient
detail. For example, it is unclear exactly how the influ-
ence of substrate should be accounted for in analyzing
results of electrical measurements. Moreover, the prob-
lem of how such important parameters as the concen-
tration and mobility of free carriers should be deter-
mined correctly (taking into account all the relevant
factors) is far from being solved. Without aspiring to
consider the problem exhaustively, we make an attempt
to analyze some specific electrical properties of the
materials in question and the influence exerted by a
number of factors on the accuracy of determining the
concentration and mobility of free carriers in p-type
samples at liquid-nitrogen temperatures.

CdxHg1 – xTe epitaxial layers of p-type, grown by
liquid-phase epitaxy on CdTe and Cd1 – yZnyTe (0.03 ≤
y ≤ 0.06) substrates of n- and p-types, were used.

2. CALCULATIONS AND ESTIMATES

The basic difference of epitaxial heterostructures
from single-crystal samples consists, as regards electri-
cal measurements, in the presence of massive substrates
whose thickness (500–1000 µm) markedly exceeds that
of the layer itself (20–40 µm). In other words, the sub-
strate may shunt the epitaxial layer; consequently, its
influence should be taken into account in analyzing the
results of electrical measurements. In the general case,
the following relations are valid for a system compris-
1063-7826/01/3508- $21.00 ©0880
ing a substrate of thickness ds and an epitaxial layer of
thickness dep (d = ds + dep) [1]:

(1)

(2)

Here, ρ, ρs, and ρep are the resistivities of, respectively,
the whole heterostructure, substrate, and layer; R, Rs,
and Rep are the Hall coefficients for the whole hetero-
structure, substrate, and layer; and e is the electron
charge.

Let us choose, for making an estimate, the following
values of the parameters appearing in formulas (1) and
(2) (T = 77 K): ρep = 1.0 Ω cm; dep = 20 µm; Rep =
600 cm3/C; (1/Re = 1.05 × 1016 cm–3); ρs = 50 Ω cm;
ds = 1000 µm; Rs = 104 cm3/C; (1/Re = 6.25 × 1014 cm–3).
Then, we obtain

It can be seen that the contribution from the substrate to
the resistivity is equal to the contribution from the layer,
and the Hall coefficient is approximately one-third; i.e.,
disregarding the contribution of the substrate may lead
to a substantial error in determining ρep and Rep.

At the same time, the analysis of a vast body of
experimental data obtained on a great number of sam-
ples (several hundred) failed to reveal any significant
differences between the dependences of the Hall coef-
ficient on magnetic induction R(B) for epitaxial hetero-
structures and similar dependences for single-crystal
samples with close electrical parameters. No substrate
effect is “felt,” which seems strange at first glance.

A special investigation concerned with the substrate
contribution to the electrical parameters of a hetero-
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structure demonstrated that a potential barrier exists
between the layer and the substrate, electrically insulat-
ing the epitaxial layer and the substrate [2]. In other
words, the influence of the substrate can be ignored in ana-
lyzing galvanomagnetic data for CdxHg1 – xTe/CdZnTe
heterostructures and all considerations related to the
magnetic inductance dependences of the Hall coeffi-
cient R(B) for single-crystal samples are applicable to
epitaxial layers. Mention should only be made of some
fundamental aspects.

In analyzing the electrical properties of CdxHg1 – xTe
solid solutions at T = 77 K, it should be kept in mind
that free carriers of three kinds are present in a sample:
electrons, light holes, and heavy holes (with concentra-
tions n, pl, and ph, respectively). At fixed x and T, the
relative values of these parameters are determined
solely by the reduced Fermi energy εF/kT [3]. In this
case, the following relations are valid for the magnetic
field dependence of the Hall coefficient R(B) and for the
electrical resistivity ρ [4]:

(3)

(4)

For the samples studied, the second term in the
denominator of formula (3) can be neglected, compared
with the first term, at B ≤ 1.4 T. If we take as an estimate
the mobility values µe = 105 cm2/(V s), µl = 104 cm2/(V s),
and µh = 500 cm2/(V s) (µl/µh = 30 [5]), then we obtain
that, with B varying from 0.1 to 1.4 T, the multiplier
(1 + µeB2) changes approximately 100-fold and (1 +

B2) changes 5.5-fold, whereas (1 + B2) remains
virtually unchanged. This means that electrons contrib-
ute to R(B) only in weak magnetic fields (B ≈ 0.1 T),
and the contribution of light holes, although decreasing
with increasing B, is comparable with the contribution
of heavy holes for the strongest field B = 1.4 T. Hence,
it follows that, when defining the hole concentration as
1/Re, we in fact obtain some effective value coinciding
with ph only within an order of magnitude (the same
refers to the “mobility” defined as µ = R/ρ).

In the example under consideration, ρ = 0.87 Ω cm
(formula (4)) and the contribution from light holes does
not exceed 3%, meaning 1/ρ ≈ ephµh with good preci-
sion. Thus, using the relations

(5)
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instead of formulas (3) and (4), we introduce an error
that cannot be accurately estimated, since the µl and µh
values are not found from the experiment.

If the theoretical dependence R(B) is fitted to an
experimental curve with the use of expression (3), four
independent parameters can be determined: one of the
concentrations, e.g., ph (n and pl are uniquely related to
this concentration [3]) and three mobilities (µe, µl, and
µh which are to be used as independent variables in fit-
ting). Only two quantities are found experimentally:
R(B) and ρ (at B = 0). We have two equations (3) and
(4) and four unknowns: ph, µe, µl, and µh. Such a prob-
lem cannot be solved uniquely. The uncertainty in the
choice of µe, µl, and µh reduces all advantages of fitting
to zero, so that the accuracy cannot be improved.

3. EXPERIMENTAL RESULTS

CdxHg1 – xTe epitaxial layers were obtained by liq-
uid-phase epitaxy in a sealed quartz ampule from a tel-
lurium-based growth solution. To lower the concentra-
tion of holes, the epitaxial heterostructures were
annealed in saturated mercury vapor. The thicknesses
of the epilayers (found by direct visual measurements
on cross-sections under a microscope) varied within
20–40 µm; those of substrates, within 500–1000 µm.

µh
R
ρ
---=

1.41.21.00.80.60.40.2

950

1000

1050

1100
T = 77.3 K

H, T

R, cm3/C

Experimental (solid line) and calculated (dashed line)
dependences of the Hall coefficient on magnetic induction,
R(B), for a Cd0.215Hg0.785Te sample at T = 77 K.
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The samples were fabricated in the form of a circle
20 mm in diameter. Electrical measurements were done
by the van der Pauw method at room temperature and
at liquid-nitrogen temperatures at magnetic fields rang-
ing from 0.1 to 1.4 T. Contacts were soldered with
indium to a freshly etched surface of the epitaxial layer.

An R(B) dependence at T = 77 K, typical of the sam-
ples studied, is shown in the figure together with an
R(B) curve calculated using the standard fitting method
by the least squares procedure relying upon relations (3)
and (4). It can be seen that the employed fitting proce-
dure yields a satisfactory agreement between the theo-
retical and experimental dependences. The peak in the
R(B) curve is due to the influence of electrons; if the
electronic terms in formula (3) are disregarded, this
peak cannot be reproduced. It can also be seen from the
figure that at strong fields (B > 1.0 T) the R(B) curve has
nonzero slope; if the curve were horizontal, this would
mean that the condition R = 1/phe is fulfilled exactly in
this range of magnetic fields.

The concentrations and mobilities of free carriers,
obtained by fitting for the same sample, are listed in the
table. These data can only be used as reference; as
already mentioned, the employed fitting procedure
gives no way of clearly determining the parameters
listed above. Nevertheless, as seen in the table, the
experimental value 1/Re = 6.9 × 1015 cm–3 obtained for
the sample under study is close to the calculated con-
centration of heavy holes ph = 7.0 × 1015 cm–3, and the

Parameters of Cd0.215Hg0.785Te epitaxial layer (dep = 20 µm)
at T = 77 K

Parameter Experimental 
data

Results of
calculation

Resistivity ρ, Ω cm 2.05 1.72

Carrier concentrations, cm–3:

electrons, n – 8.0 × 1010

light holes, pl – 1.5 × 1013

heavy holes, ph 6.9 × 1015 7.0 × 1015

(1/Re; B = 1.4 T)

Free carrier mobility, cm2/(V s):

electrons, µe – 3.1 × 104

light holes, µl – 1.8 × 104

heavy holes, µh 440 480

(R/ρ; B = 1.4 T)

µl/µh – 38
value R/ρ = 440 cm2/(V s) correlates well with the cal-
culated mobility of heavy holes µh = 480 cm2/(V s). For
other samples studied, the values of the mentioned
parameters, obtained by fitting, differed from the corre-
sponding experimental values by no more than 20%. In
other words, the use of approximate formulas (5) and
(6) for evaluating the concentration and mobility of
heavy holes in the samples studied, instead of expres-
sions (3) and (4), is well justified, introducing an error
not exceeding 20%.

4. CONCLUSION

Thus, the investigation performed established the
following:

(1) The contribution of the substrate to the electrical
parameters of the CdxHg1 – xTe/CdZnTe heterostructure
can be disregarded because of the presence of a poten-
tial barrier insulating the epitaxial layer from the sub-
strate.

(2) In analyzing the results of galvanomagnetic
measurements on p-type epitaxial layers, account
should be taken of the presence of three kinds of free
carriers: electrons and light and heavy holes.

(3) Use of the approximate relations (5) and (6) for
calculating the concentration and mobility of heavy
holes (with the contribution from electrons and light
holes neglected) at B = 1.4 T and T = 77 K introduces
an error not exceeding 20%.
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Abstract—The optical absorption and photoluminescence spectra and the Hall effect were studied in ZnSe:In

single crystals. The presence of electrically active  donor centers responsible for the impurity absorption
and electrical conduction of crystals is established. It is shown that the conduction compensation in the ZnSe:In

crystals is effected by cationic vacancies. The  donors and cationic vacancies form associative defects

responsible for long-wavelength ZnSe:In luminescence. A high crystal conductivity (~5 Ω–1 cm–1) is achieved as
a result of ZnSe:In annealing in the zinc melt, which results in the extraction of cationic vacancies. The electron
mobility in high-conductivity crystals is limited by scattering at the LO phonons and macrodefects formed due to
the reduction of In solubility in crystals by their annealing in zinc. © 2001 MAIK “Nauka/Interperiodica”.

InZn
+

InZn
+

1. INTRODUCTION

Zinc selenide single crystals are promising materi-
als for the fabrication of light-emitting diodes and
lasers operating in the blue spectral region [1]. Thus,
the problem of producing perfect single crystals with a
low density of dislocations is topical. In addition, high-
conductivity crystals are important in the fabrication of
injection light-emitting diodes and lasers.

Recently, a method for growing II–VI bulk single
crystals from the vapor phase has been developed, in
which crystal contact with the walls of the growth
chamber is eliminated [2–4]. In particular, ZnSe single
crystals with a diameter of up to 50 mm both undoped
and doped during growth were obtained [5, 6]. The dis-
location density in these crystals is lower than 104 cm–2.
The possibility of lowering the resistivity of ZnSe:In
crystals by annealing in the zinc melt was shown.

Here, for the first time the results of a complex study
of optical absorption spectra, photoluminescence, and
the Hall effect in ZnSe:In crystals obtained by free
growth are reported. The aim of this study was to clarify
the composition of native and impurity defects formed
in ZnSe:In crystals during growth and subsequent
annealing in the zinc melt.

2. EXPERIMENTAL

Zinc selenide single crystals were obtained by free
growth at a seed in the cell placed in a furnace with a
vertical gradient. Vapor-phase doping of crystals was
performed during growth. In2Se3 was used as a doping
material. The source temperature was 1450–1520 K.
The growth temperature was 15–30 K lower than the
1063-7826/01/3508- $21.00 © 20883
source temperature. Adjustment of the temperature pro-
files and the design of the growth eliminated the possi-
bility of crystal contact with the chamber walls. After
growth, the crystals were cooled at a rate no higher than
30 K/h. The optimum growth rate, which ensures the
structural perfection of the crystals, did not exceed
30−50 µm/h. A more detailed description of the growth
method of the ZnSe crystals is given elsewhere [5, 6].
The In concentration in the samples was determined by
the atomic-emission method and varied from 1016 up to
1018 cm–3.

The annealing of ZnSe:In crystals in the zinc melt
was carried out in preliminarily evacuated silica cells at
a temperature of 1170–1220 K for 50–100 h. To elimi-
nate the In extraction from the crystals, a certain
amount of In was added to the Zn melt.

The optical absorption spectra and luminescence
were measured using the KSVU-24 and KSVU-6 spec-
tral setups. The absorption spectra were analyzed in the
coordinates D2–E, where D = ln(Ii/Ip) is the optical den-
sity, Ii and Ip are the intensities of radiation transmitted
and incident at the crystal, and E is the photon energy.
The long-wavelength luminescence spectra are pre-
sented with allowance made for the spectral sensitivity
of the measuring setup. The excitation of the edge lumi-
nescence was performed by the radiation of an
ILGI-503 pulsed nitrogen laser, and the long-wave-
length luminescence was excited by an LGN-403K
helium–cadmium laser.

The samples for Hall effect measurements were cut
in the shape of parallelepipeds and were 10 × 1.5 × 1 mm
in size. The In electric contacts were formed by ther-
mally treating the crystals in a vacuum chamber at a
001 MAIK “Nauka/Interperiodica”
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temperature of 600–650 K. The nonrectifying behavior
of contacts was checked by measuring the current–volt-
age (I–V) characteristic. The magnetic field induction
was 0.8 T, which satisfied the condition for a weak
field. The resistivity of crystals (ρ) was determined
from the I–V characteristic taking into account the sam-
ple configuration.

3. OPTICAL PROPERTIES OF CRYSTALS

The spectra of the optical absorption of ZnSe,
ZnSe:In, and ZnSe:(In + Zn) crystals were studied.

The absorption spectrum of undoped crystals contains
two linear sections (a and b) at 77 K (Fig. 1, curve 1). By
a linear extrapolation of these regions to the intersec-
tion with the abscissa (dashed line), the energies of
optical transitions Ea = 2.802 eV and Eb = 2.763 eV
were determined. According to the previous data [7, 8],
these energies for the optical transitions are character-
istic of processes occurring with participation of free
excitons. The region a is associated with the absorption
of light by free excitons, and the region b, with absorp-
tion by excitons involved in an inelastic exciton–exci-
ton interaction.

The absorption spectrum of ZnSe:In crystals at 77 K
(Fig. 1, curve 2) points to the appearance of several
absorption mechanisms. For the In concentration [In] =
3 × 1017 cm–3, two linear regions (c and d) are distin-
guishable in this spectra and are characterized by the
energies of optical transitions Ec = 2.758 eV and Ed =
2.706 eV, respectively. The presence of an In impurity sug-
gests the possibility of absorption by excitons localized at
the defects. At the same time, the value of Ec is indicative
of the fact that an exciton can be localized at centers

80

40

2.7 2.8 2.9
E, eV

c

a

b

d

2

1

3

D2

Fig. 1. Optical absorption spectra of (1) ZnSe, (2) ZnSe:In,
and (3) ZnSe:(In + Zn) single crystals.

0

with a relatively large activation energy (~200 meV).
Therefore, the most probable exciton localization cen-

ters are the neutral vacancies of Zn— . According to

[9], the activation energy of  is 190 meV, and the
binding energy of excitons at such centers is Eex =
19 meV. Doping crystals with In should supposedly
decrease the semiconductor band gap Eg, the magnitude
of which can be estimated from the relation [10]

(1)

where e is the elementary charge, ND is the impurity
concentration in cm–3, ε = ε0εs, εs = 8.66 is the dielectric
constant of ZnSe, and ε0 is the dielectric constant of
free space. For the In impurity concentration ND =
[In] = 3 × 1017 cm–3, we have ∆Eg ≈ 22 meV. Thus, the
difference Ea – Ec = 44 meV may be represented as
Ea − Ec ≈ Eex + ∆Eg. Consequently, the c-region of the
absorption spectrum of a ZnSe:In crystal is accounted
for by the absorption of light by excitons localized at
the neutral Zn vacancies. Cationic vacancies are formed
in ZnSe:In crystals due to the self-compensation effect.
The presence of the Zn vacancies is also confirmed by
the high compensation degree of the ZnSe:In crystal
conductivity.

The crystals doped by In feature a band of impurity
absorption (Fig. 1, curve 2), which is located in the
region of low energies. This is confirmed by the depen-
dence of the spectral position of this band on the In con-
centration in crystals. In particular, with the increase in
the In concentration from 3 × 1017 up to 3 × 1018 cm–3,
the intersection point of the linear segment of this band
with the abscissa shifts from 2.705 up to 2.670 eV. This
shift in its magnitude corresponds to the change of the
band gap ∆Eg determined according to (1). The spectral
position of the impurity band peak Em = 2.743 eV (for
[In] = 3 × 1017 cm–3) allows us to determine the optical

activation energy for the absorption center  = Eg –
∆Eg – Em = 25 meV (the band gap Eg = 2.812 eV [9]).
This value corresponds to the optical activation energy

of the hydrogen-like In center  [9].

The absorption spectrum of the ZnSe:In crystals
annealed in the Zn melt (ZnSe:(In + Zn)) is indicative
of a decrease in the optically active In impurity concen-
tration (Fig. 1, curve 3). This can be deduced from the
shift of the linear d-region to higher energies by the
value of ∆Eg. By knowing the magnitude of this shift, we
find that the In donor concentration in ZnSe:(In + Zn)
crystals is reduced by 2–3 times. It is characteristic that
the c-region of the absorption spectrum of ZnSe:(In +
Zn) cannot be linearized. This is indicative of the
absence of a noticeable absorption by excitons local-
ized at the neutral vacancies. Actually, in the course of
the annealing of the ZnSe:In crystals in the Zn melt, the

VZn
×

VZn
×

∆Eg 2 105 3
π
--- 

 
1/3eND

1/3

4πε
------------,×–=

ED
0
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vacancies are filled with cations. This is confirmed by
the Hall effect measurements in the ZnSe:In and
ZnSe:(In + Zn) crystals.

4. LUMINESCENCE OF THE CRYSTALS

Studies of the edge luminescence spectra were car-
ried out at a temperature of 77 K.

Two emission lines were found in the excitonic side
of the spectrum at 2.808 and 2.797 eV. These lines are
specific for undoped and lightly doped crystals ([In] <
1016 cm–3). According to [7, 11], they are caused by free
electron radiative transitions from states with n = 2 and
1, respectively. These processes take place under high
levels of excitation. The appearance of excitonic
absorption lines and luminescence are indicative of the
low concentration of native defects in undoped ZnSe
crystals.

In the luminescence excitonic spectra of more
heavily doped crystals, a line of bound excitons is
found. In particular, for [In] > 4 × 1016 cm–3, it is located
at 2.771 eV. This line has been observed previously [11]
under similar excitation conditions and is related to
excitons localized at neutral Zn vacancies. The differ-
ence in the spectral positions of the absorption line
(2.758 eV for [In] = 3 × 1017 cm–3) and emission line
(2.771 eV for [In] = 4 × 1016 cm–3) of excitons localized
at the Zn neutral vacancies is caused by the dependence
of Eg on the In concentration in crystals.

In all the crystals under study doped with In, the
lines of donor–acceptor pair edge emission were
observed. In crystals with [In] = 3 × 1017 cm–3, these
lines are located at 2.689, 2.657, and 2.623 eV. The line
with a peak at 2.689 eV is caused by radiative transi-
tions occurring within the donor–acceptor pairs [5].

Obviously, the donor–acceptor pairs contain 
donor centers. The ions of residual Li or Na ions can act
as acceptors. The emission lines at 2.657 and 2.623 eV
are the LO replicas of the 2.689 eV line.

The long-wavelength luminescence spectra I(λ) fea-
ture broad bands located in the wavelength range λ =
480–700 nm. In the luminescence spectra of ZnSe with
a low In concentration ([In] = 4 × 1016 cm–3), a broad
band peaked at the wavelength λ = 490 nm (Fig. 2) is
observed. A series of emission lines related to the
donor–acceptor pairs and peaked at 2.689, 2.657, and
2.623 eV (461, 466, and 472 nm) is observed against
the background of this band. Previously, it was estab-
lished [12] that a broad emission line of undoped crys-
tals at the wavelength of 490 nm is related to isolated
oxygen centers (OSe). The energy of the thermal activa-
tion of emission centers is equal to 0.13 eV. This is con-
sistent with data in [10]. Thus, the presence of the long-
wavelength band at 490 nm is indicative of oxygen
residual impurities in the crystals. In crystals with
[In] > 1017 cm–3, luminescence was not observed.

InZn
+
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The long-wavelength luminescence spectra of crys-
tals with a moderate In concentration ([In] ≈ 1017 cm–3)
feature two bands with peaks at 560 and 625 nm. In this
case, in the crystals with [In] = 3 × 1017 cm–3, a yellow-
green emission is dominant. With the In concentration
increasing up to 3 × 1018 cm–3, a fraction of the red-
orange emission increases in the luminescence spec-
trum.
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λ, nm
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Fig. 2. Photoluminescence spectra of ZnSe:In single crystal
with [In] = 4 × 1016 cm–3.

Fig. 3. Photoluminescence spectra of ZnSe:In single crystal
with [In] > 1017 cm–3 under the relative intensity of the
exciting light of (1) 100, (2) 50, and (3) 20%.
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The long-wavelength luminescence spectrum of
ZnSe:In depends on the crystal temperature and on the
intensity of the exciting light. The increase of the crys-
tal temperature from 77 up to 300 K results in the
increase in the red-orange emission fraction. Such a
temperature dependence of the emission spectral fea-
tures is indicative of the mechanism of the current
energy transport between the emission centers, which is
characteristic of the recombination luminescence.

Upon decreasing the excitation light intensity from
100 to 20%, the band peaked at 625 nm becomes dom-
inant in the luminescence spectrum I(λ) (Fig. 3). The
shape of the luminescence spectra of ZnSe:In shown in
Fig. 3 testify that they have a complex origin similar to
that considered in [13] for the emission spectra of
ZnSe:Al.

In order to determine the level energy position of the
centers responsible for yellow-green and red-orange
emission, the temperature dependences of the emission
intensity I(T) in the regions of λ = 560 and 625 nm were
studied. The energy activation of thermal quenching
was determined from the slope of the linear segment of
the plot I(T) represented in coordinates ln(I)–1/T. The
thermal quenching of luminescence in the region of λ =
560 nm is represented by a curve with two linear seg-
ments. In the range of low temperatures, a weak ther-
mal quenching with activation energies ~0.018 eV was
observed. The activation energy determined in the high-
temperature range is ~0.17 eV. The process of thermal
quenching of the red luminescence is also characterized
by two activation energies (0.018 and 0.55 eV). The
temperature dependences of the luminescence intensity
with two linear regions of quenching are explained in
the context of the radiative recombination model; this
recombination occurs at the donor–acceptor pairs. In
this case, the energy of the quantum emitted is deter-
mined by equation

(2)

where ED and EA are the activation energies of the donor
and acceptor and R is the distance between the donor
and acceptor. The activation energy determined in the
low-temperature region is equal to the activation energy
of the In hydrogen-like donors. The activation energy
determined in the high-temperature region according to
Eq. (2) is equal to the difference EA – e2/(εR).

hν Eg ED– EA–
e2

εR
------,+=
The yellow–green emission of ZnSe:In has been
recently attributed [14] to the neutral associative cen-
ters (VZnInZn)× incorporating the single-charged Zn
vacancies. The orange–red emission has been previ-
ously related to the associative centers (VZnInZn)–,
which incorporate the Zn vacancies in the charge state
–2 [13]. Thus, studies of the long-wavelength lumines-
cence suggest that the charged Zn vacancies are present
in the crystals in the composition of associative centers
(VZnInZn)× and (VZnInZn)–.

We should note that a red-emission band is domi-
nant in the luminescence spectra of the high-conductiv-
ity ZnSe:In crystals annealed in the Zn melt. This is
explained by the fact that less energy is required to fill
the single-charged cationic vacancy with the Zn atom in
comparison with the corresponding value for a double-
charged vacancy.

5. HALL EFFECT STUDIES

The Hall effect was studied for ZnSe:In and
ZnSe:(In + Zn) crystals.

The electrical characteristics of the crystals under
study are given in the table. As can be seen, the In con-
centration increases from 2.8 × 1017 up to 2.8 × 1018 cm–3

in the ZnSe:In crystals results in a slight increase in its
resistivity. This is caused by the decrease in the electron
concentration (n) and mobility (µ). The results obtained
indicate that, in the course of ZnSe:In crystal growth, a

formation of both the  donor center and Zn vacan-
cies (acceptor centers) occurs; the latter compensate the
conductivity. This is confirmed by the high degree of
compensation of ZnSe:In crystals (K ≈ 1 – n/[In] ≈
0.99).

In ZnSe:In crystals annealed in Zn, the In concentra-
tion remains constant. The resistivity of such crystals is
as low as 0.2–10 Ω cm (see table). This is caused
mainly by an increase in the free electron concentra-
tion. The increase of electron concentration in
ZnSe:(In + Zn) crystals is a result of cationic vacancy
extraction from the crystals in the course of their
annealing in the Zn melt. The efficiency of this extrac-
tion is caused by the high value of the Zn vacancy dif-
fusivity in ZnSe (its magnitude is estimated at
~10−6 cm2/s at 1120 K [9]). In addition, the extraction
of the Zn vacancy lowers the degree of compensation in

InZn
+

Electrical characteristics of the crystals studied

Parameter Crystals ZnSe:In Crystals ZnSe:(In + Zn)

[In], cm–3 4.2 × 1016 2.8 × 1017 2.8 × 1018 4.2 × 1016 2.8 × 1017 2.8 × 1018

ρ, Ω cm 6.0 × 108 9.2 × 103 1.3 × 104 10.0 0.28 0.20

n, cm–3 – 4.9 × 1012 4.5 × 1012 1.2 × 1015 8.1 × 1016 8.4 × 1016

µ, cm2 V–1 s–1 – 140 110 500 280 380
SEMICONDUCTORS      Vol. 35      No. 8      2001
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ZnSe:(In + Zn) crystals. In particular, K ≈ 0.70 in the
crystals containing 1017 cm–3 of In.

The temperature dependence of the Hall voltage was
studied for low-conductivity ZnSe:(In + Zn) crystals
(ρ = 0.28 Ω cm). The values of the Hall voltage were
used to calculate the temperature dependences of elec-
tron concentration and Hall mobility. For the
ZnSe:(In + Zn) crystals with a partially compensated
electron conductivity, the condition of electroneutrality
has the form

(3)

where n and nD are the electron concentration in the
conduction band and at the donors, respectively; and ND

and NA are the donor and acceptor concentrations,
respectively. When deriving Eq. (3), we take into
account that, in the temperature range under consider-
ation, the Fermi level is above the acceptor levels; i.e.,
all the acceptor states are occupied by electrons.
According to [15], the solution of the electroneutrality
equation for the nondegenerate semiconductor can be
written as

(4)

where g is the degeneracy factor equal to 2, and Nc is
the effective density of states in the conduction band. In
Eq. (4), the quantities NA, ND, and ED are unknown.
System of equations (4) was solved for three values of
variables T and n, which were selected from the temper-
ature dependence n(T). The equation system was solved
in the Mathcad environment using the standard func-
tion Find. The calculation yields the following values
for the quantities sought: ND = 2.8 × 1017 cm–3, NA =
1.5 × 1017 cm–3, and ED = 8 meV for crystals containing
3 × 1017 cm–3 of In. The decrease in the donor activation
energy ED to 8 meV is caused by the narrowing of the
semiconductor band gap and is quantitatively con-
firmed by Eq. (1). The compensation degree (K =
NA/ND) of these crystals turns out to be substantially
lower (K = 0.54), than prior to the annealing in Zn. Tak-
ing into account the calculated values of NA, ND, and ED,
we calculated the temperature dependence n(T); i.e.,

(5)

where f(T) = exp(–ED/kT). As can be seen from Fig. 4,
the calculated dependence n(T) adequately describes
the experimental one.

n nD+ ND NA,–=

n n NA+( )
ND NA– n–
-----------------------------

1
g
---Nc

ED
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------– 

  ,exp=

n T( )
2 ND NA–( )

A
----------------------------,=

A 1 1
2NA f T( )

Nc

-----------------------+ 
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+
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In view of the relation n/Nc = exp[(F – Ec)/kT],
where F is a Fermi level energy with respect to the con-
duction band bottom (Ec = 0), we obtain

(6)

The temperature dependence of the Fermi level cal-
culated according to formula (6) for crystals with [In] =

F T( ) kT
2 ND NA–( )/Nc

B
-------------------------------------

 
 
 

,ln=

B = 1 1
2NA

Nc f T( )
------------------+ 

  2 8 ND NA–( )
Nc f T( )

----------------------------+
1/2 2NA

Nc f T( )
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Fig. 4. Temperature dependence of the electron concentra-
tion calculated from Eq. (5) (solid line); experimental data
are represented by circles.

Fig. 5. Temperature dependences of the Fermi level position
(1) in ZnSe:(In + Zn) and (2) of the magnitude of kT.
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3 × 1017 cm–3 is shown in Fig. 5. The Fermi level inter-
sects the donor levels at 90 K. At temperatures lower
than 70 K, we have |F – Ec| < kT (Fig. 5, the intersection
point of curves 1 and 2), which indicates that the semi-
conductor is degenerate. The close proximity of the
Fermi level (6 meV) and the donor level (8 meV) at
77 K confirms the possibility of optical transitions of
electrons from the valence band to the levels of the ion-

ized donors .

6. ELECTRON MOBILITY
IN THE LOW-RESISTIVITY CRYSTALS

In order to clarify the scattering mechanisms, which
control the electron mobility in the ZnSe:(In + Zn)
crystals, we used the data on the Hall voltage in the
temperature range of 120–400 K. The temperature
dependence of the Hall mobility µH(T) in the tempera-
ture range under study has no extremum (Fig. 6). To
analyze µH(T), the mechanisms of scattering by optical
phonons and by ionized and neutral impurities were
considered. However, the calculated value of the elec-
tron mobility turned out to be several times higher than
the values of µH. We also took into account the fact that
after annealing in the Zn melt the crystals with [In] >
1017 cm–3 acquired a gray color. By examining these
crystals in an electron microscope, a formation of mac-
rodefects with a size of ~1–10 µm was established.
Obviously, in the course of the crystal annealing in the
Zn melt at 1170 K, a decrease of the In solubility
occurred in the crystals. As a result, some point In

InZn
+

T, K

400

200

200 300 400

µ, cm2 V–1 s–1

Fig. 6. Temperature dependence of the electron mobility in
ZnSe:(In + Zn) calculated from Eqs. (7), (9), and (10) (solid
line) and experimental data of µH (circles).
defects form macrodefects (clusters). A decrease in the

concentration of In optically active  centers was
noted above during the consideration of absorption
spectra of ZnSe:(In + Zn) crystals (Fig. 1).

It should be taken into account that the relative accu-
racy in the determination of µH is ~30%. In view of this
circumstance, we may suggest that there is a tendency
for µH to decrease in ZnSe:(In + Zn) crystals with an
increase in the In concentration (see table). This result
may also be attributed to the formation of In macrode-
fects.

Calculations show that the experimental depen-
dence µH(T) is satisfactorily accounted for by the mech-
anisms of electron scattering at longitudinal optical
phonons (LO phonons) and at macrodefects formed by
the In impurity. In this case, the mobility was calculated
according to the additive law

(7)

where µLO and µs are the electron mobilities limited by
scattering at LO phonons and macrodefects, respec-
tively. The absence of a noticeable effect of scattering
at the impurity ions on the electron mobility in the tem-
perature range under study allows us to take the Hall
factor equal to unity and, consequently, to compare the
Hall (µH) and drift (µ) mobilities of electrons.

The electron mobility limited by the scattering at
optical phonons is described [9] by the relation

(8)

where α is the electron–phonon coupling constant; ω0

is the frequency of the LO phonon;  is the electron
effective mass; mp is the polaron mass; χ0 = "ω0/kT; and
( /mp)3/2G(χ0) is the function calculated in [9] for
ZnSe, which varies from 1.1 up to 1.3 in the tempera-
ture range under study. Taking into account the numer-
ical values of these quantities for ZnSe crystals, we
rewrite relation (8) as

(9)

The mobility µLO in formula (9) is expressed in
cm2 V−1 s–1.

The charge-carrier mobility limited by the scattering
at In macrodefects was calculated from the relation [14]

(10)

where N and S are the concentration and the effective
scattering cross section by macrodefects. The magni-
tude of the product NS, at which the function µ(T) was
calculated using formulas (7), (9), and (10) and the
dependence µH(T) obtained experimentally coincide
(Fig. 6), was 1.1 × 108 cm–1.
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The analysis of the effect of various electron scatter-
ing mechanisms indicates the following: the tempera-
ture dependence µH(T) is governed by the interaction of
electrons and LO phonons. At the same time, the con-
sideration of electron scattering at the In macrodefects
allows us to explain the relatively low value of electron
mobility in the crystals under study. It is worthwhile to
note for comparison that the electron mobility in
ZnSe:In and ZnSe:(In + Zn) crystals at 300 K is 500 and
210 cm–2 V–1 s–1, respectively.

7. CONCLUSIONS

The studies of optical, luminescent, and electrical
properties of ZnSe:In crystals obtained by free growth
allow us to make the following conclusions:

(i) The presence of the absorption and luminescence
excitonic lines in the spectra of pure and lightly doped
([In] < 1016 cm–3) crystals is indicative of their struc-
tural perfection and their low content of native and
impurity defects. Edge emission caused by recombina-
tion at the donor–acceptor pairs as well as long-wave-
length luminescence in the region of λ = 490 nm are
indicative of the presence of residual Li (Na) and O
impurities in crystals.

(ii) The doping of crystals with In results in the for-

mation of donor centers . These centers manifest
themselves in the impurity absorption of ZnSe:In
(d-region), act as electrically active donors, and are
incorporated in associative defects responsible for the
long-wavelength photoluminescence.

(iii) During the growth of ZnSe:In crystals, native
defects (cationic vacancies) are formed. The existence
of Zn neutral vacancies is deduced from the exciton
luminescence spectrum (emission line at 2.771 eV).
The Zn charged vacancies are incorporated into the
associative centers (VZnInZn)× and (VZnInZn)– responsi-
ble for the conductivity compensation and the long-
wavelength photoluminescence.

(iv) The presence of In impurity with a concentra-
tion above 1017 cm–3 results in a noticeable narrowing
of the semiconductor band gap and in the correspond-
ing decrease in the donor activation energy. For an In
concentration of 2.8 × 1017 cm–3, the value of ∆Eg is
22 meV, and the activation energy of In donor centers
decreases from 22 up to 8 meV.

InZn
+
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(v) The annealing of ZnSe:In crystals in the Zn melt
results in a decrease in the cationic vacancy concentra-
tion, which causes conductivity decompensation of the
ZnSe:(In + Zn) crystals and an increase in their electri-
cal conductivity. At temperatures lower than 70 K,
ZnSe:(In + Zn) crystals with an In concentration above
1017 cm–3 become degenerate.

(vi) The electron mobility in the high-conductivity
ZnSe:In:Zn crystals is limited by the electron scattering
at LO phonons and at In macrodefects. Macrodefects
are formed as a result of the In solubility decrease in
ZnSe:In crystals in the course of their annealing in the
Zn melt.
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Abstract—It is found that two types of centers are formed in Si1 – xGex single crystals as a result of irradiation
with fast electrons: divacancies (V2) characteristic of silicon and the  centers; the latter are complexes of

divacancies V2 with germanium atoms (V2Ge). It is shown that an absorption band peaked at about 5560 cm–1

is a superposition of two absorption bands that correspond to the above centers. The V2 divacancies diffuse dur-
ing isochronous heat treatment and interact with germanium atoms, thus giving rise to additional  centers.

The latter have a higher thermal stability than the V2 centers do, and their annealing temperature increases with
increasing content of germanium. © 2001 MAIK “Nauka/Interperiodica”.

V2*

V2*
One of the most important radiation defects in sili-
con grown both by the floating-zone method and by the
Czochralski method is the divacancy V2. The latter may
be formed either as a primary defect during irradiation
or as a secondary defect, as a result of the interaction of
vacancies during their thermally activated migration.
The properties of divacancies in silicon are adequately
understood. It has been established using electron spin
resonance, infrared (IR) absorption, photoconductivity,
and deep-level transient spectroscopy (DLTS) that a

divacancy may have four charge states in silicon: ,

, , and  [1–7]. Three IR absorption bands
peaked at about 2500, 2760, and 5560 cm–1 are related
to divacancies and correspond to the charge states of

, , and , respectively. The intensity of the band
at about 5560 cm–1 is typically used to estimate the con-
centration of divacancies introduced by irradiation [8].
As for the Si1 – xGex solid solutions, there are only a few
publications concerned with the properties of divacan-
cies in these solid solutions. Thus, IR spectroscopy has

been used to study the  divacancies on the basis of
the absorption band peaked at about 5560 cm–1 in poly-
crystalline Si1 – xGex (0 ≤ x ≤ 1) samples irradiated with
neutrons or protons [9]. It was found that, as the germa-
nium content increases, the above absorption band
shifts to lower frequencies; this shift is believed [9] to
correlate with changes in the lattice constant as the
solid-solution composition varies. An enhancement of
the thermal stability of divacancies in the crystals
enriched with silicon and a reduction of thermal stabil-

V2
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V2
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0 V2
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V2
– V2

+ V2
0

V2
0
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ity in the crystals enriched with germanium were also
observed [9]. Recently, thin Si1 – xGex layers have been
studied [10, 11]. It was found that the thermal stability
of divacancies is not affected by changes in the
Si1 − xGex composition; however, a decrease in the

enthalpy of activation for the  divacancy level in ref-
erence to the valence-band top with increasing germa-
nium content was observed.

In single-crystal Si1 – xGex samples, the properties of
divacancies have been mainly studied for a germanium
content lower than 1 at. %. In this paper, we report new
data on the origin of the divacancy-related absorption
band in the vicinity of 5560 cm–1 in the single-crystal
Si1 – xGex samples with a germanium content as high as
15 at. %.

The B-doped p-Si1 – xGex single crystals were grown
by the Czochralski method at the Institute of Crystal
Growth (Berlin) [12, 13]. The oxygen and carbon con-
centrations were determined from the intensities of the
IR absorption bands at wavelengths of 9 and 16 µm and
were found to be (7–9) × 1017 and (2–3) × 1016 cm–3,
respectively. The germanium content in the samples
was determined using a JCXA-733 microprobe X-ray
analyzer and varied from 0.8 to 15 at. %. In order to
clarify the special features of the effect of germanium
on the properties of divacancies, we studied the refer-
ence silicon crystals that did not contain germanium
and whose parameters were close to those of the
Si1 − xGex solid solutions.

The samples were irradiated with 4-MeV electrons
at temperatures of Tirr ≈ 300 and 90 K. The irradiated

V2
+
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samples were then heat-treated isochronously (for
20 min) in the temperature range of Tann = 100–400°C.
We studied the processes of the formation and anneal-

ing of  divacancies (on the absorption band at
5560 cm–1) and their dependence on the germanium
content in Si1 – xGex.

The absorption spectra obtained for the samples
irradiated with a dose of 5 × 1017 cm–2 at a temperature
of Tirr ≈ 300 K are shown in Fig. 1. As can be seen, a

gradual shift of the -related absorption band to lower
frequencies is observed with increasing germanium
content in the samples. The dependence of the magni-
tude of the shift for this band (a variation in the energy
position ∆E) on the germanium content in the samples
is shown in Fig. 2. A similar dependence of variation in
the band gap Eg (∆Eg) [14] is also plotted for compari-
son. It can be seen that the curve describing the absorp-
tion-band shift does not coincide with that describing
the variation in Eg in contrast to what has been reported
recently [9]. For the germanium content NGe & 1.7 at. %,

the magnitude of the shift of the -related band is
close to the variation in Eg; however, for a higher ger-

manium content, the shift of the -related band
greatly exceeds the variation in Eg. Estimations of the
divacancy concentrations from the intensity of the
absorption band near 5560 cm–1 show that the diva-
cancy-introduction efficiency is affected only slightly
by germanium in the range of germanium concentra-
tions under consideration, whereas a decrease in the
A-center introduction efficiency has been observed pre-
viously in these crystals [15].

Interesting features in the behavior of the absorption

band corresponding to  were observed in the sam-
ples subjected to isochronous heat treatment. In Fig. 3,
we show experimental data for the samples with a ger-
manium content of 3.5 at. %. In the range of annealing
temperatures of Tann = 150–240°C, the high-frequency
wing of the absorption band changes, the peak of the
band shifts gradually to lower frequencies, and a certain
increase in the band intensity is observed (Fig. 3,
curve 3 for ). All these changes occur within the ini-

tial absorption band. Such changes are characteristic of
the entire range of germanium concentrations in the
samples we studied and occur at the same heat-treat-
ment temperatures, irrespective of germanium content.
In the reference silicon samples, high proportions of
divacancies are annealed out (Fig. 4, curve 1) in the
heat-treatment temperature range of Tann = 150–240°C,
which is accompanied by the formation of additional
vacancy–oxygen centers (the A centers). Heat treatment
in this temperature range does not induce any changes
in the absorption region corresponding to the A centers
for all the Si1 – xGex samples we studied.
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For higher heat-treatment temperatures, the inten-
sity of the  band formed as a result of heat treatment

at Tann = 150–240°C remains at first unchanged and
then decreases gradually as a whole, with the position
of the band being preserved. The results of heat treat-
ment, i.e., the behavior of the -related band (the

intensity at the peak), are illustrated in Fig. 4 for all the
samples studied. As can be seen from Fig. 4, the tem-
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Fig. 1. Absorption spectra in the vicinity of 5560 cm–1 for
Si1 – xGex samples irradiated with fast electrons with a dose

5 × 1017 cm–2. Germanium content in the samples was
NGe = (1) 0, (2) 3.5, (3) 8.5, (4) 11.5, and (5) 15 at. %.

Fig. 2. Dependences of variation in (1) Eg [14] and (2) the

shift of the  absorption band in relation to the germa-

nium content in Si1 – xGex.
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perature at which the -related band disappears is
higher than that of the divacancies (the band at
5560 cm–1 in silicon) and increases with increasing ger-
manium content in our samples. This is inconsistent
with the results obtained by DLTS when studying the
thin Si1 – xGex layers [10, 11]. It was shown that the ther-
mal stability of divacancies is unaffected by variations
in the samples’ composition [10, 11].

It is known that divacancies in silicon are annealed
out as a result of their diffusion over the lattice and
eventual capture by a trap (a sink); furthermore, diva-
cancies can diffuse across large distances over the sili-
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Fig. 3. The absorption band peaked at about 5560 cm–1

(1) before heat treatment and (2–7) the behavior of this
band in the Si0.965Ge0.035 samples heat-treated at Tann =
(2) 180, (3) 240, (4) 310, (5) 320, (6) 330, and (7) 335°C.

Fig. 4. Relative variation in the intensity (I/I0) of the

absorption bands (1)  in Si and (2–5)  in Si1 – xGex

subjected to heat treatment. The germanium content was
NGe = (2) 3.5, (3) 6.5, (4) 8.5, and (5) 11.5 at. %.

V2
0

V2*
con lattice without dissociation [1]. The activation
energy for the diffusion of divacancies is ~1.25 eV,
whereas that for divacancy dissociation is higher than
1.6 eV. Divacancies V2 interact actively with I impuri-
ties to form V2 + I complexes (the complexes V2O,
V2O2, HV2, SnV2, Sn2V2, and so on are thus effectively
formed) [16–20].

We observed the following specificities in the
behavior of the absorption band at about 5560 cm–1 in
the Si1 − xGex samples subjected to heat treatment in the
temperature range of Tann = 150–240°C: variation of the
band’s high-frequency wing, a shift of the peak,
increased intensity, and the absence of the A-center
“negative annealing” stage. These observations suggest
that V2 divacancies interact with impurities (traps) dur-
ing thermally activated diffusion of V2 in Si1 – xGex crys-
tals at the above temperatures; as a result, V2 divacan-
cies are transformed into other  complexes. Taking

into account that the concentration of germanium in the
samples under consideration far exceeds that of all pos-
sible sinks in these samples and that it is the presence
of Ge which mainly differentiates the Si1 – xGex samples
from the reference Si samples, we may reasonably
assume that diffusing divacancies interact with Ge
atoms in the course of heat treatment and form V2Ge
centers; as a result, the  band emerges.

In order to verify the above assumption concerning
the complicated origin of the absorption band peaked at
about 5560 cm–1 in Si1 – xGex, we studied the samples
irradiated at Tirr & 90 K. As is well known, the GeV cen-
ters are intensively formed at these irradiation temper-
atures; almost all the vacancies are trapped by germa-
nium atoms, which affects the efficiency of the intro-
duction of the secondary radiation defects [21, 22]. In
Fig. 5, we show the absorption spectra measured at T =
4.2 K for a Si sample and a Si1 – xGex sample with a ger-
manium content of 3.5 at. %; the samples were irradi-
ated with electrons at Tirr & 90 K with a dose of 6 ×
1017 cm–2. As can be seen, the band at ~835 cm–1 corre-
sponding to the A centers is not observed in the absorp-
tion spectrum of Si0.965Ge0.035 immediately after irradi-
ation. However, any appreciable effect of germanium
on the absorption band peaked at about 5560 cm–1 and
related to divacancies is not observed; as a result, the
divacancy concentration determined from the intensity
of this band is not affected by germanium. This is
unusual because the efficiency of formation of the sec-
ondary V2 centers due to the vacancy–vacancy interac-
tion is bound to be lower than that of the A centers in
the material grown by the Czochralski method for the
energies and doses of fast electrons used. On the other
hand, the introduction efficiency for GeV centers is
known to be far in excess of those for the secondary A
and V2 centers [6, 21] (taking into account the high ger-
manium concentration); consequently, the effect of ger-
manium on divacancy formation should be observed.

V2
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In order to gain deeper insight into the effect of ger-
manium content on divacancy formation in Si1 – xGex,

we also studied the  divacancy charge state; the lat-
ter is represented by the absorption band in the vicinity
of 2760 cm–1 and by its phonon replica observed on the
high-frequency side of this band. As can be seen from
Fig. 5, the absorption band at ~2760 cm–1 in
Si0.965Ge0.035 is shifted by ~20 cm–1 to lower frequencies
compared to that in Si (as opposed to the shift of
~100 cm–1 for the band peaked at about 5560 cm–1), and
the intensity of this band is lower than in Si. A compar-

ison of the areas under the  bands indicates that the
concentration of divacancies is lower in Si0.965Ge0.035
than in Si, which, as was mentioned above, should be
observed under the conditions of low-temperature irra-
diation. Isochronous heat treatment of the samples indi-

cates that the centers represented by the  absorption
band in Si0.965Ge0.035 anneal out similarly to divacancies
in Si and that this band disappears in the temperature
range of Tann = 180–260°C, which is consistent with the
results reported elsewhere [10, 11]. All the aforemen-
tioned factors strengthen our assumption that the origin
of the band peaked at about 5560 cm–1 is intricate.

As can be seen from Fig. 3 and as the results of
decomposition of the absorption bands peaked in the
vicinity of 5560 cm–1 into components demonstrate, the
band observed in the spectrum of all the samples stud-
ied immediately after irradiation of Si1 – xGex is a super-
position of two bands; one of these corresponds to the
V2 divacancies, whereas the other corresponds to the 

centers detected, with the contribution of  to the

absorption band increasing as the germanium content
increases. Thus, the  centers are formed even in the

course of irradiation. Since germanium atoms are effec-
tive sinks for vacancies, the vacancies directed towards
germanium atoms form associations with them, i.e.,
V2Ge complexes.

Thus,  complexes may be formed as a result of

two reactions; one of these proceeds during irradiation
and is represented as

(1)

whereas the second reaction is thermally activated and
is described by

(2)

Taking into account the complicated structure of the
divacancy-related absorption band peaked at about
5560 cm–1, we may evidently explain the change in the
position of this band observed in Si1 – xGex with refer-
ence to Si by the simultaneous effect of two factors:
(i) a shift related to variation in the band gap as the
composition changes and (ii) a contribution of the
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absorption band that corresponds to . As the germa-

nium content increases, the contribution of  to the

absorption band increases, which is apparently respon-
sible for a deviation of the germanium-content depen-
dence of the band shift from the corresponding depen-
dence for Eg.

Thus, the experimental data obtained here suggest
that V2 divacancies characteristic of silicon are formed
in Si1 – xGex single crystals during irradiation in addi-
tion to complexes of V2 with germanium atoms (V2Ge)
and that the absorption band peaked in the vicinity of
5560 cm–1 is a superposition of two absorption bands
that correspond to absorption by these two centers. We
found that germanium did not affect the build-up of
divacancies (as estimated from the absorption band
peaked in the vicinity of 5560 cm–1); this may be attrib-
uted to the fact that we experimentally measured the
total concentration of divacancies and the detected 

centers. Thus, the absorption intensity at the peak of the
band at about 5560 cm–1 in the Si1 – xGex solid solutions
cannot be used to estimate the concentration of diva-
cancies introduced by irradiation.

It should be emphasized that all the aforementioned
special features of absorption spectra manifest them-
selves in the range of high germanium concentrations.
This means that it is probably necessary to distinguish
between the regions of low and high concentrations of
germanium in silicon when studying the processes of
defect formation in Si1 – xGex. The effect of germanium
on the formation of secondary radiation defects in sili-
con in the region of low germanium concentrations
(<1 at. %), in which case a germanium atom may be
considered as a conventional isovalent impurity, is pre-
dominantly governed by the elastic-stress fields intro-
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Fig. 5. Absorption spectra of (1) Si and (2) Si0.965Ge0.035
crystals irradiated at Tirr ≤ 90 K with fast electrons with a

dose of 6 × 1017 cm–2.
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duced by germanium atoms in silicon. It is this factor
that evidently accounts for the previously observed
reduction of introduction efficiency for all secondary
radiation defects [22] in germanium-doped silicon,
which is similar to what has been found for the tin
impurity in silicon [23, 24]. In the region of high ger-
manium concentrations, the energy-band structure and
the probabilities of interaction of defects and the cross
sections of the defect production change; it is this cir-
cumstance that governs the processes of defect forma-
tion.
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Abstract—The kinetics of the low-temperature photoluminescence (PL) of GaAs under the influence of the
electric field of a surface acoustic wave (SAW) is investigated experimentally. When a SAW pulse (delayed by
20–30 µs with respect to the laser pulse) with a field strength of up to ~50 V/cm is applied, the rate of the con-
duction band-to-acceptor transitions increases considerably (by a factor of up to 10–20), while the rate of the
donor–acceptor pair transitions does not vary significantly nor is the excitonic PL enhanced. The data obtained
provide evidence of shallow-level donor ionization by the SAW electric field and corroborate the recombination
model proposed previously, which explains the slow nonexponential decay of the free-electron PL in pure GaAs
by the effect of multiply repeated capture of free conduction-band electrons by shallow-level donors. © 2001
MAIK “Nauka/Interperiodica”.
INTRODUCTION

It is currently believed that the mechanisms and the
kinetics of radiative recombination in gallium arsenide
and related III–V compounds are well investigated.
From the data reported in the literature, the relaxation
of nonequlibrium charge carriers (generated by a band-
to-band excitation optical pulse) at liquid-helium tem-
perature can be described in the following terms. Ini-
tially, at a time scale of several nanoseconds, the near-
band edge photoluminescence (PL) kinetics in GaAs is
governed by the formation and radiative decay of exci-
tons [1, 2]. Subsequently, the impurity-related transi-
tions start to be dominant. Since the cross section of the
free-hole capture by shallow-level acceptors is larger
than that of the free-electron capture by shallow-level
donors [1], emission related to the valence band-to-
donor transitions should decay much faster than the
emission related to the conduction band-to-acceptor
transitions. Furthermore, it is to be expected that, at low
excitation levels, the decay of emission originating
from transitions of both types follows an exponential
law, and, thus, the band-to-impurity transitions vanish
from the PL spectra within several microseconds or
several tens of microseconds after the excitation is
switched off [1, 3]. Consequently, it may be concluded
that, at the end of this time interval, only the lines orig-
inating from the donor–acceptor pair (DAP) recombi-
nation, which decay rather slowly [4], remain in the
spectrum. Commonly, experimental data on the kinet-
ics of impurity PL in GaAs can be interpreted in the
context of the scheme outlined. For example, in the
detailed study of the exciton and impurity PL reported
in [1], it was assumed that the decay curves of the band-
to-acceptor transitions, recorded in the delay range
1063-7826/01/3508- $21.00 © 0895
from 0 to 2 µs, can be approximated by exponential
dependences, which makes it possible to compare the
experimentally determined transition rates with the cal-
culated ones.

However, we have found recently that this pattern of
excitation relaxation disregards important mechanisms
that govern low-temperature recombination kinetics of
free electrons in GaAs. It was shown experimentally
that the decay of the band-to-acceptor PL in undoped or
lightly doped GaAs lasts up to delay times as long as
1−2 ms and follows the dependence close to a power
law (IPL(t) ∝  1/tα, where α < 1), which is radically dif-
ferent from the expected exponential decay [5–9]. The
observation of long-lived transient PL of shallow
acceptors makes it necessary to modify the above con-
cept of dominant recombination processes in GaAs at
low temperatures and cannot be interpreted in the con-
cept of free-to-bound, bound-to-bound (donor–accep-
tor), and excitonic recombination mechanisms treated
independently. To explain this effect, we considered a
model similar to that proposed previously [9] to treat
the luminescence kinetics of crystal phosphors [10, 11].
It has been demonstrated that slow decay of the free-
carrier luminescence described by a time dependence
close to a power law can take place in the material that
contains centers of the charge-carrier trapping, pro-
vided the rates of the carrier recombination and carrier
capture and escape from the traps satisfy certain rela-
tionships [10, 11]. According to this model, the long-
lived PL appears when the probability of carrier capture
by a trap far exceeds both the probability of its thermal
escape and the probability of its transfer to a recombi-
nation center, and when the occupancy of the traps at
the initial moment of the transient is close to 100%. In
2001 MAIK “Nauka/Interperiodica”
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this case, the carriers experience a large number of cap-
ture and escape events prior to recombination, and the
PL decay extends over a much longer period of time
than a single residence of a carrier on a trap. According
to the model, the duration of the band-to-acceptor PL
decay falls in the millisecond range if the time of elec-
tron thermal escape from the traps is from several to
several hundred milliseconds. Since the times of elec-
tron thermal escape from deep-level centers in GaAs at
liquid-helium temperatures are on the order of several
hours to several months [12], it was assumed that shal-
low-level donors act as traps in the case under study.

To test the proposed model experimentally and to
clarify the role of shallow donors in the appearance of
long-lived PL, we study this effect under the conditions
such that the relationship between the rates of electron
capture and escape from the traps can be varied. We
carried out for the first time an investigation of the near-
band edge PL kinetics under an applied ionizing elec-
tric field created using a surface acoustic wave (SAW).
The SAWs provide a convenient means for the ionization
of excitons and shallow-level donors in GaAs [13, 14].

EXPERIMENTAL

The samples for the PL kinetics studies were grown
by molecular-beam epitaxy on semi-insulating
GaAs(100) substrates. Surface acoustic waves were
applied to the sample using the scheme outlined in
Fig. 1. An interdigital transducer (IDT) was deposited
on a lithium niobate crystal. The sample was placed
near the surface of this crystal at a distance much less
than the SAW wavelength; thus, the sample properties
are affected by the electric field of SAWs propagating
in LiNbO3 [15]. Both the excitation radiation and the
PL to be detected pass through the bulk of the LiNbO3
crystal, which is transparent in the wavelength range of
interest. In this arrangement, the energy fed into the
IDT is efficiently converted into SAW energy. In com-

Sample

Excitation

RF

SAW LiNbO3

PL

IDT

Fig. 1. Schematic representation of the setup used for the
application of surface acoustic waves to the sample. IDT
stands for the interdigital transducer; RF, for the radio-fre-
quency ac voltage applied to the transducer; SAW, for the
surface acoustic wave; and PL, for the photoluminescence
radiation.
parison to the case where the IDT is deposited on the
sample itself [16], the efficiency increases almost by a
factor of 100, which results in a considerable reduction
of the heat generation in the IDT related to the Joule
losses. The transducer was composed of 15 electrode
pairs; the peak of its frequency-response curve was at
70 MHz, which corresponded to the SAW wavelength
of ~40 µm. The time of the SAW propagation from the
IDT to the photoexcited region was equal to 3 µs. The
strength of the SAW electric field in the sample was cal-
culated from the known amplitude of the normal dis-
placement in the SAW; the latter was determined from
the measured intensity of laser beam diffraction (in
reflection configuration) on the SAW propagating over
the surface of the LiNbO3 crystal. The electric-field
strength in the sample varied from 0 to 400 V/cm. The
kinetics of the band-to-acceptor, donor-to-acceptor, and
excitonic PL under the influence of the SAW was
recorded. The measurements were carried out in liquid-
helium vapor at a temperature of 4.5–5 K. The PL was
excited by the second harmonic of a pulsed LTI-701
Nd:YAG laser (excitation wavelength, 532 nm; the
half-amplitude pulse duration, 120–150 ns; and pulse
repetition rate, 5 kHz). The diameter of the laser spot at
the sample surface was 300 µm. The recombination
radiation was dispersed by a grating double monochro-
mator and detected by a cooled photomultiplier operat-
ing in the time-resolved photon counting mode. The
rectangular SAW pulses of 2–10 µs duration were
applied with a delay of 10–50 µs with respect to the
exciting laser pulse.

RESULTS AND DISCUSSION

In Figs. 2 and 3, we show the decay curves for near-
band edge PL lines and, in Fig. 4, the time-resolved
spectra of the acceptor-related PL for a p-GaAs sample
(with no intentional doping) subjected to SAWs. The
density of shallow acceptors in the epilayer determined
from the Hall effect data is NA = 3 × 1014 cm–3, with the
degree of compensation being ~1/3. The layer thickness
equals 5 µm.

The decay curves for the (conduction band)-to-
acceptor PL under the effect of a SAW are plotted in
Fig. 2. When the SAW pulse is not applied, slow non-
exponential decay of the PL is observed (see the lowest
curve). Application of the SAW pulse results in a grad-
ual increase in the (e, A) transition rate during the pulse,
provided the SAW electric field exceeds 10 V/cm. At
higher fields, the increase in the PL intensity is more
rapid. After the end of the SAW pulse, slow PL decay
(on the time scale of tens of microseconds) is observed.
If the electric field strength exceeds 50 V/cm, the decay
starts during the pulse itself.

In contrast to the band-to-acceptor PL kinetics, the
decay curves of the DAP recombination radiation do
not change significantly upon application of SAWs
with the field strength of up to 30 V/cm (see Fig. 3).
SEMICONDUCTORS      Vol. 35      No. 8      2001
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When the field strength is raised above this value, a
gradual decrease in the intensity of the DAP transitions
in the tails of the decay curves after the SAW pulse is
observed.

The decay curve of the excitonic PL under an
applied SAW of the largest amplitude is plotted in
Fig. 2. One can see that, at a field strength of up to
400 V/cm, no enhancement of excitonic PL is
observed.

The observed rise of the band-to-acceptor PL inten-
sity under the application of the SAW pulse is indica-
tive of an increase in the electron density in the conduc-
tion band due to the partial ionization of the electron
traps. Trap ionization is caused by an increase in the
probability of electron escape under the influence of the
SAW electric field. After the SAW is switched off, the
initial value of the escape probability is restored, and
the conditions for slow decay are established again.
This behavior of the band-to-acceptor PL decay curves
agrees with the proposed model of the recombination
mechanism. The decay of the band-to-acceptor PL dur-
ing the SAW pulse observed at electric field strengths
exceeding 50 V/cm may be related to the intensification
of electron transport out of the photoexcitation spot
caused by the moving potential lattice created by the
traveling SAW [17].

Next, we consider the behavior of the DAP PL
decay curves under the application of the SAW and
demonstrate that it is also in agreement with the pro-
posed model. According to the model, slow decay is
observed when almost all of the traps are occupied by
electrons, and the free-electron density at the instant of
the SAW pulse application is much lower than the trap
density (~0.1% of the latter). Let us now assume that
shallow donors act as traps. Then the SAW-induced
ionization of a small fraction (on the order of 1%) of
donors will result in a severalfold increase in the rate of
the band-to-acceptor transitions. Meanwhile, the rate of
the DAP transitions will not decrease significantly,
since the number of electrons captured by donors
changes only slightly. It is exactly such behavior that
can be seen in Fig. 3.

Since the excitonic PL intensity does not grow
under the influence of the SAW, it may be inferred that
the shallow acceptors (EA ≈ 30 meV) are not ionized.
This indicates that the carrier binding energy at the
traps responsible for the slow decay of band-to-accep-
tor PL is much less than that at shallow acceptors; this
is also in agreement with the assumption that shallow
donors (ED ≈ 6 meV) play the role of these traps. Thus,
we conclude that the slow decay of the PL is due to the
multiply repeated capture of the conduction-band elec-
trons by shallow donors.

It should be noted that the changes in the PL decay
curves brought about by the application of SAWs may
be related to heat generation in the IDT leading to an
increase in the sample temperature. An additional study
was carried out to determine the range of SAW intensi-
SEMICONDUCTORS      Vol. 35      No. 8      2001
ties at which IDT heating does not result in the modifi-
cation of the PL decay curves. To this end, the PL kinet-
ics was recorded for the frequency of the voltage
applied to the IDT near the minimum of the transducer
frequency response. Under these conditions, the SAW
electric field strength is greatly reduced, while the heat
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Fig. 2. Decay curves for the band-to-acceptor transition
intensity during the application of SAW pulses of different
amplitudes. The 10-µs SAW pulse (shown in the figure) is
delayed by 33 µs with respect to the laser pulse. The curves
correspond to the SAW electric field strength of 0, 10, 20,
30, and 100 V/cm (from bottom to top). For comparison, the
excitonic PL decay kinetics under application of the SAW
with the field strength of 400 V/cm is also shown (curve X).

Fig. 3. Decay curves for the donor-to-acceptor transition
intensity under application of SAW pulses. The SAW elec-
tric field strength is equal to (1) 0, (2) 10, (3) 30, and
(4) 100 V/cm.
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Fig. 4. Spectra of the shallow-acceptor transient PL at dif-
ferent delays with respect to the exciting laser pulse.
A 10-µs SAW pulse is applied 23 µs after the laser pulse;
the SAW field strength equals 50 V/cm. The solid lines
show the spectra recorded before the application of the
SAW pulse delayed by 0.4, 0.8, 1.5, 5, and 21 µs (from top
to bottom); the dashed lines show the spectra recorded dur-
ing the SAW pulse delayed by 24, 26, and 28 µs (from bot-
tom to top); and the dotted lines show the spectra recorded
after the end of the SAW pulse delayed by 35, 45, and 60 µs
(from top to bottom). The arrows indicate the direction of
increasing delay time in each group of curves.

Fig. 5. Effect of the IDT driving-voltage frequency on the
decay curves for the band-to-acceptor recombination radia-
tion. For the upper curves, the frequency corresponds to the
maximum and, for the lower curves, to the minimum of the
transducer frequency response. The voltage amplitude
equals (1) 20 and (2) 200 mV; for the resonance case, this
corresponds to the SAW electric field strength of 40 and
400 V/cm, respectively.
generation in the IDT remains virtually unchanged.
Figure 5 displays the kinetics of the band-to-acceptor
recombination radiation recorded upon application of
resonance (upper curves) and nonresonance (lower
curves) excitation voltage to the IDT. The voltage
amplitude U equals (1) 20 and (2) 200 mV; for the res-
onance case, this corresponds to the SAW electric field
of 40 and 400 V/cm, respectively. One can see that, for
U = 20 mV, the effect of donor ionization vanishes
when the IDT excitation frequency is shifted to the
minimum of the transducer frequency response, in
which case the shape of the PL decay curve is not
affected by the SAW application. Thus, it may be con-
cluded that IDT heating does not affect the PL kinetics
for field strengths below 40 V/cm. When the resonance
voltage applied to the IDT is raised to 200 mV (which
corresponds to the SAW field strength of 400 V/cm), an
increase in the PL intensity occurs in the delay range
from 1 to 20 µs (i.e., before the SAW pulse); the
increase is followed by a bend, after which the decay
becomes faster. Previously, we observed similar behav-
ior of the decay curves at elevated sample temperatures
[6]. In the present case, however, we observe the long-
lived PL at longer delays, which should be absent at
high lattice temperatures. If the IDT excitation fre-
quency is shifted to the minimum of the frequency
response characteristic, the inflection point in the decay
curve disappears; only the feature related to the donor
ionization after the application of the SAW pulse
remains, with the feature amplitude corresponding to
the SAW electric field of ~40 V/cm. Since the long-
lived PL does not exist at increased lattice tempera-
tures, it may be suggested that the inflection point that
appears at the beginning of the decay curve for the
SAW electric field exceeding 400 V/cm is related to the
short-term increase of the lattice temperature caused by
the electron gas heating, rather than by heat generation
at the IDT during the SAW pulse. Electron heating is
caused by the interaction of the dense carrier gas cre-
ated by the laser pulse with an acoustic wave that
remains for a long time in the resonator formed by the
IDT and the edge of the LiNbO3 crystal.

CONCLUSION

Thus, in this study, the influence of the electric field
of a surface acoustic wave on the kinetics of the edge
PL in GaAs was examined for the first time. It was
found that the application of SAW pulses inducing the
electric field with a strength exceeding 10 V/cm leads
to an increase in the (conduction band)-to-acceptor PL
intensity, while the decay kinetics of the donor-to-
acceptor transitions is not affected up to a field strength
of 50 V/cm. The enhancement of the excitonic PL under
the influence of the SAW is not observed up to the max-
imum fields used (400 V/cm). Such behavior of the
edge PL kinetics is indicative of the shallow-level
donor ionization under the effect of the SAW electric
field. The results obtained corroborate the proposed
SEMICONDUCTORS      Vol. 35      No. 8      2001
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model of the recombination mechanism in pure GaAs,
which explains the appearance of the long-lived shal-
low-level acceptor PL by the effect of multiply repeated
capture of the free electrons by shallow-level donors. It
is shown that the field ionization of donors governs the
shape of the PL decay curves up to a SAW field strength
of ~100 V/cm; at higher fields, the effect of electron-
gas heating becomes important.
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Abstract—The dependence of the optical band gap for Zn1 – xMnxTe and Cd1 – xMnxTe semiconductor com-
pounds was investigated by the methods of cathodoluminescence and optical reflection. It was found that, for
Zn1 – xMnxTe compounds in the region x & 0.2, the band gap is additionally broadened by a magnitude of about
0.08 eV, which is related to the high density of interstitial-type defects in single crystals. For x * 0.3, the prob-
ability of the existence of these defects decreases substantially, which is related to the distortion of tetrahedra
of the crystal lattice of Zn1 – xMnxTe by Mn atoms, which are incorporated into each tetrahedron. © 2001 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Certain ternary II–VI compounds with transition
metals are wide-gap semimagnetic semiconductors with
similar properties [1, 2]. In contrast with Cd1 – xMnxTe,
nonlinear variations of the band gap ∆Eg and parame-
ters of electron spin resonance spectra were found in
the region of low Mn contents for Zn1 – xMnxTe materi-
als [3, 4].

The purpose of this study was to clarify the distinc-
tions between the properties of Cd1 – xMnxTe and
Zn1 − xMnxTe semiconductors, which were found in the
region of low Mn contents. With this object in view, the
results of measurements of the optical band gap are
reported in this paper. These results were obtained by
measuring the cathodoluminescence spectra (at tem-
peratures of 77 and 300 K) and optical reflectance spec-
tra (at 300 K).

EXPERIMENTAL RESULTS AND DISCUSSION

The cathodoluminescence spectra obtained for
cleaved surfaces of the Zn1 – xMnxTe crystals are shown
in Fig. 1. The electron energy was 10 keV, the beam
current was 5 µA, and the surface area exposed to the
beam was about 0.2 mm2. The residual pressure in a
vacuum chamber was about 10–7 Pa. The signal was
detected by a grating monochromator and was mea-
sured by a selective voltmeter.

As can be seen from Fig. 1a, the E0 peak related to
the band-to-band transitions is dominant in the cathod-
oluminescence spectra for the Zn0.995Mn0.005Te sample
(curve 1) at liquid-nitrogen temperatures. Two peaks
(EM1 and EM2), which can be attributed to intracenter
1063-7826/01/3508- $21.00 © 0900
transitions 4T1(4G)  6A1(6S) and 4T2(4G)  6A1(6S)
[5], are also observed.

For Mn contents x ≥ 0.1, the transition 4T1(4G) 
6A1(6S) starts to be dominant in the spectra measured at
T = 77 K. At higher Mn contents, transitions most prob-
ably proceed between the impurity bands of Mn atoms,
as evidenced by the broadening of the EM1 line. The
most significant result of investigations of cathodolu-

1.0 1.5 2.0 2.5 3.0 3.5 1.0 1.5 2.0 2.5 3.0 3.5
Energy, eV
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2

3

4

5

EM1

EM2

E0

EM1

(a) (b)

Intensity, arb. units

1

2

3

4

E0

EM1

Fig. 1. Cathodoluminescence spectra of the Zn1 – xMnxTe
compounds at temperatures of T = (a) 77 and (b) 300 K. The
spectra correspond to the samples with the Mn content x =
(1) 0.005, (2) 0.085, (3) 0.283, (4) 0.39, and (5) 0.532.
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minescence for Zn1 – xMnxTe is the fact that the E0 line
related to the band-to-band transitions starts to shift
noticeably only at x > 0.085.

In order to clarify the effect of Mn atoms on the opti-
cal band gap in detail, the optical reflectance spectra
were investigated in the energy range 0.8–6 eV. The
experiments were carried out in a setup with a two-
beam optical scheme. The signals were detected using
a photoresistor and selective voltmeter combined with
a personal computer.

The optical reflectance spectra for the Cd1 – xMnxTe
and Zn1 – xMnxTe compounds with various Mn contents
are shown in Fig. 2. The peaks observed in the spectra
are denoted as E0, E1, E1 + ∆1, E2, A, B1, and B2. These
peaks correspond to electron transitions between the
symmetry points of the first Brillouin zone. The transi-

tion between  and  points corresponds to the elec-
tron transition from the valence band to the conduction
band. The energy position of the E0 peak related to this
transition is equal to the band gap accurate to 10 meV
[6]. The measurement error in our determination of the
position of the E0 peak was no larger than ±0.02 eV. For
this reason, we may assume that the measured energy
position of the E0 peak corresponds to the band gap ∆Eg

of the compound.
Figure 3 represents the band-gap dependences on

the atomic fraction of Mn for the Cd1 – xMnxTe and
Zn1 − xMnxTe compounds. These spectra were derived
from optical reflectance spectra. An increase in the
band gap for the Cd1 – xMnxTe and Zn1 – xMnxTe com-
pounds, which is caused by an increase in the Mn con-
tent, should be linear.

As can be seen from Fig. 3a, the band gap for the
Cd1 – xMnxTe compounds increases linearly with x.
A straight line shown in Fig. 3a was obtained from fit-
ting the experimental results by the method of least
squares.

For the Zn1 – xMnxTe compounds (Fig. 3b), signifi-
cant distinctions in the dependence of band gap on x are
observed for low (x & 0.20) and high (x * 0.30) Mn
contents. More specifically, it is impossible to approxi-
mate the results obtained for 0 ≤ x ≤ 0.60 by a straight
line. For the region of x * 0.30, the experimental points
fit nicely to the straight line. Extrapolation of this line
to x = 0 yields the extrapolated band gap for ZnTe
∆Eg = 2.18 eV. This value is smaller than the measured
band gap for ZnTe ∆Eg = 2.27 eV. The experimental
points for the Mn content range of 0 ≤ x & 0.20 also fall
above the straight line plotted using the data for x *
0.30. The straight line with approximately the same
slope but plotted by ~0.08 eV above the former can be
drawn through these points. The shift of linear depen-
dences of the band gap for low and high concentration
regions significantly exceeds the measurement error.
The experimental results obtained seem to indicate that
there is an additional mechanism which broadens the

Γ6
v Γ8

c
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band gap by approximately 0.08 eV and manifests itself
for the Zn1 – xMnxTe compounds in the region of x &
0.20. For x * 0.30, this mechanism ceases to operate.
Let us analyze this possibility to interpret the experi-
mental results.

The band gap of ZnTe crystals grown in different
laboratories have been studied by measuring the optical
reflectance spectra [6, 7]. However, the results reported
differ vastly, specifically, 2.35 eV [6] and 2.26 eV [7].
Distinctions as large as these cannot be attributed to the
measurement error, since the error in determining the
peak position in the reflectance spectra is no larger than
±0.02 eV. In this connection, the cause of distinctions
should be related exclusively to the quality of the sam-
ples grown in various laboratories. It is our opinion that
the distinctions in the band gap values can be caused by
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Fig. 2. Optical reflectance spectra (T = 300 K) for com-
pounds: (a) Cd1 – xMnxTe and (b) Zn1 – xMnxTe. The atomic
fraction of Mn is specified by numbers at the curves.

Fig. 3. Band gap dependences on the Mn content (x)
obtained from optical reflectance spectra (T = 300 K):
(a) for Cd1 – xMnxTe and (b) for Zn1 – xMnxTe.



902 ZHUKOVSKIŒ et al.
a high concentration of background impurities and
structural defects in the samples [6, 7].

It is possible that this hypothesis is confirmed by
fluctuations of ∆Eg values, which were obtained by us
in the region of x & 0.20, whose magnitude signifi-
cantly exceeds the measurement error (Fig. 3b). These
variations of the ∆Eg value can be related to fluctuations
of the defect concentrations in the samples with various
Mn contents. For x * 0.30, the possibility of the exist-
ence of defects or impurities which narrow the band
gap of the Zn1 – xMnxTe compounds could be the alter-
native to this hypothesis. However, cathodolumines-
cence measurements, from which it follows that the
∆Eg value varies more rapidly at high contents x
(Fig. 1), as well as the band gap fluctuations for the
region of x & 0.20, are inconsistent with this interpre-
tation of the ∆Eg(x) dependence.

The existence of a high defect concentration in II–
VI semiconductor compounds with transition metals
was found from temperature measurements of the
dielectric constant [8–10]. It follows from the data
shown in Fig. 3b that, for x & 0.20, the experimental
band gap exceeds the value obtained by extrapolation to
x = 0 of the values measured for x * 0.30. These two
regions are separated by a value of x = 0.25. Assuming
the random distribution of Mn atoms over the Zn sub-
lattice sites at x = 0.25, we deduce that one Mn atom
resides in each tetrahedron of this sublattice. It follows
from the ∆Eg(x) dependences that the incorporation of
one Mn atom into each tetrahedron of the Zn sublattice
leads to a significant decrease in the effect of defects on
the band gap of the Zn1 – xMnxTe compounds. The fact
that defects cease to affect the ∆Eg magnitude at x *
0.25 does not mean that their concentration corre-
sponds to 0.25. The upper bound of the defect concen-
tration is probably much lower than 0.25. Its magnitude
may be estimated as follows. Let us assume that the
defects affect the band gap in the same manner as do the
transition metal atoms. As it follows from Fig. 3b, the
band gap (in eV) depends on the Mn content for x *
0.30 as

It follows from this dependence that, in order to
increase the band gap by 0.08 eV (as takes place for x &
0.20), it is sufficient to incorporate Mn atoms at the
content of x ≈ 0.13. It should be noted that, for various
II–VI compounds, Mn atoms can both increase and
decrease the lattice constant. This is related to the sign
of the difference in ionic radii between Mn and substi-
tuting ion. For example, for the Cd1 – xMnxTe com-
pound, the lattice constant decreases with an increase in
x since the radius of Mn is smaller than that of Cd by
~0.05 Å [1]. On the other hand, the radius of Mn is
larger than that of Zn by 0.09 Å [1]. In connection with
this, an increase in the Mn content leads to an increase
in the lattice constant of the Zn1 – xMnxTe compound.

∆Eg x( ) ∆Eg 0( ) 0.60 0.04±( )x eV[ ] .+=
However, in both cases, the incorporation of Mn leads
to an increase in the band gap.

This means that the defects, which additionally
broaden the band gap by ~0.08 eV for the region of x &
0.20, can both decrease and increase the lattice con-
stant. Except for impurity atoms, the vacancy- and
interstitial-type point defects can vary the lattice con-
stant. Vacancies and their complexes, as a rule, should
decrease the lattice constant, whereas the interstitial
atoms should increase it. The difference in radii
between vacancies (interstitials) and Zn atoms should
be significantly larger as compared to Mn and Zn
atoms. For II–VI compounds with transition metals, the
variation in the band gap, to a first approximation,
should be proportional to the product of impurity
(defect) radii by their concentration. For this reason, the
defect concentration, which additionally broadens the
band gap for the region x & 0.20, should by signifi-
cantly lower than x ≈ 0.13.

In addition, it is necessary to clarify the fact that the
effect of defects on the band gap of the Zn1 – xMnxTe
compounds significantly decreases with an increase in
the Mn content to x ≈ 0.25. Since the atomic radius for
Mn is larger compared to that for Zn, the incorporation
of a single Mn atom into the tetrahedron leads to its dis-
tortion. As a result, the potential energy of the crystal
increases and the band gap broadens. The incorporation
of interstitial-type defects in distorted tetrahedra, which
leads to their further distortion, is less favorable accord-
ing to its energy. On the contrary, the incorporation of
vacancies in tetrahedra (in the Te sublattice) decreases
the distortions. In connection with this, it should be
expected that for the region of x & 0.20, where the
defects and Mn atoms independently affect the ∆Eg

magnitude, the defects additionally broaden the band
gap.

For x * 0.25, the presence of interstitial defects in
tetrahedra, which are already distorted by Mn atoms,
becomes unfavorable by its energy. On the other hand,
there are no clear obstacles for the presence of vacan-
cies in them.

Our measurements of ∆Eg(x) for the Zn1 – xMnxTe
compounds demonstrate that the band gap increases in
the region of x & 0.20. This may mean that the intersti-
tial-type defects, which additionally broaden the band
gap, occur in this region of x. The number of tetrahedra
undistorted, in which the interstitial-type defects can
exist, decreases as x increases, and the tetrahedra of this
type are completely absent in the Zn1 – xMnxTe lattice at
x * 0.25. This means that the additional mechanism of
broadening the band gap, which is related to the pres-
ence of interstitial-type defects in the Zn1 – xMnxTe lat-
tice, ceases to operate.

CONCLUSION

Based on the analysis of the cathodoluminescence
and optical reflectance spectra for the Zn1 – xMnxTe
SEMICONDUCTORS      Vol. 35      No. 8      2001
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samples with various Mn contents (0 ≤ x ≤ 0.60) and
their comparison with the reflectance spectra for
Cd1 − xMnxTe samples (0 ≤ x & 0.70), anomalies were
found in the optical band gap dependence ∆Eg(x) for
Zn1 – xMnxTe with x & 0.20. These anomalies are
caused by the presence of Mn atoms and interstitial-
type defects in crystals. For x * 0.30, the probability of
the existence of defects in the Zn1 – xMnxTe samples
decreases sharply, which is related to the distortion of
tetrahedra by Mn atoms having a larger atomic radius
compared to Zn. As a result, the anomaly found for the
∆Eg(x) dependence disappears.
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Abstract—The electrical properties of Ga1 – XInXAsYSb1 – Y (X = 0.14–0.27) solid solutions grown from a Pb-
containing solution–melt were investigated for the first time. Three acceptor levels were found to exist, specif-
ically, a shallow level with the activation energy EA1 ≈ 0.008–0.015 eV, and two deep levels EA2 ≈ 0.024–0.033 eV
and EA3 ≈ 0.07 eV. It is demonstrated that the use of Pb makes it possible to obtain undoped solid solutions with a
low concentration of defects and impurities and with high carrier mobility. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

It has been reported previously [1] that Pb can be
used as a neutral solvent for growing GaSb epilayers by
liquid-phase epitaxy (LPE). It has been demonstrated
that the use of Pb makes it possible to decrease the liq-
uidus temperature of the system; vary the ratio between
atomic fractions of Sb and Ga in the solution–melt; and
decrease the concentration of native structural defects,
which are characteristic of GaSb, by two orders of mag-
nitude. As the reduced Sb concentration  increased
in the liquid phase, the hole density in GaSb decreased
and reached a minimum in the range  = 0.76–0.8.

Here,  = XSb/(XSb + XGa), where Xi is the atomic
fraction of the component in the liquid phase. With a
further increase in the value of  in the liquid phase,
new defects, whose nature is not yet clear, appeared in
the epilayers. The majority-carrier mobility was highest
at  = 0.6 and decreased sharply at  = 0.76–0.8.
Thus, the use of Pb in growing the GaSb epilayers per-
mitted a material with a charge-carrier density as low as
p(77) = NA – ND = 1013 cm–3 at 77 K and a high degree of
compensation to be obtained. This material has found
wide technological application as an insulating layer.

It has been demonstrated [2, 3] that the main prop-
erties of the Ga1 – XInXAsYSb1 – Y solid solutions (X ≤
0.22, Y ≤ 0.18) lattice-matched to GaSb, which were
obtained without using Pb, are similar to GaSb proper-
ties in many respects. Undoped layers of solid solu-
tions, as well as GaSb epilayers, were always of p-type
conduction. Hole density was governed by shallow-

XSb*

XSb*

XSb*

XSb*

XSb* XSb*
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level background impurities, which were present in the
starting components, and by the double-charged accep-
tor complex VGaGaSb. The activation energy for impu-
rity levels is EA1 = 0.008–0.014 eV, and those for levels
of the acceptor complex were EA2 = 0.035 eV and EA3 =
0.07 eV. The shallow-level acceptor density NA2

decreased with an increase in X for the solid solution.

By analogy with GaSb obtained from the Pb solu-
tion–melt, it is of interest to investigate the role of Pb in
growing GaSb-based quaternary Ga1 – XInXAsYSb1 – Y

solid solutions from the point of view of decreasing the
structure’s defect concentration and carrier density in
the epilayers.

This study continues previous investigations into
obtaining Ga1 – XInXAsYSb1 – Y solid solutions from Pb-
containing solution–melt [4, 5]. It is devoted to the
investigation of the electrical properties of these solid
solutions, the kinetics of variation in the carrier density,
carrier mobility, and structure defect concentration
with respect to growth conditions, as well as to the pos-
sibility of obtaining the narrow-gap solid solutions
(Eg ≈ 0.4 eV) with a high carrier mobility and low con-
centration of structural defects.

2. PREPARATION OF EXPERIMENTAL
SAMPLES

Epilayers of the Ga1 – XInXAsYSb1 – Y solid solutions
were grown by LPE, the Pb-containing solution–melt
having a cooling rate of 0.6 K/min. The n- and
p-GaSb(100) single-crystal wafers were used as sub-
strates. Binary compounds GaSb, InAs, as well as In
001 MAIK “Nauka/Interperiodica”
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(pure to 99.999 wt %), Sb (99.999 wt %), and Pb
(99.9999 wt %) were chosen as the charge components.
The procedure of obtaining the epilayers was as fol-
lows. According to the thermodynamic method sug-
gested previously [6], mole fractions of components in
coexisting liquid and solid (lattice-matched to GaSb)
phases were calculated for the Ga–In–As–Sb–Pb heter-
ogeneous system. Calculations were carried out for
fixed values of temperature (T) and supercooling (∆T).
Initially, the buffer p-GaSb layer with a low carrier den-
sity and high resistivity (p = 6 × 1014 cm–3 at T = 77 K,
ρ * 400 Ω cm) was grown on the n-GaSb substrate
from the Pb-containing solution–melt. The buffer layer
thickness was 4–5 µm. After that, based on theoretical
calculation, the epilayer of the Ga1 – XInXAsYSb1 – Y solid
solution was grown on the p-GaSb buffer layer from the
Pb-containing solution–melt at T = 560°C and super-
cooling ∆T = (3–8)°C. The mismatch of lattice param-
eters for the epilayer and substrate ∆a/a was measured
by double-crystal X-ray diffractometry using a TPC-1
diffractometer. The chemical composition of the solid
solutions obtained was determined by qualitative X-ray
spectral analysis using a JXA-5 CAMEBAX X-ray
microprobe analyzer.

As a result of experiments carried out at T = (560 ±
3)°C, ∆T = (3–8)°C, and various Pb contents in the liq-
uid phase, the epilayers of Ga1 – XInXAsYSb1 – Y solid
solutions (X = 0.14–0.27, Y = 0.12–0.22) lattice-
matched to the GaSb(100) substrate were obtained. The
growth rate, which was calculated as the ratio between the
layer thickness to the growth time, was 0.3–1.0 µm/min.
These values are larger than the growth rate of epilayers
with the same composition, which were obtained at
560°C from the In-containing solution–melt without
using Pb. According to the X-ray spectral analysis data,
there was no solid-phase Pb in the samples, although
the Pb content in the liquid phase was about 0.039–
0.236 atomic fractions.
SEMICONDUCTORS      Vol. 35      No. 8      2001
The solid phase composition as well as the values of
the band gap Eg of the Ga1 – XInXAsYSb1 – Y solid solu-
tions were calculated using the semiempirical formula
[7] (see Table 1). As can be seen from Table 1, the
experimental dependence of the In content in the solid
phase on the Pb content in the liquid phase has a clearly
defined maximum. Specifically, with an increase in the
Pb content to 0.11 atomic fractions, the In content in the
solid solution increases to X = 0.27. However, with a
further increase in the Pb content in the liquid phase,
the In content in the solid phase decreases. Such behav-
ior of the dependence confirms the results of theoretical
calculations [4, 5], which demonstrate that concentra-
tions of solid-phase components in this system also
pass through an extremum, although at other X and Y

0.880.860.840.820.800.780.76
1016

1017

p, cm–3

XSb/(XSb + XGa)

Fig. 1. Hole density p at T = 77 K as a function of the
reduced Sb concentration  = XSb/(XSb + XGa).XSb*
Table 1.  Dependence of the composition and band gap of the Ga1 – XInXAsYSb1 – Y solid solutions on the Pb content in the
liquid phase

Pb content in the 
liquid phase, 

atomic fractions

Composition of the Ga1 – XInXAsYSb1 – Y , atomic fractions Band gap Eg, eV

calculation experiment
T = 300 K T = 77 K

X Y X Y

0.2360 0.0947 0.0800 0.148 0.129 0.51 0.61

0.1951 0.1155 0.0977 0.168 0.138 0.49 0.58

0.1534 0.1417 0.1200 0.205 0.192 0.45 0.54

0.1506 0.1437 0.1217 0.210 0.160 0.44 0.53

0.1374 0.1534 0.1300 0.223 0.175 0.43 0.53

0.1229 0.1651 0.1400 0.247 0.223 0.41 0.50

0.1096 0.1768 0.1500 0.267 0.206 0.39 0.49

0.0394 0.2697 0.2300 0.194 0.148 0.46 0.55
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values. Previously, no epilayers more than 1 µm thick
with the In content X > 0.22 suitable for fabricating
optoelectronic devices have been obtained by LPE
growth of the Ga1 – XInXAsYSb1 – Y epilayers lattice-

302520151050

1016

1017

1

2

p, cm–3

In, mol %

Fig. 2. Hole density p at T = 77 K as a function of the In con-
tent X in the GaInAsSb solid solution. Solid solutions were
grown: (1) with the use of Pb and (2) without the use of Pb.
matched to GaSb(100) without the use of Pb. In this
study, the use of Pb allowed epilayers of the
Ga1 − XInXAsYSb1 – Y solid solutions to be obtained,
where X ≈ 0.27 (Eg ≈ 0.4 eV), see Table 1. The epilayers
were 1.5–2 µm thick.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

The samples cut for studying galvanomagnetic
effects were rectangular. On the side of the solid-solu-
tion epilayer, six In contacts were deposited and were
used for measuring the electrical conductivity σ, Hall
coefficient R, mobility µ, and magnetoresistance ∆ρ/ρ
in a temperature range of 77–300 K. The characteristics
of the samples are given in Table 2.

As can be seen from Table 2, the Hall voltage sign at
T = 77 K for all samples (except for sample 8) is indic-
ative of the p-type conduction. The dependence of the
hole density at 77 K on the Sb content in the liquid
phase  = XSb/(XGa + XSb) is shown in Fig. 1. In com-
mon with GaSb:Pb [1], a sharp decrease in the hole
density with increasing  is observed. The minimum

is attained at  ≈ 0.86, which corresponds to a higher

XSb*

XSb*

XSb*
Table 2.  Characteristics of the samples investigated

Sample 
no.

In con-
tent (X), 
atomic 
fraction

T = 300 K T = 77 K

EA1, EA2,
EA3, eV

NA1,
1017 cm–3

NA2,
1017 cm–3

ND,
1016 cm–3conduc-

tion 
type

n, p,
1017 
cm–3

µ,
cm2 V–1 s–1

conduc-
tion 
type

n, p,
1017 
cm–3

µ,
cm2 V–1 s–1

1 0.120 0.777 p 4 500 p 1 1200 0.008, A1 2 1.4 7

0.033, A2

2 0.148 0.820 p 7 560 p 1.5 2200 0.008, A1 2.8 1.2 2

0.033, A2

0.07, A3

3 0.173 0.838 p 12 560 p 3 2300 0.01, A1 4.2 3 1

0.025, A2

4 0.210 0.862 p 30 80 p 0.46 380 0.01, A1 2.3 0.5 17

0.027, A2

5 0.223 0.858 n 0.3 2700 p 0.22 200 0.01, A1 4.3 0.13 40

0.028, A2

6 0.247 0.869 p 14 600 p 4 2700 0.008, A1 4.5 0.5 5

0.024, A2

7 0.267 0.873 p 5.6 530 p 0.18 570 0.01, A1 0.48 0.2 0.6

0.027, A2

8* 0.223 0.858 n 3 3900 n 1 4000 – – – –

9* 0.247 0.869 n 30 2000 p 1.5 1400 – – – –

Notes: * Denotes the Te-doped samples;  = XSb/(XSb + XGa); and A1, A2, and A3 denote the acceptor levels.

XSb
*

XSb
*
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Fig. 3. Temperature dependences of the Hall coefficient R for samples with various In content X in the GaInAsSb solid solution.
(a) Samples with a high mobility at T = 77 K and (b) samples with a low mobility at T = 77 K. Curve numbers correspond to sample
numbers in Table 2.
Sb content in the liquid phase compared to GaSb:Pb, in
which the minimum was observed at  = 0.76–0.8.

The dependences of the hole density on the In con-
tent in the solid solution grown in the presence of Pb
(curve 1) in comparison with solid solutions grown at
the same temperatures from the same starting compo-
nents without the use of Pb (curve 2) are shown in
Fig. 2. It can be seen that, if the solid solution was
obtained without using Pb, the minimum of the hole
density was observed at an In content of about 0.15,
whereas it was impossible to obtain the solid solution
for X > 0.22. In contrast with this, with the presence of
Pb in the solution–melt, the minimum of the hole den-
sity is observed at an In content of 0.22. It is of interest
that the hole density drops again at X = 0.267. In all
cases, low mobilities correspond to low hole densities
at T = 77 K (see Table 2).

The temperature dependences of the Hall coeffi-
cient, mobilities, and magnetic resistances for solid
solutions of various compositions make it possible to
investigate the energy spectrum of impurities and the
mechanism of carrier scattering. The effect of Pb on the
concentration and distribution of holes and structural
defects for various In contents in solid solution can also
be clarified.

3.1. Energy Spectrum of Impurities

The inverse-temperature dependences of the Hall
coefficient for the samples listed in Table 2 are shown

XSb*
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in Fig. 3. For the samples with a high mobility at T =
77 K (Fig. 3a) and with the In content X = 0.12–0.17
(samples 1–3), as well as for the sample with an In con-
tent of 0.247 (sample 6), shallow acceptor levels with
the activation energies EA1 = 0.008–0.01 eV and deeper
lying acceptor levels EA2 = 0.024–0.033 eV and EA3 =
0.07 eV are observed. The former levels are related to
background impurities, which are contained in starting
components of solid solutions, and the latter ones are
related to the double-charged structure defect VGaGaSb.
For samples with a low hole density and mobility
(Fig. 3b) and an In content of 0.21–0.22 (samples 4 and
5) and 0.267 (sample 7), the shallow acceptor level
EA1 & 0.01 eV is also observed at T = 77–100 K. The
deeper lying level with the activation energy EA2 ≈
0.028 eV is also observed with an increase in tempera-
ture. However, a sharp decrease in the Hall coefficient
is observed for all samples at temperatures above
150 K, which points to the onset of transition to the
intrinsic conductivity. For sample 7, the positive Hall
voltage sign changes to a negative one at T = 150 K. By
measuring the Hall voltage for this sample up to 400 K,
we can observe that the intrinsic conductivity clearly
manifests itself. However, the dependence of RT3/2 on
the inverse temperature is not exponential, and does not
allow the band gap to be determined. This dependence
can be explained by the pronounced compensation of
impurities. For this reason, fluctuations of the potential
begin to occur, and the tails of the density of states from
the valence band and conduction band appear in the
band gap [8].
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Fig. 4. Temperature dependences of mobility for samples
with various In content in the solid solution. Curve numbers
correspond to sample numbers in Table 2.

Fig. 5. Transverse magnetoresistance (∆ρ/ρ)⊥  as a function
of the magnetic field strength H at T = 77 K. Curve numbers
correspond to sample numbers in Table 2.
3.2. Carrier Scattering Mechanism 

Mobility µ and magnetoresistance ∆ρ/ρ are sensi-
tive to the carrier scattering mechanism and to the type
of scattering centers. The temperature dependences of
mobility are shown in Fig. 4. As can be seen from
Fig. 4, high mobility at 77 K is observed in the
Ga1 − XInXAsYSb1 – Y solid solutions with X = 0.14–0.17
and X = 0.24 (samples 1–3 and 6, see Table 2). At T >
150 K, the mobility decreases with temperature accord-
ing to the law close to µ ∝  T–2, which is typical of lattice
scattering in p-type III–V semiconductors [9]. At T =
77–150 K, the experimental mobility µexptl is governed
by scattering at impurity ions µI and lattice-vibration
scattering µL

(1)

For the samples with X = 0.22 and X = 0.267 (sam-
ples 4, 5, and 7), in which the hole density and mobility
are low at T = 77 K, the temperature dependence of
mobility at T < 150–200 K points to the existence of an
additional scattering mechanism apart from those
involving impurity ions and lattice vibrations (1/µexptl =
1/µI + 1/µL + 1/µS). At higher temperatures, a sharp
decrease in mobility is observed for these samples,
whereas, in sample 5, the p-type conduction changes to
n-type conduction, and the Hall mobility increases with
an increase in temperature at T > 150 K. In both cases,
both the sharp mobility decrease and the appearance of
n-type conduction are associated with a transition to
intrinsic conductivity (appearance of electrons with a
high mobility).

In order to determine the nature of the scattering
centers, magnetoresistance was investigated. The trans-
verse magnetoresistance (I ⊥  H, where I is the direction
of a current through the sample, and H is the direction
of the magnetic field) at T = 77 K is shown in Fig. 5. For
all samples, the transverse magnetoresistance varies

proportionally to H2 up to 10 kOe. The coefficient  =
(δρ/ρ)⊥ /(µH/c)2 for the samples with a high mobility
(samples 1 and 3) is close to unity, which agrees with
scattering by impurity ions with the participation of
light and heavy holes. For the samples with a low

mobility (samples 4 and 7),  > 40, which is well
above the theoretical values calculated based on the
theory of classic (Lorentzian) magnetoresistance.

For all samples, the longitudinal magnetoresistance
(I || H) (∆ρ/ρ)|| was investigated at T = 77 K. In this
case, for the samples with a high mobility (samples 1–3
and 5), longitudinal magnetoresistance was absent. On
the other hand, for all samples with a low hole mobility,
longitudinal magnetoresistance was observed; how-
ever, it depended on the In content in the solid solution.
It can be seen from Fig. 6 that the negative longitudinal
magnetoresistance is observed for samples with an In

1/µexptl 1/µI 1/µL.+=

Br
⊥

Br
⊥
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content of 0.21 in the solid solution (sample 4). In con-
trast with this, positive longitudinal magnetoresistance
is observed for samples with an In content of 0.267
(sample 7).

Negative longitudinal magnetoresistance is charac-
teristic of the quantum effect of weak localization [10].
On the other hand, so-called quantum antilocalization,
or positive longitudinal magnetoresistance, is more
characteristic of p-type Group IV and III–V semicon-
ductors. This effect is manifested in strong spin–orbit
scattering [11], which is specifically characteristic of
p-type Group IV and III–V semiconductors. The occur-
rence of positive and negative magnetoresistance for
the case of longitudinal magnetoresistance, in the
absence of Lorentzian magnetoresistance, depends on
the relationship between the frequencies of the spin–
orbit scattering and phase upset for a specific sample, as
in Fig. 6 at 77 K. For this interpretation, in the case of
transverse magnetoresistance, large values of the coef-

ficient  > 40 for samples 4 and 7 (Fig. 5) can be
related to the combination of effects of quantum antilo-
calization (longitudinal magnetoresistance) and
Lorentzian magnetoresistance.

Another explanation of the phenomena observed in
the samples with low mobility also exists. Specifically,
an anomalously large coefficient of the transverse mag-

netoresistance  and appearance of the longitudinal
magnetoresistance (sample 7) may be associated with
clusters of impurity atoms. These clusters manifest
themselves as regions distorting the paths of the current
flow and bringing about the underestimation of mobil-
ity rather than as scattering centers. The effective-
medium theory [12], which was developed for material
with clusters of this type, yields the following formulas
for mobility and magnetoresistance:

(2)

(3)

where µ0 is the mobility in a homogeneous matrix, and
f is the volume fraction occupied by clusters. Using the
experimental data for µ and ∆ρ/ρ at T = 77 K and for-
mulas (2) and (3), we determined the mobility in the
matrix µ0 = 4500 cm2 V–1 cm–1 and in the volume frac-
tion occupied by nonuniformities f = 0.6.

Correlating the values of mobility µI at T = 77 K,
which is determined by ion scattering and is separated
out from the experimental mobility according to for-
mula (1), with theoretical values calculated by the
Brooks–Herring formula

(4)

Br
⊥

Br
⊥

µ µ0 1 3/2–( )/ 1 3/4–( ),=

∆ρ/ρ( )⊥ 0.3 f µ0H/c( )2,=

µI 3.2 1015 m0/m*( )1/2χ2T3/2/N I f b( ),×=
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where

we can determine the concentration of the ionized
impurity NI (we assume that for both p-GaInAsSb and
p-GaSb, the effective hole mass m* = 0.4m0, and the
dielectric constant χ = 15.7). For shallow impurity lev-

els,  = 2ND + p(77); thus, we can determine the
acceptor concentration ND. We determine the shallow-
level acceptor concentration from the neutrality equa-
tion: pdepl = NA1 – ND, where pdepl is the hole density cor-
responding to the depletion of shallow levels. We can
find the concentration of the deeper lying acceptor lev-
els NA2 from the concentration p at higher temperatures.
The values of NA1, NA2, and ND are given in Table 2.

The results obtained may be compared with the
results reported previously [2, 3] for GaInAsSb solid
solutions grown without using Pb. In this case, the solid
solutions with the In content X ≈ 0.15 had a low hole
density and mobility and were highly compensated. In
contrast with this, uncompensated material grows in the
presence of Pb. For the In content X = 0.22, a great
quantity of defects probably related to misfit disloca-
tions was observed, whereas a highly compensated
material similar to the material with an In content of
0.15, which was grown without the use of Pb, grows in
the presence of Pb. Solid solutions with an In content of
above 0.22 can be obtained solely in the presence of Pb
in the solution–melt. In this case, solid solutions with
an In content of 0.24 constituted a high-quality p-type
uncompensated material. A great quantity of defects in

f b( ) 1 b+( )ln b/ b 1+( ),–=

b 1.3 1014T2/ p m*/m0( ),×=

N I
77( )

3020100
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Fig. 6. Longitudinal magnetoresistance (∆ρ/ρ)|| as a func-
tion of the magnetic field strength H at T = 77 K. Curve
numbers correspond to sample numbers in Table 2.
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the form of large clusters was observed in solid solu-
tions at an In content of 0.265.

4. GaInAsSb n-TYPE SOLID SOLUTIONS

In order to fabricate highly efficient fast-response
photodiodes for the wavelength range λ = 2.5–3 µm
with low reverse currents on the basis of the
Ga1 − XInXAsYSb1 – Y solid solutions, the n-type epilayers
with the band gap Eg = 0.4–0.5 eV are used in the
device’s active region. Epilayers of this type may be
obtained through Te doping the solid solutions with an
In content of 0.22 and 0.24.

If the starting components for growing solid solu-
tions is not p-GaSb, as was described above, but
n-GaSb:Te with the electron density n = 5 × 1017 cm–3,
the GaInSbAs solid solutions change the p-type con-
duction to n-type conduction. The overcompensation of
the material depends on the hole density in the sample
(see Table 2). With an In content in the solid solution of
0.22 (sample 5), for which the hole density is below
1017 cm–3, complete overcompensation is observed. In
this case, at T = 77 K, the material becomes n-type and
has the electron density n = 1017 cm–3 and electron mobil-
ity µ = 4000 cm2 V–1 s–1 (see sample 8* in Table 2).
A decrease in the Hall coefficient (Fig. 7, curve 8*) is
observed above 200 K, which is apparently related to
the onset of the transition to p-type conduction. With an
In content in the solid solution of 0.247, for which the
hole density was above 1017 cm–3 (sample 6, Table 2),
with the same level of Te doping as for sample 8*, the
sample is partially compensated at liquid-nitrogen tem-

15105

101

100
0

102

8*

9*

n

p

n

R, cm3/C

1000/T, K–1

Fig. 7. Temperature dependence of the Hall coefficient for
Te-doped solid solutions. Curve numbers correspond to
sample numbers in Table 2.
perature and preserves its p-type conduction (sample 9*
in Table 2). However, the change of the Hall voltage
sign and the transition to the intrinsic conduction
occurs at T = 150 K (Fig. 7, curve 9*). The band gap
Eg = 0.42 eV was determined from the slope of the
RT3/2 dependence on the inverse temperature at T >
200 K, which agrees well with the value calculated (see
Table 1).

5. CONCLUSIONS

In this study, the electrical properties of the
Ga1 − XInXAsYSb1 – Y solid solutions grown from the
Pb-containing solution–melt on GaSb(100) substrates
with an intermediate GaSb Pb-containing insulating
layer were investigated for the first time. The investiga-
tions carried out allow us to make the following conclu-
sions:

(i) The use of Pb in growing the Ga1 – XInXAsYSb1 – Y

solid solutions allowed us to obtain for the first time
epilayers of these solid solutions with an In content in
the solid phase X = 0.24–0.27 (Eg = 0.5–0.49 eV at T =
77 K, see Table 1) 1.5–2 µm thick, which is suitable for
the development of optoelectronic devices. This was
impossible without using Pb.

(ii) Undoped Ga1 – XInXAsYSb1 – Y solid solution with
the In content X = 0.22 (Eg = 0.53 eV at T = 77 K),
which was obtained from the Pb-containing solution–
melt, is a highly compensated material. This material is
similar to a wider gap material with X = 0.15 (Eg =
0.58 eV at T = 77 K), which was obtained without using
Pb.

(iii) Undoped Ga1 – XInXAsYSb1 – Y solid solutions
with the In content X = 0.247 (Eg = 0.5 eV at T = 77 K),
which were obtained with the use of Pb, have low con-
centrations of defects and compensating impurities.
They possess a high hole mobility µ = 2700 cm2 V–1 s–1.

(iv) Te doping of the Ga1 – XInXAsYSb1 – Y solid solu-
tions with the In content X = 0.22, which were obtained
with the use of Pb, permits one to develop n-type mate-
rial with a high electron mobility µ = 4000 cm2 V–1 s–1.

(v) The solid solutions obtained may be used to
develop high-efficiency optoelectronic devices (light
emitting diodes, lasers, and photodiodes) with the oper-
ating wavelength λ = 2.4–3 µm.
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Abstract—Deep-level centers in a split-off silicon layer and trap levels were studied by deep-level transient
spectroscopy both at the Si/SiO2 interface obtained by direct bonding and also at the Si(substrate)/〈thermal
SiO2〉  interface in the silicon-on-insulator structures formed by bonding the silicon wafers and delaminating one
of the wafers using hydrogen implantation. It is shown that the Si/〈thermal SiO2〉  interface in a silicon-on-insu-
lator structure has a continuous spectrum of trap states, which is close to that for classical metal–insulator–semi-
conductor structures. The distribution of states in the upper half of the band gap for the bonded Si/SiO2 interface
is characterized by a relatively narrow band of states within the range from Ec – 0.17 eV to Ec – 0.36 eV. Further-
more, two centers with levels at Ec – 0.39 eV and Ec – 0.58 eV are observed in the split-off silicon layer; these
centers are concentrated in a surface layer with the thickness of up to 0.21 µm and are supposedly related to
residual postimplantation defects. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Silicon-on-insulator (SOI) structures offer several
advantages over “bulk” silicon, which has stimulated
interest in the properties of these structures. Among the
current methods for making SOI structures, those based
on the direct bonding of silicon wafers and on delami-
nating one of the wafers using hydrogen implantation
are considered as the most promising [1–3]. The thick-
ness of the split-off silicon layer in these structures does
not exceed 0.5–0.2 µm. At this thickness, the traps at
the Si/SiO2 interface are obviously expected to pro-
foundly affect the characteristics of devices based on
the SOI structures. In addition, various metal or other
contaminants may be present at the Si/SiO2 interface
and may introduce electrically active complexes with
deep levels in the silicon band gap [4]. The split-off sil-
icon layer and the Si/SiO2 interface have been studied
for the SOI structures formed by silicon implantation
(the so-called “separation by implantation of oxygen,”
or SIMOX, technology) [5], whereas such data are
lacking for the SOI structures formed by bonding. In
this paper we report the results of studying the deep lev-
els in the split-off layer and the traps at the Si/SiO2
interface produced by direct bonding in comparison
with the Si(substrate)/〈thermal SiO2〉  interface in the
SOI structures.

EXPERIMENTAL

In order to produce the SOI structures, we used Czo-
chralski-grown p- and n-Si wafers 100 mm in diameter.
1063-7826/01/3508- $21.00 © 20912
The charge-carrier concentrations in the starting mate-
rial and also in the film and substrate of SOI structures
are listed in the table. The thickness of the split-off sil-
icon layer in the structures was 0.5 µm, and the buried-
insulator layer was 0.28–0.4-µm thick. In specific
cases, the split-off silicon layer was additionally doped
with boron by implantation of B+ ions with an energy
of 130 keV and a dose of 1015 cm–2 or with phosphorus
by implanting P+ ions with an energy of 300 keV and a
dose of 1012 cm–2 with subsequent heat treatment at
900–1100°C aimed at activating the introduced impu-
rity. As has been shown [6], n-type conductivity is
observed in the split-off layer of the SOI structure
formed using the starting p-Si wafer; this conductivity
is designated as n*-Si in the table. In the structures
studied, the 〈split-off silicon layer〉/〈buried oxide〉  inter-
face represents the bonding boundary, whereas the sub-
strate/〈buried oxide〉  interface represents the boundary
between silicon and the thermally grown oxide.

In these studies, we measured the high-frequency
capacitance–voltage (C–V) characteristics and
employed deep-level transient spectroscopy (DLTS).
Charge-sensitive DLTS (Q-DLTS) was chosen from
among the many varieties of DLTS methods [7]. The Q-
DLTS method offers a number of advantages over clas-
sical high-frequency DLTS and extends our capabilities
of studying the interfaces in the metal–insulator–semi-
conductor (MIS) structures [7]. The operating fre-
quency for Q-DLTS measurements was 1 kHz. The
time-window width was varied in the range of 10–4–
2 × 10–3 s, and the duration of a filling pulse was 10–5–
001 MAIK “Nauka/Interperiodica”
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2 × 10–4 s. Some measurements were performed using
the conventional capacitance-related DLTS method at a
frequency of 8 MHz for the same values of the time-
window width and the filling-pulse duration. The bias
applied to the structure in the course of measurements
is henceforth designated as U2, and the amplitude of
the filling pulse is designated by U1. All the measure-
ments were performed using the mesastructures
(Fig. 1). Contacts were formed by deposition of Al. The
area of the mesastructures varied in the range of
0.5−1 mm2.

RESULTS

The C–V characteristic of the n-Si/SiO2/n-Si struc-
tures is shown in Fig. 2. It is typical of the structures
with the same conductivity type in the film and sub-
strate [8]; the value of Cmin1 is specified by the series-
connected capacitances of the substrate and the buried
insulator layer, whereas that of Cmin2 is specified by the
series-connected capacitances of the split-off silicon
layer and the buried insulator layer. The voltage range I
corresponds to the situation when the depletion layer is
located within the substrate, whereas the accumulation
layer is within the silicon film. It is in this voltage range
that recharging of both the states at the substrate/oxide
interface and the deep levels in the substrate can be
observed in the course of DLTS measurements. For
larger reverse biases, the inversion state sets in the sub-
strate. For range II voltages, the depletion layer is in the
film, whereas the accumulation layer is located within
the substrate. By choosing a voltage in this range, we
can observe the recharging of both the states at the
film/oxide interface and deep levels in the film. For
large positive voltages, an inversion occurs in the film.

The charge-carrier concentrations in the film and the
substrate (see table) were determined from the C–V
characteristics for all structures; the fixed charge in the
buried insulator and the densities of states at the inter-
faces were also determined. As follows from these mea-
surements, the charge-carrier concentration in the sub-
strate in the vicinity of the substrate/(buried oxide)
interface is virtually the same as in the starting silicon.
SEMICONDUCTORS      Vol. 35      No. 8      2001
In Fig. 3, we show the Q-DLTS spectra for the
SOI-II and SOI-III structures; these spectra were
obtained using range I voltages, in which case the sub-
strate and the substrate/oxide interface were tested. The
spectra for the SOI-I and SOI-IV structures were simi-
lar to those for the SOI-II structure. The peaks observed
can be separated into two groups, for one of which the
temperature position of a peak is independent of the
applied bias, whereas the peaks belonging to the other
group change their temperature position as the bias is
varied. The peaks of the first type correspond to the
bulk centers, whereas those of the second type corre-
spond to the centers at the Si/SiO2 interface. According
to our experiments, almost all the peaks observed in
Fig. 3 correspond to the continuous distribution of deep
levels. This follows from processing both the spectra
shown in Fig. 3 and the spectra measured for various
values of the time-window width. The sole exception is
peak E1, which is observed for SOI-II and is located at
166 K irrespective of the applied bias. The parameters
of this peak are Ec – 0.14 eV and σ = 10–19 cm2; these
parameters were determined on the assumption that the
cross section σ is temperature-independent.

In order to derive the distribution of the surface-state
density in the silicon band gap on the basis of the spec-
tra obtained, we calculated the band bending in silicon
at the substrate/oxide interface (Ψs2). For a grounded

Si SiO2

Si

Fig. 1. Schematic representation of the mesastructures used
in the measurements for the capacitance–voltage character-
istics and deep-level transient spectroscopy.
Parameters of starting material and combination of wafers in the silicon-on-insulator (SOI) structures

The SOI designation
The split-off silicon layer; n(p), cm–3

The substrate; n(p), cm–3

the starting wafer the Si film in SOI

SOI-I n-Si; 1.5 × 1015 n-Si; 5 × 1015 n-Si; 1.5 × 1015

SOI-II p-Si; 1.5 × 1015 n*-Si; 3 × 1015 n-Si; 1.5 × 1015

SOI-III p-Si; 2 × 1015 + B+ p+-Si; 2 × 1018 p-Si; (1–2) × 1015

SOI-IV p-Si; 1015 + P+ n+-Si; 2 × 1016 n-Si; 3 × 1014

Note: n* denotes the n-type conductivity that arises in the course of the SOI fabrication; B+ or P+ denote additional doping of the split-
off silicon layer via the implantation of boron or phosphorus.
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substrate, the voltage V applied to the structure may be
expressed as [5]

(1)

where Vox is the voltage drop across the insulator; Ψs1
and Ψs2 are the surface potentials at the film/SiO2 and
substrate/SiO2 interfaces, respectively; and W12 is the
contact potential difference between the film and sub-
strate. If the film is in the state of accumulation, the
quantity Ψs1 is small compared to Ψs2 and may be
ignored. Vox = Q/Cox, where Cox is the oxide capaci-
tance. The charge Q may be represented as

(2)

where the subscripts “1” refer to the film, and the sub-
scripts “2” correspond to the substrate; the other sub-
scripts denote the following: “s” indicates the surface
charge induced in the semiconductor, “f” corresponds
to the fixed charge in the oxide, and “t” indicates the
charge trapped by the interfacial centers. The data
obtained from the C–V measurements were used in the
calculations. As a result, we determined the depen-
dence Ψs2(V); the latter was used to determine the range
of Ψs2(V) that corresponds to the voltages U2 and
U2 + U1 for each spectrum in Fig. 3. This made it pos-
sible to determine the energy range for the traps that
should be recharged in the course of DLTS measure-
ments. This method for processing the DLTS spectra
was first developed for MIS structures [9, 10] and was
then modified to be used for the SOI structures [5]. The
obtained distribution of the density of states at the sub-
strate/〈thermal oxide〉  interface is shown in Fig. 4.

The Q-DLTS spectra measured for the range II volt-
ages, where the film and the film/oxide interface (the
bonded interface) are tested, are shown in Fig. 5 for the
structures SOI-I and SOI-II. The processing of the

V Ψs1– Ψs2 Vox W12,+ + +=

Q Qs1 Qt1 Qf 1+ + Qs2– Qt2 Qf 2,––= =

Cmin1

Cmin2

I II

34
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–15 –10 –5 0 5 10 15 20
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Fig. 2. A typical capacitance–voltage characteristic for an
n-Si/SiO2/n-Si silicon-on-insulator structure.
spectra shows that the peaks observed correspond to a
relatively narrow range of energies in the silicon band
gap (Fig. 6). The distribution of states for the more
heavily doped SOI-IV structure is also shown in Fig. 6.
Since we measured the spectra for the n-Si/SiO2/n-Si
structures, only the upper part of the silicon band gap
was tested, i.e., from the conduction-band bottom down
to Ec – 0.74 eV for the SOI-I and SOI-II structures and
down to Ec – 0.67 eV for the SOI-IV structure. As was
mentioned above, if p-Si was used for the split-off
layer, then the silicon converted to the n-type conduc-
tivity in the course of forming the SOI structures, which
made it difficult to produce structures suitable for
studying the lower part of the band gap.

The “bulk” deep-level centers located in the split-off
silicon layer are also observed in the SOI-I and SOI-II
structures, in addition to the states related to the inter-
face. The parameters of these deep levels are as follows:
Ec – 0.39 eV and σ = 10–15 cm2 (the E2 level observed
in SOI-I) and Ec – 0.58 eV and σ = 4 × 10–14 cm2 (the
E3 level observed in SOI-II). We inferred that the levels
are related to centers located in the film by analyzing
the spectra shown in Fig. 5 and the spectra measured for
various widths of the time window. It was found that
both centers are located in a layer that extends from the
surface to a depth of 0.21 µm and have a concentration
profile sloping down from the surface where the con-
centrations are 2 × 1015 and 5 × 1015 cm–3 for SOI-I and
SOI-II, respectively. Deep-level centers were not
observed in the split-off layer of the SOI-IV structure.

DISCUSSION

According to the data obtained, the distribution of
states over the band gap is continuous at the sub-
strate/〈thermal oxide〉  interface in the SOI structures;
this distribution is similar to that observed for the states
at the Si/〈thermal SiO2〉  interface in conventional MIS
structures (see, for example, [9, 10]). The main distinc-
tive feature of DLTS spectra for this interface consists
in the emergence of an additional peak E1. For the
bonded Si/SiO2 interface, the distribution of states is
radically different, at least in the upper half of the band
gap. However, this difference involves solely the
energy range in which the levels are observed. If we
superimpose the distributions shown in Figs. 4 and 6,
we can see that the densities of states almost always
coincide.

Such a narrow energy range in the distribution of
states at the interface is not related to methodical limi-
tations caused by relatively small thickness of the split-
off silicon layer; in fact, the obtained distributions of
states are virtually independent of the doping level in
the film. Methodically, an increase in the doping level
of the film (as in the SOI-IV structure) is equivalent to
an increase in the film thickness.

The distinction between the bonded Si/SiO2 inter-
face and the thermally oxidized interface consists pri-
SEMICONDUCTORS      Vol. 35      No. 8      2001
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marily in the different thickness of the SiOx transition
layer. In the structures under consideration, the thick-
ness of the transition layer at the substrate/〈buried SiO2

layer〉  is 3 nm, according to the ellipsometry data; in
contrast, there is almost no transition layer (its thick-
ness is 1–2 monolayers, i.e., ~0.5 nm) at the interface
formed by bonding. The continuous spectrum of states
at the conventional Si/SiO2 boundary is typically
related to the presence of a SiOx layer (see, for example,
[11]). Therefore, the narrowing of the energy range for
the distribution of states at the Si/SiO2 interface
obtained by bonding may be chiefly caused by an
anomalously thin transition layer.

Another factor that can affect the spectrum of states
at the interface consists in the presence of hydrogen at
the bonded interface. It is noteworthy that hydrogen has
fairly high mobility in silicon and, in the course of fab-
ricating the SOI structures, penetrates from the split-off
layer both to the substrate/〈thermal oxide〉  interface and
into the substrate [6]; as a result, hydrogen accumulates
at this interface with almost the same concentration as
that at the upper interface. Most probably, it is hydro-
gen that stimulates the formation of a complex with the
energy level at Ec – 0.14 eV in the vicinity of the
Si/〈thermal SiO2〉  interface. Nevertheless, the conven-
tional continuous distribution of traps in the band gap is
observed at this interface. Therefore, it is likely that the
narrow spectrum of states at the bonded Si/SiO2 inter-
face is not related to the introduction of hydrogen in the
course of fabricating the SOI structures.

Fig. 3. The spectra of the levels obtained by charge-sensi-
tive deep-level transient spectroscopy (Q-DLTS) for the
(a) SOI-III and (b) SOI-II structures using range I bias volt-
ages (see Fig. 2), in which case the substrate and the sub-
strate/oxide interface are tested. The amplitude of the filling
pulse U1 was equal to (a) –0.5 and (b) 0.5 V. The bias volt-
age U2 applied to the structure during measurements was
equal to (a) (1) 2, (2) 1.5, (3) 1, (4) 0.5, and (5) 0 V and
(b) (1) –1.5, (2) –2, (3) –2.5, (4) –3, (5) –3.5, and (6) –4 V.
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In addition, experiments demonstrate that, in con-
trast to the substrate, the centers with deep levels at
Ec − 0.39 eV (in SOI-I) and Ec – 0.58 eV (in SOI-II) are
observed in the film of a SOI structure. The quality of
the contact between aluminum and silicon in some of
the structures is important in studying the spatial distri-
bution of deep-level centers in the split-off silicon layer.
For the SOI-IV structure, the largest possible thickness
of the space-charge region dmax is 0.20 µm; i.e., the film
is partially depleted of charge carriers (the film being
thicker than 2dmax). The presence of a barrier at the
Si/Al interface in no way affects the results obtained.
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Fig. 4. The distribution of the density of states at the sub-
strate/〈thermal oxide〉  interface for the SOI-II and SOI-IV
structures.
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Fig. 5. The spectra obtained by charge-sensitive deep-level
transient spectroscopy (Q-DLTS) and measured with range II
bias voltages, in which case the film and the film/oxide
interface (the bonded interface) are tested for the (a) SOI-I
and (b) SOI-II structures. The parameters of the measure-
ments were U1 = –2 V and τ = 1 ms. The bias voltages U2
applied to the structure in the course of measurements were
equal to (a) (1) 15, (2) 13, (3) 11, (4) 9, (5) 7, and (6) 5 V;
and (b) (1) 8, (2) 10, (3) 12, (4) 14, and (5) 16 V.
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For the SOI-III structure, the situation is similar owing
to the high doping level of the silicon film. For the
SOI-I and SOI-II structures, the value of dmax is equal
or comparable to the thickness of the split-off layer. The
presence of a contact barrier should primarily affect the
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Fig. 6. The distribution of the density of states at the bonded
Si/SiO2 interface for the (a) SOI-I, (b) SOI-II, and (c) SOI-IV
structures.

Fig. 7. The diagram of the known deep levels related to the
extended defects of the dislocation type [12, 13]; the levels
observed in the structures fabricated using the SIMOX tech-
nology [15, 16]; and the levels observed in this study.
thickness of the layer in which the centers E2 and E3
are observed; in fact, this layer may be somewhat
thicker than 0.21–0.22 µm, which was calculated on the
assumption that there is no barrier. At the same time,
the above layer thickness cannot exceed 0.28 µm
because the deep-level centers are no longer observed
in the probed region of SOI-IV. Deposition of Al on
p-Si typically gives rise to a barrier with a height of
0.6 eV, whereas no barrier is, as a rule, formed on the
n-Si surface. The SOI-I and SOI-II structures are fabri-
cated using just n-Si. It is then an easy matter to esti-
mate that, for the specified charge-carrier concentra-
tions in SOI-I and SOI-II, the barrier is not formed up
to a temperature of 350 K; rather, the surface layer is
somewhat enriched with charge carriers.

It is worth noting that the SOI structures studied
here were not subjected to treatment consisting in thin-
ning the split-off silicon layer by polishing or oxida-
tion. This treatment is commonly used to remove the
residual damage induced by hydrogen implantation and
remained unannealed in the course of heat treatment. It
is known [12, 13] that dislocations in silicon may intro-
duce a number of deep levels into the band gap; these
levels are located at Ec – 0.22 eV, Ec – (0.31–0.33) eV,
Ec – (0.38–0.40) eV, and Ec – 0.58 eV (Fig. 7) [12, 13].
The complete set of levels is introduced by dislocations
formed by plastic deformation [12], whereas the dislo-
cation loops in ion-implanted material introduce fewer
of the same or almost the same levels [14]. Thus, the
centers with deep levels at Ec – (0.32–0.33) eV and
Ec − (0.38–0.40) eV are observed in the SOI wafers
obtained by the SIMOX technology [15, 16].

A comparison of the levels observed in the SOI film
and reported in this paper with the levels introduced
into silicon by extended defects (Fig. 7) shows that both
types of levels have almost the same energy positions.
In the SOI structures studied, most of the damage is
located at the surface. The location of deep-level cen-
ters in a comparatively thin surface layer of the silicon
film and the fact that the concentration profile of deep-
level centers is a descending function of the distance
from the surface provide, in our opinion, additional
arguments in favor of the assumption that the levels
observed in SOI-I and SOI-II are related to residual
postimplantation defects. The absence of these levels in
a SOI-IV structure with a more heavily doped top layer,
in which case the tested region does not extend to the
damaged surface layer, supports the inference that the
silicon layer at a distance of ~0.3 µm from the buried
oxide does not contain deep-level centers (electrically
active impurities and defects).

CONCLUSION

It is shown that the Si/〈thermal SiO2〉  interface in a
silicon-on-insulator (SOI) structure obtained directly
by the bonding of silicon wafers and by the delamina-
tion of one of the wafers using hydrogen implantation
SEMICONDUCTORS      Vol. 35      No. 8      2001
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is characterized by a continuous spectrum of states. The
distinction between the spectrum of states of this inter-
face in a SOI structure and that in a MIS structure con-
sists in the emergence of an additional peak that corre-
sponds to a level with an energy position of Ec – 0.14 eV
and a cross section of σ = 10–19 cm2 and is most proba-
bly related to residual hydrogen present at the interface.
The distribution of states in the upper half of the band
gap for the bonded Si/SiO2 interface is characterized by
a relatively narrow band of states in the range from
Ec − 0.17 eV to Ec – 0.36 eV. In addition, two types of
centers are observed in the split-off silicon layer; one of
these has a level at Ec – 0.39 eV and a cross section of
σ = 10–15 cm2 (in the SOI-I structure) and the other has a
level at Ec – 0.58 eV and cross section σ = 4 × 10–14 cm2

(in the SOI-II structure). These centers are located in
the surface layer with a thickness of up to 0.21 µm and
are supposedly related to residual postimplantation
defects.
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Abstract—Epitaxial silicon layers codoped with erbium and oxygen were grown by molecular-beam epitaxy
using a silicon sublimation source. For growing the erbium-doped silicon layers, two types of impurity sources
were used: (i) erbium-doped silicon plates were used as a source of fluxes of Er and Si atoms; and (ii) metallic
erbium plates were used as an impurity-vapor source in combination with the silicon sublimation source. If gas-
eous oxygen was used for in situ codoping with erbium and oxygen, then concentrations ranging from 1018 to
1020 cm–3 were attained. When oxygen is in the growth chamber, the erbium-entrapment efficiency of a layer
increases substantially, with the surface segregation of erbium also being suppressed by oxidation. © 2001
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

One of the topical problems of semiconductor opto-
electronics involves designing light-emitting structures
on silicon doped with rare-earth elements, in particular,
with erbium [1]. In the luminescence spectrum of a cen-
ter containing a triply charged erbium ion, a narrow
temperature-independent line is observed at a wave-
length of 1.54 µm corresponding to the lowest losses
and dispersion in quartz fibers. This makes it possible
to design optoelectronic devices on the basis of Si:Er
and to use them in optical fiber links.

According to estimates [2], for designing light-emit-
ting diodes on the basis of silicon–erbium structures, the
concentration of this impurity must exceed 1018 cm–3. In
addition, the introduction of a large amount of erbium
impurity must not cause the crystal structure of doped
silicon to deteriorate.

Erbium can be introduced into the silicon matrix
using various methods such as ion implantation [3],
plasma enhanced chemical gas deposition [4], and
molecular-beam epitaxy (MBE) [5–10].

If silicon is doped with erbium by ion implantation,
high-energy (0.5–5 MeV) ions are used. This leads to
the formation of defects, which are partially retained
even after prolonged annealing. High doses of
implanted ions and the subsequent annealing (up to
900°C) induce the formation of damaged layers with
twins and lead to the precipitation of a rare-earth impu-
1063-7826/01/3508- $21.00 © 20918
rity and the formation of silicide precipitates [3, 11]. As
a result of the interaction between erbium and silicon
atoms, optically inactive silicide compounds of the
ErSi2 type are formed, which reduces the photolumi-
nescence (PL) efficiency of these structures.

To improve the characteristics of erbium-doped sil-
icon, it is necessary to suppress, as far as possible, the
formation of precipitates and silicides. The key for
overcoming this problem is to lower the temperature of
the doping process and to dope the silicon with erbium
and oxygen in situ without degrading the quality of the
layers. Furthermore, codoping with oxygen is an
important factor for the formation of optically active
centers involving an erbium ion [1].

In MBE with coevaporation of erbium and silicon, it
is possible to grow relatively thick layers eliminating
the recrystallization stage compulsory for ion implanta-
tion. By increasing the erbium-source temperature
from 800 to 1200°C, it was possible to obtain layers
with an erbium concentration from 1018 to 1022 cm–3

[6]. However, the maximum PL intensity was observed
in layers with an erbium concentration on the order of
1018 cm–3. An examination of the structure of the silicon
layers grown by transmission electron microscopy
showed that an increase in the erbium concentration
above 1018 cm–3 resulted in the formation of defects [6].
One of the reasons for this is likely to be the contami-
nation of layers owing to thermal evaporation and gas
001 MAIK “Nauka/Interperiodica”
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transport from growth-chamber assemblies (including
the effusion cells) heated to a high temperature. It was
probably for this reason that the background doping of epil-
ayers in the MBE systems designed for growing erbium-
doped silicon layers amounted to 8 × 1014 cm−3 [6].

On the other hand, the layers grown by sublimation
MBE have a low background concentration of electri-
cally active centers in silicon layers (lower than 2 ×
1013 cm−3) [12]. A special feature of this method distin-
guishing it from the traditional MBE of Si is the use of
resistive heating when passing a current through the
source in the form of rectangular bar cut from a Si sin-
gle crystal. The use of other heated metallic compo-
nents (except for the silicon-vapor source itself) in this
method is virtually eliminated. To dope the layers, the
silicon source doped with a given impurity is evapo-
rated. This method was used for growing structurally
perfect layers doped with a wide range of traditional
impurities (B, Al, Ga, P, As, and Sb) up to high concen-
trations [13–15]. The purpose of this study is to inves-
tigate the possibilities of growing structurally perfect
silicon epilayers doped with erbium to high concentra-
tions (higher than 1018 cm−3) and also of layers codoped
with oxygen in the course of growth using sublimation
MBE.

2. EXPERIMENTAL

The Si:Er epilayers were grown in the setup
described in [16]. The ultrahigh-vacuum system for the
sublimation MBE of silicon was designed and con-
structed at the Research Physicotechnical Institute,
Nizhni Novgorod State University. The system involves
a vacuum chamber with a pumping system designed
following the so-called quasi-oil-free scheme: a resid-
ual-gas pressure of ~5 × 10–9 Torr was provided by an
oil-free means of pumping (four GIN-0.5 titanium ion
getter pumps), whereas preliminary pumping and
pumping to degas the chamber and GINs were effected
by an oil-vapor pump (N-5S) with a high-efficiency
nitrogen trap and a backing pump (VN-2MG). The total
pressure in the operation chamber was measured by a
VI-14 ionization gage with an IM-27 transducer; the
partial composition of residual gases was monitored by
an APDM-1 unipolar mass spectrometer with an
MMS-2 sensor. The gas-medium composition in the
operation chamber can be set by the inlet system.

As silicon-vapor sources, we used a rectangular bar
cut from a silicon single crystal with a high resistivity
(KDB-15 brand; i.e., p-Si:B, ρ = 15 Ω cm). The doping
impurity (erbium) was evaporated either from an
erbium-doped crystalline silicon or from a strip of pure
metal erbium, both sources being heated resistively. We
used silicon wafers cut in the (100) face as substrates.
In some experiments, we used substrates covered by a
thermal-oxide layer. The substrates were prepared by
conventional technology including chemical and
mechanical polishing and finish cleaning in toluene,
SEMICONDUCTORS      Vol. 35      No. 8      2001
hydrogen peroxide, and aqua ammonia. After placing
the substrate in the growth chamber of the system and
evacuating it to a pressure of ~5 × 10–9 Torr, the sub-
strate was annealed together with the silicon- and
erbium-vapor sources at maximum temperatures for
10 min.

After the substrate was annealed, its temperature
was reduced to ~1000°C, then the shield was removed,
and an undoped buffer layer was deposited to a thick-
ness of ~0.1 µm. After reducing the substrate tempera-
ture to 450–700°C, the getter pumps were switched off,
and the Si:Er layer was grown at a growth-chamber
pressure below 2 × 10–8 Torr. In certain cases, we admit-
ted oxygen into the growth chamber to a pressure of
3 × 10–8–5 × 10–6 Torr in the course of depositing the
erbium-doped layer. When using the substrate in the
form of silicon wafers coated with thermally grown sil-
icon oxide, we kept the substrate temperature below
750–850°C during annealing.

The crystal structure of the surface layers was stud-
ied using an ÉMR-102 electron diffractometer, and the
surface relief of layers was examined by the replica
technique using an electron microscope. The character-
istics of defects in the bulk of layers were determined
by Rutherford backscattering and by metallography
using a preliminary treatment in the Schimmel etchant.
The erbium concentration in the layers was determined
by Rutherford backscattering, and the depth distribu-
tion of the concentration of erbium and other impurities
(oxygen and carbon) within layers was investigated by
secondary ion mass spectroscopy (SIMS). In the former
method, the layers were irradiated with 4He ions with
an energy of 600 keV, and, in the latter, with oxygen or
cesium ions with an energy of 1.3 keV.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

3.1. Growth of Layers from the Erbium-doped
Silicon Source

When growing layers from the Si:Er source, the Er
concentration was relatively low (~1017 cm–3), which
was associated with the limitation of its content in the
source owing to the low solubility of this impurity.

In Fig. 1a, we show the erbium distribution over
depth in the layer grown at a temperature of 450°C. It
can be seen that the erbium-concentration distribution
is nonmonotonic: as a layer begins to grow near the
substrate, the concentration increases, then, decreases
somewhat; after that, an increase and a decrease in the
concentration again take place. Near the layer surface,
its value is less than 1017 cm−3. The erbium-concentra-
tion variation across the silicon layer observed in
Fig. 1a is probably associated with the incorporation of
erbium into the layer as it accumulates on the surface to
a critical value after which the entrapment of impurity
by deeper layers takes place. Such oscillations of dop-
ing-impurity concentration were previously observed
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when rather large fluxes of other impurities were used
(for example, Sb [17]).

In Fig. 1b, we display the SIMS data on erbium dis-
tribution over the thickness of a two-layer structure
grown by applying a constant potential V = –200 V
across the substrate. The first layer was grown at a sub-
strate temperature equal to 650°C, and the second one,
at 450°C. It can be seen from Fig. 1b that the erbium
concentration in both cases is higher than in the previ-
ous experiment, while the increase in the oxygen con-
centration in the layer while varying the substrate tem-
perature is steplike. At the instant the substrate temper-
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Fig. 1. Layer-by-layer SIMs analysis of the Si:Er epilayers
grown at a substrate temperature Ts: (a) 450°C, without
applying voltage; (b) 650 and 450°C, applying a constant
voltage V = –200 V.
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Fig. 2. Distribution of erbium and oxygen in the epilayer
obtained by depositing silicon on a thermally oxidized sub-
strate heated to 750°C (secondary-ion mass spectroscopy).
ature was lowered to 450°C, we observed an erbium-
concentration peak in the profile; following that, the
concentration was almost constant over the entire thick-
ness of the layer.

The concentration profiles of erbium and oxygen
over the thickness of the layers shown in Fig. 1b can be
explained as follows. When the epilayer grows, erbium
and oxygen, like the majority of other impurities, are
forced back by the growth surface and are accumulated
at this surface. The application of a negative constant
potential to the substrate leads to the acceleration of Si+

ions involved in the Si-atom flux towards the substrate
surface. The Si+ ions act on the erbium and oxygen ada-
toms enhancing their surface diffusion. This phenome-
non leads to the entrapment of impurity atoms by the
growing silicon layer. However, owing to the low den-
sity of the Si+ ion flux during silicon sublimation
(~1012 ion/(cm2 s)), not all the impurity adatoms are
subjected to the action of ions, and some of them are
forced back by the growing layers. As a result, the dop-
ing efficiency of the layers remains insufficient.

3.2. Growing Layers from an Erbium-doped Silicon 
Source on Silicon Oxide Substrates

An increase in the oxygen and erbium concentra-
tions in the silicon layers was also attained by the
method of additional feeding with oxygen from an
oxide deposited on the working side of the substrate. In
Fig. 2, we display the profiles of erbium and oxygen
concentrations in the epilayer, which was grown from
an erbium-doped silicon source on a substrate coated
with an oxide film ~0.1 µm thick and heated to 850°C.
It can be seen that the erbium concentration in the layer
is higher than in the previous cases (see Fig. 1a). Fur-
thermore, its increase was observed both at the begin-
ning of growth (i.e., near the layer–substrate interface)
and near the layer surface. The erbium concentration
varies synchronously with the oxygen concentration
over the layer depth.

This distribution of impurities in the layer can be
explained as follows. At an elevated temperature of the
substrate, the effect of the silicon-atom flux on the
oxide film leads to the decomposition of this film
according to the reaction [18]

Si + SiO2  2SiO(gas).

As a result, voids are formed in the oxide film. The
remaining islands of oxide are covered by silicon and
feed the growing silicon film with oxygen. At first, this
additional feeding is intense, and then, owing to the
oxygen being forced back by the growing layer towards
the surface, it is reduced. Oxygen accumulates as it is
forced back and is entrapped by the near-surface por-
tion of the layer.

However, it should be noted that the layers grown by
this method are characterized by a higher density of
stacking faults and dislocations. The formation of an
SEMICONDUCTORS      Vol. 35      No. 8      2001
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oxide–substrate interface of a higher quality by, for
example, oxidizing an atomically clean substrate sur-
face in situ in the growth chamber, should be favorable
to growing a higher quality silicon layer.

3.3. Growing Silicon Layers Doped
from an Independent Erbium Sublimation Source

As a result of the investigations carried out, it was
established that, using our metal erbium-vapor source
heated resistively, it is possible to vary the erbium con-
centration in the layers from 5 × 1018 to ~1021 cm–3 by
varying the source temperature from 850 to 950°C. The
layers grown had, as a rule, a fairly high structural qual-
ity: the minimum yield near the layer surface amounted
to 3.3% according to Rutherford backscattering data.
The layers with an erbium concentration of ~1021 cm−3

were an exception: they had a mosaic structure. We note
that almost the same level of erbium doping of the sili-
con layers was attained by traditional MBE at higher
temperatures in the effusion cell [6].

The surface of layers with an erbium concentration
NEr ≤ 5 × 1018 cm−3 was quite smooth according to
investigations by the replica method in an electron
microscope. However, in more heavily doped layers, a
pronounced relief appears on the surface of these lay-
ers, which indicates that a fine-block structure of the
layer surface with a high density of blocks is formed.
The real structure of layers also varied with an increase
in their doping level. For the erbium concentration
NEr ≥ 1019 cm−3, two-dimensional defects were observed
at the surface of the epilayer after brief etching in a
selective etchant. These defects resembled stacking
faults arising in oxidation. They had the shape of
straight lines on the layer surface (Fig. 3). For the (100)
substrate, the defects lie in the (111) plane, and their
traces on the surface are arranged along the perpendic-
ular 〈110〉  directions. Because the stacking faults in sil-
icon are always interstitial [19], it is probable that they
are produced owing to the formation of complexes of
interstitials. We note that, in the silicon layers grown
with the admission of oxygen into the growth chamber,
these defects were not observed.

The SIMS data confirm the existence of the surface
segregation of erbium in silicon layers grown without
the admission of oxygen. In Fig. 4, we display the con-
centration profiles for the impurities (Er, O, and C) in
silicon epilayers. It can be seen that, without erbium
doping, the carbon concentration is virtually the same
as in the substrate. The oxygen concentration in the
region of the layer near the interface with the substrate
is almost the same as in the substrate (except for a small
peak at the interface), and it slowly increases only near
the surface of the layer.

The growth of a silicon layer for the erbium-vapor
source heated to 900°C is characterized by a different
distribution of impurities over thickness (Fig. 4b). The
carbon-concentration level remains almost the same as
SEMICONDUCTORS      Vol. 35      No. 8      2001
in the substrate. The oxygen concentration increases
abruptly at the interface with the substrate and remains
constant over the entire thickness of the layer. The
erbium concentration increases in a steplike manner at
the start of the layer growth and then decreases. This
distribution of the erbium concentration is similar to its
distribution shown in Fig. 1a, and, is also probably
associated with the surface segregation of this impurity.

The admission of oxygen into the chamber up to a
partial pressure of ~5 × 10–8 Torr during layer growth
should lead to a more uniform distribution of the
erbium concentration over layer thickness and to an
abrupt increase in this concentration near the interface
with the substrate (Fig. 4c). We note that the erbium
concentration in the layer attains the same level
(~1019 cm−3) as in the previous case, although the impu-
rity flux to the growth surface was lower (a source tem-
perature of TEr = 870°C). This means that the introduc-
tion of oxygen into the growth chamber is favorable to
a more intense entrapment of erbium atoms by the
growing layer. The introduction of a large amount of
oxygen (to a partial pressure of ~10–7 Torr) stimulates
further increase in the erbium concentration in the lay-
ers. However, the structural quality of the layers mark-
edly deteriorates in this case.

It should be noted that the admission of air into the
growth chamber is also conducive to an increase in the
erbium concentration in the layer. The profiles of distri-
bution of erbium, oxygen, and carbon concentration
over the depth (Fig. 4d) of the layer grown at a pressure
of 5 × 10–6 Torr and at a source temperature of TEr =
870°C support this statement. It can be seen that the
erbium concentration is as high as ~1020 cm−3 near the
interface with the substrate. However, the defect den-
sity is high in such layers.

Thus, the admission of oxygen into the growth
chamber leads to suppression of the Er segregation and
to an increase in Er concentration in the layer. The sup-
pression of erbium segregation by oxygen on Si(100)

Fig. 3. Microphotography of the surface of Si:Er epilayer
after etching in a selective etchant (magnification is ×500).
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PO2
has also been observed also in other studies devoted to
growing MBE Si:Er layers [20]. In [20], the origin of
this phenomenon was associated with the selective oxi-
dation of erbium atoms. At the same time, in study [7],
the more efficient incorporation of erbium into the sili-
con layers is associated with two causes: a possible
modification of the mechanism of layer growth, for
example, due to lowering the mobility of adatoms or a
change in the energy barrier for shift of the steps on the
layer surface, and also due to the formation of com-
plexes when oxygen interacts with erbium, it being pos-
sible to incorporate the complexes into the growing
layer.

The investigation of PL in erbium-doped and oxy-
gen-doped silicon layers showed that the highest inten-
sity was observed in the layers grown with the admis-
sion of oxygen into the chamber up to the lowest pres-
sure (~3 × 10–8 Torr). When increasing the partial
oxygen pressure, the PL intensity in the layers
decreased [21].

4. CONCLUSION

It was shown that it is possible to dope silicon layers
with erbium using sublimation MBE and to evaporate
this impurity either from silicon or from an independent
source by sublimation with resistive heating of a strip
of this material. We considered three variants of oxygen
codoping the Si:Er layers: (i) the bombardment of the
growth surface with low-energy (~200 eV) Si+ ions;
(ii) additional feeding from oxide deposited on the
working surface of the substrate; and (iii) the dosed
admission of oxygen into the growth chamber.
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The maximum erbium concentration in the silicon
layers grown by evaporating from the source of erbium-
doped silicon was below a value of ~5 × 1018 cm−3 even
if a potential was applied across the substrate.

The silicon deposition on oxidized substrates heated
up to 750–850°C leads to the growth of epilayers with
an increased erbium concentration compared with the
growth in an oxygen-free medium.

The use of an independent erbium-vapor source in
the form of a resistive-heated strip from this metal for
doping the silicon layers made it possible to increase
the impurity concentration in the layers to 5 × 1018–
1021 cm−3 depending on the source temperature. How-
ever, even at low growth temperatures (450–650°C),
erbium has a tendency toward surface segregation. Fur-
thermore, its incorporation into the silicon crystal lat-
tice is limited and is accompanied with the formation of
extended stacking faults, whose origin is probably
associated with the formation of interstitial complexes.
If oxygen was let into the growth chamber during
growth, then these defects were not revealed. In this
case, the surface segregation of erbium is significantly
suppressed, and its concentration in the layers also
increases.
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Abstract—Changes in the electrical and photoelectrical properties, as well as in the dislocation structure, of
crystalline p-CdTe under the pulsed laser irradiation were studied. A decrease in the dark current and an
increase in the dislocation density in both irradiated and unirradiated parts of the crystal were observed. These
changes are related to the effect of surface acoustic waves generated by the nanosecond laser pulses. © 2001
MAIK “Nauka/Interperiodica”.
INTRODUCTION

Variation of the physical properties of CdTe crystals
irradiated with laser pulses of nanosecond duration
[1−4] is typically attributed to intrinsic point and mac-
roscopic defects resulted from an interaction of the
laser radiation with the material. A change in the struc-
ture of defects can be due to the formation of an acous-
tic or shock waves and also to the electron subsystem
excitation. The contribution of shock waves to the for-
mation of defects under the laser irradiation of CdTe
crystals has been previously considered [3, 4]. For a
complete understanding of the mechanisms underlying
the laser-induced formation of defects in semiconduc-
tors, including CdTe, a comprehensive study of the
variety of processes stimulated by the laser irradiation
of crystals is required.

In this paper, we report the results of studying the
influence of the laser-induced surface waves on the dis-
location structure and the electrical and photoelectric
properties of CdTe crystals.

EXPERIMENTAL

We studied nominally undoped crystalline p-CdTe
wafers produced by gaseous-phase synthesis of initial
elements. The wafer thickness was 100 µm, and the dis-
location density determined from the optical micros-
copy of etch pits was about 102 cm–2 [5].

The wafers were irradiated by a Q-switched ruby
laser beam with a pulse width of 2 × 10–8 s and an
energy density below the damage and melting threshold
of the material. The laser radiation affected only half of
the wafer surface area, while the other part was shielded
with a metal plate or dark lacquer to prevent exposure
to the radiation. Variation of the electrical properties in
both parts of the wafers was studied. To do this, the con-
1063-7826/01/3508- $21.00 © 20924
tact positions on the wafer surface were adequately
selected.

RESULTS

The dark currents (Id) measured in the both parts of
as-prepared wafers are nearly equal, thus indicating the
electrical uniformity of wafers. After the irradiation
with the ruby laser pulses with the energy density E =
0.08 J/cm2, Id in the irradiated part increases, while in
the shielded area Id remains practically the same. An
increase in the energy density of up to E = 0.12 J/cm2

results in a further growth of Id in the irradiated area and
initiates an increase in Id in the shielded area of the
wafer. We have attributed the increase in Id observed in
p-CdTe to a tellurium film formed on the crystal surface
as a result of the laser irradiation [1]. To verify this con-
jecture, we rinsed off the tellurium film from the crystal
surface with a normal solution of KOH in methanol and
repeated the measurements. Irradiation of these sam-
ples with an energy density E = 0.08 J/cm2 leads to a
decrease in Id in the exposed wafer area, whereas Id
remains nearly the same in its shielded area (Fig. 1,
curves 1 and 2, respectively). After the laser irradiation
with the energy density E = 0.12 J/cm2, both halves of
the crystal show a decrease in Id; this decrease contin-
ues for several hours after the irradiation.

Photoconductivity spectra of the shielded part of the
p-CdTe crystal were also measured before and after
irradiation. The first irradiation with the laser energy
density E = 0.08 J/cm2 causes the photosensitivity of
this region to decrease. As the laser-energy fluence
grows to E = 0.12 J/cm2, photoconductivity continues
to decrease. The decay of photoconductivity lasts for
about one day and correlates with the relaxation time of
001 MAIK “Nauka/Interperiodica”
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Id. Along with this, the resisitivity of the wafer
increases several times.

The equilibrium conductivity of the p-type CdTe
crystal is known to drop with increasing dislocation
density [6]. The observed decrease in the equilibrium
conductivity of the shielded part of crystal can possibly
be attributed to an increase in the dislocation density in
this part as well. Therefore, we analyzed the laser-pro-
duced changes in dislocation structure in the both parts
of the wafers. The dislocation density of as-prepared
wafers was about 102 cm–2 (Fig. 2a). Irradiation with
the energy density ranging from 0.08 to 0.16 J/cm2 pro-
duced no noticeable damage to the crystal surface.
However, selective etching revealed an increase in the
dislocation density in both the irradiated and the
shielded parts of the wafers. The higher the energy den-
sity or the irradiation dose, the higher the dislocation
density. Thus, the irradiation with E = 0.08 J/cm2

causes an increase in the dislocation density in the irra-
diated part only, whereas irradiation with an enhanced
energy density (E = 0.12 J/cm2) results in a further
increase in dislocation density in the irradiated part and
gives rise to dislocations in the shielded part of the
wafer (Fig. 2b). We note that dislocations are predomi-
nantly accumulated at the interface between the irradi-
ated and shielded parts of the crystal. A further growth
of the dislocation density in the both parts occurs at the
laser energy density of 0.16 J/cm2 (Fig. 2c). Layer-by-
layer etching indicates a decrease in the dislocation
density and the recovery of its initial value at a depth of
3–5 µm. For the shielded part of the wafer, the initial
value is regained at a depth of 1–3 µm.

DISCUSSION

Laser-induced changes in photoconductivity and Id
of the irradiated p-CdTe crystal have been attributed
[1–3] to the laser-stimulated multiplication of disloca-
tions and to draining the bulk acceptors into them. The
underlying mechanism of the defect formation incorpo-
rates a number of laser-induced interrelated processes,
such as the photoeffect, the formation of the elastic
(acoustic and shock) waves in crystal, heating, and so on.

We now analyze the experimental results obtained
for the shielded part of the wafers. In this part of crystal,
the photoeffect is ruled out by the experimental condi-
tions. The laser pulse–produced shock wave should
propagate to the bulk of crystal along the normal to the
surface; thus, its impact can also be excluded. Under
the irradiation conditions employed, shock wave is gen-
erated deep enough under the surface to prevent its
transformation into the surface shock wave. In CdTe,
this depth amounts y = 39 µm at E = 0.16 J/cm2.
According to our experimental results, the typical depth
of changes in the material is smaller than the depth
where the shock wave is generated. The effective radius
of heat conduction over the irradiated part of the wafer
is estimated within ~0.35 µm, which is considerably
less than the wafer length; thus, the heating also cannot
SEMICONDUCTORS      Vol. 35      No. 8      2001
be responsible for the dislocation formation in the
shielded part of the crystal.

The origination of dislocations can possibly be
related to the laser-induced mechanical stress, which
gives rise to acoustic waves with highly diversified
spectral and spatial characteristics [7, 8]. Acoustic
waves can transport the absorbed laser energy over a
distance that considerably exceeds the irradiation
absorption depth. When transporting a sufficiently high
energy density, an acoustic wave can become a carrier
of the so-called long-range effect, typically stimulated
by laser irradiation, thereby initiating the formation of
defects in the crystal lattice outside the area exposed to
laser radiation. The amplitude of the generated surface
acoustic wave (SAW) is proportional to the surface
stress and the pulse shape noticeably varies with dis-
tance away from the irradiated area [9]. To be specific,
as the distance from irradiated increases zone, the pulse
broadens and its leading edge splits into a series of
pulses. These features of the SAW can be related to the
manner in which the dislocation appears with the
increasing laser energy density, as described in [9]. At
a small energy density (and, therefore, at a low level of
stress that causes an elastic wave), dislocations are
observed in the irradiated region only. An increase in
the energy density gives rise to dislocations first at the
interface and then in the shielded part of the crystal as
well (Figs. 2b, 2c).

The extinction of etch pits as a result of the layer-by-
layer etching is indicative of a surface nature of the dis-
turbance. The dislocations are observed in the vicinity
of the front face of the crystal. This can result in the
peeling of the surface layer.

The layer-by-layer etching of the irradiated crystal
also showed that the depth up to which the crystals
characteristics were affected is larger in the irradiated
part of wafer than in its shielded part. This is probably
due to the fact that, as the distance from the excitation
source increases, the SAW propagation depth decreases
as does the depth of its possible effect.

Two mechanisms for the dislocation appearance in
the shielded part of the wafer are conceivable. One is
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Fig. 1. Dark current Id in (1) irradiated and (2) shielded
parts of the p-CdTe crystal vs. the laser energy density.
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Fig. 2. Dislocation pattern in the both parts of p-CdTe wafer
(a) before and (b, c) after the laser irradiation with E =
(b) 0.12 and (c) 0.16 J/cm2.
the direct origination of dislocations in the shielded part
of crystal, and the other is the motion of dislocations
from the irradiated area into the unirradiated part of the
wafer; this motion is assisted by the acoustic-wave field.

CONCLUSION

Thus, we may assume that surface acoustic wave is
generated as a result of the laser irradiation of CdTe
crystal even though CdTe is less elastic than the con-
ventional piezoelectrics, such as CdS or GaAs. Surface
acoustic waves can change the electrical and photoelec-
tric properties of the wafers, as well as its dislocation
structure, beyond the irradiated area and thus can pro-
vide a basis for a nondestructive technique for introduc-
ing dislocations into the CdTe crystals. The controlla-
ble production of dislocation structures can be a key
factor to enhancing reliability of the devices based on
the II–VI semiconductor compounds.

Further experimental studies of the surface acoustic
waves generated in p-CdTe by the ruby laser irradiation
and analysis of the SAW pulse shape are required.
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Abstract—The concept of an inherent dimensional effect in depleted semiconductor layers (comparability of
the characteristic scale of a depleted layer to an average distance between electrically active defects) is intro-
duced. Inherent nonuniformities of an electric field and the potential at the semiconductor surface are deter-
mined for intrinsic and impurity surface states. The dependence of these nonuniformities on surface and bulk
parameters is considered. © 2001 MAIK “Nauka/Interperiodica”.
The impact of charge discreteness near the solid sur-
face on the surface electric field and potential distribu-
tions has been actively discussed [1–6]. Seemingly, the
probability of significant field-strength differences in
double electric layers was first reported in [1]. It is evi-
dent that this phenomenon affects the parameters of
semiconductor devices, especially those of submi-
crometer size [3, 4]. Further analysis (see [5, 6]) has
shown inevitable field nonuniformities to exist in
depletion layers of semiconductor structures (even in
the absence other causes). These nonuniformities are
related to the inherent comparability of the depletion
length (thickness of a double electric layer) to the aver-
age distance between charged impurity atoms. Thus,
semiconductors surface layers are characterized by the
inherent dimensional effect that controls the discrete
structure of the space-charge region (SCR) in a wide
doping-level range. Previous estimates and simulations
have revealed a qualitative dependence of inherent field
and surface potential nonuniformities on the system
parameters. However, a quantitative dependence calls
for a statistical analysis (similar to that of [7]) to deter-
mine the parameters of the chaotic potential in the
semiconductor bulk in the approximation of a uni-
formly charged sphere. This study is aimed at general-
izing the data of [5] and analytically determining the
inherent nonuniformities of the surface electric field
and potential. We emphasize that most of the relations
derived below are not strict. Following [7], we use the
sign of equality almost everywhere.

We begin the statistical analysis, considering a sur-
face with delocalized inherent states (“conducting” sur-
face). We choose a surface area with an arbitrary radius
R and an adjacent SCR volume. The average number of
impurity atoms residing in the formed cylinder can be
calculated by multiplying the impurity concentration
N0 (for definiteness, we consider the impurity as com-
pletely and singly ionized donors) by the chosen vol-
1063-7826/01/3508- $21.00 © 0927
ume V = πR2L0, where L0 =  is the SCR
width, U0 is the band bending near the surface, and ε is
the dielectric constant of the semiconductor. It is evi-
dent that statistical parameters of this subsystem
depend on its sizes, i.e., on R. Assuming that the electric
field and potential within the cylinder are generally
multiple to the fields of point charge and its image
against the background of the total surrounding field,
we determine the field nonuniformity at the semicon-
ductor surface. In the case of delocalized surface inher-
ent states, an element of the impurity–image system is
a dipole [5].

At first, we determine the contribution of a test
dipole to the total electric field at the surface area S =
πR2. To do this, we average the dipole field over proba-
ble dipole moments and over the surface. The field of
the ith dipole in the surface plane contains only an axial
component and, in the cylindrical frame of reference, is
written as

(1)

where ρ =  is the radial coordinate and edi is
the dipole moment of the impurity–image system.
Sequential averaging of Eq. (1) over the dipole
moments and surface S yields the formula

(2)

An impurity distribution is uncorrelated in strongly
diluted substitutional or interstitial solid solutions (i.e.,
in a doped semiconductor); hence, the Poisson distribu-

εU0/2πe2N0
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tion is valid for this case. As applied to the SCR, the
impurity distribution density p(N) is written as

where N is the number of impurity atoms in the volume V.
Since N0L0 = Ns is the surface charge concentration, the
average number of particles in the chosen volume or
dipoles at the chosen surface area is given by

(3)

and the root-mean-square deviation is written as

(4)

The contribution of charges inside V to the average field
at the surface S is given by

(5)

where summation is performed over the impurity atoms
whose number is defined by Eq. (3). We note that the
contribution of the impurity–image dipole system of
the surroundings to the surface field is, on average, a
field of a flat capacitor with the plate charge density eNs

minus Eq. (5). Since the value independent (after aver-
aging) of the summation index is under the summation
sign in Eq. (5), this contribution is the product of
Eqs. (2) and (3). Using Eq. (4), we can analogously
write the field variance δ%(R) at the chosen surface. As
expected, in the limit R  ∞, the parameter %(R)
tends to the field within a one-dimensional model

(6)

while δ%(R) tends to zero, which is valid for the mac-
roscopic system as a whole.

The Poisson distribution allows for the arbitrary
smallness of the average number of particles in the vol-
ume V. Considering subsystems of various sizes, we
arrive at a sequence of characteristic surface field non-
uniformities. The choice of a specific variance most
likely depends on the problem parameters and charac-
teristic scales (e.g., electron wavelengths, charge-car-
rier free path, etc.). The field nonuniformity at a point
should be calculated as the maximum possible in the R
range from 0 to ∞. Hence, the δ%(R) function maxi-
mum should be determined in the entire domain of the
argument variation. Simple procedures for searching
for an extremum yield R = 0. Uncertainties arising
when calculating δ%(R) are eliminated by passing to
the limit R  0. In this case, the electric field variance
can be determined from the expression

(7)

where the notation δ% = δ%(0) is introduced. An
explicit form of δ% follows from Eqs. (2) and (4). After

p N( ) N〈 〉 N N〈 〉–( )exp
N!

----------------------------------------,=

N〈 〉 NsπR2,=

δN R πNs.=

% R( ) %i〈 〉 ,
i

∑=

% R( )
R ∞→
lim

4πeNs

ε
----------------,–=

δ% %i〈 〉δ N
R 0→
lim ,=
substitution of these expressions into Eq. (7) and calcu-
lating the limit, we obtain

(8)

Now we compare the found electric field variance to
the field (6) of the surface bands’ bending. To do this, it
is sufficient to calculate the ratio of these values. As a
result, we have

(9)

where δ0 = δ%/|%0|, %0 = , and (πNs)–1/2 is the

base radius of the test cylinder containing, on average,
a single impurity atom.

Thus, the inherent dimensional effect in the semi-
conductor SCR can be estimated proceeding from
Eq. (9). As a criterion for structure discreteness, the
approximate equality δ0 ~ 1 can be chosen. In compar-
ison with the ratio of the average distance between
impurity atoms to the SCR length, the dependence on
the impurity concentration is somewhat heavier in the
found criterion. It is easily shown that the right-hand

side in Eq. (9) increases as  as the doping level
grows. A corresponding change of N0 by two orders of
magnitude leads to approximately a threefold change
in δ0.

To calculate the potential nonuniformity at a con-
ducting surface, we use the rule of error transfer (see,
e.g., [8]). According to the potential form derived in [5]
within the approximation of an unchanged density of
states at the semiconductor surface with the Fermi level
pinned at the surface band bottom, we have

(10)

where

is the Fermi level position with respect to the surface
band bottom in the one-dimensional model of band
bending, σ0 = eNs is the average surface charge density,
D is the density of electron states, and ∆E is the energy
width of the surface band. The second term of sum (10)
accounts for the functional dependence on the electric
field. We separate the principal part of this term. Since
the density of surface intrinsic states is as a rule high
(above 1012 cm–2 eV–1) and the surface band size is
assumed to be greater compared to kT, the surface
charge densities σ and σ0 are much less than eD∆E.
Hence, the exponential function in the denominator of

δ%
4e πNs
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the term under logarithm can be neglected compared to
unity. Equation (10) can be then rewritten as

(11)

This expression defines the dependence of U on the
random field % = –4πσ/ε and satisfies the condition for
applicability of the rule of error transfer. In this case,
the parameter δU characterizing the potential nonuni-
formities can be estimated as

(12)

The derivative of potential (11) with respect to the field
at the point % = %0 is given by

Thus, for inherent potential nonuniformities on the con-
ducting semiconductor surface with the Fermi level
pinned at the band bottom, we obtain

(13)

In the limit, when Ns/DkT ! 1 under the exponent (in
particular, this limit is valid at a high density of surface
states and at room temperature), the potential variance
taking into account Eq. (9) has the specifically clear
form

(14)

The quantity δ0, defining intrinsic dimensional ratios, is
on the order of unity in a wide doping-level range; how-
ever, it does not exceed unity. As a result, the surface
potential nonuniformity on the average does not exceed
kT at room temperature if we have intrinsic extended
states with a Fermi level pinned at the surface band
bottom.

If the Fermi level is pinned at midband at the sur-
face, the potential nonuniformity can be defined in the
form known as the Thomas–Fermi approximation. The
charge density fluctuations should follow variations of
the Fermi level position with respect to the surface band
bottom, which are equivalent to the potential nonuni-
formity

(15)

It goes without saying that the potential perturbation is
assumed to be small compared to the Fermi energy and
that the change in the density of surface states is
ignored.

Now taking into account the linear dependence of
the surface charge on field, as well as Eqs. (8), (9), and
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(15), we can relate the quantity δU to the system param-
eters as

(16)

To within the insignificant factor  on the order of
unity, this result coincides with Eq. (13) when the con-
dition Ns/DkT @ 1 is met.

Expression (8) for nonuniformity of an electric field
allows for the immediate determination of the inherent
nonuniformity of the Schottky barrier height. As is
known, the effective barrier height in the metal–semi-
conductor contact is related to the electric field at the
interface as

(17)

Taking into account that the near-contact field is a ran-
dom quantity with a characteristic nonuniformity
amplitude δ%, the nonuniformity of the Schottky bar-
rier height, similar to Eq. (12), can be written as

(18)

After simple transformations using expressions (17)
and (18), we obtain

(19)

Thus, the value of δUeff is approximately equal to the
Coulomb energy in a dielectric medium with the per-
mittivity ε of a single-charged center at the distance L0
from it.

The above method for calculating the nonuniformity
is applicable to a “dielectric” surface with filled (local-
ized) intrinsic and impurity states. In these cases, the
surface potential nonuniformity can be determined
immediately, since the method of electrostatic images
yields an analytical form of the point charge potential
near the surface.

The potential regularity with an unchanged and uni-
form surface charge can be violated due to the discrete
charge of an impurity located in the SCR. According to
[9], the potential of a single charged donor near the sur-
face is given by

(20)

where z0 is the impurity-charge depth. The value of z0
varies from 0 to L0. Averaging of Eq. (20) over possible
z0 and over a surface area of any radius R yields the
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average contribution 〈Ui〉  of a singe charge to the total
potential. Successive integration yields

Introducing a new variable ξ = L0/R and the function f(ξ)
of the form

Ui〈 〉 2e2

ε 1+( )L0R2
-----------------------------–=

× L0 R2 L0
2+ R2 L0 R2 L0

2++
R

---------------------------------- L0
2–ln+
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Fig. 1. Dependences of the inherent potential nonunifor-
mity δU at the semiconductor surface (U0 = 0.3 eV, ε = 12,

D = 1014 cm–2 eV–1, and T = 300 K) and the Schottky bar-
rier height δUeff on the impurity concentration N0, calcu-
lated by formulas (14), (16), (19), and (23) (lines 1–4,
respectively).

Fig. 2. Dependences of the inherent potential nonunifor-
mity δU at the semiconductor surface (N0 = 1017 cm–3, ε =

12, D = 1014 cm–2 eV–1, and T = 300 K) and the Schottky
barrier height δUeff on the surface potential U0, calculated
by formulas (14), (16), (19), and (23) (lines 1–4, respec-
tively).
we write the averaged potential as

(21)

The total contribution δU(R) of excess charges (whose
number is defined by Eq. (4)) to the potential is the
product of Eqs. (21) and (4). Taking into account the
adopted notation, δU(R) is written as

(22)

The functional dependence f(ξ)/ξ in Eq. (22) is mono-
tonic and reaches its exact supremum at ξ  0 (i.e., at
R  ∞). The limit for the surface potential variance
δU = U(ξ) is given by

(23)

Result (23) defines the average potential nonuniformity
at the surface in the case of localized intrinsic states and
can be used to determine the second moment of the
potential distribution over a surface with impurity dis-
crete states. The contribution of the potential related to
a subsystem of discrete charges at the surface, found by
the above method, coincides with Eq. (23). If the semi-
conductor surface and SCR charges are distributed
independently, the potential variance is given by

(24)

We note that expression (24) is consistent with the
results of a numerical experiment. In particular, calcu-
lation for the system (considered in [5]) with the
parameters N0 = 1017 cm–3, U0 = 0.3 eV, and ε = 12 by
formula (24) yields δU = 90 meV.

First, we analyze the obtained results to clarify the
dependences of δU and δUeff [described by formulas (14),
(16), (19), and (23) (or (24))] on the impurity concen-
tration.

As is known, the doping level is the most important
parameter of a semiconductor system from the practical
standpoint. Hence, one should take into account possi-
ble changes in surface properties, in particular, changes
in the surface potential nonuniformities when a doping
level is varied. As is evident from Eqs. (14) and (23),
the potential variance at conducting and insulating sur-
faces as N0 increases grows according to the same law

∝ . The root law makes significant (specifically, in
the case of impurity surface states) surface potential
nonuniformities in a wide range of doping levels. When
the Fermi level is pinned at the surface band center (see
Eq. (16)), the dependence of the surface potential is

stronger: δU(N0) ~ . At surface state densities
about 1014 cm–2 eV–1, δU reaches dozens of millielec-
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tronvolts at high doping levels (above 1018 cm–3). The
growth of nonuniformities in the Schottky barrier
height (see Eq. (19)) with the concentration N0 is pro-

portional to a square root of N0: δUeff(N0) ~ . The
dependences of inherent potential nonuniformities at
the semiconductor surface and those of the Schottky
barrier height on the impurity concentration are shown
in Fig. 1.

The SCR length L0 depends on the band bending U0

as one of the possible boundary conditions for the
boundary-value problem when solving the Poisson
equation. A growth of the depleted layer width prede-
termines an increase in the number of discrete charges

in the characteristic volume . Correspondingly, an
increase in U0 leads to statistically better averaging of
the discrete distribution of impurity in the surface
region, which in fact should reduce nonuniformities.
Such formal reasons allow us to neglect the structure
discreteness in many cases at large band bendings. We
note also that, although the total relative potential non-
uniformity decreases, absolute potential fluctuations
qualitatively differ depending on the type surface states
(see Fig. 2).

In the case of extended intrinsic states (conducting
surface) δU decreases with various rates (proportional

to ~  and ~  according to Eqs. (14) and (16),
respectively) as the band bending increases, whereas

N0
1/2

L0
3

U0
3/4– U0

1/4–
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the potential nonuniformity slowly grows (proportional

to ~ ) at the insulator surface.
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Abstract—High-resolution X-ray and synchrotron (crystal truncation rods) diffraction methods and transmis-
sion electron microscopy have been employed to study MBE-grown multilayer In(Ga)As–GaAs heterostruc-
tures with arrays of vertically coupled In(Ga)As quantum dots (QDs) in a GaAs matrix. Additional (vertical and
lateral) spatial ordering of QDs in perfect crystalline structures, giving rise to undulations of the crystalline
planes and quasi-periodic elastic strain, was shown to be essentially anisotropic with respect to crystallographic
directions of the [110] type. The anisotropy of the QD formational system of can be accounted for by assuming
that the spatial ordering of the QDs and the corrugation of the crystal planes are the initial stages of relaxation
of the elastic strain introduced into the system by the QDs. The anisotropic relief of the crystal planes (corru-
gated growth surface) results from the formation of a system of spatially ordered quantum quasi-wires uni-
formly filled with QDs. In a multilayer heterostructure with high crystal perfection, the anisotropic relief of the
crystal planes is inherited by overlying layers and its amplitude decreases gradually with increasing distance
from the source of elastic strain—the superstructure containing In(Ga)As QDs in the given case. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Heterostructures with quantum dots (QDs) have
become the focus of various studies [1–7] because their
specific electrical and optical properties offer wide
prospects for the fabrication of new devices, e.g., laser
diodes with unique electrical parameters [7, 8]. At the
same time, QDs are novel and poorly studied structural
objects. It is, therefore, of much interest to carry out
investigations to understand the epitaxial growth mech-
anism and the processes of QD formation and to study
the mechanisms of elastic strain relaxation and the gen-
eration of structural defects. Of particular interest are
high-resolution X-ray and synchrotron diffraction anal-
yses and transmission electron microscopy (TEM)
studies of QDs [9–18]. These diffraction methods are
complementary, as regards studying ordered nanoscale
objects and, in particular, their spatial ordering, since
the capabilities of TEM are limited to the volume under
study [18], whereas the spatial resolution of X-ray
methods is insufficient for a detailed study of objects of
this size.
1063-7826/01/3508- $21.00 © 20932
Previous investigations of multilayer periodical
structures with InAs QDs using crystal truncation rods
(CTR) and high-resolution X-ray diffraction analysis
[13–16] revealed an additional long-range lateral QD
ordering, giving rise to undulation of the crystal planes
in the QD layers and the corresponding quasi-periodic
distribution of elastic strain. It has been shown that the
undulation of the planes and the degree of the QD lat-
eral ordering intensify with an increasing total number
of InAs–GaAs layer pairs in the periodic part of the
structure, and that the parameter characterizing the
periodicity of the lateral QD ordering corresponds to
the average distance between these layers.

It is known that the formation of an array of three-
dimensional (3D) quantum dots on the growing surface
strongly affects the process of epitaxial growth, mark-
edly changing the distribution of elastic strain as com-
pared with that in planar layers. In periodic structures
with QDs, this leads to additional vertical [2, 7, 17, 19]
and lateral [13–16, 19] ordering of QDs and noticeable
undulation of crystal planes [16]. It may be assumed
that the spatial ordering of QDs and the undulation of
001 MAIK “Nauka/Interperiodica”
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the crystal planes are different stages of the relaxation
of elastic strains introduced into the structure by the
QDs. At the beginning of this process, which may be
named the adaptation stage, relaxation occurs via opti-
mization of the spatial arrangement of QDs [20, 21],
and only after that do we have plastic relaxation of elas-
tic strain, accompanied by the formation of structural
defects [22, 23]. Similar behavior is observed in planar
heterostructures, where the process of relaxation of
elastic strains also passes through several stages, start-
ing with the disruption of the growth surface planarity
[24, 25].

If the spatial ordering of QDs does occur via the
relaxation mechanism [19–21], then the observed
structural transformations must be anisotropic with

respect to the crystal axes [110] and [ ], as in planar
heterostructures [25, 26]. In this case, the anisotropy of
the spatial ordering of scattering centers should affect
the diffraction conditions for X-ray and synchrotron
radiation and be manifested in the TEM images. There-
fore, investigations of the mechanisms of elastic strain
relaxation and spatial ordering of scattering objects of
the QD type and studies of specific features of their
X-ray diffraction mapping are of considerable interest,
revealing the relationship between the structure of the
scattering objects and their maps.

2. EXPERIMENTAL METHODS

The samples to be studied were grown on precisely
oriented (001) n+ GaAs substrates in a Riber-32P MBE
machine with a solid source of arsenic. To diminish the
segregation and reevaporation of In, the substrate tem-
perature was lowered to 480°C while growing the mul-
tilayer structures with QDs and depositing a 10-nm-
thick GaAs layer over the QD array. For the rest of the
structure, the growth temperature was 620°C for sam-
ple no. 1 and 600°C for sample no. 2.

In structure no. 1, the array of vertically coupled
QDs was formed on a ~1.1- to 1.2-µm-thick GaAs
buffer layer by depositing ten InAs QD layers separated
by ~5.0-nm-thick GaAs layers. On top, the periodic
InAs−GaAs structure was overgrown with a ~0.45-µm-
thick GaAs layer. In structure no. 2, the array of verti-
cally coupled QDs was formed on a ~0.5-µm-thick
GaAs buffer layer, a short-period (with a period of
~4.0 nm) AlAs–GaAs superlattice (10 pairs of layers),
and a 100-nm-thick GaAs layer by depositing 15
In0.5Ga0.5As QD layers separated by ~4.0- to 4.5-nm-
thick GaAs layers. On top, the periodic InGaAs–GaAs
structure was overgrown with a 40-nm-thick GaAs
layer, an AlAs–GaAs superlattice similar to that in
structure no. 1, and a 10-nm-thick GaAs layer. The
effective thickness of the InAs layers in both structures
was ~0.55–0.60 nm. The total thickness of InGaAs–
GaAs superlattices was ~55.0 and ~80.0 nm for struc-
tures with 10 and 15 pairs of InAs and InGaAs QD lay-
ers, respectively. These structures were selected for fur-
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ther study, because the vertical and lateral ordering of
QDs and the corresponding undulation of crystallo-
graphic planes (the quasi-periodic distribution of elas-
tic strain) are clearly manifested at this thickness [13,
16]. Moreover, the density of extended defects and the
amount of structural distortions introduced by these
defects is insignificant in this case.

In the present study, crystal truncation rods (CTR)
and transmission electron microscopy (TEM) provided
the principal results. The CTR measurements were car-
ried out using a double-crystal diffractometer of a
BL6A station at the photon factory in Tsukuba, Japan,
using synchrotron radiation (SR) from an accumulation
ring with a positron energy of 2.5 GeV (ring current
380–250 mA). The SR was monochromatized and col-
limated with a curved quartz mirror and a triangular
Si(111) crystal bent to form a quasi-parallel beam of
monochromatized radiation. Owing to the small size of
the source and the high coherence of its radiation, the
spatial distribution patterns of diffracted intensity could
be recorded in a wide range of angles. The CTR pat-
terns were obtained in the vicinity of the GaAs (004)
reflection at a SR wavelength of 1.6 Å. Two-dimen-
sional diffraction patterns were recorded using special
imaging plates, with a subsequent optical read-out of
information [27]. After that, the patterns obtained were
processed further to eliminate the noncoherent back-
ground.

A Philips EM420 electron microscope operating at
a 120-kV acceleration voltage was used for the TEM
studies. Samples for TEM were prepared in a transverse
cross-sectional configuration along two mutually per-

pendicular directions [110] and [ ]. It is necessary

to note that the [110] and [ ] designation of the
crystallographic directions was chosen and is used
henceforth arbitrarily, with the polarity of the crystallo-
graphic planes disregarded. The standard sample prep-
aration procedure was used, including ion-milling in
the final stage. The ion-milling was done in a Gatan
DouMill 600 setup, with a grazing incidence of 4-keV
Ar+ ions. Bright- and dark-field images were obtained,
with active diffraction vectors g = 002 and g = 220.

3. RESULTS AND DISCUSSION

3.1. X-ray Diffraction

The crystal perfection of the samples was prelimi-
nary assessed on the basis of double-crystal X-ray dif-
fraction data. Rocking curves obtained in the vicinity of
the GaAs (004) reflection show the high crystal perfec-
tion of the samples under study, and that the geometri-
cal parameters of the layers, including In(Ga)As–GaAs
periodic structures, are close to the prescribed techno-
logical parameters.

Figure 1 shows two rocking curves for sample no. 1,
obtained in the (ω – 2θ) scanning mode. Curve 1 was
recorded with an open detector, and, in fact, is a super-
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Fig. 1. (1) Total and (2) coherent double-crystal rocking curves for a structure containing ten pairs of InAs–GaAs layers. GaAs (004)
reflection, CuKα1 emission.
position of the coherent and diffuse components of the
diffracted radiation. In measuring curve 2, a narrow slit
was placed in front of the detector, which markedly
reduced the contribution of the diffuse component. The
resulting difference between the two curves is clearly
seen (for clarity, the curves in the figure are shifted
along the vertical axis). Peaks corresponding to the
InAs–GaAs superstructure (–2SL, –1SL, and +1SL) are
clearly pronounced, along with thickness oscillations
whose period corresponds to the total thickness of the
superstructure. In the rocking curve obtained with
higher angular resolution, interference fringes, whose
period is determined by the thickness of the top GaAs
layer (~0.45 µm), are clearly seen in the vicinity of the
GaAs (004) reflection. Altogether, these factors indi-
cate a high crystal perfection of the structure, planarity
of its interfaces, and a very low density of extended
structural defects formed during epitaxial growth.

It is worth calling attention to some specific features
of curve 1, which contains a diffuse component of dif-
fracted radiation. The unusual shape of the superstruc-
ture peaks –2SL and –1SL is not associated with diffuse
scattering on extended defects, whose density is insig-
nificant according to data obtained by other methods. In
all probability, the shape of these peaks is related to dif-
fuse X-ray scattering on structural imperfections
caused by the undulation of crystal planes [16].
To verify this assumption, and also to confirm the
occurrence of azimuthal anisotropy in the distribution
of elastic strain, CTR studies were performed. Angular
distribution patterns of diffracted intensity were
obtained in the vicinity of the GaAs (004) reflection.
The patterns were recorded at three different azimuthal
positions of the samples under study, with the incident-

beam direction coinciding with the [ ], [100], or
[110] crystallographic directions. Figure 2 presents the
patterns obtained for sample no. 1.

A feature common to all the patterns is the presence
of clear superstructure reflections, from –2SL to +2SL,
whose positions are determined by the average defor-
mation and the period of the InAs–GaAs superstruc-

ture. For the direction [ ] (Fig. 2a), the superstruc-
ture reflections in the central part of the pattern from
−1SL to +SL are elongated in the ∆θBr = θ – θBr (or qz)
direction, which is typical of scatterers with a high-per-
fection crystal structure. Evidently, the intensity distri-
bution in the +2SL reflection is about the same, but the
low intensity of diffracted radiation gives no way of
making this statement more specific. Furthermore,
additional contours of diffused radiation are seen
around each superstructure reflection, broadened in the

lateral direction qx, or [ ]. Their broadening
increases noticeably on passing from the +1SL to –1SL

110

110

110
SEMICONDUCTORS      Vol. 35      No. 8      2001



        

ANISOTROPY OF THE SPATIAL DISTRIBUTION 935

                 
0.4

0

–0.4

∆ω, deg

–3SL –2SL –1SL 0SL
GaAs (004)

+1SL +2SL

0.4

0

–0.4

0.4

0

–0.4
–4 –2 0 2

θ – θBr, deg

(c)

(b)

(a)

Fig. 2. CTR spatial distributions of diffracted radiation in the vicinity of the GaAs (004) reflection for structure no. 1 (ten pairs of

layers); azimuthal directions (a) [ ], (b) [100], and (c) [110]. SR wavelength 0.16 nm.110
reflection. The intensity distribution around the –2SL
reflection has the form of distorted ellipses elongated in
the lateral direction. Additional interference fringes
corresponding to thickness oscillations associated with
the InAs–GaAs superstructure as a whole are clearly seen
between the –1SL and +1SL superstructure reflections.

The spatial distribution patterns of diffracted radia-
tion for the [100] and [110] directions (Figs. 2b and 2c)
are markedly different. The nature of the spatial distri-
bution of diffracted radiation remains virtually
unchanged only at the zeroth superstructure reflection.
Other reflections, especially –1SL and –2SL, are
strongly broadened in the qx direction and become sim-
ilar to ellipses, with the peak of the –2SL superstructure
reflection (Fig. 2c) becoming double-headed.

The comparison and analysis of the data obtained
shows, in the first place, that the distribution of dif-
fracted radiation with additional anisotropic lateral
broadening of the superstructure diffraction peaks,
observed in the patterns, is untypical of scatterers with
extended structural defects (like misfit dislocations),
and even more so for perfect planar structures. Evi-
dently, the observed broadening of the diffraction peaks
is due to a quasi-periodic distribution of elastic strain in
the InAs–GaAs periodic structure [16], which results
from the relaxation of elastic strain introduced by QDs
and is anisotropic with respect to crystallographic
directions of the [110] family.

The preferential direction of crystal plane undula-
tion is [110]. The double-headed (in the qx-direction)
SEMICONDUCTORS      Vol. 35      No. 8      2001
shape of the –2SL superstructure reflection (Fig. 2c)
indicates that an additional long-range order is formed
in this direction in the lateral undulation of the planes
[16]. The angular distance of 400 seconds of arc
between the peaks corresponds to a lateral size of
70.0 nm, coinciding with the distance between QDs in
the [110] direction. Judging from the slight lateral wid-
ening of the –2SL reflection (Fig. 2a), plane undulation

also exists in the perpendicular direction [ ], but is
noticeably weaker and shows no signs of any additional
lateral ordering. We suppose that, for this direction, the
quasi-periodic elastic deformation caused by the initial
stage of elastic strain relaxation appears only in the
upper part of the InAs–GaAs superstructure.

The second significant distinction observed upon
altering the azimuthal direction of exposition is the
change in the total angular size of the diffraction pat-
terns and in the angular size of the pattern of thickness
oscillations. The +2SL and –3SL superstructure reflec-
tions are clearly visible in the CTR pattern for the

[ ] direction (Fig. 2a). Distinct peaks of thickness
oscillations with period corresponding to the total
thickness of the InAs–GaAs superstructure are seen
between the –1SL and +1SL superstructure reflections,
i.e., in the part of the diffraction pattern in which
the undulation of the crystal planes presumably pro-
duces the minimal effect on the nature of diffraction
scattering.
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Fig. 3. CTR spatial distributions of diffracted radiation in the vicinity of the GaAs (004) reflection for structure no. 2 (15 pairs of

layers); azimuthal directions (a) [ ] and (b) [110]. SR wavelength 0.16 nm.110

θ – θBr, deg
For the [110] direction (Fig. 2c), the total size of the
diffraction pattern is much smaller: the –3SL reflection
is absent, and the +2SL superstructure reflection is
strongly diffuse. The thickness oscillations related to
the InAs–GaAs superstructure are clearly visible
between the 0SL and +1SL superstructure reflections,
whereas the size of the interference pattern to the left of
the 0SL peak is much smaller. A comparison of these
data suggests unambiguously that the undulation of the
crystal planes and the resulting quasi-periodic elastic
deformation (nonplanarity of interfaces in a more gen-
eral case) strongly affect the spatial resolution of X-ray
diffraction. The higher the amplitude is of the quasi-
periodically distributed elastic strain (nonplanarity of
interfaces), the poorer the spatial resolution of the
method is (Fig. 2c, [110] direction), and vice versa

(Fig. 2a, [ ] direction). This effect is manifested
both at the level of the superstructure period, as a vari-
ation in the overall size of the interference pattern, and
at the level of the total thickness of the periodic struc-
ture, as variation in the size of the interference pattern
of total thickness oscillations. The stronger the rough-
ness of each interface is, the more uneven the overall
thickness of the superstructure becomes.

This gives reason to maintain that the spatial resolu-
tion ∆T of high-resolution X-ray diffraction analysis is
generally defined not by the instrumental limitations of
the method, but, in the first place, by the crystal perfec-
tion of the heterostructures under study. To avoid the
loss of useful information in the experiment, the angu-
lar range ∆θexp measured must substantially exceed the
angular range ∆θBr ≈ Lext/∆Texp determined by the crys-
tal perfection of a sample under study (here Lext is the
extinction thickness for an ideal crystal, and ∆Texp is the
spatial resolution determined by the crystal perfection
of the structure, i.e., by the extent to which the inter-
faces are diffuse).

110
The results obtained for sample 2 completely con-
firm the data for sample no. 1. The patterns of spatial
distribution of the diffracted radiation for sample 2
(Fig. 3) are more complicated owing to the presence in
the structure of two additional AlAs–GaAs superlat-
tices. However, the general character of the diffraction
intensity distribution and the nature of changes caused
by the lateral ordering of QDs and by the azimuthal
anisotropy of crystal plane undulation remain the same.
Some distinction between the spatial distribution pat-
tern at the –2SL superstructure reflection and that for
sample no. 1 is due to the greater total number of layer
pairs in the InGaAs–GaAs periodic structure and the
corresponding enhancement of the QD lateral ordering.

In a perfect structure, this process occurs simulta-
neously with the vertical ordering of QDs [16]. In this
case, the more QD layers there are, the stronger their
vertical and lateral ordering and crystal plane undula-
tion [13, 16]. The critical thickness of the structure is a
factor limiting the total thickness of a periodic structure
with QDs. On exceeding the critical thickness, the plas-
tic relaxation of elastic strain starts to give extended
structural defects. In this case, the relaxation processes
are strongly dependent on the QD size and thickness of
the intermediate GaAs layers between the QDs [17].

The presence of additional AlAs–GaAs superstruc-
tures in the structure under study is responsible for an
additional AlAs–GaAs superlattice reflection in the
spatial distribution patterns, the +1(AlAs–GaAs)SL
peak, to the right of the +2SL reflection related to the
InGaAs–GaAs superlattice. It is of considerable inter-
est that the diffracted intensity distribution around the
+1(AlAs–GaAs)SL reflection varies with azimuth in
the same manner as the InGaAs–GaAs superstructure
spots; i.e., the diffraction peak is noticeably elongated
in the lateral direction when the azimuthal direction is

changed from [ ] to [110]. This suggests that the110
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anisotropic undulation of crystal planes occurs not only
in the InGaAs–GaAs superstructure, but also in the
overlying GaAs layers (40 and 10 nm thick), and in the
periodic AlAs–GaAs structure. Unfortunately, the posi-
tion of the –1(AlAs–GaAs)SL superstructure reflection
practically coincides with the position of the –1SL
reflection related to InGaAs–GaAs, which complicates
the spatial intensity distribution pattern and gives no
way of ascertaining all of its features. For a detailed
analysis of the crystal plane undulation in the upper part
of the structure, further diffraction studies are neces-
sary using methods with higher selectivity with respect
to the penetration depth of refracted/diffracted radia-
tion, e.g., X-ray reflectometry or grazing-incidence
X-ray diffraction analysis [28, 29].

Similarly to the case of the preceding sample, the
total size of the diffraction and interference patterns
depends on the azimuthal direction. The estimates of
the interface planarity (referring primarily to
In(Ga)As–GaAs superstructures and overlying layers)
obtained from the total angular size of the diffraction
patterns are as follows: in structure no. 1, the average

interface spread is 1.0 nm for the [ ] direction and
1.25 nm for [110]; the respective figures for structure
no. 2 are 1.1 and 1.4 nm. Depending on the azimuthal
direction, this makes about 3.5–5 monolayers. The
overall deviation of the InAs–GaAs superstructure

from planarity is 2.5 nm for the [ ] direction and
3.2–3.4 nm for [110] for sample no. 1; the estimates for
structure no. 2 are rather approximate because of the
strong broadening of the interference fringes.

Based on the data obtained, we can propose the fol-
lowing model of crystal plane undulation and the
resulting spatial distribution of elastic strain for struc-
ture no. 2. The lower part of the structure, from the sub-
strate upwards as far as the InGaAs–GaAs superlattice,
was grown under optimal conditions, without any addi-
tional elastic strain introduced, and, therefore, this part
is planar. The lower interface of the InGaAs–GaAs super-
structure is correspondingly planar. The elastic strain
grows with each subsequent layer containing QDs. The
vertical ordering of QDs starts with the second layer,
after which (the third and fourth layers) lateral ordering
appears: the first adaptation stage of elastic strain relax-
ation begins; the undulation of crystal planes around
QDs starts and intensifies, and the related quasi-peri-
odic elastic strain grows [13, 16]. The undulation of
crystal planes in the [110] direction grows faster and
gradually becomes clearly pronounced, which indicates
long-range ordering. The undulation of crystal planes

in the [ ] direction also exists (appearing in the
upper part of the InGaAs–GaAs superstructure), but the
scale of distortions is substantially smaller, and no evi-
dence of additional lateral ordering of QDs is observed.
The shape of the growth surface in the upper part of the
InGaAs–GaAs superstructure becomes anisotropic,
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i.e., corrugated (tilelike). The ridges of this structure are

oriented along the [ ] axis.

The data obtained suggest that the relaxation of elas-
tic strain in a perfect multilayer structure with QDs
passes through several successive stages. The spatial
ordering of QDs can be regarded as the initial adaptive
stage of elastic strain relaxation [20, 21]. The next stage
is the undulation of crystal planes, and only after that
does the generation of structural defects begin. Presum-
ably, the conditions for the generation of point defects
are already created at the stage of crystal plane undula-
tion and spatial distortion of the growth surface
[24, 30]. The defects accumulate at the interfaces to
form clusters and are further transformed into extended
defects of the dislocation type.

In the structure studied, the relaxation distortions of
the growth surface, accumulated in the superstructure
with InGaAs QDs, are inherited by the overlying GaAs
layer (45 nm thick) [31]. Since the accumulated elastic
strain at the upper interface of the InGaAs QD layer
does not exceed the critical value, it does not induce
extended structural defects or additional local strain
affecting the conditions of epitaxial growth. Therefore,
the structure retains the conditions for subsequent
defect-free overgrowth of the strained QD superlattice.
Moreover, the growth of the GaAs layer in optimal con-
ditions (this also refers to AlAs layer growth) may lead
to gradual relaxation of local elastic strain in the layer.
Correspondingly, the undulation of the crystal planes
will also decrease. The thickness of the GaAs layer in
this structure being small, the elastic strain, while grad-
ually diminishing upwards, must continue as far as its
upper boundary. The related undulation of the crystal
planes is also retained, passing further into the undula-
tion of planes in the AlAs–GaAs superstructure, with
the magnitude of structural distortions and the charac-
ter of their distribution being high enough for these dis-
tortions to be observed and their type and the anisot-
ropy of their spatial distribution to be determined
(Figs. 3 and 4).

In structure no. 1, where the number of QD layers is
1.5 times smaller and the upper GaAs layer is an order
of magnitude thicker than that in structure no. 2, the
undulation of the crystal planes “inherited” by this
layer has practically no effect on the spatial ordering of
diffracted radiation near the (004) GaAs reflection
(Fig. 2). Apparently, under optimal epitaxial growth
conditions this GaAs layer thickness is sufficient for the
complete relaxation of the elastic strain generated by
the underlying multilayer InAs–GaAs structure. Cer-
tainly, this is so if the elastic strain at the upper interface
of the InAs–GaAs superstructure and, correspondingly,
the density and size of structural defects induced by
these strains do not exceed the critical level, above
which they already strongly affect the epitaxial growth
and structural perfection of overlying epilayers [31].
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Fig. 4. Cross-sectional TEM images of structure no. 2, obtained in (200) bright-field mode for beam directions (a) [ ] and
(b) [110].
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3.2. Electron Microscopy

Electron-microscope studies unambiguously con-
firm the results of X-ray diffraction analysis and CTR.
Figures 4a and 4b show two cross-sectional bright-field
TEM images obtained in the (200) reflection from sam-
ple no. 2, for, respectively, the azimuthal directions

[ 10] and [ ] of the incident beam. The micrograph
in Fig. 4a is a usual image of a multilayer structure con-
taining vertically coupled QDs. Specific features of the
structure are clearly seen: a planar lower interface, lay-
ers of vertically coupled QDs, undulated crystal planes.
An unusual contrast in the image of intermediate GaAs
layers, resulting from the distortion of the growth sur-
face planarity through the undulation of crystal planes,
is clearly visible after deposition of six or seven QD
layers, thus confirming the X-ray diffraction data [13].
Cross-sectional images give no way of assessing the
lateral ordering of QDs, observed in the X-ray diffrac-
tion patterns. Nevertheless, the images obtained are
sufficient for observing how structural distortions asso-
ciated with the multilayer QD structure (undulation of
crystal planes) extend upwards from the InGaAs–GaAs
structure, and, somewhat diminished, are clearly mani-
fested in the images of layer interfaces in the top AlAs–
GaAs superstructure.

The micrograph obtained in the [110] direction
(Fig. 4b) differs significantly from the preceding
image. The feature common to both TEM images is the
planar lower interface of the InGaAs–GaAs superstruc-
ture. However, the images of layers with QDs and the
QDs themselves differ substantially from the image of

1 110
the ( ) cross section, looking more like the electron
micrograph of epilayers in structures grown with con-
siderable deviations from planar growth conditions
[25, 32]. The vertical ordering of QDs is just percepti-
ble in some places only, and there is no clearly pro-
nounced undulation of crystal planes. Distortions of the
layer planarity are seen in the upper part of the
InGaAs–GaAs periodic structure; however, these vari-
ations are irregular, which is more typical of the initial
stage of elastic strain relaxation in planar structures
[25]. There are no signs of QD lateral ordering, which
agrees well with the CTR data (Figs. 2a and 3a). The
lower interface of the top AlAs–GaAs superstructure is
nearly planar (a fragment of it is seen in the upper part
of Fig. 4b).

3.3. Discussion

An analysis of the TEM data confirms the conclu-
sions based on the results of X-ray diffraction and CTR
studies. The processes of spatial (vertical and lateral)
ordering of QDs, giving rise to undulation of crystal
planes and quasi-periodic redistribution of elastic strain,
appear to be substantially anisotropic with respect to
crystal axes of the [110] type. This is typical of the ini-
tial stage of elastic strain relaxation and is caused by the
polarity of crystal planes of the {110} family [26, 32,
33]. The “relaxation ordering” in a multilayer periodic
structure produces an additional spatial superstructure
of QDs, which is gradually formed as the layers accu-
mulate the elastic strain introduced by the QDs. Owing
to the polarity of crystal planes of the {110} family, the
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rate and nature of the additional spatial ordering of QDs
(vertical and lateral) are substantially different for two
perpendicular crystallographic directions, [110] and

[ ].
As a result, the crystal planes are corrugated in the

upper part of the In(Ga)As–GaAs superstructure (start-
ing from the sixth or seventh pair of layers) and assume
a tilelike shape. The ridges and valleys of this tiling are

directed along the [ ] axis. QDs are mainly located
in the ridges, forming structures of a quantum wire type
(quantum quasi-wires), discretely filled with In(Ga)As
QDs. The discreteness of the filling of the quantum
quasi-wires is determined by the average size of the
In(Ga)As QDs and the distance between them. There is
no long-range ordering of QDs in the ridges. Conse-
quently, the slight undulation of the (110) crystallo-
graphic planes, seen in the upper part of the In(Ga)As–
GaAs structure (Fig. 4b), shows no signs of periodicity.
Clear signs of long-range ordering are observed in the
[110] direction perpendicular to the ridges (quantum
wires). As a result, the ridges (quasi-wires) are spaced
at nearly equal intervals (~70.0 nm).

The relief of the crystal planes is inherited by the
overlying layers containing no QDs. The anisotropic
undulation is preserved, with decreasing amplitude, at
distances of tens of nanometers away from the
InGaAs–GaAs periodic structure.

Distortions of the growth surface relief are also
observed during the relaxation of elastic strain in planar
heterostructures grown with a departure from the opti-
mal 2D growth conditions [32, 33]. However, it is more
difficult to create the necessary conditions for the for-
mation of a spatially ordered structure of the growth
surface for planar structures grown on precisely ori-
ented substrates without QDs. Even in the presence of
QDs, the process of formation of a corrugated growth
surface is unstable and easily disrupted when extended
defects appear in the structure [22].

4. CONCLUSION

Perfect multilayer structures with QDs have been
studied by X-ray and synchrotron diffraction methods
and transmission electron microscopy. It is shown that
the spatial ordering of QDs, followed by the undulation
of crystal planes and the redistribution of elastic strain
is essentially anisotropic with respect to crystallo-
graphic directions of the 〈110〉  type, owing to the polar-
ity of this type of crystal planes.

It is shown that anisotropic vertical and lateral
ordering of QDs followed by anisotropic undulation of
crystal planes are the initial stages of relaxation of the
elastic strain introduced into the structure by the QDs.
As a result, the crystal planes are corrugated, assuming
a tilelike form.

It is shown that the crystal planes are undulated in
the [110] direction, whereas the tile ridges are directed

110
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along [ ]. Beginning with a certain thickness (a cer-
tain number of layer pairs in the QD superstructure) the
distance between the ridges in the [110] direction
shows clear signs of long-range ordering. The ridges
filled with QDs form something like quantum wires. No
signs of long-range ordering are observed in the posi-
tions of the QDs along the ridges.

It is shown that the undulation of crystal planes is
inherited by overlying layers. Under optimal 2D growth
conditions, the amplitude of plane undulation gradually
decreases away from the region of elastic strain. In the

perpendicular [ ] direction, the structural distor-
tions are of a different type, and the undulation of the
interfaces is much weaker.
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Abstract—Photoluminescence and Raman spectra of thin germanium layers grown on silicon at a low temper-
ature (250°C) have been studied. In structures of this kind, in contrast to those grown at high temperatures,
luminescence from quantum wells is observed at germanium layer thicknesses exceeding ~9 monolayers (ML).
With the development of misfit dislocations, the luminescence lines of quantum wells are shifted to higher ener-
gies and transverse optical (TO) phonons involved in the luminescence are confined to a quasi-2D germanium
layer. Introduction of an additional relaxed Si0.95Ge0.05 layer into the multilayer Ge/Si structure leads to a sub-
stantial rise in the intensity and narrowing of the luminescence line associated with quantum dots (to 24 meV),
which points to their significant ordering. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Nanostructures consisting of thin germanium layers
on silicon have aroused a growing interest because of the
prospects for their use in various electronic and optoelec-
tronic devices [1]. In particular, one important applica-
tion is associated with the generation of direct gap lumi-
nescence in these structures for creating (by means of
integrated silicon technology) devices emitting light at
1.5 µm, necessary for fiber-optic communication lines.
Quasi-direct transitions are possible in nondirect semi-
conductors in the case of free-carrier localization. Such
a localization is observed in covariant Ge/Si and
SiGe/Si heterostructures, with electrons commonly
localized in the silicon quantum well (QW) and holes,
in the germanium QW. Another possible kind of local-
ization is associated with self-organization on the sili-
con surface under the action of heteroepitaxial stresses
to form an ensemble of nanoclusters—quantum dots
(QDs). The difference between the crystal lattice
parameters of silicon and germanium [1 monolayer
(ML) of Ge is ~1.4 Å thick, and 1 ML of Si is ~1.35 Å]
results in that pseudomorphic 2D growth continues in
the course of heteroepitaxy to a certain critical thick-
ness (hc) of the germanium film: close to 4 ML, i.e., the
wetting layer. With increasing thickness, the stress is
relieved via self-consistent growth of dislocation-free
germanium clusters on the silicon surface by the Stran-
ski–Krastanow mechanism. First, the so-called hut
clusters are formed in the form of tetrahedral pyramids;
then, the larger dome clusters. With the thickness
increasing further, plastic relaxation of stresses with the
formation of dislocations occurs. Owing to the small-
ness of the clusters, they manifest effects of quantum
1063-7826/01/3508- $21.00 © 20941
confinement on the electronic spectrum. It has been
noticed that lowering the growth temperature Ts to
200°C makes the nanoclusters smaller, their density
higher, and hc larger [2, 3]. The intensity of quasi-
direct-gap luminescence from QDs must increase with
a decreasing size and an improving spatial uniformity
of the forming nanoclusters. One of the methods of
nanocluster ordering is the successive growth of layers
with germanium clusters overgrown with silicon layers
(vertical self-organization). A photoluminescence spec-
trum of such structure was reported in [3]. It is known from
the literature that the structure of the ensemble of nanoclus-
ters changes substantially in a narrow range of germanium
layer thicknesses (approximately up to 15 ML). In [4], this
conclusion was confirmed by means of scanning-tun-
neling and atomic-force microscopies; in [2], this was
done by studying the Raman scattering.

SAMPLES AND MEASUREMENT
TECHNIQUE

Low-temperature photoluminescence (PL) and
Raman spectra were studied at germanium layer thick-
nesses of up to ~15 ML. Multilayer structures with dif-
ferent thicknesses of Ge and Si layers were grown by
molecular-beam epitaxy on n- and p-type (001)Si sub-
strates (5–20 Ω cm). After a standard substrate cleaning
procedure, a buffer layer of silicon was deposited onto
the substrate at Ts ≈ 800°C and then periodic structures
consisting of Ge layers and thicker Si layers were
grown at lower temperature. In the final stage, the struc-
ture was coated with a protective silicon film several
hundred angstroms thick. Data on the growth modes of
001 MAIK “Nauka/Interperiodica”
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the structures discussed below are presented in the
table.

PL spectra were measured at T = 2 K with the use of
an MDR-2 monochromator. A semiconductor laser
with wavelength λ = 0.66 µm (quantum energy hν =
1.87 eV) served as an excitation source. The maximum
radiation power was 70 mW, with the power density
incident on a sample equal to 4 W/cm2. The emission
from the samples was recorded using a liquid-nitrogen–
cooled germanium p–i–n photodiode. For some of the
samples, to ensure that light is emitted by the QDs or
the wetting layer (and not by the substrate), lumines-
cence spectra were recorded from two sides of a sam-
ple. At λ = 0.66 µm photoexcited carriers are mainly
formed in a layer up to several micrometers deep at the
illuminated surface. In the case of illumination from the
structure side, the photoexcitation region encloses the
entire structure and several micrometers of the sub-
strate and, with illumination from the substrate side,
only several micrometers of the substrate, the sample
thickness being 300 µm and light incident on the back
side not reaching the structure. At photocarrier diffu-
sion lengths common for silicon, we observe emission
from both the structure and the substrate in the former
case and mainly from the substrate in the latter.

Spectra of Raman scattering on optical phonons
were measured at room temperature. The excitation
was done with argon laser (λ= 0.488 µm), the emitted
light was recorded with a U-1000 spectrometer.

RESULTS AND DISCUSSION

The measured PL spectra are presented in Figs. 1–5
for both the structure and the substrate. Emission from
QDs appears beginning with germanium layer thick-
nesses ≥4 ML as a weak broad band QD at hν =
0.75−0.85 eV. With the thickness increasing to 6–8 ML,
the emission intensity grows and the band narrows.
With the germanium thickness increasing further (to
>10–15 ML), germanium clusters form a continuous
layer and stress relaxation occurs through the formation
of misfit dislocations. In this case, the emission again
takes the form of a broad weak band with weak dislo-
cation-related lines observed on its background and
then completely disappears. The range of the germa-
nium thicknesses within which the emission intensity is
the highest varies with the growth temperature and
growth rate and depends on whether or not additional
SiGe sublayers relieving the internal stress are present.
At fixed growth parameters, the emission lines are
shifted to longer wavelengths with increasing germa-
nium layer thickness.

The introduction of an additional relaxed SiGe sub-
layer (sample 9) presumably leads to QD ordering, with
the intensity of emission increasing and the emission
band narrowing. The full width at half-maximum
(FWHM) of the QD emission line in this sample is
24 meV. The lines of emission from QDs should be dis-
tinguished from lines associated with dislocations in
silicon (D1 line at 810 meV and D2 at 870 meV) lying
in the same energy range. The following facts testify
that it is the QDs that are responsible for the emission
from sample 9.

(1) The D1 and D2 lines commonly appear in pairs;
the FWHM of dislocation lines is ~10 meV. On raising
the temperature to 77 K, the intensity of dislocation-
related luminescence decreases severalfold. A single
luminescence line is observed in sample 9 at
Structure growth mode

Sample 8 Sample 9

Si, 235 Å, 450°C Si, 235 Å, 450°C

Si, 20 Å, 250°C ×7 Si, 20 Å, 250°C ×6

Ge, 10 Å, 250°C Ge, 8 Å, 250°C

Si, 100 Å, 450°C Si, 100 Å, 450°C

Si0.95Ge0.05, 700 Å, 450°C

Si, 1150 Å, 780°C Annealed at 1050°C after growth

Substrate: p-Si, 7.5 Ω cm Si, 1150 Å, 780°C

Substrate: p-Si, 7.5 Ω cm

Sample 15 Sample 48 Sample 66

Si, 235 Å, 450°C Si, 300 Å Si, 400 Å

Si, 20 Å, 250°C ×7 Ge, 13 Å, 300°C Si, 100 Å ×5

Ge, 13 Å, 250°C Si, 700 Å Ge, 12 Å

Si, 100 Å, 450°C Substrate: n-Si, 7.5  Ω cm Si, 400 Å

Si, 1150 Å, 780°C Substrate: n-Si, 7.5 Ω cm

Substrate: n-Si, 4.5 Ω cm
SEMICONDUCTORS      Vol. 35      No. 8      2001
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Fig. 1. (1) PL spectrum of sample 8 at T = 2 K and (2) part of the spectrum of the structure and (3) substrate at a higher amplification.
QD is luminescence from QDs, BETO is the luminescence line of bound exciton with emission of a TO phonon.
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Fig. 2. PL spectrum of sample 9 with additional SiGe sublayer at T = (1, 2) 2 and (3) 77 K.

BETO

1600
809 meV, having nearly the same intensity at 2 and
77 K (Fig. 2).

(2) In samples with the germanium thickness of
~10 ML in which stress relaxation does occur with the
formation of dislocations, their emission is very weak
or not observable at all (Fig. 3, structure no. 15).

Raman spectra allow a conclusion as to the extent of
relaxation of strained germanium layers on silicon.
Such spectra are presented for samples 8, 9, and 15 in
ORS      Vol. 35      No. 8      2001
Fig. 6. The spectrum of sample 8 shows lines at
520 cm–1 (optical phonon in silicon), 420 cm–1 (vibra-
tions of Si–Ge bonds), and 316 cm–1 (optical phonon in
strained germanium). Since the frequency of an optical
phonon linearly depends on the strain, then, as shown
in [2], a line at 300 cm–1 corresponding to optical
phonons in bulk germanium appears upon the relax-
ation of stress at dislocations. For sample 9, the line at
300 cm–1 is much weaker than that at 316 cm–1; i.e., the
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Fig. 3. PL spectra of sample 15 at T = 2 K: (1) structure and (2) substrate.

Fig. 4. (1, 2) PL spectrum of the single QW in sample 48 (13 Å Ge) compared with (3, 4) the emission spectrum of the substrate at
T = 2 K. QWNPand QWTO are QW luminescence lines—zero-phonon and with emission of TO phonon, respectively. BENP and
BETO are the corresponding lines for bound exciton.
dislocation density in this sample is relatively low. The
line at 300 cm–1 is presumably associated with the
relaxed SiGe sublayer.

It has been shown that in Si/Ge/Si structures grown
at Ts = 700°C, the luminescence from a QW (i.e.
strained wetting layer) and that from QDs are compet-
ing processes [5]. At small germanium thicknesses, the
emission from QWs predominates. With the formation
of QDs, the emission from wells becomes weaker and
the emission from dots grows in intensity. Germanium
layers in the samples under study were obtained at low
temperatures Ts = 250–300°C. The diffusion length of
adsorbed atoms is low at low temperatures; therefore,
hut clusters responsible for the emission from QDs are
formed simultaneously with the growth of the wetting
layer, beginning with the zero thickness. For this rea-
SEMICONDUCTORS      Vol. 35      No. 8      2001
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zero-phonon and with emission of TO phonon, respectively.
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Fig. 6. Raman spectra. Samples: (1) 8, (2) 9, and (3) 15.
son, no emission from QWs was observed at thick-
nesses ≤8 ML, this emission being suppressed by that
of nanoclusters. The emission from QWs was observed
at thicknesses ≥9 ML, when separate clusters start to
disappear, merging into a continuous layer with misfit
dislocations developed. The PL spectra of samples of
this kind (nos. 48 and 66) are presented in Figs 4 and 5.
ORS      Vol. 35      No. 8      2001
A zero-phonon line QWNP is observed in sample 48
at 1039 meV. Phonon replicas are observed at
982 meV—luminescence occurs with the emission of a
TO phonon in silicon, TOSi–Si phonon (59 meV). In the
spectrum of sample 66, the zero-phonon line is
observed at 1080 meV, with a phonon replica
(1048 meV) spaced away by approximately the energy



946 BURBAEV et al.
of TO phonon in germanium, TOGe–Ge phonon. The
shift of the zero-phonon line to higher energies is pre-
sumably due to a decrease in the offset of valence band
edges of germanium and silicon, which is caused by the
partial strain relaxation on misfit dislocations. The
Raman spectrum of this sample is similar to that of
sample 15, which indicates the presence of a relaxed Ge
layer. The spectrum of this sample shows, in contrast to
that of sample 48, a strong dislocation-related emission
at 700–900 meV on sample excitation both from the
side of the structure and from the opposite (substrate)
side. Presumably, the strain relaxation on thin Ge is ini-
tiated by the high initial density of dislocations in the
substrate.

CONCLUSION

Thus, it has been shown that a strong change in the
PL spectra, resulting from competition of two kinds of
emission (from QDs and QWs), is observed up to ger-
manium thicknesses of ~15 ML in Ge/Si structures
grown at low temperature (200–300°C). In contrast to
structures grown at high temperatures (600–700°C), in
which the luminescence from QWs predominates at
thicknesses ≤4 ML, in the structures under study this
kind of luminescence is observed at thicknesses ≥9 ML.
With the development of misfit dislocations, the lines of
luminescence from QWs are shifted to higher energies.
It is noteworthy that in this case TO phonons involved
in luminescence are confined to the quasi-2D layer of
germanium.
It is also shown that introduction of an additional
relaxed SiGe sublayer into a multilayer Ge/Si structure
makes the intensity of emission from QDs much higher
and the emission line narrower.
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Abstract—The effects of heat treatments in vacuum, implantation of Si+ ions, and exposure to light on photo-
electric parameters of a-Si:H films were studied. It is shown that the initial characteristics of the films play the
determining role in the crystallization effect and in the manifestation of the Staebler–Wronski effect. © 2001
MAIK “Nauka/Interperiodica”.
In this paper, we report the results of studying the
effects of thermal treatment (annealing) in a vacuum,
implantation of Si+ ions with an energy of 60 keV, and
exposure to light (under the AM1 conditions) on photo-
electric parameters of hydrogenated amorphous silicon
(a-Si:H). The aim of this study was to demonstrate the
effect of the above factors on photoconductivity of
a-Si:H films in relation to the initial characteristics of
the films.

We studied both the films of “intrinsic” a-Si:H for
which the Fermi energy (εc – εF)T = 0 = 0.85 eV (i.e., the
Fermi level εF is located in the midgap of mobility) and
the “pseudodoped” films with the Fermi energy is given
by (εc – εF)T = 0 < 0.85 eV. In order to determine this
quantity, we measured the activation energy for the
dark conductivity ∆E = (εc – εF)T = 0, where εc is the
energy corresponding to the conduction-band bottom.
Furthermore, we studied the films with the microstruc-
ture parameter R = 0.6–0.7, in which case the contribu-
tion of dihydride complexes SiH2 was quite high, in
addition to the films with R ≈ 0, i.e., the films contain-
ing only the monohydride complexes SiH. The micro-
structure parameter was determined by conventional
methods from an analysis of the infrared (IR) absorp-
tion spectra.

We now consider the effect of annealing in a vac-
uum chamber with a residual pressure of 10–6 Torr on
the properties of the films with R ≈ 0. The films were
deposited at a temperature of Td = 300°C. For anneal-
ing, the films were heated gradually to TA = 360°C for
30 min. After annealing at the highest temperature TA,
the activation energy ∆E for the dark electrical conduc-
tivity in pseudodoped films approached 0.85 eV; i.e.,
the material became “intrinsic.” Correspondingly, we
observed the changes in photoconductivity and a reduc-
tion in the density of defects (the Si–Si dangling bonds)
according to the data obtained by the constant-photo-
current method. Thus, such a heat treatment may be
1063-7826/01/3508- $21.00 © 0947
considered as a method for increasing the yield of the
device-quality material if the film-deposition condi-
tions are nonoptimal.

From the standpoint of using the above material for
the production of polycrystalline silicon, this material
attracts particular interest in relation to applications in
solar cells, thin-film field-effect transistors, and inte-
grated circuits. In recent years, it has been shown that
the structure of polycrystalline silicon obtained as a
result of crystallization of a-Si:H is superior (the grain
sizes are larger) to the structure of the material depos-
ited using thermal decomposition of silane at Td =
625°C [1]; correspondingly, electrical conductivity of
the former material is higher.

In Fig. 1, we show the dependence of electrical con-
ductivity on the duration of annealing (tA) at Td = 600°C
in a vacuum chamber with residual pressure of
10−6 Torr for a film of intrinsic a-Si:H with R ≈ 0. This
dependence illustrates the dynamics of crystallization;

20016012080400
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Fig. 1. Electrical conductivity of a-Si:H films as a function
of the annealing duration for (1) a film with R ≈ 0 and
(2) a film with R = 0.7.
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it can be seen that the electrical conductivity increases
drastically as a result of annealing for tA = 160 min.
A similar dependence for another a-Si:H film with a
microstructure factor of R = 0.7 is also shown in Fig. 1.
It can be seen that for this film the tendency for crystal-
lization is observed for much smaller values of tA.

We now address the results of implantation of Si+

ions into a-Si:H films that differ in microstructure. The
ion energy was E = 60 keV, and the doses were D = 1012

and 1013 cm–2. After implantation (at room tempera-
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Fig. 2. Effect of implantation of Si+ ions on electrical con-
ductivity of an a-Si:H film with R = 0.7.

Fig. 3. The kinetics of photoconductivity decay for a-Si:H
films exposed to natural light under the AM1 conditions in
relation to the microstructure parameter R: curve 1 is for
R = 0.2 and curve 2 is for R = 0.7. The numbers of the
curves (1, 2) correspond to films 1 and 2.
ture), the films were annealed in a vacuum chamber
with a residual pressure of (3–4) × 10–5 Torr for 1 h at a
temperature of 200°C.

Prior to implantation, the films had intrinsic electri-
cal conductivity; however, they differed in the micro-
structure parameter R (R ≈ 0 for one type of the film,
and R = 0.7 for the other). After implantation and
annealing, the behavior of electrical conductivity for
these two types of the films was found to be radically
dissimilar. Electrical conductivity of the films with R ≈
0 was unaffected by ion implantation, whereas it
increased drastically for the films with R = 0.7 after
implantation with a dose of 1013 cm–2 (see Fig. 2). Thus,
we observe a pattern that illustrates the behavior of
crystallization and which is similar to that shown in
Fig. 1 for the films with corresponding microstructure.

We now consider the kinetics of photoconductivity
in the a-Si:H films that have dissimilar microstructure
factors and which are exposed to natural light under the
AM1 conditions. Figure 3 shows the data for two typi-
cal intrinsic-conductivity films. The deposition temper-
ature for both films was Td = 350°C, and the hydrogen
content was CH = 5–6 at. %; however, the films differed
in the microstructure parameter R (R = 0.2 and R = 0.7
for films 1 and 2, respectively). The quantity γ specifies
the decay rate for photoconductivity (σph ∝  t–γ). The
films were illuminated at room temperature. It can be
seen that the photoconductivity of film 2 is time-inde-
pendent; i.e., the Staebler–Wronski effect is not
observed. It is known that the hydrogen diffusion is of
paramount importance for this effect to manifest itself.
Therefore, we may assume that the SiH2 complexes
have a higher stability as compared to the SiH com-
plexes. The former complexes are typically localized at
the surfaces of microvoids in the amorphous matrix of
an a-Si:H film [2] and, in fact, form clusters. Most
probably, it is these clusters that act as the centers
responsible for crystallization of material as a result of
both heat treatment at comparatively low temperatures
and the implantation of Si+ ions with energies in the
kiloelectronvolt range.
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Abstract—The Raman spectra of a porous doped GaAs(100) crystal were studied. It is established that emis-
sion in the plasma-phonon spectra of both the starting and porous crystals is highly polarized and is independent
of the incident-radiation polarization. It is inferred that the contribution of the Froelich mechanism to the inten-
sity of the plasma-phonon spectrum is predominant and that the effects of defects and multiple scattering on the
scattered-light polarization in porous GaAs may be ignored. The cause for the violation of the selection rules
in the spectrum of porous crystal is discussed. © 2001 MAIK “Nauka/Interperiodica”.
In doped semiconductors, the concentration of free
charge carriers varies greatly near the surface due to the
pinning of the Fermi level within the energy gap at the
crystal surface [1]. By virtue of this circumstance, the
surface layer (with a thickness of 5–30 nm) becomes
depleted of charge carriers and the surface electric field
Esurf is directed perpendicularly to the surface. The field
Esurf may also be caused by the surface charges, which
is especially probable for porous crystals obtained by
anodic etching in an electrolyte. The field Esurf necessi-
tates considering the Froelich intraband interaction
responsible for the scattering of excited electrons and
holes in the course the Raman process by the Coulomb
field of longitudinal optical phonons (the LO phonons).
Another cause of activation of the Froelich contribution
to Raman scattering consists in a finite value of the
wave number (q ≠ 0) of the LO phonon involved in the
Raman process [1, 2]. The magnitude of this contribu-
tion is proportional to q2. As is known [1, 2], Froelich
Raman scattering obeys the following selection rules:
es || ei, where es and ei are the polarization vectors of the
scattered and incident radiation, respectively.

It is believed that the Froelich scattering mechanism
is responsible for the observation of Raman scattering
by LO phonons in the configurations where this scatter-
ing must be forbidden. In particular, in the III–V doped
cubic semiconductors (with the symmetry group of Td),
an unscreened LO phonon has manifested itself in the
Raman spectrum (for example, in InSb [3], GaAs [4],
and so on) in an es || ei configuration, although the
involvement of this phonon is forbidden according to
the selection rules.

In this paper, we show that the surface electric field
Esurf in porous doped GaAs may be responsible for the
1063-7826/01/3508- $21.00 © 20949
violation of the selection rules not only for the Raman
scattering by the LO phonons but also for the Raman
scattering by the transverse optical phonons (the TO
phonons). However, the cause of violation of selection
rules for the Raman scattering by TO phonons is most
likely not related to the Froelich mechanism of scatter-
ing; rather, it is related to a reduction in the total sym-
metry of the surface layer in pores in the presence of the
field Esurf. Furthermore, the polarization-involved mea-
surements of the spectra show that Raman scattering by
the plasma phonons in doped GaAs (in the starting sub-
strate and in the porous crystal) is highly polarized,
which is indicative of the prevalent contribution of the
Froelich mechanism to the Raman scattering intensity.

We studied the Raman spectra of the Te-doped
n-GaAs(100) substrate with electron concentration of
2 × 1018 cm–3; the backscattering configuration was
used. A porous crystal was obtained by the anodic etch-
ing of the substrate in an electrolyte composed of
HF(49%) and C2H5OH (1 : 1). The Raman spectra were
excited using the radiation lines at the wavelengths of
λ = 488, 514.5, and 647.1 nm.

Let us first discuss the spectra of Raman scattering
by the phonon-plasmon modes in the starting GaAs
substrate. In the Raman spectra, we observe the bands
of the phonon-plasmon modes that belong to the upper
(443 cm–1) and lower (266 cm–1) branches according to
the previous studies of concentration dependence of the
phonon-plasmon modes in GaAs [5, 6]. The phonon-
plasmon bands were observed more clearly when
excited with a line at 647.1 nm (Fig. 1); we relate this
circumstance both to the fact that this line is close to the
resonance in the vicinity of the gap E0 + ∆0 and to a
larger penetration depth of the pump radiation; this
001 MAIK “Nauka/Interperiodica”
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depth exceeds the thickness of the layer depleted of
charge carriers. The polarization-related properties of
the Raman spectra were found to be identical for the
polarization of the pump radiation ei either along [011]
or along [010], although these properties should differ
according to the selection rules.

According to the selection rules for the Raman
backscattering in the case of the GaAs(100) substrate
[2], the phonon-plasmon mode should be active in the
Raman process only for es || ei if ei || [011], whereas it
should be active only for es ⊥ ei if ei || [010]. The
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Fig. 1. The polarized Raman spectra of the substrate of a
doped GaAs(100) crystal pumped with the 647.1-nm radia-
tion.

Fig. 2. The polarized Raman spectra of a porous GaAs crys-
tal pumped with the 647.1-nm radiation.
observed identical polarization (es || ei) of the phonon-
plasmon band irrespective of the direction of ei may be
attributed to the prevalent contribution of Froelich scat-
tering caused by a finite value of the wave vector q for
the phonon-plasmon mode (in the case under consider-
ation, q ~ 106 cm–1).

It is noteworthy that, in addition to the phonon-plas-
mon modes, an unscreened LO phonon (at 295 cm–1)
manifests itself in the Raman spectra of the substrate
(Fig. 1) for es || ei owing to both Froelich contributions
(related both to the surface field Esurf and to q ≠ 0).
According to the selection rules [2], scattering by the
TO phonons is forbidden for any orientation of es
and ei.

The Raman process in a porous GaAs crystal
(Fig. 2) was accompanied with noticeable lumines-
cence, especially when the Raman spectra were excited
with the 647.1-nm line. The intensities of the bands
related to the LO phonons and phonon-plasmon modes
increased by a factor of 2–2.5. In addition to these
bands, a broad band located at 200–260 cm–1 is
observed; by its position and shape, this band resembles
that of amorphous arsenic [7]. Furthermore, the spectra
include a narrow band (at ~296 cm–1) related to TO
phonon and forbidden in the substrate spectrum.

Generally speaking, there may be several causes of
forbidden TO phonons.

First, this effect may be caused by the misalignment
of the nanocrystals’ orientations in a porous crystal.
However, this inference is not supported the X-ray dif-
fraction data, according to which the porous layer
maintains the macroscopic orientation of the starting
substrate.

Second, the cause of this effect may be related to the
formation of defects in the crystal lattice [8]. Basically,
the defects may bring about a depolarization of the
spectrum. In particular, the spectrum of GaAs contain-
ing the Al impurity atoms [9] is governed by the density
of one-phonon states, so that a double peak with a width
of 15–20 cm–1 arises in the vicinity of the TO-phonon
frequency. At the same time, we observe a TO-phonon
peak with a width of ≤3.5 cm–1 (Fig. 3). Moreover,
according to experimental data [10], the lines are nar-
rower in the spectrum of a porous crystal than those of
the starting crystal, which is inconsistent with the
assumption that defects profoundly affect the spectrum
of porous crystal.

Third, the contribution of multiple scattering of both
the pump and scattered radiation should be taken into
consideration [8]. When assessing this contribution, it
is important to bear in mind that the polarization prop-
erties of the phonon-plasmon band remain unchanged
after anodic etching (Fig. 2). As in the substrate spec-
trum, the phonon-plasmon mode mainly manifests
itself in the porous-crystal spectrum solely for es || ei for
any orientation of ei. Preservation of polarization prop-
erties is inconsistent with the assumption that the selec-
SEMICONDUCTORS      Vol. 35      No. 8      2001
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tion rules for polarization are violated in porous crys-
tals because of multiple-scattering events [8]; this
assumption was made on the basis of the fact that the
TO-phonon band emerged in the forbidden configura-
tions of scattering. We believe that the TO phonon may
manifest itself for another reason, which we discuss in
what follows.

The pores that have a mean diameter much smaller
than the wavelength of the pump radiation and pene-
trate to a depth of several micrometers (the penetration
depth of the pump radiation is &0.1 µm in GaAs) are
formed as a result of anodic etching. The pores are
mainly oriented perpendicularly to the surface in the
case of anodic etching of the surface that coincides with
the cubic-crystal crystallographic plane perpendicular
to the crystallographic axis. In this situation, there
exists a component of the field Esurf that is parallel to the
substrate-surface plane owing to the presence of the
surface fields at the lateral surfaces of pores in addition
to a component perpendicular to the above plane.
A mutual orientation of the pores and the wave vector
of phonons in the backscattering mode (perpendicu-
larly to the substrate surface) hampers the manifesta-
tion of the confinement effects for TO phonons; simul-
taneously, the assumption that the TO spectrum
becomes depolarized due to this effect [8] becomes
questionable. Taking into account the major contribu-
tion of surface layers to the Raman spectrum of porous
crystal, we consider the possible effect of the surface
field Esurf at the lateral surfaces of pores on the selection
rules.

For the sake of definiteness, we consider the situa-
tion where the field Esurf at the lateral surfaces is
directed along [010], i.e., the direction parallel to the
substrate surface. In the presence of an electric field,
vibrations should be classified according to the group
C2v , which represents an intersection of the group Td of
the starting crystal and the group C∞v of the surface
electric field. Furthermore, the axis Oz in the group C2v

lies in the substrate plane and is oriented along [010],
whereas the axis Oy (or Ox) is oriented along [100] per-
pendicularly to the substrate plane. Using the tables of
correlations for irreducible representations of groups Td
and C2v [11], we find that the Raman active triply
degenerate vibration F2(x, y, z) in the group Td becomes
split into three components A1(z), B1(x), and B2(y) in the
group C2v . It follows from the form of the Raman ten-
sors for the group C2v that, in our experiments, the com-
ponent A1(z) becomes active for es || ei, whereas the
other components are active for es ⊥ ei. Since under the
conditions of backscattering the phonon’s wave vector
q ⊥  Oz and Ox (or Oy), the TO phonons are allowed in
both configurations; thus, we may conclude that the
surface electric field Esurf at the lateral surfaces of the
pores can activate the TO phonons in the surface layers
in configurations in which these phonons must be for-
bidden for the macroscopic symmetry Td of porous
SEMICONDUCTORS      Vol. 35      No. 8      2001
crystal. For other directions of Esurf (parallel to the sub-
strate surface), the analysis yields the same result. The
same mechanism is probably responsible for the obser-
vation of the TO-phonon bands in the Raman spectra of
isolated interface islands in superlattice structures [12].

The shift of the TO-phonon band to lower frequen-
cies (by ≤1 cm–1) in the spectrum of porous GaAs in
reference to the frequency position of the TO-phonon
band in the starting substrate indicates that there are
tensile stresses in the porous crystal. If these stresses
are parallel to the substrate plane, they can also make an
additional large contribution to the intensity of the for-
bidden TO-phonon bands.

In conclusion, we note that the low-intensity bands
peaking at 328 and 372 cm–1 can also be observed in the
Raman spectrum of porous GaAs (Fig. 2). The origina-
tion of these bands is probably caused by the special
features of dielectric function of a porous doped semi-
conductor, which were previously considered in
discussing the Raman spectra of doped porous InP
crystal [13].
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Abstract—The effect of temperature on steady-state photoconductivity and its relaxation after illumination
cut-off in lightly boron-doped microcrystalline hydrogenated silicon films has been studied. The measurements
were performed in the temperature range 150–430 K with an incident photon energy of 1.4 eV. The temperature
dependences of the photoresponse time and drift mobility in microcrystalline silicon have been obtained from
the data on the steady-state photoconductivity and its decay. Mechanisms of carrier transport and recombination
that governing these temperature dependences are discussed. © 2001 MAIK “Nauka/Interperiodica”.
Good prospects for the application of microcrystal-
line hydrogenated silicon µc-Si:H in thin-film elec-
tronic and optoelectronic devices are due to the absence
of parameter degradation of (µc-Si:H) films under illu-
mination and also to the high carrier mobility in
µc-Si:H as compared with the that in amorphous hydro-
genated silicon (a-Si:H) [1]. However, the carrier trans-
port and nonequilibrium carrier recombination mecha-
nisms in this material are far less known than those for
a-Si:H [2–6]. On the one hand, this is evidently associ-
ated with low photosensitivity of undoped µc-Si:H
films obtained by conventional plasma-enhanced
chemical vapor deposition (PECVD) [7]. This restricts
the application of photoelectric methods for obtaining
data on carrier transport and recombination in µc-Si:H.
On the other hand, data interpretation is complicated by
the complexity of µc-Si:H structure formed by an
amorphous phase, pores, and a microcrystalline phase
consisting of silicon microcrystals several nanometers
to dozens of nanometers in size [1].

Introduction of relatively low concentration
(1017−1018 cm–3) of boron into µc-Si:H compensates for
the effect of uncontrolled (in PECVD) oxygen incorpo-
ration in films [8] and essentially decreases (by
4−5 orders of magnitude) their conductivity [2, 7]. The
photosensitivity of these lightly boron-doped films is
high enough [2, 7] to allow measurements of their pho-
toelectric characteristics in order to study the carrier
transport and recombination in µc-Si:H.

In the present work, we studied the effect of temper-
ature (in the range of 150–430 K) on the steady-state
photoconductivity and its relaxation after illumination
cut-off in lightly boron-doped µc-Si:H films. µc-Si:H
films of thickness 0.6−0.7 µm were deposited onto
quartz substrates at 220°C in a standard PECVD reactor
(Marburg University) via glow discharge decomposi-
1063-7826/01/3508- $21.00 © 0953
tion of a silane–hydrogen mixture containing 1.5%
monosilane (SiH4). Diborane (B2H6) was introduced
into the reactor for doping with boron. The gas volume
ratio ([B2H6]/[SiH4]) was 4 × 10–6 for sample no. 1 and
5 × 10–6 for sample no. 2. Magnesium contacts were
deposited onto the film surface. The measurements
were done in a vacuum of 10–3 Pa. Prior to measure-
ments, the films were annealed in a vacuum for 30 min
at 180°C. The photoconductivity and its relaxation
were measured under illumination with radiation emit-
ted by IR LEDs with a quantum energy of hν = 1.4 eV
and an intensity of 4 × 1016 cm–2 s–1. The photoconduc-
tivity relaxation was recorded by a digital storage oscil-
loscope.

According to electron microscopic data, the films
have a columnar structure, with columns 30–100 nm in
diameter perpendicular to the substrate surface and
containing crystals 3–30 nm in size [3]. As indicated by
thermal emf measurements, the films show p-type con-
duction.

Figure 1 presents temperature dependences of the
dark conductivity (σd) and steady-state photoconduc-
tivity (∆σph) of the µc-Si:H films studied. In the temper-
ature range 220–450 K, the σd(T) dependences exhibit
an activated behavior with an activation energy of Ea =
0.43 (sample no. 1) and 0.27 eV (sample no. 2). Raising
the doping level makes the conductivity higher and Ea
lower. As seen from the figure, the ∆σph value increases
with temperature nearly exponentially in the range T <
250 K with an activation energy of 0.13–0.14 eV. With
the temperature increasing further, the rise in ∆σph
becomes weaker and then, in the temperature range
where ∆σph ≤ σd, ∆σph, starts to decrease.

The temperature dependence of ∆σph may be gov-
erned by variation of the lifetime and/or carrier mobil-
2001 MAIK “Nauka/Interperiodica”
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ity with temperature. To obtain information concerning
the effect of temperature on the carrier recombination in
the films under study, we investigated the relaxation of
photoconductivity after illumination cut-off. Figure 2
demonstrates the kinetics of the photoconductivity
decay and its temperature variation for sample 1. It is
seen that the photoconductivity decay cannot be
described by an exponential dependence in the entire
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Fig. 1. Temperature dependences of (1, 2) conductivity σd
and (1', 2') steady-state photoconductivity ∆σph of µc-Si:H
films. The curve numbers correspond to sample numbers.

Fig. 2. Relaxation of photoconductivity in sample 1 at dif-
ferent temperatures (indicated at the curves).
temperature range studied (150–430 K). A long-term
relaxation of photoconductivity is observed. At t > 3 ×
10–4 s, the photoconductivity decays by nearly power-
law (∆σph ∝  t–β). At T > 250 K, the relaxation time
decreases with increasing temperature and the parame-
ter β grows. In the low temperature range (T < 200 K),
the relaxation of photoconductivity is virtually temper-
ature-independent. Similar results were obtained for
sample no. 2.

Figure 3 shows temperature dependences of the
photoresponse time for the samples studied. The time
of photoconductivity half-decay from the steady-state
value (τph) was chosen as a parameter characterizing the
photoresponse time. (An analysis of the relaxation curves
presented in Fig. 2 has shown that this value is close to the
instantaneous photoresponse time τph(0) found from the
relation τph(0) = {∆σph[∂(∆σph)/∂t]–1}t = 0.) As seen from
Fig. 3, τph decreases with increasing temperature at high
temperatures (T > 250 K). In the low temperature range
(T < 200 K), τph only slightly depends on temperature
(τph increases somewhat with increasing temperature).
It should be noted that τph grows when the doping level
becomes higher. Temperature dependences of the drift
mobility of nonequilibrium carriers (µdr = ∆σph/(eGτph),
where G is the generation rate) can be calculated from
the measured temperature dependences of ∆σph and τph.
The obtained µdr(T) dependences are presented in
Fig. 3. In the temperature range 200–350 K, µdr grows
exponentially with temperature with an activation
energy of 0.14–0.15 eV.

Let us discuss these results. Previous studies of the
absorption spectra by the constant photocurrent method
[9] suggest that the carrier transport in the µc-Si:H
films occurs mainly via the microcrystalline phase. The
nonexponential relaxation of photoconductivity indi-
cates a significant concentration of traps for nonequi-
librium carriers in µc-Si:H. These traps may be local-
ized states in the band tails appearing at microsrystallite
boundaries [10]. Presumably, the prolonged photocon-
ductivity relaxation may also be associated with
the  potential relief within the columns formed by
microcrystals because of the possible large-scale fluc-
tuations of potential.

The obtained τph(T) dependences indicate that the
processes of nonequilibrium carrier recombination
change in the temperature range T = 200–250 K. The
weak temperature dependence of τph at T < 200 K
points to the possible tunneling recombination in the
low temperature range. In this case, the photoresponse
time τph may increase with temperature [11]. Tunnel
transitions of nonequilibrium carriers may occur both
between localized states in the band tails and between
the band tail states and defect states [12]. In the case of
potential fluctuations, carrier tunneling may also pre-
sumably occur between the fluctuation minima of the
conduction and valence bands [13]. At high tempera-
tures (T > 250 K), the contribution of transitions from
SEMICONDUCTORS      Vol. 35      No. 8      2001
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delocalized states or states lying above the percolation
level (in the presence of large-scale potential fluctua-
tions) to recombination centers may become more pro-
nounced. In this case, the photoresponse time must
decrease with increasing temperature [11]. The carrier
lifetime may also decrease as temperature is elevated.
The recombination centers controlling the carrier life-
time at high temperatures may be represented by the
“dangling bond” defects formed at the boundaries of
columns formed by microcrystals [4].

The activated character of the µdr(T) dependence at
T > 200 K may be due to the fact that, similarly to the
a-Si:H case, the transport of nonequilibrium carriers is
controlled by their trapping into the density-of-states
tails or by the activation of carriers from the fluctuation
minima to the percolation level (with large-scale poten-
tial fluctuations present) [14]. The existence of poten-
tial barriers at the column boundaries may also give rise
to the activation-type dependence of µdr(T). At T <
200 K, the µdr temperature dependence may become
weaker because of the increasing contribution to the
overall carrier transport from hopping via band-tail states
and from tunneling through potential barriers [14].
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Fig. 3. Temperature dependences of (1, 2) photoresponse
time τph and (1', 2') drift mobility µdr for µc-Si:H films. The
curve numbers correspond to sample numbers.
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To conclude, our investigations have shown that the
character of temperature dependences of steady-state
photoconductivity and its relaxation in µc-Si:H is sim-
ilar to those in a-Si:H. This is presumably due to the
similarity of the basic features of the effective density
of states distribution in these materials [15].
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Abstract—X-ray and ultrasoft X-ray spectroscopy have both been applied to study SiKβ and SiL23 emission
spectra of crystalline silicon (c-Si), amorphous hydrogenated silicon (a-Si:H), and silicyne (a new allotropic
linear-chain form of silicon). SiL23 spectra of silicyne show three peaks instead of two observed in crystalline
and amorphous silicon. The third peak lies in the high-energy range at 95.7 eV, its intensity constituting ~75%
of that of the main peak. An additional peak is also observed in the short-wavelength part of the SiKβ spectrum.
Such a significant difference in shape between the X-ray spectra of amorphous silicon and silicyne is attributed
to the existence of a pronounced π component in the chemical bonds between silicon atoms in silicyne. © 2001
MAIK “Nauka/Interperiodica”.
INTRODUCTION

In studying the effect of annealing on the short-
range order structure and properties of amorphous sili-
con prepared by decomposition of silane in rf glow dis-
charge, we obtained silicon with a short-range-order
structure other than tetrahedral. The new material,
which we named silicyne [1, 2], was found to be amor-
phous. According to electron diffraction studies, it has
a low coordination number (~2), a large valence angle
(~180°), and an average interatomic distance (2.1 Å)
smaller than that in crystalline silicon. In our opinion,
this material is a silicon analog of carbine and is mainly
composed of linear chains of silicon atoms with multi-
ple bonds of the types (–Si≡Si–Si≡Si–)n and
(=Si=Si=Si=Si=)n. The atomic chains are bound
together by van der Waals forces or bridging covalent
bonds.

In turn, the atomic structure of a substance deter-
mines its electronic structure and properties. In view of
the lack of a strict periodicity in amorphous substances,
elucidating their electronic structure is rather compli-
cated and has not been completely accomplished.

Two stages can be distinguished in the development
of concepts concerning the electronic structure of
amorphous semiconductors [3, 4]. The first of these is
mainly associated with the use of qualitative models
and is devoted to determining the range of the relevant
problems. This stage was reflected in sufficient detail in
A.I. Gubanov’s monograph [5] and his later works
aimed at reformulating the classical methods for elec-
tronic structure calculation, as applied to amorphous
solids. The second stage of theoretical analysis of the
electronic structure of noncrystalline materials, repre-
sented in N.F. Mott’s monographs [6, 7], was associated
1063-7826/01/3508- $21.00 © 0956
with specific calculations and estimates made for real
disordered systems.

Among the ideas prevailing in the theory of the elec-
tronic structure of disordered semiconductors, three
concepts are commonly distinguished at present:
(i) tight-binding—MO LCAO approximation [3, 8, 9];
(ii) nearly free electron approximation, relying upon
the scattering theory, and the Green’s function method
[6, 10, 11]; and (iii) random-field approximation [12–14].

The first two concepts involve concrete numerical
calculations pretending to accurately describe the elec-
tronic structure of an amorphous semiconductor. The
third concept is mainly of methodological importance
and allows for the assessment of the correctness of the
first two.

The short-range order in amorphous silicon is the
same as that in the corresponding crystal. This is only
possible with the nature of chemical bonding being
about the same. The valence shell of a silicon atom con-
tains 8 states (s and p) and 4 electrons. When a crystal
is formed, the shell wave functions are hybridized,
becoming equivalent sp3 orbitals. The 8 available states
are split into two groups, bonding and antibonding,
each with 4 states. The states of the first group are
responsible for the formation of covalent chemical
bonds. Since the valence shell is 4 electrons short of
completion, the coordination number is 4. These same
states form the basis used to construct the Bloch wave
functions of the valence band. The states of the second
group give rise to the conduction band. In passing to an
amorphous substance, this scheme of the atomic
valence state splitting remains valid [12]. Only the
Bloch function considerations are to be discarded; how-
ever, as before, it would be expected that the wave func-
2001 MAIK “Nauka/Interperiodica”
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tions of the valence and conduction bands are mainly
formed from, respectively, bonding and antibonding
orbitals.

Thus, annealing leads to changes not only in the
atomic structure of the substance but also in the nature
of silicon bonds, accompanied by changes in the energy
spectrum of valence electrons. Experimental verifica-
tion of this statement requires that the energy distribu-
tion of the valence electron density be measured before
and after annealing. In this study, we made an attempt
to obtain the required density of states from X-ray
emission spectra, since it is well known [15] that X-ray
spectroscopy furnishes detailed information about the
valence electron states in compounds and films.

SAMPLES AND EXPERIMENTAL
PROCEDURE

Thin silicyne films were obtained by annealing films
of amorphous hydrogenated silicon a-Si:H in a vacuum
at 500°C for 30 min. The starting ~400-nm-thick
a-Si:H was deposited by decomposition of silane in an
rf glow discharge onto substrates of crystalline silicon,
fused silica, and polycor. The substrate temperature in
the course of deposition was 50 and 250°C.

Experimental emission SiKβ spectra were measured
on a VRA-20R automated vacuum X-ray-fluorescent
spectroanalyzer. X-rays were obtained using an X-ray
tube with rhodium cathode. The cathode voltage was
35 kV and the current was ~20 mA. As a dispersing ele-
ment, an EDDT (ethylenediamine ditartrate,
C6H14N2O6) crystal in [020] orientation (2d = 0.8808
nm) was used. As a detector, a flow-type proportional
counter operating on a mixture of argon and methane
(10%) was employed. The time of a single count was
chosen so as to ensure recording of no less than 5000
pulses at each X-ray quantum energy. The signal-to-back-
ground ratio was no less than 5. The instrument ensured
energy resolution no worse than 0.4 eV. All the spectra are
normalized to the main peak intensity, and each curve in
the figures is an average of five measurements.

SiL23 lines were recorded with an RSM-500 spec-
trometer–monochromator.

The acceleration voltage applied to the tube was
3 kV; tube current, 2 mA. As a photocathode for photon
detection, a CsI film was used.

RESULTS AND DISCUSSION

Experimental SiKβ emission spectra obtained with
unannealed a-Si:H films and those annealed at 500°C
are presented in Figs. 1a and 1b.

Films of amorphous hydrogenated silicon were
grown at substrate temperature of 50°C. For compari-
son, Fig. 1c shows a SiKβ spectrum of KDB-2000 sin-
gle-crystal silicon.

As seen from Fig. 1, for all the samples the main
peak of X-ray spectrum intensity lies at an energy E ≈
SEMICONDUCTORS      Vol. 35      No. 8      2001
1836 eV. Mention should also be made of the asymme-
try and fine structure in virtually all of the spectra. The
fine structure—designated as AK, BK, and CK—is easily
reproducible in repeated measurements. For crystalline
silicon (Fig. 1c), the SiKβ line has two peaks—the main
at 1836 eV and an additional (with intensity of ~35%
relative to that of the main peak) at E ≈ 1832 eV [15].
The peak in the low-energy part of the SiKβ spectrum is
commonly attributed [16] to the structural ordering of
atoms, with its position determined by the size of the
first Brillouin zone (k = ±π/a, where a is the magnitude
of the primitive vector of the crystal lattice; a is deter-
mined by the interatomic distance).

As would be expected, distortions of the atomic
structure in amorphous silicon films lead to broadening
and overlapping of peaks in the X-ray spectra (Fig. 1a),
with the result that the fine structure is poorly pro-
nounced. The fine structure may be absent in the X-ray
spectra of amorphous hydrogenated silicon for other
reasons. For example, some authors [3] believe that the
presence of rings formed by bonds imposes boundary
conditions on the wavefunctions. This leads to the
quantization of the electronic spectrum and formation
of density-of-states peaks in the valence band. In crys-
talline silicon (c-Si), the double-peak structure of the
spectrum is due to the presence of six-membered rings
not necessarily associated with the existence of a long-
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Fig. 1. SiKβ spectra (a) of unannealed and (b) annealed at
500°C amorphous hydrogenated silicon and (c) single-crys-
tal silicon.
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range order. If the structure contains rings of different
sizes, several peaks shifted in energy must be formed,
with the summation of these peaks resulting in that a
smoothed and virtually structureless spectrum is
observed. On the other hand, it should be kept in mind
that an unannealed a-Si:H film under study contains up
to 40 at. % hydrogen. Theoretical studies have shown
[17] that at least three configurations with several
hydrogen atoms—SiH2, SiH3, and (SiH2)2—are char-
acterized by two density-of-states peaks in the valence
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Fig. 2. Shoulder in the SiKβ spectrum of a-Si:H annealed at
500°C.

Fig. 3. SiL23 spectra (a) of unannealed and (b) annealed at
500°C amorphous hydrogenated silicon and (c) single-crys-
tal silicon.
band, which may yield peaks lying between peaks AK

and BK in the X-ray spectra. In our opinion, the rear-
rangement of the atomic structure of amorphous sili-
con, manifesting itself in an increase in atomic ordering
upon annealing the amorphous film at 500°C, is respon-
sible for the appearance, in addition to the main peak BK

at ~1836 eV, of a peak AK at ~1832 eV and shoulder CK

in the high-energy part of the spectrum at ~1838 eV. For
clarity, the high-energy part of the spectrum in Fig. 1b,
containing the shoulder CK, is presented in Fig. 2.
Despite the fact that the film remains amorphous upon
annealing, the low-energy peak AK is sufficiently well
pronounced and its intensity (~33%) is comparable
with that in crystalline silicon.

Figure 3 presents SiL23 spectra obtained with the
same samples as the SiKβ spectra in Fig. 1, with energy
measured from the 2p level of Si.

As seen from Fig. 3a, the distribution of valence
electrons in the starting a-Si:H film deposited at 50°C
is similar to that reported in [18]. A broad main peak BL,
corresponding to 3s states of Si, is observed at
90−92 eV with a shoulder characteristic of tailing of the
electronic density of states.

After annealing at 500°C (Fig. 3b), the main den-
sity-of-states peak becomes more pronounced and a
peak AL appears at low energies. A similar peak can be
seen in the spectrum of crystalline silicon (Fig. 3c), but
its position and relative intensity are different. For
example, the energy and relative intensity of peak AL

are 89.6 eV and 75% for crystalline silicon, and 89.2 eV
and 70% for annealed a-Si:H films. In addition, anneal-
ing of a-Si:H results in that a peak CL appears at
95.7 eV (with intensity of ~75%) instead of the shoul-
der with intensity of ~48%. No such valence electron
distribution has been observed previously in silicon or
solid compounds.

As in the case of X-ray emission SiKβ spectra, the
existence of a fine structure of 3s state of Si in the form
of two peaks AL and BL is due to partial atomic ordering.
The energy spacing between two low-energy peaks of
the density of s states in the valence band of substances
composed of elements belonging to Groups IV and V of
the Periodic Table was studied in [19]. It was estab-
lished that for all of these materials the energy spacing
∆E between peaks AL and BL is related to the inter-
atomic distance by

(1)

According to Eq. (1), the increase in the energy
spacing between peaks AL and BL by 0.4 eV, compared
with crystalline silicon, is due to a decrease in the inter-
atomic distance d by 0.2 Å. This result is in excellent
agreement with the structural data obtained in the
present study.

The peak CL, untypical of Si, indicates that the type
of chemical bonding between silicon atoms changes.

∆E eV[ ] 8.0–2.2d Å[ ] .=
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Fig. 4. SiL23 and SiKβ spectra (a) of KDB-2000 crystalline silicon and (b) a-Si:H annealed at 500°C.
It is known that X-ray emission bands of solids
appear in filling of vacancies by electrons at inner lev-
els, created by X-ray photons or high-energy electrons.
SiKβ emission spectra reflect the state of 3p electrons
(Kβ3 transition: MII(n = 3; l = 1; j = l – s = 1/2) 
K(n = 1; l = 0; j = 1/2) and Kβ1 transition: MIII(n = 3; l =
1; j = l – s = 3/2)  K(n = 1; l = 0; j = 1/2)); SiL emis-
sion spectra, the state of 3s electrons (LII transition:
MI(n = 3; l = 1; j = 1/2)  LII(n = 2; l = 1; j = 1/2) and
LIII transition: MI(n = 3; l = 0; j = 1/2)  LIII(n = 2;
l = 1; j = 3/2)) and, possibly, 3d electrons (LIIβ1 transi-
tion: MV(n = 3; l = 2; j = 5/2)  LII(n = 2; l = 1; j =
1/2), LIIIα1 transition: MV(n = 3; l = 2; j = 5/2) 
LIII(n = 2; l = 1; j = 3/2), and LIIIα2 transition: MIV(n = 3;
l = 2; j = 3/2)  LIII(n = 2; l = 1; j = 3/2)). The distri-
bution of the emission band intensity can be written in
a single-electron approximation as follows [20–23]:

(2)

Designating as Mif = H'ϕf dr the matrix element for

the probability of the transition of an electron from the
valence band with wave function ϕf and energy eigen-
value Ef to an inner-level vacancy with wave function
ϕi and taking into account that the inner-level energy Ei

is fixed and the difference Ei – hν = E is the electron energy
in the valence band, we can rewrite expression (2) as

(3)

I ν( ) ν* ϕ i H' ϕ f〈 〉 2δ Ei E f– hν–( ).
f

∑=

ϕ i∫

I E( ) ν* δ E E f–( ) Mif
2.

f

∑=
UCTORS      Vol. 35      No. 8      2001
In the case of a crystal, where the electron quasi-momen-
tum k is a good quantum number, expression (3) is trans-
formed to the form [20, 22]

(4)

where integration is done over a constant-energy sur-
face s and summation, over all valence bands En(k).
According to [21], the expression for the density of
states can be written as

(5)

A comparison of formulas (2)–(5) shows that the
emission band intensity must exhibit the same features
as the density of states. However, the matrix element in
the formula for intensity may lead to different relative
heights of features in I(E) and g(E) at the same energy
positions. If a strongly localized core function ϕi and
wave function ϕf are represented as expansions in
atomic wave functions, which can be done under con-
ditions of a dipole approximation for H ', then the
expression for intensity is written in the form [20]

(6)

where Pl, l – 1, Pl, l + 1 are the transition probabilities and
gl – 1, gl + 1 are the partial densities of states. According
to Eq. (6), the Kβ bands must reflect the distribution of
p states, gp(E); the L23 bands, the distribution of s and d

I E( ) ν* ϕ i H' ϕnk〈 〉 2/ ∇ kEn k( ){ } s,d

s

∫
n

∑=

g E( ) s/ ∇ kEn k( ) .d

s

∫
n

∑∝

I E( ) ν Pl l 1–, E( )gl 1– E( ) Pl l 1+, E( )gl 1+ E( )+[ ] ,≈
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states, gs(E) and gd(E). The total density of states g(E)
can be represented as a sum of partial densities:

(7)

Due to the indeterminacy in the relative contribu-
tions from different bands, it is virtually impossible to
deduce the total density of states from the experimental
emission bands. However, considering the Kβ and L23

g E( ) gs E( ) gp E( ) gd E( ) … .+ + +=
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Fig. 5. SiKβ spectrum of (a) c-Si and (b, c) SiKβ and SiL23
spectra of a-Si:H annealed at 500°C, represented as super-
position of Gaussians.
spectra characterizing, respectively, the 3p and 3s elec-
tronic states, we can obtain a more comprehensive pat-
tern of how the chemical bonds between silicon atoms
in a-Si:H are transformed upon annealing.

Figures 4a and 4b show the Kβ and L23 spectra for,
respectively, c-Si and a-Si:H films annealed at 500°C.
The X-ray spectra are reduced to a common energy
scale.

As follows from Fig. 4a, on the common energy
scale the energy positions of the BL and BK peaks, as
well as the CL and CK peaks, coincide pairwise. The
SiKβ spectrum contains no clearly pronounced peak
corresponding to AL. However, it can be seen that the
SiKβ spectra are strongly asymmetric—the spectrum
has a long tail in the low-energy region. Taking this cir-
cumstance into account, we represented the SiKβ spec-
tra as a superposition of several Gaussians (see Fig. 5).
The correctness of such an approach was reported
in [24].

With this done, it can be seen (Fig. 5a) that the SiKβ
spectrum for c-Si is a superposition of three rather than
two peaks. The third peak lies in the low-energy part of
the spectrum ~2.5 eV to the left of peak BK. Thus, its
position coincides rather nicely with the position of
peak AL in the SiL23 spectrum. The following conclu-
sion can be made on the basis of the obtained data:
molecular orbitals in the form of a superposition (in
various proportions) of 3s and 3p atomic orbitals of sil-
icon correspond to all of the three peaks in the electron
density distribution in the valence band of crystalline
silicon. This result seems to be quite reasonable.
Indeed, silicon is tetravalent in the crystalline state.
This fact can readily be accounted for by the hybridiza-
tion of atomic orbitals (see, e.g. [25]). The hybridiza-
tion is reduced to the formation of four identical
(hybrid) molecular orbitals, designated as sp3. All the
orbitals formed belong to the σ type, with the corre-
sponding expressions readily written on the basis of
symmetry considerations:

Being equivalent, all the four hybridized orbitals
appear with the same weighting coefficients. The factor
1/2 serves for normalization.

In the case of a-Si:H, the SiKβ and SiL23 spectra can
also be represented as a superposition of three peaks.
Their positions coincide rather well with the positions
of the corresponding peaks observed in this study for
c-Si. The only difference is that the peaks in the amor-
phous material are somewhat broader.

σ111 1/2( ) s px py pz+ + +( ),=

σ
111

1/2( ) s px– py– pz+( ),=

σ
111

1/2( ) s px py– pz–+( ),=

σ
111

1/2( ) s px– py pz–+( ).=
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The difference between the shapes of SiKβ and SiL23
spectra of a-Si:H annealed at 500°C and those of c-Si
and a-Si:H is fundamental. For example, the energy
spacing between the Bk(BL) and Ck(CL) peaks increases,
as already mentioned, by 0.4 eV. A peak with an inten-
sity of ~75% appears instead of the shoulder CL (~50%)
in the SiL23 spectrum. Such a change in the X-ray spec-
tra and, correspondingly, in the distribution of the elec-
tron density in the valence band of the semiconductor
indicates a significant change in the character of
hybridization of atomic orbitals in the formation of
molecular orbitals of the σ type in the material under
study. In addition, a minor peak (with an intensity of
~11%) appears in the high-energy part of the SiKβ spec-
trum at ~1838 eV. This peak has no counterpart in the
SiL23 spectrum (the decomposition of the given spec-
trum in Gaussians (see Fig. 5c) gives only three peaks
corresponding to the low-energy peaks in the SiKβ
spectrum). Thus, it may be assumed that the fourth peak
in the SiKβ spectrum of a-Si:H annealed at 500°C cor-
responds to a bonding molecular orbital formed only by
3p atomic orbitals of silicon, i.e., to a silicon π bond.

CONCLUSION
Thus, the data obtained from X-ray spectra confirm

the results of our previous structural studies, indicating
that the interatomic distance in amorphous silicon films
decreases upon annealing at 500°C, and verify our
assumptions that the nature of chemical bonding is
changed in the process; i.e., there appears a substantial
π component and valence atomic orbitals of Si atoms
go from sp3- to sp-hybridization with the formation of
multiple bonds between silicon atoms.
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Abstract—Temperature dependences of the threshold characteristics of InGaAsP/InP quantum well (QW)
lasers have been studied. The main contribution to the threshold current is made by the thresholdless Auger
recombination. The observed power-law temperature dependence of the threshold current is explained by the
predominance of the thresholdless Auger recombination in QWs over the threshold Auger process. © 2001
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A model describing the threshold characteristics of
quantum well (QW) lasers at the lasing threshold has
recently been developed [1]. This model analyzes the
temperature dependence of thresholdless Auger recom-
bination processes in QWs and the carrier emission
associated with weak localization of electrons in a shal-
low QW. Threshold characteristics of a λ ≈ 1.3 µm laser
have been calculated in terms of this model [1]. How-
ever, even stronger interest is aroused by properties of
long-wavelength (λ = 1.55 µm) InGaAsP/InP lasers
because of their wide application in optical communi-
cation lines.

In this context, a study of how the threshold current
density and its components depend on temperature,
cavity length, and the number of QWs in laser struc-
tures emitting at λ ≈ 1.55 µm is currently necessary.
A detailed analysis of the dependence of the laser
threshold characteristics on the heterostructure param-
eters would make it possible to optimize the structure
and raise output power.

The goal of this study was to analyze experimentally
the temperature and threshold characteristics of sepa-
rate-confinement double heterostructure InGaAsP/InP
lasers and to compare the data obtained with the results
of calculations in terms of the existing theoretical
model [1].

2. EXPERIMENTAL SAMPLES

Separate-confinement double heterostructures with
two or ten QWs and strained active regions (Fig. 1)
were chosen as objects of study. All the samples were
grown on n-InP substrates by conventional metallo-
organic chemical vapor composition [2].
1063-7826/01/3508- $21.00 © 20962
Structures with different numbers of QWs had
waveguide layers with dissimilar solid solution compo-
sitions. The composition of the InGaAsP solid solution
of strained QWs was the same in all cases.

The QW width was chosen to be da = 50 and 70 Å
for structures with two and ten QWs, respectively. The
active region and waveguide layers were nominally
undoped. The wide-gap p emitter and the 0.3-µm-thick
contact layer were doped to 7 × 1017 cm–3 and 2 ×
1018 cm–3, respectively. Stripes 100 µm wide were
formed by photolithography in the insulating SiO2
layer on the fabricated laser heterostructures [3].

The structure was divided into laser diodes with cav-
ity length varying within the range L = 200–2500 µm.
Si/SiO2 mirrors with reflectivity R > 0.95 and anti-
reflection coating with R < 0.04 were deposited onto the
cavity edges. The fabricated diodes were soldered with
indium to a copper heat sink.

3. EXPERIMENT

A pulse duration of 2 µs was chosen for studying the
laser diodes in pulsed mode. This mode is preferable,
since it does not require any intricate experimental
technique and allows active region heating in a laser
diode to be considered negligible. We assumed that the
temperature of the laser’s active region is equal to that
of the copper heat sink and varied in the range of
10−60°C using a Peltier element. It was measured with
a copper–constantan thermocouple attached directly to
the heat sink. The light–current characteristics of the
lasers were recorded in the CW mode using water to
cool the laser diodes.

Figures 2a and 2b present the experimentally
observed temperature dependences of the threshold
001 MAIK “Nauka/Interperiodica”
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current for lasers with two and ten QWs. For the
former, the threshold current Jth nearly doubles when
the temperature is raised from 10 to 60°C (Fig. 2a,
curve 1). If the experimental temperature dependence
of the threshold current density is approximated by an
exponential function [4]

(1)

with activation energy Ea, then the Ea value is found to
be much lower than kT and lower than the activation
energy obtained from the expression for the bulk [7],

(2)

where Eg is the band gap, and mc and mhh are the elec-
tron and heavy-hole effective masses. Hence, it follows
that the optimal approximation for the experimental
data is a power law, rather than an exponential function
of temperature.

For a laser structure with ten QWs, the threshold
current Jth(T) varies by approximately a factor of 3
within the same temperature interval 10–60°C (Fig. 2b,
curve 1); i.e., the threshold current is higher for the
structure with the most QWs, and its temperature
dependence is steeper (in this case, the temperature
dependence can also be approximated by a power-law
function). As shown below, the increase in the laser
threshold current and the enhancement of its tempera-
ture dependence with growing number of QWs are
associated with the increase in the coefficient of intra-
band absorption, approximately proportional to the
number of QWs [5].

Dependences of the threshold current on the inverse
cavity length (1/L) have been studied at room tempera-
ture in a wide range of cavity lengths for two laser
structures with different numbers of QWs: NQW = 2

J th J0 Ea/kT–( )exp=

Ea 2
mc

mhh
--------Eg,=

50 µm 100 µm

300 µm

SiO2

p-InP

n-InP

NQW = 2.10
Dwg≈1 µm

Fig. 1. Separate-confinement laser structure. λ = 1.55 µm.
NQW = 2 and 10, with, respectively, da = 50 and 70 Å;
waveguide thickness Dwg ≈ 1 µm.
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(Fig. 3a, curve 1) and NQW = 10 (Fig. 3b, curve 1). As
expected, the Jth(1/L) dependences for these two struc-
tures are different owing to the increase in internal
losses of laser radiation with growing number of
QWs, NQW.

Commonly, a characteristic temperature T0 is used
as a parameter specifying a laser structure. A rather
simple approximation of the temperature dependence
of the threshold current

(3)

yields an experimental parameter characterizing the
temperature stability of a laser diode. The dependence

J th T( ) J0 T /T0( ),exp=

1 3

2

2

3

1
500

375

250

NQW = 2, L = 2030 µm
da = 50 Å

NQW = 10, L = 920 µm

da = 70 Å

10 20 30 40 50 60
T, °C

3

2

1.0
0.9

0.8

(a)

(b)

Jth, A/cm2

Jth, kA/cm2

Fig. 2. Experimental (1) and calculated (2, 3) temperature
dependences of the threshold current for lasers with (a) 2
and (b) 10 QWs.
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of the characteristic temperature T0 on the cavity length
L was calculated for a laser with two QWs from the
experimental temperature dependences (Fig. 4, curve 1).
The characteristic temperature grows with increasing
cavity length L, since the threshold current decreases
with increasing L at a fixed temperature (Fig. 3). The
increase in T0 with L means, in the first place, that the

threshold concentration  decreases with increasing L.

It is noteworthy that the optical power of the long-
cavity laser diodes with a 100-µm-wide mesa-stripe
contact, emitting at λ = 1.55 µm, was as high as 2.5 W.
As far as we know, the highest previously reported CW
optical power at the λ = 1.48 µm wavelength is 5 W for
a laser diode with a 200-µm-wide mesa-stripe contact [6].

nth
2D

(a)

(b)

1

2

1

2

NQW = 2, da = 50 Å
T = 300 K

Jth, A/cm2

Jth, kA/cm2

NQW = 10, da = 70 Å

T = 300 K

800

700

600

500

400

300

3 4 5 6 7 8 9 10 20

1/L, cm–1
3 4 5 6 7 8 910 20 30 40

2.0

1.8

1.6

1.4

1.2

Fig. 3. Threshold current vs. inverse cavity length for lasers
with (a) 2 and (b) 10 QWs. (1) Experiment and (2) calcula-
tion.

1/L, cm–1
4. THEORETICAL MODEL

All the calculations were performed in terms of the
model developed in [1]. This model takes into account
the nonradiative Auger recombination, the current leak-
age of carriers from the active region, and the weak
localization of electrons in a “shallow” QW. The Auger
recombination in heterostructures differs basically
from that in a homogeneous semiconductor [7]. In a
QW, the Auger recombination is thresholdless and its
rate is a weak (power-law) function of temperature
[8, 9]. By using the thresholdless Auger recombination
mechanism in the model it was possible to describe
unambiguously the experimental temperature depen-
dence of the threshold current for QW lasers.

The condition for the lasing threshold can be written
as:

(4)

where Γ is the optical confinement factor for a single

QW; , the maximum gain; αint, the internal loss at
the lasing threshold; and αexp = (1/L)ln(1/R), the mirror
loss. We assume here that the effect of nonuniform car-
rier distribution among QWs is insignificant near the
lasing threshold.

The gain per single QW can be written as [1]:

NQW Γg0
max α int α exp,+= =

g0
max

g0 "ω( ) Icv
2 π

a
--- α

e
------ M

1 M+
-------------- 1

mc

m0
------– 

  Eg Eg ∆0+( )
Eg 2/3( )∆0+
------------------------------ 1

E0
-----=

NQW = 2, da = 50 Å

1

2

60

55

50

45

500 1000 1500 2000
L, µm

Τ0, Κ

Fig. 4. Characteristic temperature T0 vs. cavity length for a
laser with 2 QWs. (1) Experiment and (2) calculation.
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(5)

Here, "ω is the photon energy; α = e2/"c ≈ 1/137;  is
the dielectric constant of the cavity; m0 is the free elec-
tron mass; M = (mhh/mc); Eg, ∆0 are, respectively, the
band gap and the spin–orbit splitting in a QW; Ecv is the
optical transition energy; E0 = Eg + εn + εp, where εn, εp

are the energies of size-quantization levels for electrons
in the conduction band and holes in the valence band,
reckoned from the respective band edges; µn, µp are the
quasi-Fermi levels for electrons and holes, also reckoned
from the corresponding band edges; and F(Ecv , "ω) is
the spectral broadening function having the form [10]:

(6)

where τin is the intraband relaxation time. In the calcu-
lations, we assume that τin is constant and equal to
10−13 s. This assumption is not valid for very high con-
centrations at the lasing threshold, the intraband relax-
ation time itself being a function of temperature. Con-
sequently, the temperature dependence of the gain
becomes nonlinear and differs from that calculated using
the Lorentz broadening function with τin = const (6) or
the delta-function with infinite relaxation time [11].

The overlap integral of the envelopes of the electron
and hole wave functions in the direction perpendicular
to the QW plane, Icv , are less than unity, owing to the
difference between the electron and heavy-hole effec-
tive masses and to the different band offsets [9].

In a shallow QW, electrons and holes are, respec-
tively, weakly and strongly localized. As a result, the
electrons are redistributed near the active region, with
the quasi-neutrality condition fulfilled in QWs and in
the adjoining barrier layers and written as [1]:

(7)

 is the 2D concentration of electrons in the barrier

region, and  and  are the 2D electron and hole
concentrations in the QW.

The threshold carrier concentration was determined
by solving a self-consistent problem, with account
taken of the delocalization effect [1]. It was shown that
delocalization may substantially raise the threshold 2D

×
M/ 1 M+( )[ ] Ecv E0–( ) εn µn–+

T
------------------------------------------------------------------------------- 1+exp

1–





E0

∞

∫

+
1/ 1 M+( )[ ] Ecv E0–( ) εp µp–+

T
------------------------------------------------------------------------------ 1+exp

1–

1–




× 1
εn

εn M/ 1 M+( )[ ] Ecv E0–( )+
------------------------------------------------------------------+

 
 
 

F Ecv "ω,( )
dEcv

Ecv

------------.

e

F Ecv "ω,( ) 1
π
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nb
2D
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concentration  (Fig. 5). Figure 5 shows the temper-
ature dependences of the threshold concentration of
electrons for two cases: an infinitely deep QW, with no
carriers emitted (curve 1), and a finite QW depth, with
delocalized electrons (curve 2). It can be seen that,
when the carrier emission is taken into account, the
threshold concentration is substantially (nearly two
times) higher.

Further, the threshold concentration and its temper-
ature dependence are affected by at least two more fac-
tors. The first of these is the dependence of the relax-
ation time τin on temperature and on the nonequilibrium
carrier concentration. As shown in [11], if real depen-

dences of τin on temperature and concentration  are
taken into account, the gain g("ω) becomes a steeper
function of temperature and concentration; in addition,
the g("ω) value is in this case lower than at τin = const.
This behavior of g("ω, T, n) leads to a higher threshold

concentration  and changes its temperature depen-
dence. The second factor, exerting a weaker influence

on the  value, is the dependence of αint on tempera-
ture and concentration. As shown in [5], the αint(T)
dependence leads to a nonlinear temperature depen-
dence of the threshold concentration. In what follows,
we restrict our consideration to a linear temperature
dependence of αint.

The threshold current of a laser structure can be rep-
resented as the sum of the radiative (JR) and nonradia-
tive (JA) currents [1]:

(8)

nth
2D

nth
2D

nth
2D

nth
2D

J th JR JA.+=

L = 2030 µm

NQW = 2, da = 50 Å

T, °C
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1.9
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1.7

1.6

1.5

1.4

1.3

1.2

10 20 30 40 50 60

n2D
th

,  1012 cm–2

Fig. 5. Calculated temperature dependences of threshold
concentration for a laser with 2 QWs: (1) no carrier emis-
sion from the well and (2) with emission taken into account.
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The radiative component can be written as:

(9)

where B2D is the 2D coefficient of radiative recombina-
tion. For the structures under study, the room-tempera-
ture value of B2D is ~5 × 10–5 cm2/s at the concentration

 ≈ 1.5 × 1012 cm–2. For nondegenerate holes [1]

(10)

Then, the radiative current near the lasing threshold is a
linear function of temperature. If the dependence

αint(T) is taken into account, then  ∝  T1 + α, where
α > 0, and, therefore, the radiative current becomes a
nonlinear function of temperature: JR ∝  T(1 + 2α).

The nonradiative component of the current was cal-
culated taking into account three mechanisms of Auger
recombination in QWs. In addition to the conventional
threshold 2D Auger process, the thresholdless [7] and
quasi-threshold [8] Auger processes were considered.
As shown in [8, 9], it is the thresholdless and quasi-
threshold Auger recombination processes that predom-
inate in narrow QWs. The rate of thresholdless Auger
recombination depends only slightly on temperature.
Instead of the exponential dependence typical of the 3D
case, the temperature dependence of the thresholdless
Auger process is a power law. In this case, the Auger
coefficient itself depends strongly and nonmonotoni-
cally on the QW size. It is important to note that the
Auger recombination process in QWs is enhanced in
comparison with that in the 3D case owing to stronger
carrier localization. Consequently, the contribution of
the Auger recombination to the threshold current of a
QW laser is substantially larger.

In the general case, the Auger component of the cur-
rent has the form:

(11)

Here,  is the Auger recombination coefficient for
the excitation of an electron into the conduction band;

 is the coefficient for the Auger recombination
with excitation of a heavy hole into the spin-orbit-split
band; and n and p are the 2D electron and hole concen-
trations, respectively. The rates of these two processes
have been studied in detail in [8, 9]. The dependences
of the Auger recombination coefficients on QW param-
eters and temperature were carefully analyzed for the
three processes (thresholdless, quasi-threshold and
threshold) in these studies. Both of the Auger recombi-

nation coefficients mentioned,  and , have

JR eNQWB2DnQW
2D pQW

2D ,=

nQW
2D

B2D 1
T
---, nQW

2D
pQW

2D T .∝,∝

nth
2D

JA eNQW CCHCC
2D n2 p CCHHS

2D n p2+( ).=

CCHCC
2D

CCHHS
2D

CCHCC
2D CCHHS

2D
three components corresponding to the three mecha-
nisms of Auger recombination; e.g.,

(12)

where  corresponds to thresholdless Auger

recombination; , to quasi-threshold recombina-

tion; and , to the threshold process. In the limit
a  ∞ (a homogeneous semiconductor), the sum of the
quasi-threshold and threshold Auger coefficients, multi-

plied by the squared QW width, a2 + a2,
tends to the bulk value of the Auger recombination

coefficient, , with the product a2

approaching zero. For sufficiently narrow QWs, the 2D
Auger recombination coefficient multiplied by a2

exceeds the 3D value  due to the predominance
of the thresholdless and quasi-threshold Auger recom-
bination processes. For the structures under study, the
sum of the 2D Auger recombination coefficients is

C2D =  +  ≈ 1.5 × 10–16 cm4/s at room tem-
perature. The corresponding 3D Auger coefficient is
C2Da2 ≈ 1 × 10–28 cm6/s, which is an order of magnitude
higher than the average bulk value C3D ≈ 10–29 cm6/s
[12]. We may conclude that Auger recombination in
QWs is enhanced in comparison with the process in a
homogeneous semiconductor, with this enhancement
being even stronger at low temperatures. In these con-

ditions, the 3D Auger recombination coefficient 
is small because of its exponential temperature depen-
dence [8]. It is noteworthy that the entire analysis of
how the Auger recombination coefficients depend on
temperature and QW parameters can be applied quali-
tatively to both the CHCC and CHHS Auger recombi-
nation processes.

5. DISCUSSION OF THE RESULTS

Dependences of the laser threshold current on the
temperature and the cavity length were obtained in
experiments with structures having different numbers
and thicknesses of QWs, and also different cavity com-
positions. The threshold current density in the struc-
tures studied becomes higher with increasing number
of QWs, being 0.26 and 1.68 kA/cm2 for “four-cleaved”
lasers with αext ≈ 0 and 2 and 10 QWs, respectively. The
internal optical losses αint, found from the dependence
of the inverse differential efficiency on the cavity
length, grow nearly in proportion to the number of
QWs, being 5 and 30 cm–1 at room temperature for
structures with two and ten QWs, respectively. This is
associated with the increasing number of additional
heterointerfaces in the active regions of the lasers. As
shown in [5], intraband absorption of radiation in het-
erostructures is possible without involving a third par-

CCHCC
2D CCHCC

1( ) CCHCC
2( ) CCHCC

3( ) ,+ +=

CCHCC
1( )

CCHCC
2( )

CCHCC
3( )

CCHCC
2( ) CCHCC

3( )

CCHCC
3D CCHCC

1( )

CCHCC
3D

CCHCC
2D CCHHS

2D

CCHCC
3D
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ticle in addition to an electron and a photon. By absorb-
ing a photon, an electron passes to an excited state, its
momentum being scattered at heterointerfaces. Hence,
the presence of a heterointerface stimulates the process
of intraband absorption compared with the homoge-
neous case.

Room-temperature dependences of the threshold
current density on the cavity length were calculated in
terms of the model described (Figs. 3a and 3b, curves 2).
The structural parameters used in the calculations were
as follows: Eg = 0.76 eV, mc = 0.053m0, and mhh =

Jth, A/cm2

Jth, kA/cm2

(a)

(b)

T, °C
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Fig. 6. Calculated temperature dependences of the threshold
current components for structures with (a) 2 and (b) 10 QWs.
(JR) Radiative current, (JA) nonradiative current, and (Jth)
total threshold current; the same for Fig. 7.

50
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0.42m0. The adopted QW depths for electrons (∆Ec)
and holes (∆Ev) were 0.117 and 0.233 eV, respectively.
The calculation demonstrated a good qualitative agree-
ment between the theoretical model and the experimen-
tal data.

Temperature dependences of the threshold current
were obtained for lasers with two and ten QWs by vary-
ing the crystal temperature in the range of 10–60°C by
means of a Peltier element. The corresponding calcu-
lated dependences are presented in Figs. 2a and 2b
(curves 2, 3). Qualitative and quantitative agreement

n2D
th ,  1012 cm–2
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Fig. 7. Calculated dependences of the threshold current
components on the threshold concentration for structures
with (a) 2 and (b) 10 QWs.
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between theory and experiment is observed for lasers
with different numbers of QWs, NQW. Two cases were
considered when calculating the threshold current: the
first having constant internal losses αint (curve 2) and
the second having temperature-dependent internal
losses (curve 3). In the second case, we restricted the
consideration to a linear temperature dependence: αint =
α0(T/10°C), where α0 is the room-temperature value of
αint. It can be seen that taking into account the temper-
ature-dependent αint somewhat improves the agreement
between the experimental and calculated temperature
dependences of the threshold current.

Experimental temperature dependences of the
threshold current density are well approximated by
power-law functions, Jth ∝  Tk, with exponent k = 1.5. It
is important that even at higher temperatures, when the
principal recombination channel is the nonradiative
Auger process, the temperature dependence of the
threshold current still follows a power law. The absence
of the exponential rise associated with the threshold
Auger process typical of the 3D case indicates the pre-
dominance of the thresholdless Auger recombination in
QW laser structures. The thresholdless Auger process is
characterized by a power-law temperature dependence
[8, 9]. To analyze the temperature dependence of the
threshold current in detail, we calculated the tempera-
ture dependences of partial contributions to the thresh-
old current (Eqs. (8), (9), (11)) for structures with two
and ten QWs (Figs. 6a and 6b). As mentioned above,
the radiative current at the generation threshold is a
nearly linear function of temperature, JR ∝  T1 + 2α, and
the current related to nonradiative Auger recombination
is JA ∝  T3/2. Thus, theoretical analysis shows that the
Auger recombination, and specifically the thresholdless
Auger recombination, makes the main contribution to
the threshold current density. Evidently, to raise the
quantum efficiency and, consequently, the output
power of long-wavelength lasers, a laser structure
should be optimized to suppress the Auger recombina-
tion [5].

The dependence of the characteristic temperature T0

on the cavity length was found for a laser with two QWs
from the experimental temperature dependences of the
threshold current (Fig. 4, curve 1). A calculated T0(L)
dependence is also presented (Fig. 4, curve 2). A good
agreement between the theoretical and experimental
curves is obtained. The maximum value of T0 for the
laser structure studied is 65 K.

Room-temperature dependences of separate compo-
nents of the threshold current on the 2D carrier concen-
tration were calculated for structures with two and ten
QWs (Figs. 7a and 7b). The concentration was varied
within the range (0.9–2) × 1012 cm–2. The threshold cur-
rent depends on concentration for two and ten QWs in

the same way: Jth ∝  .nth
2D
As regards the minimum threshold current, a laser
structure with two to four quantum wells is optimal;
however, if higher optical emission power is necessary,
and, respectively, a longer cavity is used, a structure
with one (wide) QW is the optimal choice.

In analyzing the threshold characteristics of lasers
with QWs we disregarded carrier and lattice heating. As
shown in [13], heating affects the threshold characteris-
tics at elevated temperatures. Heating exerts a strong
influence on the light–current characteristics of a laser.
This problem will be considered elsewhere. Moreover,
we ignored the dependence of the intraband relaxation
time τin on temperature and carrier concentration. This
issue was analyzed in detail in [11].

6. CONCLUSION

The temperature dependences of the threshold char-
acteristics of λ = 1.55 µm InGaAsP/InP QW lasers
were studied. A detailed analysis of partial contribu-
tions from all the recombination processes to the
threshold current was performed with account taken of
the specific features of nonradiative Auger processes in
QWs and weak localization of carriers.

It is established that power-law functions are the
best approximation for experimental temperature
dependences of the threshold current density; this indi-
cates the domination of a thresholdless Auger recombi-
nation in laser structures with QWs. As shown in [8, 9],
the thresholdless Auger process is characterized by a
power-law dependence on temperature.

The good agreement between the experimental and
theoretical dependences of the threshold current for
lasers with different numbers of QWs on temperature
and cavity length confirms that the theoretical model
[1] offers an adequate description of the threshold cur-
rent density for QW lasers. Another important result of
the present study is the experimental confirmation of
the power-law temperature dependence of the Auger
recombination coefficients, first predicted in [7].
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Abstract—An ionization-type semiconductor converter of infrared images that operates in the pulsed mode at
a temperature of 77 K was studied. It is shown that it is possible to control the spectral range of photoconverter’s
photosensitivity (λ = 5–10.6 µm) by short-wavelength illumination of photodetector included in the converter.
The response time of the converter is ~5 × 10–7 s. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Recently, semiconductor photographic systems
[1−4] and ionization-type converters of infrared (IR)
images [5–7] have been developed and improved
mainly in relation to the problems of the spatial–tempo-
ral diagnostics of IR laser radiation. Considerable
advances made along these lines have put the ionization
systems in the forefront of the devices for the high-
speed IR photography. Thus, it is now possible to
extend the spectral range by shifting the long-wave-
length cutoff from 0.7 to 5 µm; in addition, a photo-
graphic sensitivity of 106 cm2/J, a photoresponse time
of 10–7 s, and a threshold detected IR-radiation power
of 5 × 10–4 W/cm2 have been attained.

One of the ways of improving the photographic sys-
tems and the IR-image converters of ionization type
further consists in widening the spectral range and
reducing the threshold power of detected radiation.

To attain this, a special mode of doping the photo-
conductor material is required; this mode should ensure
both the photosensitivity in the spectral region with
longer wavelengths and a higher level of photoelectric
gain. Such photoconductors can be fabricated on the
basis of silicon doped with sulfur [8–12]. Extrinsic
photoconductivity in the spectral region corresponding
to CO2-laser radiation (λ = 10.6 µm) was observed in
Si:S [12]. The observed extrinsic photoconductivity
can be accounted for by either the sulfur energy level at
Ec – 0.08 eV [8], the level at Ec – 0.109 eV [9], or both
levels (at Ec – 0.08 and Ec – 0.109 eV) simultaneously
[10, 11].

In order to gain insight into the involvement of the
above levels in photoconductivity in the vicinity of λ ≈
10 µm, a number of experiments [13] were carried out
in order to study the effect of the degree of compensa-
tion of the impurity-related donor levels by acceptors
introduced by the γ-ray irradiation on photoconductiv-
1063-7826/01/3508- $21.00 © 0970
ity in the spectral region corresponding to the CO2-laser
radiation.

Experiments have shown that, as the degree of com-
pensation increases, the ratio of conductivities mea-
sured under illumination with a CO2 laser and in the
dark increases, which ensures the high definition (con-
trast) of images in the IR photographic systems using
the above photodetectors. It was also shown theoreti-
cally that the energy levels of sulfur in silicon (Ec –
0.08 eV and Ec – 0.109 eV) are involved simulta-
neously in photoconductivity excited in the spectral
region of λ ≈ 10.6 µm.

In this paper, we report the results of studying a new
type of ionization-based converter of IR images; the
converter operates in the pulsed mode and incorporates
a Si:S photodetector.

BASICS OF OPERATION OF INFRARED 
CONVERTER AND EXPERIMENTAL 

TECHNIQUE

In general, the operation of the converter is based on
controlling the discharge current in a gas-filled air gap
formed by an insulator spacer 18 in projecting the IR
image onto the photoconductor surface 15 (see Fig. 1).
The discharge current in the system is established after
a pulsed high voltage has been applied to electrodes 16
and 17. The positive and negative (depending on the
polarity of applied voltage) charges formed during the
breakdown of the air gap give rise to an emission from
the luminophor deposited on the inner surface of elec-
trode 17.

The emittance kinetics of luminophor in relation to
the exposure-taking conditions is studied by photo-
graphing, visual observation, or detection with a photo-
multiplier. In certain cases, the image on the display can
be multiply enhanced using an electron-optical image
converter [14].
2001 MAIK “Nauka/Interperiodica”



        

AN IONIZATION-TYPE Si:S-BASED SEMICONDUCTOR CONVERTER 971

                                                        
16

15
13

17

12 3 4

1
2

14 11 10

12

5

6

7

8

9

Fig. 1. Schematic representation of an ionization-type low-temperature pulsed converter of IR images. For details, see the text.
In order to accomplish photographing in the IR
region of the spectrum, in particular, in the spectral
region corresponding to the CO2-laser radiation, the
photographic cell 12 is installed in a cryostat 5 made in
the form of a photographic device with special win-
dows provided with IR filters.

This system is controlled with an oscillator 11,
which triggers the power supply 14 of laser 1 and
simultaneously feeds a sweep signal to oscilloscope 10
via oscillator 9.

When applying a high pulsed voltage from the
source 8 (triggered by oscillator 9 via a delay line) to
the system, the laser pulse passes through the IR lens 13
and forms a relief with a local variation in electrical
conductivity at the photodetector. This relief controls
the current density through the system and is trans-
formed into a visible image on the display. In the course
of photographing and measuring the characteristics of
the photographic process, the temporal stability of the
intensity of the laser beam split with mirror 2 is period-
ically checked with a cooled germanium photodiode 3.

The system’s temperature is measured with a cop-
per–constantan thermocouple using a meter 4. In order
to maintain the lowest possible temperature in the
course of detecting the laser beam at λ = 10.6 µm, a
heat sink 7 is used.

In the course of establishing the optimal mode of
photographing, the entire set of electrical measure-
ments was performed using a storage oscilloscope 10
via a photomultiplier 6 and a photodiode 3.

In order to measure the D–H characteristics (the
dependence of the photolayer darkening on the illumi-
nance power density) of the photosystem, we employed
the discharge-emission photograph obtained using an
SEMICONDUCTORS      Vol. 35      No. 8      2001
airfilm-42 and a Zenit camera equipped with a Gelios
objective lens and additional rings. The characteristic
was measured by photographing a various number of
incident pulses within the same exposure (total radia-
tion energy at each spot was specified by the number of
laser pulses).

In order to determine the resolving power of photo-
detectors, we analyzed the distribution of optical den-
sity of darkening at the boundary of absolute contrast.
This distribution was measured using an IFO-451
microdensitometer with a slit width that ensured the
linear resolution of 20 mm.

A CONVERTER WITH CONTROLLED SPECTRAL 
RANGE OF PHOTOSENSITIVITY

As is known, the spectral range of sensitivity for a
semiconductor converter of IR images is governed by
the photodetector.

Conventional photodetectors have a strictly fixed
spectral range of sensitivity, which is specified by the
position of local energy states in the band gap. There-
fore, in order to obtain a photodetector sensitive in the
medium- and long-wavelength spectral regions, one
has to use various photodetectors with different posi-
tions of the levels and, correspondingly, with a different
dark conductivity at a given operating temperature.

In this study, we established that it is possible to use
photodetectors made of silicon doped with sulfur for
operation in both the λ = 1–4 µm and λ = 5–10 µm
spectral regions. Such a possibility was first theoreti-
cally demonstrated [15], experimentally implemented
[12, 13], and is based on the phenomenon of induced
extrinsic photoconductivity in semiconductors [16].
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For a certain type of doping, we have a situation in
which the local levels responsible for sensitivity in the
medium-wavelength region of the spectrum (1–4 µm)
are occupied, whereas the levels responsible for the
long-wavelength sensitivity (5–10 µm) are unoccupied.
In this situation, the sensitivity range of photodetector
extends to 4 µm. If the entire surface of photodetector
is uniformly irradiated with photons from a constant
white-light source, the shallow levels become occupied
and the photosensitivity in the region of up to 10 µm
rises with the accompanying increase in the dark con-
ductivity. Thus, a switch of photosensitivity from the
region of λ ≤ 4 µm to the region of λ ≤ 10 µm is accom-
plished by a uniform constant illumination using an
additional source of light.
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Fig. 2. The D–H characteristics of the laser-beam images;
the characteristics were measured under (a) conventional
illumination of photodetector and (b) the conditions of elec-
tron-optical enhancement.

Fig. 3. A densitogram of photograph of CO2-laser radiation
along the coordinate x (1) without illumination and
(2) under illumination through a germanium filter.
THE RESPONSE SPEED
OF THE CONVERTER

For high-speed photography, low-resistivity high-
speed photodetectors are needed. As was mentioned
above, such photodetectors are made of silicon doped
with sulfur [12].

Calculations based on an analysis of transient pro-
cesses in an ionization-type semiconductor photo-
graphic system show that, in order to attain a response
time on the order of 10–7 s, the resistivity of semicon-
ductor at the liquid-nitrogen temperature should be no
higher than 7 × 104 Ω cm, which corresponds to the
Fermi level position 0.125 eV below the conduction-
band bottom. Under the conditions of our experiments,
this corresponds to a current of 0.1 A for a voltage of
600 V applied to a 1-mm-thick photodetector.

If it is assumed that the shallowest energy level of
sulfur is located at 0.1 eV below the conduction-band
bottom, the occupancy of this level should be 2% at a
temperature of 77 K.

In the experiments, we used an LGI-50 CO2 laser
that emitted pulses with a duration of 150 µs and an
energy of 13 mJ. Oscillograms of the current show that the
developed photodetectors make it possible to attain the
transient times in the system at a level of (3–5) × 10−8 s.
The current–power sensitivity in the spectral region in the
vicinity of 10.6 µm is equal to 2.3 × 10–4 A/W.

Photographic characteristics of the system were
studied using a pulsed power supply in the time range
of 10–5 to 10–6 s. The sensitivity was no worse than
10−4 J/cm2. The resolving power was 7 mm–1.

Photographs were taken from the converter display
for various exposures to the laser radiation with λ =
10.6 µm. In Fig. 2, we show the densitograms of an
image (the D–H characteristics) of the laser beam; the
characteristics were measured under (a) conventional
illumination and (b) conditions of electron-optical
enhancement.

Figure 3 shows the densitograms for radiation of a
CO2 laser along the coordinate x (1) without illumina-
tion and (2) under illumination through a germanium
filter.

Thus, using the above-described ionization-type
converter of IR images, one can accomplish a high-
speed frame-by-frame photographing of the spatial–
temporal distribution for the intensity of CO2-laser
radiation.

It should be emphasized that the aforementioned
sensitometric characteristics of the photographic sys-
tem under consideration are not limiting. An even
higher performance can be attained by improving the
specially developed technology for producing the Si:S
samples and controlling the dark conductivity of these
samples in combination with the electron-optical
enhancement of images at the converter’s display.
SEMICONDUCTORS      Vol. 35      No. 8      2001
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Abstract—Technological processes occurring in semiconductor structures during the fabrication of transistors
that incorporate a new structural element in the form of an array of bulk inhomogeneities in the collector region
were studied; this array inhibits the development of secondary breakdown. © 2001 MAIK “Nauka/Interperiod-
ica”.
1. INTRODUCTION

According to theoretical analysis [1], an array of
nearly spherical inclusions in the collector region can
bring about a more uniform distribution of an electric
field and an increase in the breakdown voltage of the
common-emitter transistors.

When designing a new transistor, the electrical
parameters and the geometric size of structural ele-
ments of the device were first determined from theoret-
ical calculation and were then refined on the basis of
experimental data. The geometric parameters included
the diameter of inclusions, their separation, and the dis-
tance of the inclusion array from the metallurgical
boundary of the collector p−n junction.

Experimental studies were performed in order to
clarify and refine the details of the technological pro-
cess, which included procedures for the epitaxial over-
growth of the layers and the oxidation of silicon wafers;
it is known that structural defects affecting the break-
down of the collector p−n junctions are generated in the
course of these procedures [2–6]. The effect of inclu-
sion sizes on the defect density in the epilayer grown
over the inclusion array had to be established.

Since the tetrahedral covalent radius of a boron
atom (RB = 0.088 nm) is smaller than that of a silicon
atom (RSi = 0.117 nm), the boron-doped p+-type inclu-
sions in the n-collector region give rise to stresses and
to the generation of misfit dislocations [7, 8], which is
accompanied with detrimental side effects. Disloca-
tions and stacking faults bring about a reduction in the
breakdown voltage of p−n junctions in electronic
devices.
1063-7826/01/3508- $21.00 © 20974
2. THE PROCESSES ACCOMPANYING
THE FORMATION OF THE INCLUSION

ARRAYS

Experiments have shown that the density of defects
over inclusions increases noticeably as the inclusion
size increases (Fig. 1). Therefore, it was necessary to
limit the inclusion sizes so that the defect density does
not exceed the acceptable value.

In the course of high-temperature treatment, stresses
and accompanying defects are conducive to the evapo-
ration of boron from heavily doped regions if the defect
concentration is high. If the surface of the inclusions
and that of the semiconductor wafer are exposed, then
boron evaporates from the inclusions and is deposited
on the entire surface of the semiconductor wafer; as a
result, the process of self-doping with boron develops
(see Fig. 2): inclusions merge into a continuous layer (3)
in the wafer with wide (1) and thin (2) test strips of
inclusions.

In order to prevent both self-doping with boron and
the emergence of appreciable stresses, we implanted
the impurities (needed for inclusion formation) through
the SiO2 layer using windows in the photoresist.

After the implantation of the impurities, the photo-
resist was removed, the oxide layer was kept intact, and
high-temperature heat treatment aimed at driving in the
impurities was performed. The oxide was then
removed, and a silicon layer was grown epitaxially over
the inclusions.

Inclusions were formed successfully when the
impurities were implanted through windows 10 × 10 µm2

in area.
001 MAIK “Nauka/Interperiodica”
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As a result of subsequent high-temperature techno-
logical operations, the inclusions become spheroidal.
The diameter of the inclusions in completed transistors
of the new type was ~30 µm.

If the inclusions and the array period are small,
many inclusions may then be accommodated beneath
each of the emitter fingers and between these fingers.
This statement can be verified by examining a photo-
graph of the transistor surface with traces of inclusion
outcrops; the transistor has a comb-shaped emitter (the
brighter area) with a surrounding base (the darker area)
(Fig. 3).

Small sizes of inclusions made it possible to sim-
plify the fabrication of new transistors by eliminating
the procedure for alignment of inclusions in the array
with reference to the emitter fingers. Were there any
need for alignment, the difficulty would consist in the
fact that the silicon epilayer grows on the (111) plane at
an angle to the [111] direction rather than perpendicu-
larly to this plane; as a result, the pattern of inclusions
emerging at the surface shifts along the crystallo-
graphic direction [112] by the amount δ as it is illus-
trated in the schematic representation (Fig. 4) of a test
structure, the photograph of the angle lap of which is
shown in Fig. 2.

The preliminary results made it possible to design
the structure and the fabrication technology of the new
transistors; the introduction of this technology does not
result in a significant increase in the device cost.

3. PRODUCTION TECHNOLOGY
OF TRANSISTORS WITH AN ARRAY

OF INCLUSIONS

The modernized devices incorporating an array of
inclusions in the collector region were fabricated using
the epitaxial structures 74KÉF50/380ÉKÉS0.01;1 the
characteristics of these devices were compared with
those of a conventional KT841 transistor.

The base region with a boron concentration as high
as 1018 cm–3 and with a collector p−n-junction depth
equal to Xjb = 20 µm was first formed by boron diffu-
sion; a comblike emitter with a finger width of 246 µm,
a perimeter of Pe = 77.5 mm, an area of Se = 9.425 mm2,
and an emitter p−n junction depth equal to Xje = 10 µm
were then formed using diffusion-based doping with
phosphorus to a concentration of 1019 cm–3. Following
these technological operations, the thickness of the
lightly doped collector layer beneath the active base
was ~50 µm, with the collector area being equal to Sc =
18.8 mm2.

1 KÉF stands for P-doped n-Si; ÉKÉS, for Sb-doped n-Si; KDB
(ÉKDB), for p-Si:B; the leftmost number corresponds to the
thickness expressed in micrometers; and the rightmost number
corresponds to the resistivity expressed in Ω cm.
SEMICONDUCTORS      Vol. 35      No. 8      2001
After completing the technological operations to
form the transistor structures, the wafers were cut into
elements with dimensions of 5.1 × 5.1 × 0.226 mm.

In addition, we fabricated devices that differed from
KT841 transistors in the depth of the collector and
emitter p−n junctions and had Xje = 5 µm and Xjb =
10 µm. The new devices incorporating an array of
inclusions had the same depths as the p−n junctions.

In order to prevent the surface breakdown of transis-
tors, we formed three guard rings on silicon structures.
Experiments show that this number of rings is suffi-
cient; an increase in their number is not accompanied
with an increase in the surface-breakdown voltage.

2

S0

S1

1 3

Fig. 1. A test structure with etch pits in the epilayer grown
in the (111) plane over the inclusions with different areas
(S0 < S1 < S2).

Fig. 2. A photograph of the angle lap of the test structure;
the effect of merging of inclusions 1 and 2 (in the shape of
strips) into continuous layer 3 as a result of self-doping with
boron is illustrated.
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When fabricating the n–p−n–(p+)–n–n+ transistors
[here, the symbol (p+) designates spherical inclusions in
the n-type collector region], the 30KÉF35/380ÉKÉS0.01,
35KÉF43/380ÉKÉS0.01, and 35KÉF53/380ÉKÉS0.01
epitaxial structures were used in three series of experi-
ments.

The surface of the silicon wafers coincided with the
(111) plane.

When fabricating the n–p−n–(p+)–n transistors, the
wafers were heated to 900°C and were coated with an
oxide layer 0.17–0.20 µm thick; the photoresist layer
was then deposited. Photolithography was used to form
windows 10 × 10 µm2 in area in the photoresist layer.
The windows were arranged in a “face-centered”

Fig. 3. The surface area of a transistor with traces of inclu-
sions emerging at the surface.

3

1 2

n–

n
n+

n+

δ

Fig. 4. Schematic representation of a test structure (in sec-
tion): 1 corresponds to the boundary of a p+ region after ion
implantation, removal of oxide layer, and rinsing; 2 corre-
sponds to the boundary of a p+ region after epitaxial over-
growth of the n– layer; and 3 indicates the traces of inclu-
sions on the n–-layer surface.
square lattice with a period of 100 µm; the diagonal dis-
tance between the neighboring windows was L ≈ 70 µm
(Fig. 5). An area of 1 mm2 accommodated 200 win-
dows.

We used a Vezuviœ-5 ion accelerator to implant
boron ions through the windows into the photoresist and
the oxide layer; the ion energy was E = 60 keV, and the
dose was D = 100 or 110 µC/cm2. The photoresist was
then removed, and boron was driven in at a temperature
of 1150°C, first in an atmosphere of dry oxygen (for
120 min), then in wet oxygen (for 60 min), and finally
again in dry oxygen (for 120 min). As a result, p+-type
regions were formed, with the p−n junction being
located at a depth ranging from 3 to 5 µm (Fig. 6). The
drive-in had to be performed under the oxide layer in
order to prevent the self-doping of the entire wafer sur-
face with boron and the resulting merger of inclusions.

The oxide layer was removed, the damaged layer
with a thickness of 0.02–0.06 µm was etched off from
the wafer surface, and the 47-µm-thick Si:P layer was
overgrown epitaxially; the resistivity ρ of this layer was
43 or 53 Ω cm. The base with a p−n junction located at
a depth of Xjb = 10 µm and the emitter with a p−n junc-
tion located at a depth of Xje = 5 µm were formed in the
surface layer of the structure. Smaller thicknesses of the
base and emitter regions compared to a KT841 transis-
tor were dictated by the need to reduce the duration of
the high-temperature treatment.

When fabricating the n–p−n––(p+)–n–n+ transistors
with p+-type inclusions and the n–p−n––n–n+ transistors
without inclusions, 30KÉF10/380ÉKÉS0.01 epitaxial
structures were used; the transistors incorporated a
buffer n layer and a depletion n– layer in the collector

50

100

50

10
0

10

10

Fig. 5. A fragment of the photoresist mask for forming an
array of inclusions in the collector region. The dimensions
are expressed in micrometers; the windows are not shown to
scale.
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region. The KÉF-10 layer was used as an n-type buffer
layer.

The p+-type inclusions were formed in the surface
layer of these wafers; a 70KÉF43 layer was then grown
over these inclusions. Thus, the array of inclusions was
located at the interface between the lightly doped and
buffer layers.

The thickness and resistivity of the lightly doped
and buffer layers can be calculated for a conventional
transistor with a specified operating voltage and collec-
tor current [9].

As a result of high-temperature treatment, the inclu-
sions became spherical. The diameter of the inclusions
increased up to 30 µm, and their cross sections in the
array plane occupied about 14.14% of the area of the
collector p−n junction.

When fabricating the p−n–p––(n+)–p––p–p+ transis-
tors, we used 35KDB33/16KDB10/380ÉKDB0.03 epi-
taxial structures.

A Vezuviœ-8 ion accelerator was used to implant the
Sb ions into the wafers through the oxide layer and the
windows in the photoresist; the ion energy was E =
30 keV, and the dose was D = 30 µC/cm2. Antimony
was driven in during heat treatment for 2 h at 1200°C in
an atmosphere of dry oxygen. The oxide layer was then
removed, and the wafer surface was cleaned; following
this procedure, an Épikvar-101M system was used to
grow a surface Si:B epilayer by chloride-based technol-
ogy at 1172°C.

Photographs of angle laps for the p−n–p––(n+)–p––
p–p+ transistors are shown in Fig. 7. All the inclusions
are located within the collector region in the same plane
at the same distance from the metallurgical boundary of
the base. Two neighboring rows of inclusions can be
seen in the angle-lap plane (Fig. 7).

In order to improve the high-frequency properties
and to preserve them at a level characteristic of similar
transistors without inclusions, we subjected the new

Fig. 6. The pattern of p+-inclusions in the n-Si layer prior to
the growth of the epilayer.
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transistors to radiation treatment with alpha particles.
In addition, we used emitters with a lightly doped cen-
tral region and so-called “perforated” emitters whose
central region was undoped and, consequently, was
inactive. The angle laps of p−n–p––(n+)–p––p–p+ tran-
sistors with emitters of various configurations are rep-
resented in Fig. 7.

(‡)

2

1

1

(b)

(c)

1

Fig. 7. Photographs of the angle laps (at an angle of 9°20′ to
the surface plane) for p−n–p––(n+)–p––p–p+ transistors
with emitters of various configurations: (1) emitter region,
(2) lightly doped or undoped central region of the emitter.
(a) Transistor with emitter of conventional configuration;
(b) transistor with heavily doped peripheral region (1) and
lightly doped central region (2) of the emitter; and (c) tran-
sistor with undoped central region of the emitter.
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4. CONCLUSION

Experiments confirm the theoretical prediction that
the breakdown voltage Uce0 can be increased to a value
close to Ucb0 by incorporating an array of inclusions in
the collector region, with the value of Ucb0 remaining
almost unchanged in comparison to that in a similar
transistor without inclusions [1]. Thus, it is appropriate
to use the arrays of inclusion in the collector region to
increase the breakdown voltage Uce0.
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ERRATA

    
The right-hand side of Eq. 13 (page 345) should be multiplied by π.

Erratum: “Carrier Photoexcitation from Levels in Quantum 
Dots to States of the Continuum in Lasing”
[Semiconductors 35 (3), 343 (2001)]
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