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Fields and currents induced by vortex structures in a Josephson junction in a thin superconducting
film are considered. Simple asymptotic regularities describing fields and currents induced by
solitary Abrikosov—Josephson vortices and periodic chains of such vortices are obtained. These
regularities are applied to some nonlinear small-scale statesl9%7 American Institute of
Physics[S1063-777X97)00107-2

1. INTRODUCTION the form of a stationary #-kink was obtained for the phase
_ 1 ) difference of Cooper paiysas well as in our preliminary
In 1975, Likharevetal.” formulated important state- egearch in which the results for static periodic structures
ments and obtained first results in the field of nonlocal Jo e considered. In the present communication, we investigate
sephson electrodynamics of structures of the type Ofqp the basis of a large number of solutions obtained in Refs.

variable-thickness bridge arranged over a superconducting 4 6_10, the electromagnetic field structure for the phase
screen. In 1990, Ivanchenko and Sobofeteid the basis of difference for various vortex states of a tunnel junction in

nonlocal electrodynamics of a Josephson junction in a thin, thin superconducting film under conditiof®.
superconducting film whose thickne§s is much smaller In Sec. 2 of this communication. we shall obtain the

than the London depth of magnetic field penetration in @ ermels of nonlocal operators connecting the magnetic and

superconductor. On the other hand, a systematic developyectric fields with the derivative of phase difference. In Sec.
ment of the nonlocal Josephson electrodynamics ofJunctlon§, all the available plane-wave solutions of the sin-Hilbert
between bulk superconductors was started in 1992 in Refs. §quation will be listed.

and 4. In this case, a nonlocal description is essential when " gqction 4 is devoted to an analysis of fields and currents

the critical Josephson current densjtyis large: of solitary vortices. The characteristics of periodic states
o> i0=Cbo/(16m203), (1) (with _the mean magneti_c field and Withoul\'mill_be cpnsid-
ered in Sec. 5. The main results are summarized in the Con-
where ¢o=fic/|e|=2.05<10 'Oe-cn? is the magnetic clusion.
flux quantum. A set of exact solutions describing vortex
structures was obtained for junctions between bulk supercon-
ductors under the conditiofl).>* 1t is clear now that the

results obtained in Refs. 1, 4-11 can be used in thg‘ MAGNETIC AND ELECTRIC FIELDS. SURFACE CURRENT

Ivanchenko—Soboleva electrodynamics for junctions in e shall derive expressions for the current as well as
which the critical Josephson current density satisfies the cofzortex magnetic and electric fields created by the phase dif-

dition ference in a Josephson junction in a thin superconducting
D film (D<) lying in the planey=0. We proceed from the
j°>f ios (2)  expression for the superconducting current density
$o

since in this case the basic electrodynamic equation in Ref. 2 j4(x,z,t)=—
assumes an analytic form coinciding with the basic equation
in the one-dimensional nonlocal electrodynamics of Josephand from Maxwell’'s equations in the entire space
son junctions between bulk superconductors under condi-

: P Am 12A 1_ av(rt)

InZ | 2 VO ZOFAX0ZY | ()

tions (1)."***"** The solutions of a nonlocal integro- —AA(L) = — (1) = 5 g = @
differential equation obtained in Refs. 1, 4—11 for a phase c ctJt° ¢ ot
difference¢ of Cooper pairs on different sides of a Joseph- AV(r,1)=0 )

son junction make it possible to determine magnetic and
electric fields and currents. The magnetic field distribution inwhereV and A are the scalar and vector potentials, respec-
junctions between bulk superconductors is analyzed in Refsively (we choose the gauge div=0), ¢(x,zt)
4-11, while similar analysis for the electrodynamics of a= 6(—x—d)¢(x,z,t) + 0(x—d) $>(X,z,t); ¢, and ¢, are
Josephson junction in a thin film can be found only in Refs.the phases of the wave functions of Cooper pairs on the left
12, 13, in which the magnetic field structure was considereénd right of the tunnel junction, which is symmetric about
on the basis of Refs. 1, @n these publications, a solution of the straight linex=0 and has the width@
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Assuming that the junction is infinitely thin, following do
Abrikosov® and using(3), we can write the following ex- 925~ xS =5 9z(0z. 1), (10

pression for current density in the entire space:
where ¢(q,,t) is the Fourier transform of the phase differ-

j(r,)=1(x,z,t) 8(y) =js(x,z,t) D &(y) ence: ¢(z,t)=¢1(—0z,t) — ¢o(+02z1t). Substituting(10)
ca(y) into (9), we obtain a relation between the Fourier transforms
== [S(x,z,t)+A(x,02z1)], (6)  of the vector potential and the phase difference:
TAe
bo a,¢(q;,t)

where | is the current in the superconducting film, and A(gt)=——
S(x,z,t)=(o/2m)V p(X,Z,1); A=%D is the effective T g2\ +a2(1+ 2N eVai+q3)
London penetration depth. Substituti@ into Maxwell's
equation(4), we obtain

[e,xq].

Reverting to the coordinate representation, we obtain the
vector potential
PA 1 _ oV

1 1
AA:)\—e[S+A(X,O,Z,t)]5(y)+?W+EV E (7) A(r,t)=

Let us find the conditions under which we can neglect the , ,

displacement current in this equation. It can be seen ffom X‘?‘P(Z D (22288, P(ly|

that the displacement current in vacuum is small in compari- iz X+ (z—7)2 ’

son with the superconducting current if the characteristic fre- . -

quenciesw are quite low @?/c?><\~2). On the other hand, x*+(z=2")%), (11
it will be shown below that the displacement current densityywhere

in the dielectric gap can be estlmatedca%w jce, where

wj= 47T[dC]c/(8¢0)]1/2 is the Josephson frequency and P(|y| P) f _ m) (&) .

the permittivity of the junction. Since the Josephson current 1+Q 2Ne 2\

density is estimated gs¢, it can be stated that the displace-
ment current in the gap is significant fer~ w; (vortex emis- Jowing equation for the magnetic field:
sion in vacuum can occur at such frequencies. This effect is

weak in view of the smallness of the ratio of vortex velocity 0 dep(Z',t)
to the velocity of light. Hence the displacement current in H(T:= 87\, sgnyV fﬁx dz’ ——
vacuum can be neglecteddsz/cz@\*z, i.e. if the junction

Evaluating the curl in the potenti@ll), we obtain the fol-

width is quite small: WX+ (z—2')?, (12)
eC where
2d< %
81\ ly|Q
_ R(lyl.p)= 170 &~ o /ol o
In this case, Eq(7) assumes the form Q e e
AA=AZYS+A(X,02,1)]8(y). While deriving (11) and (12), we assumed that the tunnel
€ ' junction is infinitely thin. If, however, the junction width
Going over to Fourier transforms, we obtain 2d is small but finite, the vector-potential and the magnetic

field are defined fotx|>d by the same formulas, since we
can disregard for smafl the variation of the kernel® and
R associated withl (cf. the case of bulk superconductors in
Ref. 7). For |x|<d, the vector-potentiah(r,t) and the field
It follows from formula (3) that VS(x,z,t)=0. This means H(r,t) are obtained approximately frorfil) and (12) in

2\Jo%+

A(q,t
A0 T onaZr D

S(0x, 0z, 1). )

that S(q,,q,,t) can be presented in the form which we putx=0.
S, S, In order to obtain the electric fielE=c 19A/dt—VV,
SOy, 05,t) = u [e,xq]. we must know the vector potentidl as well as the scalar
s +a; potentialV. The latter quantity is obtained from the Joseph-
Using this formula, we can present vector poten@lin the SO refation: fory=0, [x|<d, we have
form b0 de(z,1)
(0,5 ¢ amed "
A(q,t)=2i z X

2 [2. 2 — [§xadl. (9 It was mentioned above that the characteristic frequencies
Qo+ A1+ 2hea+ ) «d¥2, This means thaE,xd~ 2 inside the junction.
The combination (q,S,— q,S,) appearing in this equation is On the other hand, it follows fronil2) that JA /atocw]
the Fourier transform of cy(x,z,t)=(¢po/27)curlV ¢. «d¥2. Hence, in view of the assumption concerning a small
Since the function ¢(x,z,t) suffers a discontinuity at junction width, it can be assumed that the electric field inside
x=0, curlV ¢+#0. It will be shown in Appendix I(cf. Ref.  the junction is determined only by the scalar potential which
17) that is obtained from(13):
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$oX de(z,1)

V(x,O,z,t)~—47_er at

—d<x<d.

The distribution of scalar potential in superconducting fields

is obtained by solving the Laplace equati@®) under the
boundary conditions

V(+d,02,t)=F(¢poldmcC)dp(z,t)/ot;

¢
V(x,0z,t)=— Egz sgnx(|x|—d)

e e(Z',t)
ot J-oc dz (z=2")+ (x| -d)*’

|x|>d.

(14

It can easily be verified that, for=0, the x-component of
the last formula is transformed into formuld3). For
|x|>d, we can write

5Hz ¢0|y| i
47%c ot

2N\e
E,~— sgny

c ot

f*”’ dz’' o(z',t)
X . DY (=2 )

E $ox sgny f” dz' ¢(z',t)

YT 4% ot ). [XZ+yPH(z—2)2?

E 2N\ dH, 16
7~~~ g s9ny ——- (16)

Finally, we obtain an expression for the surface current

Using these boundary conditions, we obtain from the;(y ; {) passing over the film. For this purpose, we use the
Laplace equatioit5) the following expression for the scalar boundary condition imposed on the Maxwell equation

potential in vacuum foy #0:

iy 9 (*+= , .
V(r,t)=mﬁf dz'dq,dqg,e(z',t)exp(igqyx

— o0

+ig z—2')—VaZ+azly))
|,|sin(day) +qy cogday)
az+az

_ dqx COiqu) - Sm(dqx)
dog

X

This leads to the following relatively simple asymptotic rep-

resentations for the scalar potential:

T S . ,
V(r,t):mﬁ fﬁm dz'dq,dq, explig,(z—2")

) d sin(dqy)
Vg alyle(z Doy g =,
Ox  Ox

|x|=d;

pox d [*=
V(r’t)~_747rcﬁ _mdz

« e(Z',1)
VE+y2+(z=2) Ay + X2+ y?+(z2—2")?)

[x|>d.

Knowing the expressions faék(r,t) andV(r,t), we can de-
termine the electric field. If-d<x=<d, we obtain

o o[ X [re (e
~87T§C E -V a J_wdz e(z 1t)f_x dg,dg,

d sin(dg,
xexgia,(z—2") — a2+ q2]y|Jay s qﬂ

doc  ax

(T, de(Z' Y
+)\91J_ dz’Tsm(z—z’)P(|y|,|z—z’|)].
(19
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I(x,z,t)=(cl4m)e,, H(X,+0z,t)=H(x,—0.z,t). It follows
from Eq.(12) that
Ho(X,+0,z,t) —H,(x,—0z,t) =2[sgnyH,(r,t) ]y o,

a=Xx or z. This leads to a connection betweHix,z,t) and
the magnetic field components parallel to the film for
y=+0

C
IX(X,Z,t): By [SgnyHZ(rvt)] =0
2 Y 17
Ha(x,z,t)=— % [sgnyHx(r,t)]y=o-

Thus, we obtain general expressions which enable us to
determine the fields and current from the known phase dif-
ference. We shall apply these expressions to specific nonlin-
ear states in Secs. 4 and 5.

3. SIN-HILBERT EQUATION AND ITS SOLUTIONS

It was shown in Refs. 2, 17 that the phase difference of
Cooper pairs satisfies the equation

| (= ez ,
; f_oc dz TR(OJZ—Z |)

(2,1
e

. B de(z1)
= t)+— +
sin o(z,t) wl-z pr

1
— (18

J
wherel =c ¢y /(1672 N2); B=4male; o is the conductivity
of the tunnel junction. In the following analysis, we shall
focus our attention on the case when a significant variation
of the phase difference occurs over lengths smaller than
Ne- In this case, we can use the approximation

drR(0Jz]) 7
dz  z'

whereZ7” is the symbol for Cauchy’s principal value, and Eq.
18 then assumes the fotfl*1!
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| [+= dZ' de(z',}) L=o; 'vaV1-(lwj/v,).

7)) _ w2 —z 07

The above set of solutions of the sin-Hilbert equation
B do(zt) 1 Pe(zt) (19) will be used for determining magnetic and electric fields
=sin ¢(z,t)+ — +— 5 (29 and currents corresponding to known vortex solutions of Eq.
wj ot wj (19). It should be emphasized that all these solutions were
At present, there are no general techniques available fagpbtained in the theory of Josephson junctions formed by bulk
solving the sin-Hilbert equatiofil9). So far, twelve exact superconductors. These solutions will be used below for
solutions have been obtained for Ej9).1*~1*We shall con- ~ studying the vortex structures in a Josephson junction
fine ourselves only to plane-wave solutions: formed in a thin film.
1. a stationary 2-kink!*

z
¢=m+2arctany; (200 4. FIELDS AND CURRENTS IN ISOLATED VORTICES
2. a strongly dissipative travelingz2kink in a junction Proceeding from general formul&$2), (15-(17) con-
carrying a constant curréht necting the fields with the phase difference and current with
the magnetic field, we obtain asymptotic expressions for

o= m+arcsini + 2 arcta Z_.‘élflz, 21) fields and.cu.rrent.s in the case when the source of the elec-
1(1=i%) tromagnetic field is an arbitrary small-scale vortex. We shall
use these expressions for solving E(@))—(22).
A common feature of all these states is the existence of a
characteristic scalé, <\, such that for|z—vt|>I, , the
derivative of the phase difference decreases rapilty9z

wherei is the current density distributed uniformly over the
junction and normalized tg,, v1=wj2|/(,8\/i_2—1) is the
wave velocity;

. . . . . 6,7. X .

3. atravelling nondissipativerkink™": x|, (z—vt) 2. Considering further thato(z,t) for these
Z—lwt states is an odd function of{-vt), it can be stated that the

o=4 arctan——-: (22 magnetic flux across a superconducting film exists and is

! nonzero:® = (¢o/2m) [T 2dzopl 9z

4. a stationary periodic chain with a nonzero mean mag-  Using the asymptotic representatihs
netic field

a4\

, In—, y=0, p<2\, (y=1.78.),
o=m+2 arctan(\(L/)2+1+L/I)tan=—|; (23 R _

2L (yLe)=y o\

N 23
5. a nondissipative traveling periodic chain with a mean ~/y2+p2’ y+p™=2he,
field®
JdR(0,p) 1
4 arct lw;+v, 172 z—v,yt 24 ﬁ%—;, P<2\g,

= arcta |(1)j_l)2 2L ( )

o ) we obtain an expression for the magnetic field for an arbi-
The wave velocity is connected withthrough the rela-  ary phase difference(z,t) = () ({=z—vt) whose de-

tion vi=w{L(JL?+4I7-L)/2; o rivative dy/d¢ decreases rapidly fd¢|>1, :

6. a strongly dissipative travelling periodic vortex struc- (g If y(¢) varies significantly over scales smaller than
ture in a junction with curren: Ne (i.e., 1, <\.), we can write in the plane of the junction

ot aret 1 : Z—vat - (y=0) in the vicinity of the vortex (X?+ 2<2\)
o= A i ar2) 2" 2L | (25) X
. . . Hx(x,i0,§)=+ﬁ lﬂx(|X|,§),

where 6 and « are defined by the formula sthcosha=1, T e
cosésinha=I/L, while the vortex velocity is defined by the bo
relationv 3= — w?Li tanha/p; Hy(x,00) == g—=— #y([x].0), (29

7. a stationary periodic chain with a mean field equal to €
zerd: bo

, Hz(X,iO-é):Jrgz)\—e PIx,0),

| (26)

o=m+2 arcta{n/(L/I)z—l sin

8. a nondissipative travelling periodic vortex structure

where we have introduced the magnetic form factors of the
vortex

without the mean fiefd _J’*“d , Y(Z)
{ ; z_vﬂ L Iy
=4 arcta sin \ (27
¢ Joal(oh—1 L x g)=f+wdz' W (2')
where Yy(X.0= o m

500 Low Temp. Phys. 23 (7), July 1997 A. S. Malishevskil 500



wz(|x|:§)5f_ dz (ng(z—fz(z)z) ' (z)=dyldz,

(b) at large distances from the vortex
(VC+y2+ 25 2\,) and|Z]>1,), we can write

H~ o sgny 1, 29
wherer’={x,y,{}. The last formula was obtained for states

in which ®# 0. This is just the case in which we are inter-
ested.

Let us now derive asymptotic formulas for the electric
field produced by an isoIated vortex. ?We assume dhist
the smallest scale, i.ed<l, , Ao, and confine ourselves to
states with a nonzero magnetic flux. Let us first consider th

field inside a tunnel layer as well as in vacuum just above
and below the junction. Taking into account the asymptotic

form of the kernel

1, y=0, p<2\,

P(lyl.p)~ ZAe( N —
—1- . Y ptS2A
P /—y2+p Yy rp e

we obtain from(15) the following expressions for small-
scale statesl{ <\.) in this region of space:
(a) inside the tunnel layer{d<x<d, y=0):

v
~ 4mcd

dovX
~ 4mcd

X

E

PovX
V(D). Ey~—ze sonyy(0),

y

z

' (0); (30

(b) away from the vortex |¢|>1,) and the junction
plane (y|>\,):

dv 9 4
E,= — ,
o2me ol |y 2yl +VyPH B)
_ %o vxd? ¢OU xd? )
oyt SOV (O, Er=— g v(0).
(31
Finally, the electric field away from the junction

(|x|>d) is obtained from(16):
(a) in the junction planey=0) for \x?+£?, |, <\,

bov I |X| g)

X~ 4m?c AL

%¢OUX de(|x],)

Y Amlc a

houX (9lﬂx(|x| )
EZ%_47T T (32
where the electric form factapg is defined as
P'(Z")

(|, §)—f 42 e =77

(b) if, however,x?+y?+ 7%>2\, and|Z|>1, , we can
write
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_ 2(p1\—2
B~ 5 [V~ 20e(1-322(r") D)),
(O1)) X
Ey~— e Sg y 3
3DuAX 14
By~———-—sony 7s. (33

It follows from formulas(29) and (32) that away from
the vortexE~vH/c, which corresponds to the case of slow
motion considered by us.

In order to apply formula$28)—(32) to the specific non-
linear statef20)—(22), we observe that these states may be

gbtalned from the function

W)=+ 2n arctané

| (39

through an appropriate choice of parametgss n andl,
The form factors for the functiofB4) have the form

X[+ 1,
x|

2mn
(X[ +1,)2+2°

¢X(|X|!§):

2mn{
(IX[+102+ 2%

'S *

I2I
—2—n|7

I*

‘/’z(|xla§):

4n (
PR 1_
L

2mn

4n
X2’

U+ %<l

’

lﬂy(|X|,§)~

|X|1 |£|>|*1

VX2+ %<,

Pe(|x[.0)~ (39

o X, 11>
The exact expressions for the form factgksand e , which
are valid for any relation betwedr|, £, andl, , are given
in Appendix 2.

In order to obtain magnetic and electric fields for solu-
tions (20)—(22), we must substitute form factorf85) into
(28)—(33), and take into account the fact that the following
relations hold for functior(34):

anl, ¢
(2+15)%

The values of the parametens |, , andv can be found by
comparing formulas  (20)—(22) with (34):

|*

2412

P=-ndo, Y¥'(H=+ P'(o)=~

n=1,1, =1, v=0 for a 2r-kink (20), n=1, |, =1/{1-i?,
v=wf|/(ﬁ\/i2—1) for solution (21), and finally
n=2,1, =1, v=wjl for a 4m-kink. The surface current can

be determined from relatiofl7).
In the \vicinity of the small-scale &n-kink
(WC+ 22, 1, <\,), for example, we can write

neoc — L +sgnx(l, +[xPl,
81\, (IX[+I1,)Z+ 7

(36)
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This formula generalizes the expression obtained in Ref. 1B#({)—2xL] is a periodic function off. The expressions
for the current in a z-kink for 1<|x|, |z|<\.. It follows  obtained in this way will be applied for specific nonlinear
from (6) and (36) that the maximum density of the current states(23)—(27).

passing through the junction is¢oc/(8m\2l,). We re- While analyzing the zL-periodic chains, it is conve-
quire that this current density must not exceed the depairingient to present the derivative of the phase difference in the
current densityj 4= c o /(12\/3m2\2¢), whereé is the cor-  form'*

relation length. In this case, we obtain the following con-

. . . 1 «® ng
straint on the Ginzburg—Landau parameter A/ ¢: ry— = s
¥(D=17 2 Aqcos. (40)
3v3n A
K>3 1, In particular, if

The magnetic field in the plane of the junctiop=0) at
the smallest distances from the vortex is obtained by substi-
tuting (35) into (28):

()= o+2m arctar( v tan ZgL) (41

we obtain(in accordance with Ref. 38\,=m, A,=2m(y
Negg [X| — —1)"(y+1)~", n=1. Solutions (23)—(25 are obtained
Hy(x,04)~ 5+ g, In Nor WX +<ly (37 from function (41) through an appropriate choice of param-

ersy,, m, v. If, however,
This formula shows that for any of the Abrikosov— Josephson Yo s

vortices (20)—(22), the magnetic field in the junction plane _ .

diverges logarithmically for/x?+ ¢?—0. Such a divergence Y()=ho+2m arctan & sin L) (42)
also occurs in the theory of regular Abrikosov vortices. It is
eliminated by truncation at the correlation lengthwhich

: Co - of ' with odd numbers are defined by formuks, .
physically indicates the presence of a normate of size k41 18 )
~ ¢ (it should be recalled that such a violation of :supercon-_A'm[‘S/(1+ V1+677] . k=07 The nonlinear states

ductivity does not arise in the nonlocal theory of junctions(%)' (27) can be obtained from the functidA2) through an

. iate choice of parametapg, m and é.
formed by bulk superconductdid). We carry out such a 2PPropriatec _ , _
regularization in our case also. In this case, form@@ is Substituting the expansia@0) into expressior(12) for

valid for |x|>¢, and the field inside the normal core can beth® magnetic field, we obtairtH=H(x,y) + H(x.y,{),

thenA,=0 for n=2k=0, and the coefficients of expansion

presented with logarithmic accuracy in the form where the bar indicates averaging over the periatl 2of
spatial oscillations, andH denotes the oscillating correction
Néo 5 to the mean value. The quantitieband sH are defined as

H,~ In —
YT 2@ Ne follows*

Before concluding this section, let us compare the elec- __ +o dQ
tric field in the state$21) and(22). For this purpose, we first Hy= 4_2_ sgnyy’ f 1+Q
determine the values of the dimensionless current density

and parametepB characterizing dissipation for which both ly|Q xQ
these states can be realizédr a fixed value of the Joseph- p( - 2Ne ) sin K
son frequencyuj) The condition for the apphcablllty of the

solution(21) is a large dissipationg>vl, 1) or, if we take e $o — (*= dQ lylQ xQ
into account the values af and|, , YT aan Y Jo 170 OH T on, /%%y
>il2 -
B> wj. (38 H,=0, 43)
On the contrary, solutioi22) is nondissipative, i.e., appli- | |
cable for,B«vI;l. Substitutingy and|, into this expres- . bo niy| nx n_g
sion, we obtain ==L oL sgnyE AP — 7 T feos T
<w,. 39
psw B9 b S A nlyl nx|  ng
Conditions(38) and (39) can be realized simultaneously for YT 4mn L oyl T f ST
iY2<1. In this case, we obtain for the state21)
v=~ilwf/p<lw;, |,~1. In other words, the vortex velocity oo n|y| nx\ . n¢
(21) is smaller than(22), even as the characteristic scales of OH,=— 4 2)\ L SQHYE AnF; N mT,

these vortices are identical. Among other things, this means _
that, in accordance witt80)—(33) and(35), the electric field where ' =Ay/L is the derivative of the phase difference
in state(22) is larger than in staté21). averaged over the periddf the phase difference is defined
by (41), theny' =m/L. For the stat¢42), the mean value of
¢’ is equal to zerg. The values of the functions-,,
Fy, F, are presented in Appendix C.

Proceeding from formula€l2), (15—(17), we shall ob- The expansion of the electric field in harmonics for
tain expressions for fields and currents in the case wher d<x<d is obtained from formuld15):

5. FIELDS AND CURRENTS IN PERIODIC VORTEX CHAINS
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— bov — bo X
Ex=— 5204 fW¥" Hy~ P arctan)—/ v (D),
—  ¢ovd®>x — sgny — 900 2L
= ' = H,~— In —+ N —|,
S V@ B0 e L i
+
¢ov An  N¢ %o in ¢
5Ex: - (y)z e COS_ HZ 87T)\e|_ Sgnyngl An sin L'’ (46)
+ o0
dv < An N _[nlyl __C%o - n¢
47T CAe nzl TC _FZ L -9 'x 167 L nzl An sin L’
douxd?  sgn A g“ I~ i sgnxy' ()
vX ~TE :
SEy=— 2g yz 2 2 : * 167Re
v % (dPHyD2 A L ST . . . . .
If A, are the coefficients in the Fourier series of the deriva-
& ST ne tive of the function(41), we can calculate the sum appearing
__PovX NAn N6 in the expressions far, and|,:
O, =554 ) > — sin T, (44) z andiy
S A s ng m sin(¢/L) _
where f(y)=arctangly %) —dyl(c?+y) =TT (A D(P- D) T cod Z/L)
Formulas(44) were obtained under the assumption that
d<L. Away from the junction [x|>d), the electric field is (b) for L<X*+y?<\e, we have
obtained from(16): 0_, X
Hy~— —— arctan—,
E_:_ $ov 7 |y||x_x Sgnyly 47 Ne
27%c x2+y? . P . 2\,
~— ,
+oo aly| nx L N
o5 —goinz =, | T S0
~ 1677, ¥ sg
nyxZ+y?2 n
- |2y| > K ( C Y cosrg, If y>>L2 andL|x|, the first term becomes dominant in the
VXoty sum (43) determining 8H, since F,xn~ 2 exp(—nly|/L).
. Consequently, H,xA; exp(—|y//L). If, however,
_ ¢ovx sgny nyxZ+y? ng ly|<L<|x|, then, in view of the fact thatF,
5Ey_27720|_2\/X2Ty2 nzl NANKy L COST™  xexp(-n|x|/L), we can retain only the term with=1 in the
sum over n determining H,. Consequently,H,, I
= xAy exp(=|x/L);
b 3 nyl nx) - ng o
- = c) for yx=+y“>\e, we have
OB, =5 CLzZ NAF| = T |sin T (45)
$ox sgny —

The subsequent discussion is based on the following T 22X+ y?)
remark* periodic dependences of fields and currentsfon

may appear against the background of their mean values only | _ 2¢>0|2y| , W
near the tunnel layer, i.e., foxt+y?)/><L. Accordingly, YU 2w (X% +y?)

if the mean value ofy’ is nonzero, the quantitiesi,, co

Hy, Ex, Ey, I, are defined by their mean values for |~4_;I

(x2+y?)Y?>L. In the opposite case, wheft =0, the de-
pendences ofl,, Hy, Ex, Ey, I, on are significant at all The components$i, andl, attenuate in the same way as in
distances from the junction in view of the fact that the meancase(b).

values of all field and current components are proportional to et us now consider the magnetic fields and currents in
'. On the other hand, the periodic dependencé olust be  the case when the mean value of the derivative of the phase
taken into account for arbitrary’ and x>+y?)/? for find-  difference is equal to zero:

ing H,, E, andl,, since the mean values of these quantities  (a) for \x>+y?<L, the values oH and| are obtained

are always equal to zero. Taking this into consideration, wérom formulas(46), in which we must puty’ =0. If A, are
obtain the following expressions for magnetic fields and cur+ourier coefficients for the derivative of the functi¢2),

rents for the case whe#' #0: the sum of the series appearing in the expressionsl fand
(a) for X2+ y?<L, the quantities I, can be presented in the form
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+o :
- nZ sin(Z/L) $ov sgny —
= - ~ — ', +O[exp(—|x|/L)].
n§=:1A" sin—=4my1+45 225’2+1—cos(2§/L)’ 52 x  VlytOlexy Ix|/L)]
(b) If y*>L? and L|x|, we have F,,F, The asymptotic expressions obtained for fields and cur-

«n~Y2 exp(=nly//L). Hence, in analogy with the casg’ rents in this section lead to a number of conclusions about

#0 mentioned above, it can be stated that all magnetic fielthe structure of fields for periodic states of the junction:

components attenuate as exfy/L) and are proportional to (a) the z-components of magnetic and electric fields av-

Aq; eraged over the period7. of spatial oscillations are equal
() If |y|<L<|x|, we have Fyxexp(—n[x|/L),F, to zero, while thex- andy-projections of mean fields vanish

«n” 2 exp(—nx|/L). Hence all components of magnetic only for solutions for whichy' =0:

fields and currents in this range are proportional to () it follows from (46) that in the vicinity of a junction,

Ay exp(=[x|/L). the magnetic field has a logarithmic singularity which, as in
Using (45), we obtain the following expression for the the case of isolated vortices, should be associated with the
electric field for—d<x<d: violation of superconductivity in the vicinity of the junction.
bov The electric field is finite everywhere;
Exm_ngcf(y)lp'(g)Jrg(y,g), (c) for states(20)—(22), the magnetic field in films

(y=0) averaged over the oscillation period
povd®> ' (L)

~ , — Mgy ¥|x|
Yo m%c (d?+y?d)? Hy~ Inal In 2 IX|<\e
$oXv Y
B~ =5 20q {WY'(0), differs qualitatively from the mean field in bulk
_ superconductofs
where g~— o[’ ({)—¢'1X(87°\C) L, for |y|<L.
For large values of(|y|>L), g(y) attenuates exponentially —  May
and is defined by the first term in the expansion of the de- Hy~ AmNL’ [X|<\.
rivative of the phase differencegxA; exp(—|y|/L). The
electric field at large distances from the junctidr|&d) is This is associated with the fact that, in contrast to thin
obtained from(45): films, Abrikosov—Josephson vortices in bulk superconduct-
(a) for XZ+y?<L, we obtain ors have a regular core.
dov YW () dov 2 nA,  n¢
X7 2m%c x2+y? AmcL & L cosT
6. CONCLUSION
y= ¢_°; % (), In this work, we have presented a theoretical analysis of
2m°C Xty fields and currents in a Josephson junction in a thin super-
bov conducting film. The maximum attention is paid to the case
E,~— ypps W'(0). (47)  of a large critical Josephson current, when the phase differ-

ence satisfies the sin-Hilbert equation. The general results
For the function(41), the sum ovemn appearing in(47) is  obtained here are applicable to eight specific nonlinear solu-
defined as tions of spatially nonlocal sin-Hilbert equation, which were
) ) 1 obtained in the theory of bulk superconductors.
D nNAn c ng_ m(y+1(y'—1) " cogg/L)—1 It is shown that Abrikosov—Josephson vortices in a thin
n-1 L L LI+ (y*=1) t—cogZ/L)]* film differ from vortices in the nonlocal electrodynamics of
bulk superconductors having a regular cére., a magnetic
field without singularities On the other hand, vortices in a
film have a singularity like normal Abrikosov vortices. This

+ o

If, however, the coefficientd,, determine the functiof4?2),
we can write

e nA, n¢ singularity must be regularized at distances of the order of
nZl L COST correlation length.
- The author is grateful to V. P. Silin, Corresponding
8m s 87 2—sir?(¢/L) Member of the Russian Academy of Sciences, for formula-
= Vi+s COST X117 26 2—cog20/0) 2’ tion of the problem, continued interest and encouragement
. during the course of this research.
(b) If y*>L* andL|x|, we have This research was supported by the Scientific Council on
bov — ly|1,—x sgnyl, . the problem of hlgh-temperature superconductivity, and was
E~-— > e Ty +O[exp —|y|/L)]; carried out under project No. 95008 of the state program

“High-Temperature Superconductivity.” The author also
(c) For |y|<L<]x|, the following expression is ob- thanks the Russian Fund for Fundamental Research for fi-
tained: nancial suppor{Grant No. 96-02-17303
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APPENDIX A

We shall show that the quantity,S,— q,S, appearing in
formula (9) is connected with the phase jump o= 0. For
this purpose, we first expressp(x,z) in terms of
¢1(—0, 2) and ¢,(+0, z). It follows from (3) that ¢, and
¢, satisfy the Laplace equation in half-plane:

A¢(x,2)=0 for x<O,

A¢y(x,2)=0 for x>0. (A1)
Solving this equation, we obtain
_ f o $1(702)
$1(x2)=-— x+(z x2+(z—2')?"
X [re o $a(+02)
¢2(X,Z)— ; f_w dz m (AZ)

Calculatingd ¢/ ox andd ¢/ 9z on the basis ofA2) and going
over to Fourier representation, we obtain

ity [ JREA= T2
l/ly(|X|,§)=_ R2 2 In

L |[¢2<+o,qz> ¢1<—o,qz>}
23 A lad+iax  |a—iax
(ﬁ) i [¢2(+anz) ¢l(_olQZ)}
0z 0 |qz|+iqx |qZ|_in

This leads to the following expression for the required quan-

tity:
0,5~ 05, ii%tx —%@Q l
x9z A9z
= O [ (0,00~ ha(+ 0]
APPENDIX B

For the function(34), form factorsy, and ¢ have the
form

R%+ 2+12 —v2(1, VR?—x2— 2 +12 + || VR?+ X2+ £2—12)

+VR?+x%+ ?—12 arctan

X2

W—ﬁm]

VRZ=X2—2+12 —v2l,

VRZ+x2+ 2—12

2%2n o |1, 4(Ix],0)
Ye(|x|,0)= X2 al, [ 2ys/|2| +R| 5

X2

XIn

R2+ {2412 —v2(1, VR =x2— {2+12 + | {|VR?+ X2+ §2—|§)>

R+ -T2 -vi|{|

2__y2__ #2 2
+ R =X =7+ 1% arctan\/RZ_

2_ 2412
where R=[ (x4 ¢2—12)2+412 ;1Y

APPENDIX C

The functionsF,, F,, andF,, which define the Fourier

coefficients in the field expansion, are defined as follows:

du sinhu
coshu-+L/(2n\,)

Faab)- [

X exp(—a coshu)sin(b sinhu),

E b _f+°° du coshu
y(a,b)= o coshu+L/(2n\g)

X exp(—a coshu)cogb sinhu),

i [
Aa,b)= o coshu+L/(2n\,)

X exp(—a coshu)cogb sinhu).
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|

For small-scale periodic statek<€\.), in view of the fact
thatn=1, we can disregartl/(2n\.) in integrals with re-
spect tou. In this case, we obtain the following asymptotic
representations:

(@ if VaZ+b%<1, we obtain

b T
Fxmarctana, waln W, FZ~ 5,
(b) if a2>1,|b|, we get

~ /2a exp( a),

Fy~F,~\m/2a exp(—a);

(c) if a<1<|b|, we can write
aw
Fx/wgsgnb exp(—1bl),
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F,~7/2]b] exg(—b),

ar
FZ%E exp(—|bl).
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Quasiwaves in superconductors
E. V. Bezuglyi and A. V. Boichuk

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of the
Ukraine, 310164 Kharkov, Ukraitie
(Submitted November 5, 1996; revised January 20, 1997

Fiz. Nizk. Temp.23, 676—685(July 1997

Temperature dependence of the amplitude and ballistic velocity of a high-frequency signal
(quasiwavein a superconductor, associated with the energy dependence of the velocity of electron
excitations, is studied theoretically. The spatial distribution of the quasiwave field and the
transformation coefficient are calculated for quasiwave excitation by an electromagnetic wave as
well as by longitudinal or transverse elastic deformation. The obtained results are in accord

with the data on electron sound velocity measurements in the superconducting states of Ga, Mo,
and Al. © 1997 American Institute of Physid$$1063-777X97)00207-1

1. INTRODUCTION 2. SIMPLE MODEL

The effect of nonresonant transfer of a high-frequency A complete analysis of excitation of a quasiwave in a
excitation(quasiwavg by charge carriers with the Fermi ve- syperconductor includes the solution of the kinetic equation
locity in metals were predicted theoretically by Kaganov,for the nonequilibrium correctioy to the distribution func-

et al. '3 The physical nature of this effect is associated withtjon No(e) = [1 + tanhE/2T)]/2 in the half-space>0, i.e.,
the presence of a group of nonequilibrium electrons with the

maximum component of the Fermi velocity along the direc- i ax 3 ) 0

tion of propagation of the exciting wave, which form a co- ~ —1@x+ Zvx o+ — (x=(x)=io —= | — (AU
herent signal of the quasiwave experiencing, apart from re-
laxation damping, a power damping due to divergence of the
effective electron beam. As these electrons are out of reso-
nance with the exciting wave, the efficiency of its transfor-
mation into a quasiwave is relatively low, and hence the first ~ Aje=Xjx—(Ni), =@+ {Ni Ui,

reliable quantitative results of its observation in a normal

metal have been obtained only recefity experiments with Ps=Pstiwmu 2

transverse as well as longitudinal polarization of the exciting L . . .
acoustic signal. (¢ is the gradient-invariant electric potentig, the super-

The behavior of a quasiwave in a superconductor waduid momentumpa; the deformation potentiat the strain
studied even in the early research by Buretal® who were €SO, andv the relaxation frequengytogether with Max-

the first to report on the observation of a signal having aVell's equations

velocity of the order of the Fermi velocity and with a linear Amio

energy—momentum relation both in the normal metal and in ~ §N=0, curl curl E= — i, 3

the superconductor in which the velocity decreased signifi- ¢

cantly with temperature. Subsequent experiments with G

and MJ’ confirmed _the existence_of “ele_ctron sound_”_in _gensities, respectively:

superconductors, which was associated with the Fermi-liqui

zeroth sound. It should be noted, however, that the theoreti- _ ¢
<¢+fd§g<x>),

+)+Vps|, N

here sN andj are the nonequilibrium charge and current

cal model proposed in Refs. 6 and 7 was based on a stringent 6N=—evg
assumption concerning the absence of interband Cooper in-
teraction between charge carriers forming zeroth sound. Ac-
cording to Leggetf, the spectrum of zeroth sound has an ji=evg
activation character with a gap of the order&fand hence
this signal must attenuate over distances of the order of cqy. is the density of superfluid condensatand the equation
herence lengtlg, under the given experimental conditichs. i the theory of elasticity

In this communication, we propose an alternative inter-
pretation of electron sound in superconductors as a manifes- 5 92 )
tation of the ballistic (quasiwaveé mechanism of high- So W“"
frequency perturbation transfer by electron excitations of the
superconductor. A decrease in the velocity of the signal fowhere
T—0 in this case is due to2 a dgclrg)ase in the velocity of ; :
excitation = vgéle (¢ = (e — A%)Y9) upon adecreasein _
their energys. fi=—ve Xy f dé = (Aix) ©®

Ps<UiUk>Esk_f dg(UiX>) 4

1
Ui+—fi:O, (5)
p
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is the force exerted by nonequilibrium electrons on the latated with a constriction of the effective electron beam. It
tice, sy the velocity of soundp the density of the metal, and should be noted that in the case of a transverse perturbation,
v the density of states; the angle brackets indicate averaginfpe right-hand side of Eq(l) and the model polynomial
over the Fermi surface. A(w,z) corresponding to it vanish far— 1.3 As a result, the

A complete self-consistent solution of the problem with expression for the amplitude of a transverse quasiwave con-
the boundary condition on the metal surface0 corre- tains an additional powe@gl [see also formulag27) and
sponding to the given way of quasiwave excitation is much(35)].
more complicated than the corresponding problem for a nor- In a superconducting transition, effective excitations
mal metal in view of energy dispersion of the rate and fre-with 1— u<1/®, and characteristic energies of the order of
quency of relaxation of quasiparticles as well as the excitatemperatured<T/A) remain synphase in a small neighbor-
tion of an additional degree of freedom, viz., the phase of thénood of T., where variations of the partial phadge) are
order parameter. This solution will be described in the fol-small in this energy range:
lowing sections. In order to clarify the qualitative pattern of )

; A

the temperature _dependence of the phase and am_plltude of a 5P (e)=®(TIA)— Dy~ Dy = <1. 9)
guasiwave, we first use a model approach, replacing the so- T
lution of the self-consistent equatiof® for electromagnetic
fields by a perturbation of the formwA(u=vy/ve,
z=¢lg) 8(X)dng/de localized in the planex=0 into the
right-hand side of Eq.(1) (the polynomial A(u,z)
=—A(— u,— 2) reflects the symmetry of the right-hand side
of the initial kinetic equatior{1)). Confining our analysis to
the collisionless limit and substituting the solution of the Ca(X)=CNE (T, D), Fy(T,®g)=1
model equation into formulag!) and(6), we obtain general

As in the case of the normal mei@), asymptotic analy-
sis of a quasiwave in regiof®) is possible only for long
distances ©,>1) from the source, when the corrections
6®, and U to the phase and to the amplitude of the quasi-
wave are formed in the region<ds < \®:

expressions for the quasiparticle contribution to the response Ayady .,
of the system at a distanaefrom the source of perturbation, - TV e ' (10
which contain integrals of the form
5P U A A2
A [~ d¢ SO nd d)(—) <1, ®y>1
= — - - 0 0 ’ 0 .
Ca0= 57 f o cosR(sA/2T) P Up 4T T 1
n
% fl d_'“ 5) exr{i q)(s)), As the temperature decreaseBy(A/T)?>1), the syn-
o lp \¢& M phase condition is satisfied only for a small number of high-

energy excitations, and the main contributioy in which
D(e)=D, f, (7)  we can replace the Fermi distribution by its Boltzmann limit
& and carry out integration with respect to the angular variable,
wheree = (£2+1)2 is the excitation energy in the units of 1€
A(T) and®,= wx/vg is the phase of a quasiwave in a nor- 2N [ g\t A e
mal metalt Ch(X)=— J dg(—) exr{ ——e+id, —), (12
The physical meaning of expressi¢r) is the superpo- T Jo & T ¢
sition of partial waves transferred to the point of observation 2
by excitations with various velocities. An analysis of this q’o(—) >1, (13
expression can be carried out only fdr=1, when mutual T

interference suppresses the contribution of a larger part 9§ yetermined by the positon of the saddle point
excitations and singles out a small region in the phase SPAGE — ; exp(—mi/6) in integral (12), where the quantity

(e,u) occupied by nearly synphase excitations forming a COL(T,d,) = (P,T/A)¥has the meaning of the characteristic
herent signal of a quasiwave. The size and position of thi%nergy of effective excitations:

region are determined by the combination of two factors: a
rapid decrease in the number of excitations with high ener-  C,(x)=CNe "*oF{"(T,d); (14)
gies e>T/A, and the interference of partial contributions s -
from low-energy excitations with a considerable spread in FO(T. ):Z(ZWAS*) (E_*) xp( A 3>_
velocity, which increases fof—0, u—0. 2 10 3T £, ’
In a normal metal without velocity dispersion
(&le—1), effective excitations are concentrated in a narrow &, (T, ®o)=V1+ &, £, =¢ exp—mil6),
region 1- u<1/®, near the reference point:

N 1 d,LL . (DO eX[iiq)o) . . .
Ch= fo i exp | m ~ o, (8 It can easily be proved that when conditigiB) is sat-
isfied, the phase of the exponent(i¥) is large. This allows
which leads to the familiar power dependence of the signalis to substantiate the above asymptotic estimate of the inte-
amplitude on the distance from the source, which is associgral with respect to the angular variable and to use formula

LT, ®g)=(DT/IA) (15
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(14) for evaluating the amplitude and phase of the quasiwave qQue v
at an arbitrary distance from the source and at low tempera- k=—=; B=—. (19
tures.

The characteristic feature of the obtained results are th# should be noted that, in view of the assumption that the
nonlinear dependence of the quasiwave phase on the distanEermi surface is spherical, the last term in intedfal) van-
from the source of perturbation and temperature, which igshes.
associated with a change in the effective quasiparticle energy Solving the system of equation$6)—(19) and returning
{(T,®,), and a rapid decrease in the quasiwave amplitudéo the coordinate representation, we obtain the general for-
upon cooling and upon an increase in the distance from thenula for the spatial distribution of transverse electric field in
perturbation source, which are due to the displacement dhe superconductor:
effective(almost synphasejuasiparticles to the region of the

distribution function “tail”. E(x)=— E'(9) fx dkzexp(ltbok) ,

It will be shown below that formulagl0)—(15) repro- o J-» psQ+k +3QJg(k)/2k
duce with an exponential accuracy the main features of the 2
complete solution. From the physical standpoint, the model Q= (AL/d0)"  do=w/vE, (20
approach describes the “one-particle” mechanism of forma- = ang [p+iB\" [p+iB
tion of the temperature dependence and spatial distribution Jn(k)=2f dé —p|l———| f ,

. R R . . 0 de p k
of the quasiwave signal without taking into account collec-
tive effects of screening of electromagnetic fields in a metal, 1 z+1
which change significantly as a result of the superconducting f(z)=z+(1-2°) = In —,
transition and which determine the behavior of the pre- 2 z-1
exponential factors. The inclusion of these effects requires a A
selfconsistent determination of electromagnetic and elastic J,(k)~(1+i8)"Jy(k), ?<1,
fields accompanying the quasiwave propagation. This will be
done in the following sections. A
Jn(k)=Jy(k), ?>1, (21

3. ELECTROMAGNETIC QUASIWAVE
whereq, is the reciprocal London penetration depth.

In order to solve the problem on excitation of a quasi- |, qrqer to evaluate the integral {@0), we continue the
wave |n_C|dent on the_ superconductor _surface by an eIeCtrqhtegrand to the upper half-plane of the dimensionless wave
magnetic wave polarized along7tiyeaX|s,_ we consider the  ,,herk—q/q, and displace the integration contour in the
kinetic equation(1) and Maxwell's equation$3), retaining  girection Imk>0, bypassing the singularities of the inte-

in them only the terms containing transverse electric ﬁeld%rand. The latter contains short-wave poles corresponding to

and neglecting the contribution of the elastic component. AS_Z:onventionaI screening at the Meissner or skin depth as well

suming that the electron reflection at the metal boundary IS5 the branching poirig,=1+i8, corresponding to the con-

specular and that the Fermi surface is spherical, we can regp, yion of the quasiwave to the spatial field distribution
duce the solution of the boundary-value problem in the half'described by the formula

space to the problem on the entkxeaxis by continuingg,

j,» and pg evenly to the semi-axis<0. This leads to the 2E'(0) kdk exp(i®gk)
emergence of a jump in the derivative Bf at the metal Eow(X) =~ 3790Q Jc) 2peki3+ (k)
boundary in the Fourier transform of Maxwell’s equations:

(22

] where the integration contou€ in the complex planek,
2E’(0)+qPE= 477;"’ i, (16) which bypasses the cut of the integrand, is shown in Fig. 1a.
c In a normal metal, the branching poikg of the function
Jo(K)=f[(1+iB)/Kk] reflects directly the singularity of the
logarithmic function inf(z), while in a superconductor its
origin is due to the fact that the branching point of the loga-

where j is the Fourier transform of current density in the
infinite metaf:

j(d,0)=eveb(q,w)ps, (170 rithm in the analytic continuation described above, i.e.,
= an p(&)=po(k)=k—iB, intersects the energy integration con-
b(CI-w):Ps<U§>_2J dé TO ((vf,K) tour mapped on the semi-axis 1) in the complex plane
0 &

p(¢§) for Rek>1.
¢ The contour integral22) can be represented as the sum
—iv = G(vyK>2), of the integralsl , +1_ over the cut edges; in accordance
& with the analytical continuation rules, the energy integration
_ & et . ¢ contour on the right edge of the cut d3(k) (21) must by-
K=|w(qvx Pt A4 g) , Gi=l+iv o (K), pass the branching poiml(k) of the integrand in the com-
(18) plex plane p(¢) as shown in Fig. 1b. Substituting
_ k—k+ig into I, and|_ and separating the contribution
(K):—B n ptig+k p(f)zi Ji(k) of the contour bypassing the branch popy(k) in
2k ptip—k’ &’ (21), we finally obtain
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ensures the smallness of the integrand as well as of the inte-
a gration interval inJ} . In the opposite limit A/T) V@, > 1

the value of]; is exponentially small due to a rapid decrease

in the distribution function of nonequilibrium excitations.

This allows us to simplify the general formul23) by retain-

ing in it only the first nonvanishing term id;. In the ob-

tained expression, we direct the contour of integration with

respect tk along the real axis and then interchange the order

of integration with respect df andp, carrying out the sub-

stitutionk—kp:

é  2E/(0)
~ Eow®) =" 35,0

ko=1+iB
fwﬁdé expli®okp) p(kp+ipB)
o 2T cosH(eA/2T) Z?(kp+ip)
p+ip\?
1_(kp+iﬁ) ) @9

Integrating with respect to the variatkeplaying the role
of the angular variable i/ in (25), we arrive at an expres-
sion which is close to the model formu(@), differing from

po(k)= 1-iB it qualitatively only in the presence of the fact@r ? de-
scribing the collective effect of the Meissnes ] and the
e skin (jo) screening of the transverse field:

Eqw(X)=Egu(X)exp(—i®y)

Jo jw A dé¢ D 8)22
% ]y 2T cosi(saszT) XA 1Yoz

Jo X(p+ip), (26)

Imk

exp(— Bdy) Lwdk

Rek
X

Imp (5)

where

Re p (8) HE'(0)

Edw(X)= ———7 expi D[ 1+i 2
FIG. 1. Integration contours for calculating the coordinate dependence of QW( ) 3qOQ<I>(2) Rl Al @7

the quasiwave fiel@g) and for analytic continuation of the response function ) o ] ) ) )

(b). is the distribution of the quasiwave field in the normal

metal?
The calculation of asymptotic values d&quw(Xx) is
2E’(0) analogous to the evaluation of the model regud)t In the
exp(— BDy) vicinity of the superconducting transition temperatid),
3mqoQ the characteristic  energies in(26) are large
1 (~T/IA>1, p(£)—1), and the factoZ(p)~1, while, in the
S region(13) in which integral(26) is evaluated by the steepest
Z(k+18)+Jo(k) decent methodsee[(12)—(14)], the quantityZ(p) is re-
placed by its value at the saddle po#tp, ), p,=¢, /&, .
, (23 Considering thap.<1, p, ~1, andJy(p,)~1 nearT., and
that the quasiparticle contributialy(p, ) to the field screen-
2 ing is exponentially small at low temperatures, we obtain the
Z(k)= 3 KpstJo(k), final asymptotic form of the electromagnetic quasiwave field
distribution in the superconductor:

Eow(X)=—

1+io .
xf (k+iB)dke ok
1

1
- Z(k+ip)

3(K) = —2i jkd de] Ino ( (p+iﬁ)2) (24) A

=—2IT - = N> |-

0 L Pldpl e PL T k+ip EqudX) = EQu(X)F1(T,®o), T Vo<1 (29
It can easily be proved that the valueXjfis small in the

asymptotic region (11) and (13) under investigation: Eqw(X)=Egquw(x)e”Poz~ 4T, B)FLV(T, o),

|35]<1Z]|. Indeed, for @/T)(®y) Y2 < 1,d, > 1 the charac-

teristic values ok andp in (24) are close to unity in view of é JDg>1: 29)

rapid attenuation of the exponential factor (@3), which T ==
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1, A<T; 2s3u’(0)+ (2e/M)E'(0)(a+ og)/ (g2 a+7?)

v &y u(g)= =
~ 2 = — — 2 1
e Sarig), AsT PTan 30 @~ 507+ 0" mD/M
. S ~ 1, (qoa—g?)°
where 8, has the meaning of the frequency dispersion pa- D=D—-— |q°~ —5—5—|, (32
rameter for effective excitations. Thus, the obtained ratio of L qio+q

the quasiwave signal in the superconductor to its value in th§here ¢ and o4 are the transverse and deformation conduc-

normal state differs from the model rati®0) and(14) only  tjvity and D is the coefficient of transverse deformation re-
in the presence of the factar ?(T,3) describing the change sponse:

in the type of screening of the transverse field from the skin
screening neafl; to the Meissner screening in the bulk of
the superconductor.
It should be noted that, in view of the strong screening of .
the electromagnetic field in the metal, an electromagnetic (Mo PHIB 3
i . ) - D(k=2| d¢ Ja(k) (33
guasiwave can be observed experimentally only in the mi- 0 de P 2k

crowave frequency range of the exciting wave. Indeed, sub: . I o
stitutingE’ (0) = wE/c, q, = w,/c, into(27), whereE is the Separating the contribution of the cut originating at the

incident wave amplitude and, the plasma frequency, we branch poink, in the coordinate representatiofix) as was

obtain the following estimate for the coefficient of transfor- gg?;n'qhseecérsle?;delj(sgistir:; Sf?rallhga;aggﬁém;iléuvéﬁn of
mation of an exciting signal into a quasiwave fbp~1: 9 P P

elastic field of a transverse quasiwave:
EN ¢ [ w)? w\?
22 g 2 o (s

2
w, wp Uow(X)=— M 5) qof(c)dk exp(idgk)

3 3
o(K)=pst 3 oK), To(k)=1=ps= o J1(K),

E UVE

which becomes equal to its typical valo@M — (sy/vg)?

2

~ 10 4 for a longitudinal acoustic quasiwave andM are _ i (1—ps—3J1(k)/2k)

. ; X Jo(k) +
the masses of the electron and the ion, respectively; see Ref. 2k pst3Jo(K)/2k
2 and also40) and(41)) only for w~10* s . For a semi- , o
metal with a low value ofv,, this estimate can be softened LEO) dk &®ok 17 ps=341(K)/2K
significantly. Apparently, the acoustic method of excitation ™Mo q0Q J(c) pst3Jo(K)/2k
of a quasiwave, which will be discussed in the following (34)
\S;ﬁgfllon’ s most favorable from the experimental point of It should be noted that, in the case of excitation of a

transverse acoustic quasiwave by an electromagnetic wave
incident on the free surface of a metal’(0)=0), the first
4. ACOUSTIC QUASIWAVE term in (34) is equal to zero. For acoustic excitation, the
] ] ) o ) quantity E'(0) should be determined self-consistently by
In this section, we consider the excitation of a quasiwavesqying the external problem for the electromagnetic field,
by transverse and longitudinal deformation of the metal surg) ¢ according to Iwanowski and Kagandits contribution
face, which is known to be accompanied by the emergencg, ihe quasiwave amplitude is negligibly small.
of electric fields. In this connections, we must use the gen- £ rther procedure of evaluating the quasiwave compo-
eral expressions for the Fourier components of the densiti&ent of transverse sound is similar to that used for calculat-
of charge, current, and electron force: ing the field of an electromagnetic quasiwai&ec. 3 and

SN=—eve(cPstas+ciUy), leads to the same temperature dependences of the signal
_ _ . , (28)—(30) in which ng should be replaced by the field dis-

ji=eve(byPsk—Cig+biPuy), fi=f D+ 1+, tribution for a transverse acoustic quasiwave in a normal

. . - ~ metaf:
f(9=—iomyeDy Uy, fi"=iomve(bl{Pg—c(Ve),

omca? v _(uio 4imqo(so 2 4ieE'(0)
fi(j):_%(’ﬁsa_ua)ﬁia! UQW_ ! ( ) 3M ; 3Mw qOQ

expidg(1+i
a=Yy,z,U=iomu (31 X i :;(2 ﬁ)). (35
0

with the kinetic coefficients,b,c,b® c¢(@ andD as deter- _ o .

mined in Ref. 9. Omitting the simple but cumbersome calcu- ~ 1he estimate of the coefficient of transformation of a

lations involved in the solution of the boundary value prob-transverse elastic perturbation to a quasiwave,

lem in the half-space in the model of free electrons Uow @ Mo (E)zw i)3~10_6
UF

(Nix=—muo;v,), we write the equation for the Fourier com- u(0) 5o Mug

ponent of transverse strain excited in the metal by an exter-
nal transverse perturbatidboth of the deformation and the contains an additional power of the small paramsgéo - as
electromagnetic type compared to its valuesf/vg)? for a longitudinal acoustic

w
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guasiwave. This factor, which complicates the experimental imu(0) [isie .
observation of a transverse acoustic quasiwave, is due to the Uow(X)= 35— ~dké®a, “(k)—a_“(k)],
vanishing of the transverse component of the model defor- trie
mation potential at the reference point. It was mentioned in A <T. (39
Ref. 3 that this factor can be absent in the general case of an .

arbitrary electron spectrum. This apparently explains why d1erea. anda_ are the values of the functioa(k) at the
transverse quasiwave could not be registered in recent egdges of the cut.

periments with Al whose Fermi surface is successfully de- ~ Carrying out asymptotic calculations on the basis of for-
scribed by the Harrison standard construction from sphericdnulas(38) and (39), we obtain forA J®,<T, ®g>1

regions of the Fermi surface for free electrons, while the 4imu(0) + dke ¥
signals of transverse and longitudinal quasiwaves in Ga, Uow(X) = = exdido(1+i8)] j —_————
which has a complex electron spectrum, have comparable 3MD, o ASk)+m
amplitudes for the same excitation pover.

The calculation of the field distribution for a longitudinal _ A‘/(FO exp(—iw/4)fw % ~KA(K)
guasiwave in a superconductor is much more complicated 2TV2 o vk '
since the field component of the response cannot be ex-
pressed in terms of appropriate conductivitigsis well AK) = A?(k) — 7
known that the concept of longitudinal conductivity cannot [A%(k)+m?]?
be introduced for the superconducting state even in the linear )
approximation since the contribution to the longitudinal cur- _ ﬁ °°d ( 15.(6) 1
rent comes from the electric field as well as from the oscil- 47 Jo A2 (k) 1—iB(A (K)+1,(&))/2
lations of the order parameter phas this connection, the )
nonanalytic part of the Fourier component of elastic strain, _ 1Z(6) 1 )
which has a branching point in the complex plameand A2 (k) 1—iB(A_(K)+1_(&)/2)"
generates the quasiwave component of the signal, has a ]
rather cumbersome structure: A(K)=In Z(Df{(elzl"ﬁ), AL(K)=A(K) *im,

B imu(0) f dk a2k
uQV\I(X)_ M © k ( )1 B §2 . B 52 .
|i(§)—|nT1,§>l, |i(§)—|nﬁ+lﬁ,
ab3+2ccyby—bc3 ¢ ¢
W(k)——3(D+ (@bt ?) ) (36) A(K)— 72

&<1l; AK~—+—3(1-2iB81In2),
where all the kinetic coefficients contain the branch point [AZ(k)+77]?

ko=1+iB. In contrast to the transverse field, the variation
of the integrand upon a transition through the cut is signifi-
cant, and the expansion in this quantity is impossible in the  The first term in(40) corresponds to the quasiwave sig-
general case. Asymptotic analysis shows, however, that theal in a normal metal and coincides with the expression ob-
structure of the respong80) can be simplified considerably tained by Gokhfeld and Kaganbif we neglect the logarith-

in limiting cases. Indeed, at low temperatufies A, the qua- mic dependencd (k). Retaining in(40) only the large term
siparticle contributions to kinetic coefficients containing theln &, according to the main logarithmic approximation, we
branching point are exponentially small, and their contribu-can easily see that the obtained temperature dependence of
tion to W can be separated in the perturbation theory. In theéhe phase and amplitude of the quasiwave coincides with the
vicinity of the critical temperature, we can derive the follow- model dependendd0) and(11) corresponding to a decrease
ing relation by using exact expressions for kinetic coeffi-in the velocity and amplitude of the quasiwave upon a tran-

B<1. (40)

cients: sition throughT,.. However, real experimental values of the
K2 signal phase are such that we must take into account the
W(k)=1+iB— 3 [1-a Y(k)]+O(A/T). (377  numerical factors in formuld40). This necessitated a nu-

merical analysis which shows that the velocity and the am-

At the same time, nonanalytic corrections appearing dud®litude of the quasiwave, which decrease rapidly in the su-

to the branch point of the function perconducting state, can first pass through a maximum for
not very large values of the phadg . It should be noted that

a(k)~1— i fw dé g( n prip+k in order to obtain a simplified numerical estimate, we can
2T Jo cosH(&/2T) ptis—k/’ neglect the logarithmic dependena€k) in (40):
z/2 4imu(0) 1
Z)= T oo 38 - 7 i ; -
9= T a1=22) (38) Uu(X) = 3. XHIPo(L+1A)]| T2y
are of the order of £/T)/®,, and the values of these cor- N>
rections in the wave regio®,>1 are large as compared to _aNmT eI mA(L) | (41)
the last term in(37), which can consequently be neglected: 2Tv2
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For A\J®,>T, A<T, the nonanalytic contribution to
the functiona(k) (38) is exponentially small and can be
separated in the perturbation thedsee comments to for-
mula (24)]. In this case, the amplitude and velocity of a
ballistic signal always decrease with temperature:

~imu(0)
Uow(X) = 3N ZD, exp(—Bdy)

XFQ(T,® fw e ”
2 (T.%0) | A igA. /21— 1A D)
(42)
B . df 7 B 4T .
|, wsre gz 2 nex (VR
AD>T, A<T;
~4imu(0) _ BPIFO(T P
UQW(X)N—SMCDO exp(— BPo)F57 (T, Do)
I —Z(W_T)z B<1
n eyA| "’ ,
= dke “3
J, wgr £71

where Iny=C=0.577... is the Euler constant.
At low temperature§ <A, the functionW(k) (36) can

1! |:8*(B1T!(I)O)|<1a

“\,
(47)

According to(46) and(47), the changes in the amplitude
and phase of a longitudinal acoustic quasiwave referred to
their values in the normal state exhibit at low temperatures a
behavior similar to that following from the model calcula-
tions (14) and (15).

The obtained results describe qualitatively the experi-
mental results’ in which an increase in the phase of an
electron sound signal was observed Tor 0. In the vicinity
of T, these variations are proportionalA¢T), which is in
accord with formula(10). It should also be noted that the
amplitude of electron sound in Ga and Mo decreases
abruptly upon a transition through,, which can be an in-
dication of vanishing of the zeroth sound component of the
signal in the superconducting state and of a transition to the
purely ballistic transfer modéguasiwavée A detailed analy-
sis of the behavior of the signal of a longitudinal quasiwave
in a superconductor supported by numerical calculations will
be published in a separate article together with correspond-
ing experimental data.

dke K

A+ 2 |8+ (B, T, D) [>1.
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be linearized in the exponentially small quasiparticle contri-damental Studies of the National Academy of Sciences of the

bution to the kinetic coefficients:
_Imu(©) flm dké%kw W_)(k), (44
uQV\/(X)_ Py 1+ig ? ( + 7)( )! ( )
We W (k)= 2A fwd A 3 .
(W, —W_)( )__S_T . £ ex —Te E(p“ﬁ)
2

2
(G(K)+—=G(K)-), (49)

)
where the function§& and(K) are defined in18) and(19).
Carrying out asymptotic expansions similar(&5)—(30), we
finally get

4imu(0 iB,\2
“QW(X):Wq()O)(l_ ; ) e Pt
><|:<2°>(T,c1>0)f0
dke K
CACiB AN (W) (- B AT (0/2)
AST, (46)

20o(1+iB,) &,
ie’k &)

A% (K)=A* (K) * i, A*(k)zln(
i, ¢ (T2
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Y1t should be noted that, in the adopted approximation, the pﬁgﬁgdoes
not depend on the mean free path. At the same time, a numerical analysis
of the exact formula reveals a weak increase in the ballistic transport
velocity upon an increase in relaxation frequency. This circumstance has a
simple physical meaning: as the mean free path decreases, the contribution
from electrons arriving at the point of observation along slantinggey
trajectories becomes smaller, which leads to narrowing of the effective
electron beam and to an increase in the transport velocity.
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Simulation of resistive state of a granular superconductor
V. K. Ignatjev

Volgograd State University, 400062 Volgograd, Russia
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Fiz. Nizk. Temp.23, 686—695(July 1997

The equation for hypervortex in a slightly granular superconductor is obtained, and the vortex
lattice is numerically simulated. The dissipation associated with the formation, collapse,

and movement of hypervortices is considered. The equations describing the dynamics of magnetic
field distribution, nonlinear susceptibility, and current—voltage characteristics in the resistive

state are obtained. The numerically simulated equations give results that are in good agreement
with those obtained experimentally. 9397 American Institute of Physics.

[S1063-777X%97)00307-1

INTRODUCTION electromagnetic processes in a superconductor in terms of
electrically measurable integral quantitifige total resis-
Various models of high-temperature superconductorsance, surface impedance, and nonlinear susceptjbdityl
(Bean'’s, spin-glass, Josephson medium, percolation) etcto verify experimentally the results of theoretical analysis.
treat a superconducting ceramic as a nonlinear medayst An analysis of vortex dynamics in a granular supercon-
tem with distributed parametgraith considerable time and ductors plays an important role in the construction of the
spatial dispersions. No general approach has been workgshenomenological model of quasistationary nonlinear elec-
out for simulating and studying such systems, and hence it isodynamics of high- temperature superconductors. The con-
impossible to compare theoretical and experimental resultsept of Josephson hypervortices introduced by Samiaved
or to analyze the operation of electrical and radioengineeringp be quite useful for describing the mixed state in supercon-
units made of high-temperature superconductors and to optéucting ceramicé® However, the models considered in
mize their characteristics. Refs. 1-3 cannot be used for analytic description of magne-
The construction of a consistent phenomenologicalization curves and complex susceptibility. In Ref. 3, for ex-
model of the electrodynamics of a medium requires the soample, it is assumed that there are no Abrikosov and Joseph-
lution of three problemg(a) analysis, i.e., the construction of son vortices. An analysis of the motion of a solitary plane
the response of the medium to an arbitrary external actionortex was carried out in Ref. 4 for a regular Josephson
with the help of the system function of the medium thatmedium with identical critical junction currents and in the
depends only on its parameters and not on the action; absence of vortex penetration in granules, which does not
synthesis, i.e., using the experimental data for constructiopermit a description of the critical state of real ceramic su-
of the system function of an arbitrary medium satisfying theperconductors. A fairly complex system of equations was
requirement of the analysis; a¢) simulation, i.e., connect- obtained in Ref. 5 for describing hypervortices in a granular
ing the integral parameters of the system function of thesuperconductors for the general case taking into account the
medium with the processes occurring in it to facilitate a com-strongly stochastic and nonlocal nature of the medium.
parison of the theoretical and experimental results. In mod- It should be remarked that recently synthesized ceramic
ern theoretical electrical engineering, the problems of analysuperconductors with a high current-carrying capacity have a
sis and synthesis of linear chains have been solve@omparatively high critical current of Josephson junctions
completely with the help of uniquely connected pulse, transbetween granules and hence the Josephson penetration depth
mission, and frequency characteristics. For nonlinear chain®ecomes comparable witor even smaller tharthe granule
the problem is solved in some particular cases only approxisize. Such superconductors can be called slightly granular.
mately, as a rule, by series expansion of the Current-vo|tagb|umerica| simulation of equations in Ref. 5 shows that the
characteristic for quasistationary processes, and by th@tergranular magnetic field at the center of a hypervortex
method of harmonic balance and slowly varying amplitudebecomes stronger than the lower critical field of a granule in
for harmonic and narrow—band action. As a rule, we carf slightly granular superconductor even in an external mag-
isolate in the system under investigation a closed subsystefietic field of the order of 10 Oe. In stronger external mag-
containing a superconducting sample and having two pairs dietic fields, Abrikosov vortices penetrate the granules prac-
clamps for input and output. Such a system is treated as #cally everywhere in the bulk of the superconductor.
passive nonlinear four-pole for which the work done by the
external agency is equal to _th(_a change in the_ internal energy o NSTITUTIVE EQUATION
of the medium and losses in it. In turn, the internal energy
and losses in a passive medium are nonlinear retarded poten- In order to generalize the constitutive equations obtained
tials of the external agency and uniquely define the reactioby the author earliérto the case of a slightly granular super-
of the medium to it, i.e., describe the system function of theconductor taking into account the penetration of Abrikosov
medium. Such an approach makes it possible to characteriz@rtices into granules, let us assume that the superconductor
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is in an external magnetic field that is uniform along theand the intergranular space adjoining the junctignthe
z-axis, and denote by(x,y) the concentration of Abrikosov critical current in the junction, ang, the phase difference
vortices in granules, averaged owerin external fields that across the junction.

are not too strong, vortices are located in the vicinity of the  Averaging in accordance with the procedure described in
granule surfaces, and it can be assumed that there are Ref. 5, we obtain

vortices at the center of granules. Following Ref. 5, we con-

struct a smooth functior(r) whose value at the center of <W>:|:Jf f f (N|curl g+emyammd(r—r;)/2|?
each granule coincides with the phase of the order parameter.

In this case, the following condition is satisfied for any +1-D2 exp —D?g?))dV, (5)

closed contou€ passing through the centers of granules and

Josephson junctions: where the following notation has been used;
= Dgply/27c; D = (1 + a2|Vg|240) 1 N = N j(ma) Y (uq

Vx(r)ydr=2
jg x(r) T tion depth,p the density of intergranular Josephson junc-

tions, andl ; the average critical current in the junctions. In
contrast to the exact expression obtained in Ref. 5, formula
(3) here does not take into account fluctuations of the mag-
netic field vector potential. Numerical simulation shows that
curl(Vx(r)=2m(n(r)+m8(r—r;)), (2)  the contribution of the corresponding terms is small.

The time-independent constitutive equation for a slighly
wherer; is the hypervortex axis coordinaig; the number of - granular superconductor may be obtained in the conventional
magnetic flux quanta in the intergranular space of a hypergay by minimizing the free energgf). Taking into account
vortex, andd(r) is a twodimensional delta-function. We in- the resistive model of a Josephson juncfiome obtain the
troduce the following notation, is the average fraction of complete time-dependent equation:

the normal phase in a superconductor or permeability of a

superconductor in the absence of intergranular currents and A? curl curl g=—gD* exp(—D?g%) — rg’ — TRCg’
Abrikosov vortices,u»(B;) the permeability of a granule _

associated with the pzeneltration%f Abrikosov vortidghe +pm; curl (ea(r=ri), ©
average magnetic induction in a supercondudBarthe in-  wherer=®,/(271;R;), R is the mean normal resistance of
duction in the intergranular space, ang the averaged per- the junctions,8=a\?7\7/2, and the prime indicates time
meability of a superconductor in the absence of granular curderivative. Together with Eq4) which can be used to find
rents, wherB; is equal to the external field. In this case, the magnetic inductiorB in a superconductor from the

mt é; %n(r)eds,) 1) T MM A= (cd,o/m3a%pl ;)2is the Josephson penetra-
S

where e is a unit vector along the-axis, S the surface
stretched over the conto@ is andm an integer.
This equation can be written in the form

we get known value of the vectay and Eq.(3) which expresses the
B.—B/ P N= u.B/ it intergranular magnetic fiel®8, (and hence the permeability
1= Bl s, oN= MBI M3, 3= K1 M2 '“1“(23;) of granulesu,(B,) and the parametex(u,)) in terms of

B, Eq.(6) describes the dynamics of magnetic field distribu-
We introduce the dimensionless gradiently invariant vectotion in a superconductor.

g = amJm(A(r) — O,V x(r)/2m)/2d,, whereA(r) is the A stationary solitary vortex in an infinite superconductor
magnetic field vector-potential, aral the mean separation is described by a one-dimensional time-independent equation
between the centers of granules. Taking form{@einto ac-  in cylindrical coordinates

count, we can write 5

A2 r? d g+r dg _ =r?D3g exp(—g?D?) (7)
B=®y(2 curl g/(amy/m)+med(r—r;)+en), a2 "gr 79 9 9 '
which easily leads to the relation The boundary conditions can be obtained from &g
B=d, rg(r—0)— —amym/4, g(r—o)—0. 8)
><[2 curl g/(am/m)+mied(r—r)](mi+ po— pips) Together with these boundary conditions, Ef).can be eas-
1= Mo ' ily solved numerically, and this leads to the following ex-
@) pression for magnetic inductidB(r) in a hypervortex:
The total free ener Haip2 BsA;) d(rg)
gy of a superconductor measured from the B(r)= g _
g M1 M2 M2 )
zero level of magnetic field and currents assumes the form r dr
N — — 1/2
1 B,=2d,/(anym/m) = (4Dl p/c) Y2
W= o— 2 [uaViBI(r) + (1= ua) VibgnZ(ri! S o
T k=1 The magnetic field distribution obtained in this way is quali-
tatively quite close to its distribution in an Abrikosov vortex,
+ —
4oli(1-coded))llc, thus justifying the term “hypervortex” introduced in Ref. 1.
wherer, is the coordinate of th&th Josephson junction, For the hypervortex boundary, we can naturally take a

V| the volume of the region containing a part of the granuleloop on whichj=0. In this case, the energy of a vortex of
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) associated with energy dissipation due to normal Josephson

140} 12800 junction resistance. Averaging in the same way as during the
P I derivation of constitutive equations in Ref. 5, we obtain the
g ? 1 mean-square  voltage across the junctiontU32)
z 100r 12000 = (@;2)P2/(27c)? =| g'|?D3/(27w2c?). From here we can
g [ © y easily obtain the mean density of dissipative power:
£ 60 11200 2 212 > 2
5 1 ] p=p(Ui)/R=Dg|g'|“p/ (2R7"c?). (10)
o 20} 41 400 We shall assume that the attenuation of normal conduc-
0 R A 1 A L tion currents is quite rapid, and a vortex moving along the
4 8 b 12 16 x-axis with a constant velocity in the coordinate system

attached to the vortex center is described by a time-

FIG. 1. Dependence of the energyand the fluxg in it as functions of the independent equation. In this case,
average magnetic field.

agx 2 &g 2 UZBZ
r2_ 2_ .2 Ry 2y ~
g'1*=(vW)gl*=v (( P +( x| |~ el

unit length can be determined as the integral over the surface . S .
covered by this loop, of the energy density which, in accor(-:.L(iSlng formula(10) and considering that the magnetic energy

, in a vortex is equal to half the total enerly of the vortex,
dance with Eq(5), has the form we determine the dissipative pow@r::z;ZTW/)\ﬁ. This for-
F=F;(\?|curl g|?+1—D3 exp—g°D?)), mula enables us to determine the electromagnetic friction
force acting on a unit length of a hypervortex moving in a

granular superconductor:

Naturally, the total energWV of the hypervortex depends f= —vrW/N2 (11)
on the flux trapped by the vortex. It is borne out by numeri- J
cal computations that as in the case of Abrikosov vortices, The problem of pinning of hypervortices remains largely
one-quantum hypervorticesn=1) are more advantageous unsolved at present. It was shown in Ref. 4 that under certain
than many-quantum hypervorticesi¢1) from the energy conditions, a considerable pinning force may act on a two-
point of view. Note that a hypervortex wittm=1 can con- dimensional vortex in the regular lattice of Josephson junc-
tain tens or even hundreds of magnetic flux quanta concenions. Following Refs. 7 and 8, it can be shown that like an
trated in Abrikosov vortices penetrating the granules. Hencebrikosov vortex, a hypervortex can be fixed at the bound-
it can be called a one-quantum hypervortex only in the sensgry of a superconductor. However, if the size of the hyper-
that only one magnetic flux quantum is contained in the gapsortex considerably exceeds the granule size in a ceramic
between granules. superconductor, averaging over the stochastic system of

The dependence of the energy of two interacting vorticegunctions makes the hypervortex energy practically indepen-
on the separation between them as well as the energy @fent of the position of its axes. In other words, the pinning
hypervortices in square and triangular lattices can also beisappears. However, if the vortex size is comparable with
determined numerically. Like Abrikosov vortices, hypervor- the granule size in a slightly granular superconductor, aver-
tices moving in the same direction repel each other, whileaging does not occur, and the pinning remains. Moreover,
those moving in the opposite directions attract each othermbrikosov vortices trapped by the hypervortex may be
and a triangular lattice is more advantage@lbeit slightl)  pinned at the boundaries of granulésThese vortices are
than a square lattice from the energy point of view. Figure lalso subjected to the Lorentz force exerted by the transport
shows the initial segments of the dependence of the energyurrent. Hence it can be assumed that the pinning fésce
W of a hypervortex and the magnetic fldxtrapped by the and the Lorentz forc§ acting on a hypervortex are propor-
hypervortex on the average magnetic inductiaN® ina  tional to the magnetic flud trapped by it:
superconductor in the normalized coordinates

F,=B3/8. (9)

w=W/(F;\?%), b=B/(B;\?%). In our calculations, the de- fL=2® sgr(B)[jxe]/c. (12
pendenceu,(B;) was approximated by the function Taking into account the above assumptions and relations
(B4 Y%= (Hoy) Y2 (11) and(12), we can use the modified Bean’s motféito
p2(|B1|=Hcy) = (B T2 k(Hop 2 write the law of motion of a hypervortex:
(|B|<H )=0 . S . ic )\§(I)
p2AB1l=Fed) = v, v(j))=0(lj|—jc)sgnB)[jxe] 1—m W (13
and it was assumed thel.; = B,/3; k = 5; u; = 0.1;a/\; i
=1. where O(x) is the Heaviside function,®(x=0)=0,

0 (x<0)=0, j¢ is the critical current density, ari8l=N® is

the average magnetic induction. Formu(a4) and (13) do

not take into account the losses occurring during the motion
The study of vortex lattice dynamics requires the analy-of Abrikosov vortices in granules. Following Ref. 11, we can

sis of losses occurring during the hypervortex movement andhow that in magnetic fields that are much weaker than the

2. VORTEX LATTICE DYNAMICS
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comparison with the losses in intergranular junctions.
Several theoretical and experimental wdfkindicate
that Bean'’s rigid model cannot be applied to real supercon-

upper critical field of granules, these losses are negligible in o
:_ZFJJ f f dgrf g'(g exp(—g?)
0
\%

ductors. In high-temperature superconductors, the thermal +\? curl curl g+ 7RCg")dt
activation of vortex movement acquires a special signifi- ol g

cance. Taking into consideration the elastic model of inter- = —ij f f d3rf (— (1—exp(—g?)
action of a hypervortex with the pinning centétye assume y 0|0t

that the Lorentz force corresponding to the critical current

density displaces the vortex lattice by a distad¢eand this 5 5 ' o

is followed by a free movement of the lattice. Taking for- +Ncurl g*+7RClg'|*)—2 divg' xcurl g]|dt
mula (12) into consideration, we obtaird=®j./(kc),
wherek is the rigidity. This means that the potential barrier
to be overcome for detaching a vortex from the pinning cen-
terisUy=d®jc/(2c). The transport current having a den-
sity j displaces the vortex lattice by a distance jd/jc, "
and the Dbarrier for detaching a vortex is + 35 f# der [g' Xcurl gldt=W+W¢(+0).
AU=Uy—kx?2=Uy(j2—}?)/j. Since the fraction of vor- s Jo

tices overcoming the barrier as a result of thermal activatio
is equal to exp{ AU/(kgT)), wherekg is the Boltzmann con-
stant, and the Heaviside functio®(|j|—jc) in Eqg. (13
should be replaced by the functid(j):

=U(0)—U(oo)+gfffc<uk(+0)>2d3r
\%

'Here S is the surface covering the volume of the super-
conductorU(T) is the total energy of the superconductor, its
variation due to the vanishing of a vortex is equal to the
vortex energyW, andWc is the energy of intergranular ca-
Uo(jz—jf:) pacitors at the instartt=+ 0. Note that in view of formula
2—) (4), curl g=Hsam 7/ (2®,)=const on the surfacs. On
jcksT . .
the other hand, the value gfon surfaceS in steady state is
0.(jl=jc)=1. (14  also determined by the external field only, i.e.,
0g(0)=9(=), and the surface integral is equal to zero.
Since the variation of parameter in Eq. (6) is treated

®1(|J'|<J'c):exl<

The motion of a hypervortex at a constant velocity is not

the_only d?ssipative process in a granular superconductoas an adiabatic process, the current distribution and the en-
Unlike Abrikosov vo_r'uges in a type i .supe_rconductor, the ergy density do not change at any point at the instant of
emergence gnd vanlshlng of hypervortpes_ in granular SUPCransitiont=0. On the other hand, the vanishing of a vortex
EgzgU%O;S(/;igﬁ?nomoaznﬁngf l\?SrStZi ilr? ;lnstﬁr%rt?nugnillljgﬁ_s associated with a transition of intergranular Josephson
su e.rconductor indgi]cates that gt the instand ?hey gram- juncti.on.s inFO resistive regime, i.epk(+0)=0. In this case, .
perc : ' P nondissipative Josephson current is replaced by conduction
eterm in Eg. (6) varies from 1 to 0. It shquld be noted _thf_"t and displacement currents, and the potential en&gyof
Eq. (6) is obtained as a result of averaging of the reS'St'VeJosephson junctions is replaced by the enaitgyof charged

model for a J(r)]_sehphsonl_J;nct;Sr;,e., a m_ode! with lumped intergranular capacitors. Subsequently, the enéfgy is
parameters which is valid only for quasistationary processeg . tareq in microwave oscillations in Josephson junctions.

in which the wavelength of electromagnetic oscillations is;,. o we can PUNVC(+0)=W,(—0)=W/2 and obtain an

con5|dera}bly Iayger than the.gra}nule size. Hence(ﬁ)q:ioes expression for the dissipation energy associated with the
not describe microwave oscillations emerging during the for'vanishing of a vortex:
mation of a vortex, and we can speak of instantaneous varia-
tion of the parametem in this model only when the period g=1.5W. (15
of microwave oscillations is much smaller than the time con-
stant7. Under these assumptions, the formation of a hyper-& RESISTIVE STATE
vortex is an adiabatic process, and the energy density at all Let a superconductor with hypervortex concentration
points of the superconductor is a continuous function ofN(r) carry the transport current of density hypervortices
time. move at velocityv, experience the action of the Lorentz
The energy los) associated with the vanishing of a forcef, , andr vortices vanish per unit volume of the super-
hypervortex is obtained by taking into account E@, (9),  conductor per unit time. In this case, the power balance equa-
and (10) in analogy with losses occurring during vortex tion for unit volume can be written in the form

movement: .
Ej=|N|f_.v+rg+W,;a(|N|)/at. (16

q=0f0 dtf f f d°r(u)®R Here we have taken into account the fact that the work done

v by the electric field to displace the charge is spent not only

for heat losses, but also to change the potential energy of

_ ®gp * 1243 Josephson junctions. The force against which the work is
- 27%C°R fo dtf f f 9’| done upon a change in the phagg of a junction is of a

% nonelectromagnetic origin since the energy of the junction
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1 (|b)/ yo=(2+40b[)/(15+30/b]|). (22

It should be noted that the approximation coefficients are
different for different values ofl .; andw,(B1) for granules
and of the rati@/\ j, but the analytic form of approximating
functions remains unchanged. For example, the flux resistiv-
ity y for a certain value of mean field turns out to be larger
thanvy,. The characteristic resistivity, is the resistivity of
a three-dimensional matrix formed by resist®svith a pe-
riod a, i.e., the resistivity of a granular superconductor with
. At 4 v - all the intergranular junctions in the resistive state. If the
b magnetic field created by the transport current at the super-
conductor surface is strong enough, and the condition
FIQ. 2 Dependence of (‘jiffgren‘tial resistiyity of a ;uperconductor in the'y(B)>'yo is satisfied in a certain cross section, the ceramic
resistive state on magnetic field in normalized coordinates. superconductor in the resistive state can be separated into
two phases, viz., the internal “Josephson” phase in which
does not depend on the V0|tage app“ed to |t, and hence it @e transport current flows through intergranular jUnCtionS in
an extraneous force. In a certain sense, the change in tf{é€ superconducting state and is accompanied by the motion
junction energy is similar to the charge of a perfect storagéf hypervortices, and the external “Abrikosov” phase in

cell. Taking into account relatiorid2) and(15) and the con-  Which the junctions are in the resistive state, hypervortices
tinuity equation are not formed, and the transport current is accompanied

. with the motion of Abrikosov vortices in the granules, which
d|N[/at=—div(IN|v) -, are formed and vanish at the boundaries of the granules.
we can transform relatiofiL6) to The problem on phase equilibrium in dissipative systems
has not been solved yet. Following the Zubarev method of
Ej= [BXV] ji— V_V ZMJF B Y (17) nonequilibrium static operatdf,and the matching principle
c 2 at @ of the minimum dissipative power for a given external effect
This relation is the constitutive equation for the critical andWhose role is played by the transport current, we can assume
resistive states of weakly granular superconductor; togethdhat the current density at the interface is continuous, and the

3 div(

with the Maxwell's equations following condition must be observed(j — jcsgn())= voj-
It should be noted that the applicability of the Zubarev
curl E=— EE (18) method to essentially nonstationary processes has not been
c ot’ analyzed so far.
dor Let us consider an plane-parallel plate of unit length cut
curl B=—j (199  froma granular superconductor of thicknelsand carrying a

direct transport currerit passing along thg-axis, exceeding

it describes the electrodynamics of the superconductor conthe critical valuelc=djc, and creating the magnetic field
pletely. If the magnetic field is directed along thexis, i.e., Hi=2ml/c at the plate surface. The conditid{(t) = const
B(r)=B(x,y)e=Nde, we have graB=4n{exj]/c. in this case leads to the conditi@&{t,r) = const. Let us sup-

Let us consider steady-state conditions under which th®ose that the plang=0 passes through the center of the
transport current density is virtually constant, and the LaPlate, andB(0)=0. If H;>Hc;, we can assume that
placian of the magnetic inductid® can be neglected. Taking B(d/2)=H,. Denoting byU the voltage drop over a unit
relation (13) into account and carrying out simple vector length along the/-axis, we obtain from Eqg19) and(20)
transformations, we can write EqL7) in the form of the

H 1 . C d dr2

nonlinear Ohm’s law: |=— B(— =2| (Uly+je)dx. (23
. 2 2 0
. Jc o

E= 7(|B|)](1_ m)(m_JC)’ (20" et us find the differential resistance of the plate ferl ¢

where and U=0. Putting E=0 in Eqg. (20, we obtain
B(x)=4mjcx/c. Then Eqs(22) and(23) lead to
gy M (@lBl d(BlwW) 21 ] @ gy 11

(| |)_Tc2 W a aB| (22) r=—U :<zf X _4Ra L
. . o - . dif,_, (“Jo %(B(X) 3d
is the differential resistivity in the resistive state. Figure 2
shows the magnetic field dependence of the differential re- 9cB; 4971c\\ 7! 2Ra
sistivity y(|B|) normalized to the characteristic resistance T 201 " CB, =153

vo=Ra of the granular medium and calculated for the de-

pendences of the vortex flux and its energy on the averagee., the current—voltage characteristic of a slightly granular
magnetic fieldb, which are shown in Fig. 1. This depen- superconductor has a kink dt=0. Such a dependence was
dence is successfully approximated by the formula observed in Josephson structures experimentally.
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The kink on the current—voltage characteristic at the
point U=0 is directly connected with the fact that according
to Eq.(17), E(B=0) # 0 in view of the additional energy

dissipation accompanying the vanishing of vortices. If we %3
assume, as is usually done for type Il superconductors, that =

E=[Bxv]/c,'* E=0 at the center of the plate, which con-  §2
tradicts the requirement that the electric field is constant over :;,1

a cross section under steady-state conditions.

The general solution of the system of equati¢hg)—
(19) is rather cumbersome. For a plane-parallel plate, it is 0
convenient to reduce these equations to a system of one-
dimensional first-order equations:

d(|B|/®) 9E 8 +EaB_ c 5 at b
™ d|B| X sgnB) ox 4w 7’(| |)
2]
« dB\2 6m\3B 4B A7jc o JB g
ax] e ax? cloBlox]]\|ax £
4mjc -
- ) (24)
dBlot=—coE/ X, (25 0 0.2 0.4 0.6 0.8 p 12
and to solve this system numerically. However, the distribu- /1,

tions obtained as a result of numerical simulation can hardly

be verified experimentally. In order to compare the results oFIG. 3. Theoretical current-voltage characterist@sand the dependence
calculations with experimental data, we must relate the dyof induction of a superconductor on transport curi@itw = 10 °7~* (1);
namics of the magnetic induction distribution in the sample® =310 °7 (210 =10"*7"1(3).

with the integral electrically measurable quantities, viz., cur-

rent and voltage. tity which can also be measured directly. In order to deter-

Let us consider a superconducting sample as a two-polg: . o
. ) rmine the loss voltage and differential inductance, we assume
carrying the transport curremft). On one hand, the power

. . that the sample carries a sinusoidal currdh}=1, sin(wt).
of the external source is equal to the Poynting vector througt'}or any valu?a of the currerit whose magiit)udeo is s(ngller

the sample surfacg, and on the other hand, it is spent for . . .
. . thanl,y, we can find two instants of timg andt, such that
changing the internal enerdy of the sample and the power i](tl)zi(tz)zl and di(ty)/dt=—di(t,)/dt. Denoting

Lzzsfu:jrzﬂsndmg on the square of the instantaneous value %(tl):ul andu(t,)=u,, we obtain from(26)

up—Uup
20(15—1%)Y

Figure 3 shows the results of numerical simulation of the
dW(i%(t)) current—voltage characteristi@dependences of the loss volt-
dt ' ageup) and the dependences of the inductance of a granular
. . superconductor on the transport current for a plate of thick-
\év:féteeu(g '3 t?te) X(I)Jt(?)g/? (gcr?ﬁz tT(?s:ar\T/]oplltZ tgrma'ggls'bweness d=100n; with a critical current density
L=d(2VV)yd(iDZ) the differential inductance Tagking into aZ- ic=5-10", at three different frequencies normalized to
) 1/7. The current in Fig. 3 is normalized to the critical value
count the fact that the vectosandH on the surface of the 1o=djc, and the voltage and inductance are plotted in arbi-
superconducting sample are mutually orthogonal and di;

ted al the t t to th f d using A frary units. Figure 4 shows for comparison the current—
rected along Ihe tangent 1o the surface, and using mpere\f‘oltage characteristics and the dependence of inductance on
circuital law, we obtain

transport current experimentally measured at frequencies 20,

2 di 60, and 300 Hz according to the technique proposed in Refs.

u(t)= L Es(r,t)dr=up(i(t))+L(i*(t)) gt (26) 15 and 16. Measurements were made on a cylindrical sample
made of an yttrium ceramic and having the height 30 mm,

The integral can be evaluated along the contour connectinguter diameter 20 mm, and inner diameter 16 mm. It should

the terminals over the shortest path on the conductor surfacbe noted that an increase in the inductance of the sample
The electric field strengtleg on the sample surface can be upon its transition to the resistive state, which is sometimes
determined from Eq(24). considerably larger than its geometrical inductance, is a
Thus, the voltagei(t) across the sample terminals for a purely kinetic effect. It is due to the fact that the loss voltage
given current (t) through the sample is a computable quan-in model (26) is assumed to be a function of the instanta-

u;+u,

Up(1)=—5—, L(1%)= @7)

u(t)i(t)= 4?77 3§ \(ﬁs[E(r't)X H(r,t)]d?r=P(i?%(t))
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FIG. 4. Experimental current—voltage characteristitsand the dependence FIG. 5. Theoreticala) and experimentalb) dependence of the real compo-
of induction of a superconductor on transport curi@tat various frequen- ~ nent of the second harmonic on constant magnetic field.
ciesf (in Hz): 20 (curvel), 60 (curve 2), and 300(curve 3).

neous value of transport current. In actual practice, the power . . .
: . T used for constructing the phenomenological electrodynamics
loss is a retarded potential of transport current in view of the . . :
of ceramic superconductors are fruitful. It would be interest-

finite velocity of vortices, which leads to a phase shift in thein to establish the existence of hypervortices in actual prac-
loss voltagaup(t) relative to the transport currehft). This g yp P

hase shift is recorded by the measuring svstem as an iti_ce and their observability in ceramic superconductors. A
b y g sy rf‘nathematically isolated hypervortex, which is a singular so-

crease in inductance. |lllti0n of the constituent equatiof6), describes from the

Figure 5a shows the theoretical dependence of the re%hysical point of view a current loop connecting intergranu-

component of the second_harmomc pf the response of ar Josephson junctions, which plays the role of a link for
weakly granular HTS material to a varying magnetic field on

the strength of the applied constant magnetic field. The Cal,_A\bnkosov vortices in granules. Numerical simulation dem-
. P onstrates the advantage of such a structure from the energy
culations were made for an infinitely long plane-parallel

. " : int of view. The magnetic flux cr rrent | in
plate of thickness 200Q;; the critical current density was point of vie . e magnetic flux created by current loops
e '3 . .~ avortex lattice can amount to a few thousandths of the flux
assumed to bg.=5-10"°J;, and the varying magnetic . . : .
field was reqarded as a sinusoidal field of frequenc of Abrikosov vortices, and the configuration of these currents
1073 an% amolitude 3B.. The strenathH. of ?he Yis probably too complex for their direct observation. We can
Z)o_nstant 7r-na netic Eeld is Iai.dJa.llon the abicissoa axis in diz_issume that the model of hypervortices describes analytically
mensionlessgunits of-—H- /B an% the scale along the the nonlinear and nonlocal interaction between Abrikosov
ordinate axis is arbitr%\r (l’:i Jr,e 5b shows for comgarisonvortices in granules through the system of intergranular Jo-
y- Mg P sephson junctions as well as their interaction with the surface

the experimental dependence measured according to t%edtrans ort currents. The experimentally observed complex
technique described in Ref. 17. Measurements were made a? P X b y P

. ) . ature of the nonlinear susceptibility of HTS materi&®
77 K on a yttrium ceramic sample of diameter 2.5 mm and_, . ! oo .

; . o which cannot be described quantitatively by using the Bean
length 15 mm in a varying magnetic field of frequency 10

. o . rigid model, the model of spin glass, or the percolation
kHz and amplitude 5 Oe. Similar experimental results are 9 pin 9 P

described in Ref. 18. model, indicates the presence of such an interaction.
The author is grateful to A. E. Konshin who provided
experimental results on current—voltage characteristics of
Good agreement between the theoretical and experimetdTS materials.
tal dependences indicates that the models of hypervortices This research was carried out under project No. 93-092
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LOW-TEMPERATURE MAGNETISM

Hydrodynamic theory of magnets with strong exchange interaction
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A microscopic approach to the description of multisublattice magnets with strong exchange
interaction is proposed. Low-frequency dynamics of such magnets is characterized by the
appearance of an additional dynamical variable, i.e., the orthogonal matrix of rotation,

which corresponds to the total breaking of spin invariafmekenSO(3) symmetry. The

structure of the source that breaks the symmetry of the equilibrium Gibbs distribution is
established. The quasiaverage representation is generalized to weakly anisotropic, locally
equilibrium states. The thermodynamics of such states is constructed. The method of reduced
description is formulated and in its framework the hydrodynamic equations for the density

of total spin and the matrix of rotation are obtained. The spectra of spin waves are found and the
number of Goldstone and activation modes is determined. Two-sublattice ferrimagnet is
considered as a special case of the magnet with br&@8) symmetry, which corresponds to

the special dependence of thermodynamic functions from the matrix of rotatiori993

American Institute of Physic§S1063-777X97)00407-9

INTRODUCTION “easy-plane” magnetic systems and the superfluid systems
the equations of motion have been formulated for uniaxial

In the present work we study the low-frequency dynam- . : .
: : ' . : magnets with spontaneous symmetry breaking relative to the
ics of the multisublattice magnet with strong exchange inter- 9 Wit sp us sy Y g v

action. It is known that high-frequency processes in magnet%pin rotations around the anisotropy axis. This symmetry

can be described on the basis of the Landau—Lifshith:Z:z:Eg Is a special case of the total spontaneous symmetry
equationi:* The use of this equation in the low-frequency We s.hall consider in the microscopic approach the ther-

case(hydrodynamic limif for the multisublattice magnets is modvnamics and hvdrodviamics of 'E)he rﬁg Hetic svstemns
not well justified since the sublattice spins are not approxi- ith ystron exchanye int)éraction in the regence ofyweak
mate integrals of motion because of the strong intersublattic’ 9 9 P

exchange interaction. In Ref. 3 it was shown that reducedn'Sotropy on tgg basis of the quasmveré_%eand the re-
description arises in the investigation of the low-frequencyduced description methods. Standard quasiaverages, which

dynamics of the multisublattice magnet with exchange inter@PPly for the description of equilibrium states, are general-

action. Reduced description parameters are the density €d in the case of weakly anisotropic, locally equilibrium
total spin s,(x) and the orthogonal matrix of rotation states. Locally equilibrium Gibbs distribution is constructed

a,5(X), which characterizes the orientation of the rigid com-OnN the pasis of consideration of the local unitary transfprma-
plex of the sublattice spins formed as a result of the exdion which corresponds to the broken symmetry relative to
change interaction. The appearance of the matrix of rotatiotN€ SPin rotationgsee Eq(2.8)]. Performing this transforma-
as an additional dynamic variable corresponds to the totdfon on the source in Gibbs distribution, we introduce the
symmetry breaking relative to spin rotationgbroken matrix of rotationa(x) for the locally equilibrium states.
SO(3) symmetry. Thus, low-frequency dynamics of the Weak anisotropy permits us to consider the total spin as an
multisublattice magnet with exchange interaction is accomapproximate integral of motion and in the sense of the main
panied by the appearance of the states with spontaneousipproximation of anisotropfsee the text for detailshe cor-
broken spin invariance. This description needs the attractiofesponding term with the spin is included in the exponent of
of nontraditional reduced description parameters, which aréhe Gibbs distribution.

connected with the matrix of rotatiam, ;. Effective method To construct the hydrodynamic equations on the basis of
for the study of such states is a Hamiltonian apprdaéhn  reduced description method we introduce the matrix of rota-
its framework the dynamics of the magnet with total symme-tion b(x,p) as a functional of the nonequilibrium statistical
try breaking relative to spin rotatiohsind the dynamics of operatorp, using the concept of the system order parameter
the ferrimagnetwere considered. The idea of spontaneousoperator. The connection between the matrix of rotation
symmetry breaking of the statistical equilibrium stdté?  a(x) in locally equilibrium Gibbs distribution and the matrix
has been also used for disordered magnetic systems of tlef rotation b(x,p), which is the functional of the nonequi-
“spin glass” type!*~1°Note that in Ref. 16 on the basis of librium statistical operatop is established. The equations of
this concept and with the use of the analogy between thenotion for the density of total spirs,(x) and the matrix of
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rotation a,5(x) [Egs. (3.17 and (3.18] are found. These 7, _é =[d3xZ ,$,,(X) is the operator of the total spin.
equations describe the low-frequency dynamics of the mU|Tak|ng into account the weak anisotropy, we see that the
tisublattice magnet with strong exchange interaction andgtg| splnS is only the approximate integral of motion.

weak anisotropy. The structure of the spectrum of Spingquations of motion for the densitigg(x) have the form
waves is determined.

It is shown that weakly anisotropic ferrimagnet repre- 7 (x)=i[H,Z,(x)], 1.5
sents a special case of the magnet with total symmetry break-
ing, which corresponds to a special dependence of the matrgd with allowance for the operator identity

of rotation. i[A,b(X)]= —i[B,a(x)]— Vb(X) (1.9

for arbitrary quasilocal operatoggx), b(x), where
1. THE ORDER PARAMETER

In the microscopic approach to the magnetic systems the A=f d®x a(x), é=f d3x b(x),
basic operators, from which all other operators are con-

structed, are the operators of site spiél) of atoms(l is ~ ) .

- - b(x)=i | d®x’x, | dr[a(x—(1—\)x)
the number of the site, and is the number of the crystal K ko '
sublatticg. The HamiltonianH and the statistical operator A
p are constructed from these operators orlly=H(S), p b(x+A\x")]

=p(S). An arbitrary physical quantitg of the magnet is

also the operator functional of the site spitis ¢(5). We &N be represented in the form

SW|tch_ frqmﬁ}be site represgntatlon to the _contlnuum repre- g(x): — V(%) 1.7
sentationww g ~Sp.(l) 0 Sna(X). Herevg is the volume

0 I oA N ~
of the unit cell, andk=R, is the position vector which de- So(X)= =[S, ,&(X)] = Vi ak(X)-

fines the position ofith site. The spin-density operators

- Here {q,(X ,?a x)}=Z.(x) are the flux density operators
Sha(X) satisfy the commutation relations 1009, k(1= ai(x) Y op

of energy and momentum, for which, in accordance with

[Sna(X),Sma(X' ) 1=1€ 4 gy OnmSmy(X) S(X—X'). (1.)  (1.6), we have
We introduce in the continuum limit the operation of the . i T
spatial shift§ Py, ...] QX)) =5 f d3X’XLL dA[e(x—=(1=N)X"),
ap(S(x' +Y))

[Pk.p(5(x"))]=i e(X+Ax")], (1.8

Wk y,=0

~ 1 R
ac(x, 3(x"+y)) jak(x):iJ d3X’x|’<f0 dA[&(x—(1—N\)X'),

[Pic.cx, 80x))1=i =

: 1.2
k=0 Sa(X+Ax)].
wherep(S(x’)) andc(x,5(x’)) are the functionals o$(x).
In accordance with this definition

In the case of the isotropic magnetic systerﬁéa(,é(x)]

_ _ =0) equations of motioril.7) have the form of differential

c(x,8(x" +y))=e""Pc(x,5(x"))e™. (1.3 conservation laws.

Realization of the operatd?, in the classical case in terms In macroscopic desgrlptlop of magnets the nothn of the
order parameter of the investigated system has an important

of the spin densities in the framework of the Hamiltonian le. We shall ider in what foll th t with total
approach is given in Refs. 8 and 9. For our purposes satid9'€- VW€ shall consider in what tollows the magnet with tota

faction of the relationshipéL.2) and(1.3) is sufficient in the symmetry breaking relative to spin rotations. It is character-

guantum case and therefore we shall not solve the problerlﬁed by the three rotation angles,, which realize a param-

of concrete realization of the spatial shift opera®y in etrization of the three-dimensional rotation group in spin
terms of the spin density operators. Defining the translation>P2c€. Of by the real rotation matrix associated with them,

ally invariant operatoc(x)=c(x,5(x’)) by the relationship 3ap(9) (a@=1). Moreover, we shall study the two sublat-
S(x—y,3(x’ +y))=&(x,5(x’)), we have by virtue of Eq tice ferrimagnet with noncompensated sublattices character-

(1.3 ized by the unit vector of antiferromagnetidm (or by the
' A A two rotation angles In the case of total symmetry violation
i[Py.C(X)]=—VC(X). (1.4 the order parameter is the complex spin vectog(x)

In the case of weakly anisotropic magnetic systems the maift I/ PAL) = A1, () +iAz,(%), where A,(x)=2;,(X)

type of interactions are the exchange interactions. Aniso=iA2,(X) is the order parameter operatthy =A;, A;

tropic interactions are assumed to be small and can be takenl2). For the two sublattice ferrimagnet the order parameter
into account by means of the perturbation theory. Disregardis the real vectorA ,(x)=Tr pA,(X), where A,(X) is the

ing the anisotropy, we can characterize the magnetic systewrder parameter of the ferrimagnetic systeii €A). The

by a set of additive motion integral§,= [d3x{,(X) (a  order parameter operator in each cases satisfies the symmetry
=0,a), where y,=H=[d3x&(x) is the Hamiltonian, and properties
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1[50, Ag(X)]= = 0,8, (X) A(X—X"), g.T\'/AV_:_EEASKLY ANISOTROPIC LOCALLY EQUILIBRIUM

'[P Aa(x)]= = Viha(X). 9 In the framework of thermodynamics and hydrodynam-

Note that the order parameter operator is expressed if¢s of condensed media in the microscopic approach the con-
terms of the spin operators of the sublattices and it is usuallgept of quasiaverag¥splays an important role. In accor-
chosen in such a way that the order parameter for the normalance with this concept, the equilibrium average of an
state is equal to zero. By virtue of relatiofs1) and (1.9)  arbitrary quasilocal operat@(x) of a magnetic system with
the operators(x) andA(x) are transformed under the local spontaneously broken symmetry is defined by the formula
spin rotations as vectors

) ) €(x))y=1lim lim Tr w,c(X)=Tr wc(x), 2.9
U;Sa(X)UaZ aaB(X)SB(X), v—0 V—x
U A, () Ua=a,4(0)A(x), (1.10 w,=exp(Q,— Y. 5a— vGl.

HereY.=(Y,, Y,) are the thermodynamic forces conjugate
to the additive motion integralg, (Y(;lET is the tempera-
ture, and—YaYglzha is the effective fieldd The source

Ua=ex4—if d3x @, (X)$\(X)

[¢.(X) are the local rotation anglgsin accordance with

(1.10, the orthogonal rotation matria(¢) has the form G in (2.1) lifts the degeneracy of the statistical equilibrium
state and represents itself as a linear functional of the order
A,p(@) = (EXH(—&¢@)) 4p= Oup COSP+N, N1 parameter operator
—COS @)+ &4 N, SN @, 1.1y . . .
— 3 —
where G—f d°xg(x,t)A(x)+h.c=G(t). (2.2
©,=N,e, nizl, (Q)ap=EapyPy- The specific form of the functiog(x,t) (which can depend
on time is defined by the symmetry properties of the equi-

The infinitesimal characteristics of the unitary transformation

U, is the operatolJ_ sU,, where U, is variation of the In th f anisotropic maaneti tems the total spin
unitary transformationU, due to variationda of the or- € case of anisofropic magnetic systems e fotal sp

thogonal rotation matrix 4a-a=—a. 8a). In accordance S, stops to be the integral of motion so that in E2.1) one
with (1.10 should setY,=0. Allowance for anisotropy in the Hamil-

tonian H lifts the degeneracy relative to the uniform spin
rotations. Therefore, the summand with the source in Eq.
(2.1) should be put down. Nevertheless, in the investigation
of weakly anisotropic magnetic systems we shall use the sta-
a6a) 5. (1.12  tistical operator of the forn(2.1), which is “main” approxi-
mation of the weak isotropy. Here the next elucidations can
[The quantitysR,, in (1.12) is not variation of some vector be done. Since we consider the weak anisotropy, the total
R,]. Note that in what follows it will be convenient for us to spin S, can be assumed to be the approximate motion inte-
use the formalism of left and right Cartan forth&® gral and we include the corresponding summand with spin in
the exponent of the Gibbs distributid.1).
The sourcés is introduced in Eq(2.1) for the following
purpose. If we take into account the weak anisotropy in the
1 framework of perturbation theory, then as zero approxima-
Vak=7 saﬁy(avk'é)ﬁyz Qg0 pk - (1.13  tion we will have the statistical operator which corresponds
to the magnetically ordered state with broken symmetry rela-
We define theAtransIationaIIy invariant states of the magnetive to the spin rotations. The sour@in distribution (2.1)
by the relationp(s(x’ +Yy))=p(s(x")) or by virtue of(1.2)  plays a role of the parameter that lifts the degeneracy.
~q_ This can be illustrated by using the following example.
[Pk.p]=0. (1.14 : . ) P
If we consider a ferromagnet with exchange interaction in
The statistical operators describing the equilibrium state othe magnetic field, then the term describing the interaction
collinear magnet satisfy this relation. For spiral magnetic orwith external field will play the role of the anisotropy and
dering the transformation of translations by the vest@nd il fix the direction of the magnetic moment in space. When
spin rotation around some axis, (n;=1) by the anglepx  the field goes to zeréweak anisotropy the source in the
do not change the state of the system: Gibbs distribution plays the role of the infinitesimally small
LB c - - c A anisotropy, which removes the degeneracy and fixes the di-
eXHIX(P=p(n,Sq))]p ex —ix(P=p(n.S.))]=p rection of the moment. Thus, the statistical operdfd)
or describes the weakly anisotropic quasiequilibrium states of
- oaa the magnetic system in the main approximation of the anisot-
[P P Pd(NaSa) ] =0. (119 ropy and we shall use it in what follows for generalization of
The vectorpy is called the vector of the magnetic spiral.  the case of locally equilibrium states.

librium state.

U dU.=i J d*xSR,(X)S,(x),

5R,},:§ Saﬂ'y(

Wok= z 8ozﬁ'y(’-é'vka) vB
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In the given section we shall study the magnet with totalbreaking relative to spin rotatiohsand¢ is the order param-
symmetry breaking relative to spin rotations, for which theeter phase that enters into the sou@elntroducing the sta-
order parameter has the structuréx) = Al(x)+|A2(x) and tistical operator2.7) for the locally equilibrium states based
Al = Al, A; =A,. We formulate the symmetry properties of on the calculation of the averages with the statistical operator
the equilibrium state. For the spiral magnetic ordering inw,(Y(x'),#(x’)), we can go over to the averages with the

accordance with Eg1.15 we have statistical operatow,, :
[W, Py~ py(n,S,)]=0, Tr wa(x)=Tr wU ,a(x)U
[wW,YoH+Y é 1=0. (2.3 where the operatdy ¢a(x)U¢,—b(x) as a rule, can be eas-

ily found. This operator is of the typ&(x). In the statistical
From the Jacobi identity follows the condition of compatibil- operatorw, the sourceG is  space uniform and for calcula-

ity of Egs. (2.3 tion of the averages Twb(x) the standard perturbation

SagynaYﬁ[W,éy]=0- theory[on gradignts of thg parameteYs,(x), ¢(x)], which
. . leads to the ordinary quasiaverages, can be used.

We thus obtaim,=Y,/|Y|. The relationg2.3) allow us to Thus, in accordance witt2.1) and (2.7), the statistical
find the functiong(x,t) operator of the weakly anisotropic, locally equilibrium states

g(x,t)=£a(e®ale(x,t))=¢a(xt), of the magnet with total symmetry breaking relative to spin

rotations is written in the form

@.(X,t)=n,(px—ht), (2.9

where ¢? is a uniform rotationh,=hn,; and¢, is a con- WV(Y(X'),a(X'))ZeXP[QV—f d3'[Yo(X")&(X')

stant complex vector which we can choose for convenience
in the formé=¢&,+i¢&,, fl 52 1, £,£,=0. From here one
can see that the statistical equilibrium state is characterized
by the thermodynamic forceg,, the spiral vectop,, and

Y o(X)8,(X) ]~ G]

— +
the rotation angles,?. The vectoré, fixes the reference =U,w,U,, (2.8
frame for the rotation angles and is not a thermodynamic . -
parameter. In accordance with definitiofis13, the left and GaEUzGUaZJ' a3’ (éa(x')A(X’) +h.c),
right forms corresponding to the rotation mataxx,t) in
(2.4) are where
O k= PNy @ak= Pl (2.9 \LVVZEXP{QV—f d3x[ Yo(X)8(X)

wheren=a(¢°)n.
Note that in the case of collinear magnets introduction of
a source in the statistical operat(®.1) in the presence of
thermodynamic force¥, has no meaning since the term
Y S, lifts the degeneracy of the statistical equilibrium state. ézJ d®x¢A(x) +h.c., (2.9
Let us examine the locally equilibrium states. It is well
known' that the statistical operator and §=U,sU_, Y=aY. Here the thermodynamic forces
A Ya(x) and the orthogonal rotation matré,5(x) are the ar-
W(Y(x’))=exp[ﬂy—f dsX'Ya(X’)é“a(X')] (2.6) bitrary functions of coordinates. In the equilibrium stitee
(2.D] Ya(x) =Y, and the structure of the orthogonal rotation
generalizes the Gibbs statistical operator for the normal sygnatrix a,g(x) is determined by Eq(2.4). The matrix of
tems in the case of locally equilibrium states. For the systemgotation a,z(x) for the locally equilibrium states is intro-
with spontaneously broken symmetry the locally equilibriumduced in the distributiori2.8) by the transformation of local

+Ya<x)§a<x>]—vé],

states are described by the statistical operator spin rotation performed on the sourGe
A We obtain now the main thermodynamic identity for the
WV(Y(X'),¢(X’)):EXP<QV—J dsX'Ya(X')éa(X') locally equilibrium states and show that the locally equilib-

rium averages of the densities of additive motion integrals
P N and fluxes corresponding to them can be expressed in the

- VU¢GU¢]EU¢,V_VDU¢, (2.7)  approximation of small inhomogeneities in terms of the lo-

cally equilibrium thermodynamic potential. In this connec-

where tion, it is worthwhile to go over to the statistical operator
. . w,, which is defined by Eq(2.9). From (2.9) it follows that
WVIGXP[QV—J d3XYa(X)§a(X)—VG], the locally equilibrium thermodynamic potentiél is the
R R functional of the thermodynamic forceé,=(Y,,Y,) and

Za(¥)=U 4Za()U the rotation matrixa(x):

andU , is the local unitary operator which corresponds to the

— 3 ' ’
broken symmetrysee, for example, Eq1.10 for symmetry Q_f d*xe(x, Y(X"),a(x")). (2.10
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Here w is the density of the thermodynamic potential. Vary- SH 1 SH Y

ing the potential) with respect to the thermodynamic forces So Y_o’ 5s. Y_:'
Y, andY, we obtain “

oH 1 60
da,5 Yo 08,5

(2.19

Here H=[d®xe(x). If the density of the thermodynamic

:J d3x8Yo(X) Tr V_Vé(X):f d3x8Y4(X)e(X), potential in the local limit allows expansion on gradients of
the parameter¥,a

o(X;Y(x"),a(x"))=w(Y(X),a(x),wy(X))

SyQ = f d3x8Y(X) Tr ws(x) = f d3x8Y(x)s(x),
' . +O(VY, V), (216
xnﬁriiz)ec:;owf&) Ogﬁ)é)gsézg" Yﬁg:;g T/Z %‘;t\?g t(;jg then Eq.(2.14) can be siAmpIifieAd. In the ope_rato_r identity
= [d3xYo(X) Tr wdz(X). By virtue of the explicit form of (1.6 settinga(x)=&(x), b(x)=S,(x) and taking into ac-
the operatog(x) and the relatior(1.12) we thus find count that for the anisotropic magnetic systefg,e(x)]
#0, from (2.12 we obtain

8.0=i | d®d®’ 6R,(X)Yo(x")Tr wiY, .
IJ xax (OYo(x')Trwi¥.a} 5aﬂ=f d3X SR, (X) Yo(X){i Tr W[S,,&(X) ]+ Vi akl
X[84(x),&(x")]. (2.1

Under calculation of the trace in E@2.11), by virtue of A
quasilocality of the operatar(x’), the pointsx’ placed near  where the operator of the spin flux densjty, is defined by
x give the main contribution. Therefore, expanding the quan£q. (1.9). SinceV,dR,=— dwpgcag, . the last relation can
tity Yo(x’) near the point X, Yg(X)=Yq(x)+ (X be rewritten in the form

—X) @Yo/ IX+ ..., weobtain in the main approximation

jakETr Wjakl

5aQ=iJ d3xSR,(X) Yo(X)Tr W[ S, ,8(X)]
5aQ=if d3X SR ,(X) Yo(X) Tr W[S,(X), H]+O(VY,).

212 +fd&%UHwWWQMM,h=Mw (2.1
We thus have
From it we find

9} ) i -
vy 5 fawd (X)YO(X)Tr W[Sa(x)vH] J
sa,,(x) v 2 TamrSon aw‘” = Yoj ak. (2.18
W ak
+O(VYo). 213 In addition,
Thus, the thermodynamic relationship for the locally equilib- p iy
rium states takes the form o0 Yo S =
&aﬂy 2 SaB,yaMﬁTr W[Sa,s(x)]. (219)
5Q=f d3x(s(x) Y (X) +5,(X) 8Y ,(X) Therefore, the main thermodynamic identity can be repre-
sented in the form
Jw
EaQB(X) Ygaalg(x)), (214) do= 8dY0+S dY + — Ja daaﬁ+ YOJ akdwak’ (2 2@

where the variational derivatives()/éa,z(x))y is deter-  or, taking into account the definition of the entropy density
mined by Eq(2.13). If instead of the variable¥, we use the &, we can write
variablesY,=Ysag,, then relation(2.14 can be rewritten
in the form de
de=T do+h,ds,+ — 78, da,gt ] akdw k- (2.2)
QZJ d3X(S(X)5Y0(X)+Sa(x)5Ya(X)+J To find the energy flux density in the locally equilibrium
state we use the relation

T L R Nl iTr WA+ B,a(x)+b(x)]=0,
da,p(X)/ ap X K R i
where a(x)=Yy(X)e(x) and b(x)=Y,(x)s,(x). Taking

where into account(1.6), we obtain
o0 - o0 (59) v ViQu(x)=0,
8,4/ | 0aup), |OY B i .
— 3y’
We define the entropy density by the expression — w Qu(x)=~- 2 f d™x'x"i fo dAYa(x—(1
+Y.{a- We can then easily show that with an accuracy to R
VY, the following equations are valid: =N)X)Tr w[ Z(x—(1—N\)x"),
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Co(X+AX)]Yp(X+AX"). (2.22 We attribute the following properties to the operator
X«(X,p), whose proof one can find in Ref. 19:

Ignoring in this expression the gradienty, andVY,,, us- 1. The operatoly,, is determined to an accuracy of the
ing (1.8), we find transformationy— x’ = x+c(p), wherec(p) is an arbitrary
Qk:Yng+YOYaiak+o(VY)- c-number functional of the statistical operatpy and is

uniquely fixed by the condition Tpx(x,p)=0.
Because of the arbitrariness of the gradients of the param- 2. For the operatoy,, the following equations are valid:

etersY and w,, we haveQ,=0. We thus obtain ) - A ,
ITr p[Sa(X), xp(X",p)]= 8ap0(X—X"),

iTr p[Py,Xa(X,p)]= @ak(X,p). (3.5

The transformation laws relative to spin rotations and spatial
translations for the operatqgyr, are

k= halak '
and, therefore, in accordance with.21),

_de 9Ly 0 29
_ak_a@ak agav a_( 1a)' ( . 3

UcXa(X,Ug pUUg =X\ (X,p)Cru(X),
3. REDUCED DESCRIPTION. HYDRODYNAMIC EQUATIONS Py (x,e Pp PNe =% (x—y.p),

The reduced description method is used in describing thevherec(x) is the arbitrary matrix of local rotation.
nonequilibrium states of macroscopic systems at the hydro- We formulate now the equation of motion for the or-
dynamic stage of evolutioismall inhomogeneities”. For  thogonal rotation matrix. Accordingly we choose the varia-
the weakly anisotropic magnetic systems with total symmetion &p in the form §p=pét and assume that the statistical
try breaking relative to spin rotations the reduced descriptioroperatorp(t) satisfies the Liouville equation
parameters are the densities of the additive motion integrals . R
Za(x) (with respect to exchange Hamiltonjaand the rota- p(t)=i[p(t), H]. (3.6
tion matrix b(_w(x) .in_ spin space. To_formulate the hyd.rody— As a result, by virtue of3.4), we obtain the equation
namic equations, it is necessary to introduce the rotation ma-
trix b,4(x) as a functional of the nonequilibrium statistical b s(X,p) =ib o\ (X,p)&) g, Tr p[H, X (X,p0)]. (3.7
operatorp, b(x)=Db(x,p). This matrix, which characterizes
the orientation of the mean value of the order parameter o
erator A ,(x,p) =TrpA,(x) relative to some fixed framé,
m, 1Xm (I?=m?=1, 1m=0), does not coincide, in general,
with the rotation matrixa,g(x) that enters into the locally
equilibrium Gibbs distribution and into the thermodynamic
potential . We define the rotation matrik)aﬁ(x,f)) as a
functional of the nonequilibrium statistical operafoby the

We consider the evolution of a nonequilibrium, spatially in-
FFomogeneous state of the magnet with total symmetry break-
ing in the range> 7, (74 is the relaxation timeat the hy-
drodynamic stage of evolution. In accordance with the
reduced description hypothesis, at these times the nonequi-
librium statistical operator is a functional of the reduced de-
scription parameters

relationg® p(t) —— p(L(x,1), b(x,1)),
Ib(x,p)A(X,p)=0, mb(x,p)A,(X,p)=0. (3.2 t>7(i R A
By virtue of (3.1) and (1.10 for the rotation matrixo(x,p) {0)=Tr p(£,b){(X), b(x)=b(x,p({,b)). (3.8
the following equation is valid: In these relations the orthogonal rotation mats{x,p) as a
b(x,UZ pUg) =b(x,5)c(x), (3.2 functional of the nonequilibrium statistical operator is de-

fined by Egs(3.1). In accordance witlil.7) and(3.7) and by
wherec(x) is the arbitrary matrix of local rotation. We take virtue of the reduced description hypothe&s8), the equa-
into account the variation of the orthogonal matrix of rota-tions of motion for the reduced description parameters, have
tion sb(x,p), which is associated with the variation of the the form

statistical operatobp: S(%p) = =V Tr p(£.D)8(X)

Sb(x,p)=b(x,p+ 6p)—b(x,p)=b(X,p ,0:0p). . . - -
(X,p)=b(X,p+ 3p) —b(X,p) =b(X,p) x(X,p p)(3.3) 5.(xp)=1 Tr p(ZD)[H.E.(0)]. 3.9
Here the matrixy(x,p,dp) is a linear functional ofsp that baﬁ(x,f)):iba)\(x,f))sxﬂy Tr p(Z,b)[H, x,(X.p)].

can be represented in the form - 2 .
P We represent the statistical operapqiZ,b) in the form

p(¢,b)=w(Y,a)+p'({,b). (3.10

Here w(Y,a) is the locally equilibrium statistical operator
(2.8) and the operatop’(Z,b) determines the dissipative
processes. Since we are interested in the main approximation
of the spatial gradients, and since we disregard the dissipa-
tive processes, we can disregard the contribution of the op-
8b,5(X,p) =D (X, )& s\ TF SpX\(X,p). (3.4  eratorp’(¢,b) in Egs.(3.9). We can therefore assume that

Xaﬁ(xlﬁl 55) =Tr 5;)5(01[3()(15) .
The operatofy,z(x,p) which depends on the initial statisti-
cal operatop obeys, by virtue of the orthogonality condition
bb=1, the antisymmetry property,,s(X,p) =~ xga(X.p).
Defining the dual quantityy,=1/2c ,z,X.5, We represent
the variation of the rotation matrigh(x,p) in the form
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the relation Trp(¢,b)...~Trw(Y,a)... is approximately integrals contain the Cartan forms which are the functions of
satisfied. The relation between the densities of the additivéhe rotation matrixa(x) that enters into the locally equilib-
motion integrals and the thermodynamic forces is defined byium GibbejiStI’ibutiOﬂ and, in general, is not identical to the
the relation(2.14. We recall that the orthogonal rotation matrix b(x,w). Therefore, to close the equations of motion
matrix a(x), which enters into the locally equilibrium Gibbs we must establish a connection between these two orthogo-
distribution and the thermodynamic poteniialdoes not co- hal matrices. Using the relatior8.1), (3.2, and(2.8), we
incide with the rotation matrid(x,w). have

To find the equation of motion for the spin depsity Ib(x, W) A (x,w) = Ib(x,W)a(X)A (x,w)=0,
s,(X), we make use of the expressi¢2 13 for the varia-
tional derivative 5Q)/a of the thermodynamic potenti&b mb(X,W) A »(x,w) =mb(x,w)a(x)A,(x,w)=0.
with respect to the rotation matrix._ Comparihg Eqgs(3.9 _We see, therefore, that the rotation matii¢x,w)a(x)
and(2.13, we represent the equation of motion for the Sp'nzb(x,w) is a function of the argument§,a, o, . The vari-

densitys,(x) in the form ablesY andw, change slowly in space and the time and the
) 1 o0 dependence on the matrix is weak because of the small
Se= Y_o €apr@rp K (3.11 anisotropy. Therefore, the equation of motion for the rotation
Y matrix a(x) in the main approximation with respect to the
In Eq. (3.11) the thermodynamic potentid) = [d®xw(x) is  Spatial gradients and small anisotropy can be represented in
considered to be a functional of the variables the form
Y.(X),a,5(X) under the local dependence of the inverse . -1 y _
femperatureYo(x): w(x)=w(Yo(x),Y(x')aus(x')). If 3ap(X) =gy WDy (X W) =80y () yprlty . (314
the thermodynamic potential is a functional of the form Thus, we obtain a closed system of equations for the magnets
considered by us, without regard for the dissipative pro-
Q= f d®*xw(X), cesses:

Y

) 1 o0 60
o(X)=o(X;Yo(X),Yo(X),8,5(X"), Yo=Ygag,, Sy=— Y_o Eapyl Yp Wera"B KM )
then in terms of the new set of variables we have

S =—¢g (E &4_ i a ﬁ
o TeBN Y, 8Y, Yo #P\sa,,

In the local limit, when the density of the thermodynamic
potentialw is represented as €

o(X)=o(Yo(X),Y (X),a(X),wk(X)),
from (3.11) we obtain

. Yy
aaﬁz_aaye,yﬁ)\ Y_O (313

). (3.12
Y

The equation for the energy density is

v 1l dow Jw
R Z P

(3.19

By virtue of (2.195, Eqgs.(3.15 can be written in the form

. oH N oH . oH
. 1 Jw Sa=8apy| 55 Sy 55 Bur|r BapT€ppyRay 5g -
= — [ i . 8 a B S
Sa YO saﬁya/‘«ﬁ &auy Vk] ak s (3 13) © (3’117)
_ 1 do Since the energy densityis a function of the quantities
Jak=Y—0 m Apq - o, a, s, andw, [see Eq.2.2])] and since the quantitias,

s, andw for the weakly inhomogeneous and weakly aniso-

The first term on the right side of E¢3.13 takes into ac- tropic states vary slowly in space and time, it is useful to
count the anisotropy. change to the variables a, s, and w, in Egs.(3.15 and
We obtain the equation of motion for the orthogonal (3.16). By virtue of (1.13 and(2.15), we obtain from(3.15

rotation matrix. Substituting expressi@B.10 in (3.7) and  and(3.16 a closed system of equations
ignoring the influence of the dissipative processes, we find

. . . de Jde . de
Dap(X,®) =1 4y (X, W) 50 Tr WH, X, (X,W)]. 8= T VK s, dwy  2apT CanBps oo
Noting further that in the main approximation for the statis- Je Je PR
tical operatorw(Y,a) the stationary conditiorf2.3) holds, Sou= Vi +Easu| St T T 0
i ian i W ok H\=* os Jw ik
we can rewrite the last equation in the form s s
: N ~ N ~ de
baB(XvW): Ibay(xaw)syﬁ}\h(r Tr W[S(r aX)\(wa)] +a§p ﬁ . (318)
mp

=b,.(X,W)e,zh,, . _ . .
ar(XW)E 3 As a result of the equation of motion for the rotation matrix,

where the relatior{3.5) is taken into account. We note that we find the equation of motion for the Cartan form,
the asymptotic relation(3.8) contains the rotation matrix

b(x,p), which is defined by the relatior(8.1). On the other &=~V ‘?_8+8 © s ‘9_8 (3.19
hand, Eqgs(2.23 for the flux densities of the additive motion - I, PP s,
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From these equations and from the thermodynamic relatiohlere the thermodynamic forces,(x) and the vectot ,(x)

(2.27) follows the adiabaticity of the processes in the ap-are the arbitrary functions of coordinates. In the state of the

proximation considered by us;=0. total equilibriumY 4(x) =Y, and the structure of the antifer-
romagnetism vectot, is defined by formula(4.2). From
(4.3) and the normalization condition =1 it follows that

4. FERRIMAGNET the locally equilibrium thermodynamic potent@lis a func-
tional of the quantitiey ,(x),1 ,(X):

In this section we consider the thermodynamics and hy-

drodynam_ics of the weakly anisotropi(_:, two-sublattice ferri- Q:Q(Y(Xr),l(xf)):f Bro(Y(X),1(X). (4.4

magnet with noncompensated sublattices. We see that there

is an essential simplifying circumstance which allows to con-\gte the next important peculiarity. It follows fro4.3) that

sider the two-sublattice ferrimagnor brevity simply “fer- o antiferromagnetism vectdy, is related to the rotation
rimagnet”) as a special case of the magnet with total sym-

' A ) ' - 2 "matrix a,g by the relationl ,= §gag, . This allows us to
metry breaking relatively to spin rotations with a special kind .qsider the ferrimagnet as a particular case of the magnet

of dependence of the thermodynamic quantities on the rotgz;iiy total symmetry breaking relative to spin rotations, for
tion matrix. - o which the dependence of the thermodynamic potetitiain
For the ferrimagnet the sour€® in the statistical opera-  the rotation matrixa,z occurs only through the combination

tor (2.1) is defined by the formula £gap,=1,. Therefore, we can use the results obtained ear-
. . . . . lier with allowance for the indicated peculiarity without re-
G=f I HAX)=G(1), AT(X)=A(X), peating the calculations of the second section.
We write the main thermodynamic identity for the lo-
H)|=1. 4.1 cally equilibrium states. Variational derivatives of the ther-

The real vectot,, (I*=1,) has a sense of the antiferromag- Modynamic potential) = (Y1) with respect to the thermo-
.dynamic forcesy, are defined by the equations

netism vector. Assuming that the equilibrium state is the spi-
ral ordering statdsee Eq.(2.3)], we find the form of the 50 50
function| ,(x,t) —) =g,

Yol oY,

I(x,t)=¢a(e®)a(e(x,t))=£&a(xt),
(xB=¢galeale(xn)=4alxt) We find the variational derivatives{}/é8l)y. Since in the
e (X, )=n,(px—ht), [£=1, (4.2)  case of the ferrimagnet

where¢, is a constant real unit vector, arg, is a uniform 50 50
v o,/

rotation. Thus, the statistical equilibrium state of the ferri- Sa_
magnet is characterized by the thermodynamic fok¢gand Py
Y., by the rotation angles, and by the spiral vectad.  then scalary multiplying both parts of the last relation on the
The difference from the case of the total symmetry violationyector £, ( giz 1), we have
[see Eq(2.4)]is that in Eq.(4.2) £, is a constant real vector.
Therefore, rotations around the vectfy do not change the (@) _
antiferromagnetism vectaoy, and, hence, ferrimagnet is char- ol Y_
acterized by the two independent rotation angies

In accordance with2.1), (2.7), and (4.1), the locally The derivative ¢}/ a)y is defined by formulg2.13, and
equilibrium distribution of the ferrimagnet is defined by the the derivative §Q/da)y is related to the derivative

=s,. (4.5
|

6Q)

oa,,

(4.6

p-
Y

formula (6Q/ sa)y by the relation
’ o ) S I9) B 60 0) v A
w,(Y(x"),I(x"))=ex Qy—j d3x" Y, (X" )La(X") 5auy Y— Sang), | 5, aaw - 4.7

—vé|]EU§\I_VVUa, 43 Using (4_.6), (4.7), and (2.13 for the derivative ¢Q/4l)y,
we obtain
G =U}GU,= | da(x')A(X’) o0 i S
I~ “a a— & m Y:E sa,y,u|M(X)YO(X)TI’ W[Sy(X),H]

Efd3x'|(x’)i(x’), (%@
N.%) IIM(X)Y#(X). (4.8
Thus, the thermodynamic identity for the locally equilib-
W =exp[ﬂ _J ABX[Yo(X)E(X)+ Y, (X)8 (X)]—vé] rium states of the weakly anisotropic ferrimagnet has the
-V 14 = -a a ' form

where

G= f dxEA(X). 50 = f d3x(s(x)&YO(x)Jrsa(x)ﬁYa(x)
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+

59) o )) @9 (ﬁs) 1 (&w)
< 8l.(x)]. . — = | = .
3., N peu Yol ]y o

Taking into account the expression for the entropy densityro find the energy flux density in the locally equilibrium
o=—w+Yal,, we see that to an accuracy B¥, the fol-  state we use, by analogy with the case of the total symmetry
lowing equations are valid: violation, the relation(2.22). Within accuracy ofVY, we

oH 1 SoH _ Y. SoH 1 60 (410 then obtain
' Ak=hal ak - 4.17)

Let us consider the local limit of the relations which we Therefore, in accordance witd.16),
obtained when the density of the thermodynamic poteatial

G0 Yy s Yo dl. Yol

depends on the variable¥, |, andV,l (or, in the last case, = e ‘9_53'
on the quantity .= — &, sVl ,): U ok 9S4
o(X)=o(Y(X),1(X),0(X)). (4.10) Let us consider the hydrodynamic stage of evolution of a

_ _ weakly anisotropic ferrimagnet at timés 7, (7 is the re-
The connection between the variablesl, andv,, and the  |axation time. To construct hydrodynamics we will use, by
variablesY, a, andwy is given by analogy with the case of a magnet with total symmetry
- — breaking relative to spin rotations, the reduced description
Ya_YﬁaBa! Ia_g,BaBa! : P
hypothesis. The reduced description parameters are the den-
Vak= (650 = §p€.)8 )00 k- (4.12  sities of the additive motion integral(x) and the antifer-
o ) ) ) romagnetism vectog,(X,p) considered as a functional of
The quantityj, was obtained in the second section of the nonequilibrium statistical operatgy*.? In such a
Eq. (2.18 for the spin flux density. Taking it into account gcheme the equation of motion for the antiferromagnetism
and also Eq94.11) and(4.12) for the spin flux density inthe  \ector is obtained on the basis of the operdlgix, p) of the

case of the ferrimagnet, we find antiferromagnetism vector. As in the case of the magnet with
1 do total symmetry breaking, we have used the operg{os;p)
I 8apBpy,  Oap=0uap—ldlp [see Eq(3.4)] to derive the equation of motion for the rota-
0 PVak tion matrix. However, we can at once obtain the equation of
or motion for the vectot , by using the connection between the
antiferromagnetism vectdr, and the rotation matrixa,,
: :i Jw 4.13 | .= éga5,, indicated above. After convolution of both sides
Jak Yo Ik’ of Eq. (3.14 with the constant vectof, we have

Here we took into account that since variations of the quan- | =g . h.l (4.18
. . a aBy By

tities 1, and v, are not independentsee Ref. §

| ,dwl dv ,=0. Besides, it is easy to obtain the relation thatO"

connects the derivativegg/dl)y,, and @w/da)y ,: ) v

I =
( (9(1)) ¢ ( Jw
al, Yo K Yoo ayY,

o a— 8aﬁ'y Y_O | v
Using Eq.(2.19, we thus have

— Y
da,,

% P Further, the equation for the spin densityin the gen-
eral case was found earlier and is given by E312. As-
suming that the density of the thermodynamic potensial

depends on the variablé), Y,, andl,,

(aw> L TrWS, E(0] <8w> LY
e =I_8“BV,B rw o EX) | — | = .
Molv, 2 Nl "7 0(X)=w(X; Yo(X), Yo (X )| (X)), 14=Eglge,

(4.19
The second law of thermodynamics in the local limit can
thus be written in the form

[we recall that in the derivation of E¢3.12 the potentiakw

is considered under the local dependence on the inverse tem-
peratureY,], then, switching from Eq(3.12 to the new
variables, we obtain

1 v 50 N 50
Yo feBr | By, AL )

Jw

dw=edYy+sdY+ P dl+Yojdoy, (4.19

(4.19
where the derivative dw/dl)y , is defined by Eq.4.14.

Using the entropy density, we can rewrite the last relation Thus, Eqs(4.18 and(4.19 are the dissipation-free dynamic
as follows: equations for the weakly anisotropic ferrimagnet. The equa-
tion for the energy density is

de
de=T do+hds+ — dl+ |, dv,. 4.1
al Jkdug (4.16 . 1 90 do 420
) e=—Vygoso o — :
Here we have taken into account that Yo ISq U 4k
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[here we have used the expressidril?) for the energy flux
densityq,].
Using (4.10), we can write Eqs(4.18 and(4.19 in the
form
|7) '

6H oH

— s+ — |
dSg Y ol g

1V a

Sa—saﬁy( =&4py 55 l,. (421
Equations(4.21) coincide with the corresponding equations
obtained in the framework of the Hamiltonian approach in
Ref. 9.

Since the energy densityis a function of the quantities
o, s, |, andvy [see Eq.4.16)], for verification of the adia-
baticity condition we switch in Eq$4.18 and(4.19 to the
variabless, s, |, andv. By virtue of (4.16), from (4.18 and
(4.19 we obtain in the local limit the system of equations

. de N de |+ de v de

Se= — st +— -V —,

@ Saﬁy (93[8 Y 6’|ﬁ 4 aka Uyk K (?Ua,k

i “ e 42
a_SaBy é,sﬁ 7,8— k(?sa avak. ( . 2)

From the equation for the antiferromagnetism vector follows

the equation for the quantity,, :

. de €
Uak™ €apy a_sﬁ v'yk_(ﬁaﬂ_lalﬁ)vk &_Sﬁ

Using (4.16 and (4.22, we haveo=0, which proves the

adiabaticity of the processes in the approximation which we

are considering.

5. SPECTRUM OF SPIN WAVES

To find the spectrum of spin waves for the multisublat-

tice magnet with total symmetry breaking we linearize the

system of equation§.18 and choose as parameters, which
describe the deviation from equilibrium, the quantities
83,06 1) =8, (,1) =8¢ aNd 82up(X,t) = £y O (X, V)BT
X (x,t), wheres(® anda(® are the equilibrium values. The
matrix of rotation al{j)(x,t) satisfies the equatiora )

ap
fsapy(as/@,)af)oﬁ). The variation of the right Cartan form
is

5(£)ak(a) = C_')ak(ba) - C_')ak(a) = Vk5¢a_ Saﬂyq)ﬁkégoy:

Bap=dap= €apyd¢y-

Assumingds, dexexpi(kx— wt), we obtain the system of
equations

(—iwl+if+hN—Mgs—Nf' —T),z855=(D—ND"N
—Mf'N+G'N+iD'N+iND’+iMf—iG—iQ

+iIQ+NQ' —Q'N+H+MT), 5805,

where
e ¢ K &€
CaBT gs,08 P 08,00
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2

e ‘e

fl =P ————, Dgg=kik ———,
ap= P IS, IW i BN G idwp

D' —k e D" — e
ap~ P dwidwg' P PiP Jwqidwg
Nog=€aypNy, Mopg=€,y68y,
de de

— A
Gaﬁ_gayﬁki é’Tyi, Gaﬁ_gayﬁpi ’?T'yi,

T 3 K 9%
P 95,005 Qas=k 0w aidep’
. d%e _ d%e
Qus=Pi 00 idps’ H“ﬁ_&svaf?soﬁ'

The terms connected with the matricesQ, Q’, andH take
into account the anisotropy. Eliminatings from Eqgs.(5.1)

and equating to zero the determinant of the equatiorSgor
we find the next dispersion relation for determination of the
spectrum of spin waves:

det w?a+w(ib;+b,)+ic,+c,)=detA=0, (5.2
a=—¢1, b,=M—-aRN-NRa+aT—Ta,
R=f'—1h, b,=-af—fa, (5.9

c,;=—G+(D'+faR)N+N(D'+Raf )+ Taf—faT
-Q+Q,

c,=D—ND"N+faf—NRaRN+TaT+NQ —Q’N
+H+(G’—hM)N.

It is easy to see that the matricasandb, are symmetrical
and that the matricels, andc, are antisymmetrical. In the
matrix c, all terms are explicitty symmetrical, except the
term (G’ —hM)N. For the study of the symmetry of this
matrix we note that equilibrium values,, p,, andh,, as
follows from Egs.(3.18, are related by the relation

|

In the absence of anisotropy the right side of Eg4) is
equal to zero. Using Eq5.4), it is not difficult to see that
((G"=hM)N) ,5=((G"—hM)N) 4, . Hence, in the absence
of anisotropy the matriA is a Hermitian that leads to real
values of the spin wave frequendietn the presence of an-
isotropy we have

((G"'=hM)N) ;5= ((G"=hM)N) g, =(n,Npg,

de
—nﬁNw) g_QDV

de
oy

de
ey

Nog (§Bb_pk (5.9

For the Hermitian character of the matexit follows that
the relation

de de

2 s — =0,
ay a@y Eapyllp a@y

(5.5
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which means that the anisotropy should be such that the 2 =F; k?, w3=w2+F3k?,

rotations around the directiom,=h,/h do not change the
energy functionak. If the energy functionat does not sat-
isfy the relation(5.5), then the matrixA is not a Hermitian

and complex frequencies, in general, arise in the spectrum. w§=—
This means that the corresponding state is unstable. There-
fore, when the matriA is not a Hermitian, the exchange and

anisotropy constants should satisfy certain inequalities for
the spectrum of spin waves to be real. Further, we assume

that Eq.(5.5) is satisfied.
We rewrite the dispersion relatid.2) in the form

6
go An(K)@"=0, (5.6)

where the coefficientd,, (n=0,...,6) in terms of the convo-
lution

labd|= % € oByE ut@aubpyCoat
are defined by the formulas
Ao=C2C2C| —3|c1C5C],
A1=—6[b1C1C;| —3[bycyCy| —3|b,CaCs|,
A;=—3lac,cy| +3lac,c,| + 3|bybyc,| — 6]bib,ey |
—3|bybscy|,
Ag=bbyby| +6|ab,c,| —6[abicy| —3[bibiby|,
A,=3laacy|—3|ab;b,|+ 3]ab,b,,
As=3laab,|,
Ag=|aad.

We carry out the analysis of the possible spectra of spin

waves in the limit of small wave vectoks Note that in the
absence of anisotropy and ab=0, k=0 we have

where
A,
A_G!
1 " "2 "at
I:1,2:2—'% {—AZEN(AY) —4ATA,),
AGAZ— AQAZ
2 AGA;

We present here for comparison the spectra of spin waves for
the isotropic magnét#in the case under consideration

w?=2\%?i=1,2,3.

2.5#0,h=0, p,=0.
The dispersion relation has the form

Agw®+(As+ ALK 0+ (Ay+ AZK?) 0®+ ATK?=0.
(5.9

At small k we have one pair of Goldstone and two pairs of
activation modes

wi2= 02 +R.K?, wi=Rgk*

Here

2 1 /_,_\//27/
wi_Z_AG{_A“_ (A4) _4A2A6}1
o A+ A2

T (02— w?)

Similarly for the isotropic magn&twe have

n
Ry=— 20
3=~ 47

Az
w2=vk*, w3=v,K?, w5=wit vsk?.

In connection with the appearance of the activation frequen-
cies in the isotropic magnet, it should be noted that the quan-

detA(0,0)=detc, and by virtue of the evident form of the tities s, and . are invariant relative to the right uniform
matrix ¢, (5.3), detA(0,0)=0. This means that in the isotro- rotations with the matrib:

pic case the system has at least two Goldstone mimsiiese
A, . 1(k=0)=0]. In the presence of anisotropy the situation
changes: deA(0,0)=detc,#0 which means that all modes The energy density in the isotropic case (s, wy) is there-

of the anisotropic magnet, in general, are activation modedore also invariant relative to the right rotations. However, it
However, the order of the activation frequencies with respecheed not necessarily be invariant relative to the left rotations
to anisotropy may be different, and it changes from first to
third. Since we are considering a small anisotropy, we take
into account the anisotropy in the linear approximation. Inwhen, for examplé, the quantitiess, and w, entere in
the given approximation the modes, whose activation freconvolution with some “foreign” vector, which characteriz-
quencies are quadratic and cubic in anisotropy, become acfies the given magnet

vationless. Let us consider some special cases of equilibrium
values of the quantities, h, andp,.

s—s’'=bs, a—a’'=ab.

s—s’'=sh, a—a’'=ba,

1.s=0, h=0, p,=0.
The dispersion relatiofb.6) has the form

Agw®+ (A)+ALK?) 0+ AJk%w?+ AT K*=0. (5.7)

(I, is the unit vector of anisotropy, which is connected with
the left rotationg This is the reason for the occurrence of the
activation branches in the spectrum. Such situation is char-
acteristic of the considered exchange multisublattice mag-

Here we have evidently given the dependence of the modusets, whose state is described, jointly with the spin density,

lus |k| in the coefficientsA, in Eqg. (5.6). Solution of Eq.

by the additional dynamic variable which is the matrix of

(5.7) yields two pairs of Goldstone and one pair of activationrotation; if the state of the magnet is characterized only by

modes
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We emphasize that in the equations of motion for the addiphenomenological approach based on employment of the
tive motion integrals the expansion in terms of spatial gradiHamiltonian formalisnf® Except for the multisublattice
ents begins with the linear terms on gradients and in thenagnets, the concept of total spontaneous symmetry break-
equation of motion for the rotation matrix the expansion be-ng relative to spin rotations has been used in the Hamil-
gins with zero-order terms on gradients, which correspondsonian approach for the description of the low-frequency dy-
to the precession motion with the corresponding activatiomamics of the superfluiB-phase ofHe (Ref. 19 and of the
frequencies. quantum spin crystaf®.

3.s#0, h#0, p,=0.

Equation(5.6) has the form M. Yu. K. and S. V. P. wish to thank the Faculty of

. , o 4 , o o s Mathematics and Natural Philosophy of Rostock University
Agw®+ (A + ALK 0+ (Ay+ Ak 0™+ Ag+ Agk (: Oj for hospitality and for partial financial support of this study.
5.9

In this case all branches are activation branches E-mail: kfti@rocket kharkov.ua o _
DAs for the magnet with total symmetry breaking in the case of the antifer-

wizz wgi + Ci2k2, i=1,2,3, romagnet, it is necessary to c_iiffere_ntiqte l_)etween the ar!tiferromagne_ttism
vectorl , that enters into the Gibbs distribution and the antiferromagnetism

where the activation frequencies; are determined from the  vectorg,(x,p) considered as a functional of the nonequilibrium statistical
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The spectral structure for an op&r-Y chain is determined rigorously, and one-fermion states
are classified for all values of anisotropy and transverse field. Quasidegeneracy is
interpreted as well as the general nature of ordering in a certain class of systems with a locally
nondegenerate ground state. 1®97 American Institute of Physid§1063-777X97)00507-(

1. INTRODUCTION 6=|3,—H|, H>J3,J,/3,. ©)

The interest towards th¥Y-model was aroused by the
problem of ordering in Heisenberg antiferromagriefis.the
simplest models like an isotropic ferromagnet, the groundrhe information obtained in this way does not give any in-
state energy level is already degenerate for a finite number afication about the order fdl—. In such a situation, the
lattice sites and the corresponding states violate the symmexistence of the long-range order in the system in thermody-
try of the system. The tendency towards ordering in the macnamic limit atT=0 and for nonzero anisotrop\A(# 0) is
roscopic system is manifested at the most elementary levedvidenced by the asymptotic behavior of the correlators of
viz., in a pair of interacting sites. The situation is different in the type(SeSY, 1) (a=x,y,z) detected in Ref. 2 for—os.
a Heisenberg antiferromagnet whose ground state is nonde- | jep et al! also considered an opefY-chain in zero

generate for any number of sites and any dimensionality ofnagnetic field for which a rigorous solution can be obtained
the systent,and the minimum excitation energy for a pair of without using the above-mentioned approximation. It was

sites is equal to the exchange interaction parameter. In thig ., that in this case there exists an eigenstate\fet 0,
case, the ordering is basically associated with the macr hose energy separation from the ground level is

scopic nature of the system. The same situation is also real- (Jy/JX)fN/Z_ A similar result was obtained by Pfedtfor
ized in some other quantum systems.

Such an effect can be studied in the model ofxar: an open Ising chain in a Fransversg .mag.netic figld. The au-
- o . thors of Refs. 1 and 3 believe that it is this quasidegeneracy
chain in a transverse magnetic fiehtl which can lead to . .
rigorous results. This model was analyzed by Léttal ! and that is resp0n5|blg for thg emergence of 'order |‘fbr_.>oo_
Barouchet al?> who studied a chain oN spins 6=1/2) Thus the assumption required for c0n3|derlng a cha!n closed
forming a closed circle with a Hamiltonian into a ring does not affect'the thermpdynam|c functions but
complicates the physical interpretation of results and may
N1 e N 5 also be manifested during structural analysis of the ordered
H=— ngl (JxSnSn+1+‘]yS?1/S?1/+ 1)~ Hngl S @ states.

In view of all that has been stated above, it should be
supplemented by interaction of boundary sites, wherexpedient to study the exact solutions of a finité>(4)
Jx>Jy,>0. Going over to Fermi operators and disregarding aypenX Y-chain in a transverse magnetic field over the entire
certain “boundary” term, we can present the Hamiltonian asrange of variation of field and anisotropic parameters. In this
a noninteracting system of fermions with the dispersion rework, we present the distribution of energy levels of single-

lation fermion states as well as a classification of these states with-
e(k)=[(J, cosk—H)2+ A2 sir? k]2 out any explicit details of their structure. Two categories of
“band” type states and two types of states corresponding to

k=(2n/N)p, p=0,.., N—-1, quasidegeneracy are revealed. It is found that the specific

quasidegeneracy is always associated with the emergence of
‘]a:% (3, +3y), AZ%(JX—Jy) 2) long-range order. We shall discuss the critical size of the

chains for which special solutions responsible for quaside-
and with the vacuum state as the ground state. It followdeneracy are obtained. We shall also present concepts from
hence that the ground state is not degenerateAfor 0 perturbation theory revealing the macroscopic nature of the
H+J,, and its energy for ani is separated from the rest of quasidegeneracy and its particular role for a certain class of

the spectrum by a gap: guantum systems. Since these simple concepts are supported
by rigorous results obtained in the family ofY- models
1 considered here, they can be used with confidence in other
_ = Y2 1/2 < . . ,' \%
0 2 AL=HTQIPITE H<Idy/a; analogous situations also.
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2. FORMULATION OF EQUATIONS cosk;+cosk,=2h,, and cosk; cos«,=hy,

We shall use the methods described in Ref. 1 to consider h,=H/Jn,, Jn=3Jy/J,, (10
the Hamiltonian(1) in which we assume, without any loss of which describes the condition(k,) =& (k,). Then the sec-

generality, that,>0,/J,|<J,, H=0. Other versions can be ) : N
reduced to this model through simple unitary transforma—Ond of E_qs.(8) will define the eigenvalues af. _Formula(Z) .
tions. The exact solution of modél) is obtained by apply- for (k) is the same for open and closed chains, but possible

ing Jordan—Wigner transformation to the Fermi operators invalue; ofk in our case are determined by the system of
quationg9), (10).

fcernjs of Wr_nch th_e Hamiltonian assumes aquadranc f(_)rm. I In the absence of a magnetic field, formutk0) de-
is diagonalized with the help of tha -transformation which . . . » .
scribes a simple relation between two “momenta

is defined by the following equations: ki =k,= 1, which reduces Eq9) to the form described in

u=1M2(w+2), v=1N2(W—2), Ref. 1. The case of Ising’s model in a transverse field is also
reduced to an equation in a single momentum and the gen-
eral solution of the systen(6) in this case has the form
whereu, v, w, z are N-dimensional columns, and matrix ce*™+c’e k™3

AATw=¢c’w, Atw=¢ez, (4

A is equal to In the general case described here, the two “momenta”
1 1 involved in the formation of a state are connected through
Anm=H 8 m— 5 (Ja=A) S o1~ 5 (JatA) Sy e relation (10) which depends on the model parameters. This

leads to various types of solutions and complicates their
(5 analysis.
The fermion energy is chosen to be nonnegative so that the
ground state does not contain fermions. 3. CLASSIFICATION OF SOLUTIONS
The problem is reduced to determining the eigenvalues
and eigenvectorghere must be exacti such functions and
vectors for the first of Egs.(4):

Equationg(9) and(10) have the following types of solu-
tions depending on the position of numbées, k, in the
complex plane. In order to obtain a mutually unique param-
AATW=g?w. (6) etrization of the families of function&’), we impose certain
constraints orkq, k,.

1. kq, ks are real,

0<k,<k;<m; (11

All the solutions of this equation have the form
(n=1,2,...N; N>4)

Wn:Cleikln+Ciefikln_i_czékzn_i_céefikzn (7)
. 2. (a) kq is real,k,=ip; (b) k; is real,k,=7+ip;
where k;, k, are complex-valued and are connected with @ ke 2=ip; (b) Ky 2 P

&>0 from Eq.(6) through the equations 0<k;<m, p>0. (12
e=s(ky), p=1,2. (8) 3.ky, arecomplex,k; =k3, ky=k+ip, ko=k—ip;
The functione (k) is defined in(2). (We shall not consider 0<k<m, p>0. (13

rare cases of multiple roots and the corresponding types of 4 gk, ,=ip;,, 0<p,<p;; (Ok,=7+ip,
solutions which, if required, can be obtained fro(¥) ’ ’

through the limiting transitiork; —k,—0 or ky ,—0,7.) kz=ip2, P12>0; (C€) kyp=ip1zt @, p1>pz>0.
Relations(8) ensure for any values af, ,, c; , the so- (14)
lution of all equationg6) written in terms of the vector com- All the above relations are strict inequalities and this

ponentsw, and matrix elementsAA™), , except the first ensures that the vectors esxkn() appearing in(7) are lin-
two (n=1,2) and the last twon(=N,N—1). These bound- early independerfisee the remark following E48)].
ary conditions are satisfied through an appropriate choice of Solutions of types 1 and 2 are called “band” solutions
C12, C1,, Which leads to a homogeneous system of foursince the values of(k;) for them coincide with the corre-
equations for them. The nontrivial solvability condition for sponding values of(k) for a ring-shaped closed chain to
this system gives another equation for determining the poswithin quantities of the order of .
sible values of, kj »: Solutions of the first type are realized under the condi-
. tion H<|J,| for the values ofk,, lying in the interval
(1+7* cof ky)SiPI(N+1)rc] (0ko), cosky=2h,|-1 for J,>0 and in the interval
=(1+ v? cof k,)sirP[(N+1)«,], (m—ko,m) for J,<0. In these intervals, the functiar(k) is
nonmonotonic under the above condition and assumes each
of its values twice. It has a minimum at the point
Km=arccoshy, if J,>0, and a maximum i, <0. Thus, the
possible values ok, , for the first type of solutions satisfy
the conditions

1 1
K1=5 (k1 —ka), K2=5 (k1 tkz),

Y=A13= (3= I/ (I +Jy). 9

(Note that the condition),>0 corresponds to €y<1,
while the conditionJ, <0 corresponds tg/>1.) Instead of
one of the equation), we can take m—Ko<ky<kp<k;<m, J,<O0. (15

0<ky<km<ki<ky, Jy>0;
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Solutions of type 2 correspond to valueskaflying in the  dent of how close the field is to J,,. Fory>1(J,<0), the
interval (ko,7) for magnetic fieldH <|Jy| if J,>0, and in  second root does not appear in the intefglfor all N>4.
the interval (O —ko) if J,<0. For H<|J,|, the “band” It was assumed above that the numerator on the right
solutions can be only of type 2. hand side of Eq(16) does not vanish together with the de-
Solutions of types 3 and 4 are realized in fieldsnominator. This, however, does not change in principle the
H<J,, and correspond to quasidegeneracy in the system. Agbove distribution of roots since we proceed in this case
in Refs. 1, 4, we attribute this to the emergence of long-rang&om Eq. (9) which is obviously satisfied. Turning directly to
order forN—cc. This will be supported by additional argu- the system of equations far, ,, ¢; ,, we observe that its

ments. rank is equal to two and hence two independent solutions
exist in this case also.
4. “BAND” TYPE SOLUTIONS The fermion energy corresponding to the parameter

may be expressed a$ «,+ k,(x1)], where any point in the

For solutions of type 1 which are realized only in fields jyteryal containing the given solution can be taken asvith
|h,/<1, Eq.(9) can be conveniently written in the form an error not exceeding 1/N.

1+9% cof k; SIP(N+1)k, Let us make a general remark. It is hard to prove directly
1+ 2 cof «, = SIP(NT L), the absence of the sgcond rooHp under the condlt_lom21)

for any N and for arbitrary parameters. However, it can eas-
0<k1<ml2, Kk1<ky, K1+ K< (16 ily be shown that there must be at least two additional roots

if such roots do exist at all. A count of the total number of
irrefutably existing roots would lead to the conclusion that
the corresponding algebraic eigenvalue problem has more
Kko( k1) =arccoshy,/Cos k). (17)  thanN linearly independent solutions, which leads to a con-
tradiction. In the following analysis we shall always bear
these arguments in mind so that no such roots are found
f(kp)=Fn(k1), 0<xi1<ko, (18 whose existence has not been proved rigorously.

wheref andF are functions on the left and right-hand sides ~ The solutions of type 2 can be parametrized by the num-
of Eq. (16) after such a substitution. The functidifx,)  Persk, p:

In the interval[0,xq], wherexo=Kkq/2, Eq.(10) describes a
monotonically decreasing function:

Substituting this equation into E¢L6), we obtain

decreases monotonically in the intery8l«,] from o to 1. k=k, ko=ip for J>0;
In a certain neighborhood of each pointl/(N+1),
=0, 1, 2,...m, the functionFy(x;) increases monotoni- ky=m—k, ky=ip+= for J,<O,

cally from 1 too to the left of this point and decreases

monotonically to the right. Heren is defined by the condi- O<k<m, p>0. (23
tion In both casesJ,>0, J,<0), Eq.(10) assumes the form
™m m(m+1) cosk+coshp=2|h,| or |cos«|?=]|hy|
NT1 - 9OSTNFT (19
1
At other points in the interval (@), the function k=7 (k—=ip) (24
Fn(k1) <1 andFy(kg)=1. Thus, Eq(18) has two solutions
in each interval and defines uniquely the monotonically increasing function
Al m(l+1) p(k) with k varying in the interval ko, ) for |h,|<1, and
P= N1 NEL (20)  in the interval (Og) for |hy|>1.

Denoting the arguments of complex numbers e@nd
with =1, 2,...m—1. In the intervalP,, Eq. (18) always sin(N+1)«] through 2 and —4®), respectively, we can
has only one root. The absence of the second toear represent Eq(9) in the form

k,=0) is equivalent to the condition [1-[hplexp(—iP)][1Fh, exp(iV)]

1 NRD? 1 ORI 9)= 1 Texp(iW) 15 hy expl —1¥)]
¥? “sib(N+ 1)k, sirfk,
km=arccoshy, . (21) =expidy), haEJ_a’ (25)

The sufficient condition for this relation to be fulfillgde., where the upper sign corresponds to the cjse0, and the
for the absence of the second root in the inte®gl is the | er sign to the casé,<0. The quantitiesV,®y ’are con-

simpler relation nected with the parameteks p=p(k) through the relations
% - % (N+1)2+ g _ (22 tan(¥/2) = tan(k/2)tanh(p/2),
= + + .
This relation shows that for an anisotropyx@<1, the ab- tan(®y/4) =cof (N+1)k/2]tanti (N +1)p/2] (26)

sence of the second root B, is ensured in a quite long An analysis of the function® (k),® (k) leads to the fol-
chain, the choice of the length of the chain being indepentowing conclusions concerning the solutions of E2f).

536 Low Temp. Phys. 23 (7), July 1997 A. A. Loginov and Yu. V. Pereverzev 536



For |hy,|<1 and for any sign o8, , Eq.(25) must have Thus, in fieldsH<J,, one root is always missing for
a root in each intervaP,, |=2m+1, ... N—1, wherem is  quite largeN. This missing root corresponds to a solution of
defined in(19). In addition, there exists one more solution type 3 or 4, which we shall consider below.
which may be of type 1 and correspond to the vatyén the
interval P,,,, or of type 2 and correspond to the vakie the

interval P, .
For |hy|>1 (3,>0, J,<0), Eq.(25 must also have a > QUASIDEGENERACY
root in each intervaP, =1,..., N—1. In the intervalP,, At the beginning, we note that for solutions of type 3 and

there is no solution fod,<0. ForJ,>0, a solution appears 4, itis convenient to present the fermion spectrain (8) in
in the intervalP, only if the following condition is satisfied: terms ofk; ,:

Lo ¥ hm |2 82=c0S (k1 [ IZ cOZ( k1 ) F HI[ 32T coS(1 )],
a7 (N+1)cot (N+1)po/2] \hy—1) (31)
coth py=2h,— 1. (270  Where the upper sign corresponds to the cise0, and the
] _ ) . lower one to the casé,<0.
An analys_ls.of(27) Iggds to the_followmg sy_s_tem of mequalll— Solutions of type 3 are possible only fay>0 and “mo-
ties de_scrlbmg sufﬁmept put S|m_pler COﬂIdItIOI’]S under whichmenta” of type (13). Formula(10) uniquely defines in this
a solution does not exist in the interva: case the monotonically increasing functikfp) in terms of
v?>1—h> [ y+(1— y)¥)I(N+1), which Eq.(9) can be represented in the form
y>[(N+1)2+1] 2 (28  (costt p—h7)(33,—cosHt p)
It follows from these inequalities that no solution exists in 5 o . sir[ (N+1)k(p)]
. . . ) =J5,(cosit p—h3)sint? p — ,
P for quite largeN if the field H<J, and the anisotropy ag 9 sinkP[(N+1)p]
vy # 0. The value ofN can be chosen so that it does not "
depend on the closeness of the fieldo J,,. ForH>J,, it  Jag=Jda/Jg, Ng=H/Jg, Jg= (33D~ (32
follows directly from(27) that a solution does existiRo.  An analysis of functions on the right and left sides of this

Let us consider separately the possibility of the existenceelation shows that the condition for the existence of a root
of a root in the intervalPy for various fields. Ford,>0,  of this equation coincides fdd <J, with the condition(21)
and for allN>4. For J,<0, a root appears in the interval o, Jm<H<J§’J with the condition(27) for the absence of a

Py only if the following condition is satisfied: solution of type 2 inPy. The fieldJ is determined from
y2 [ EREE (32) by imposing the condition that the limiting relations
1_ha<(N+1)tanr[(N+1)p(7-r)/2] T+ | coshp—Jy/Jn, k,—0 are satisfied foH—J, (for H=J;,

the solution has a quasipolynomial form, see remark follow-
costip(m)]=2|hy| +1. (29)  ing formula(8)). Note thatJ; depends om, but the differ-

. - . ._encel,—J; is a rapidly decreasing function fdd— co:
A simpler sufficient condition for the absence of roots in g 79 picly 9 -

Py is Jg—Ig=A%(823,)(N+1)(3,/I)N. (33

1—h,>y?/(N+1). (30)  The solution of Eq(32) can be presented in an explicit form
only for largeN. In the zeroth approximation cogitJ,g,
while the asymptotic formula for correction has the follow-
ing form for N—o uniformly in the field interval

It follows from (29) and(30) that forH>J,, a root exists in
Py for all N>4, while for H<J, no such root exists for

quite largeN. SH<J
Let us summarize the results obtained on the number 09 9°
“band” type solutions. Jzg—cosit p=4A sirP[(N+1)kg](J, 1IN, (39)

For H<|Jn<Ja(y<v2) or H<J<|Jl(y>Vv2),
there are 2fi—1)+ 1 solutions of type IN—1—2m solu-  Where

tions of type 2 and one solution whose tyfieor 2) depends cosky=H/J,, A= (Jg_ HZ)A‘];2|‘]X‘]y_ H2| L,
on the specific values of parameters. The total number of _ . .
these roots is equal th— 1. For quite largeN (the condi- To obtain the value ot corresponding to the solution

tions for this are determined by the inequaliti@q), (29)), ~ under consideratiowe shall denote this value as), we
there are no other “band” type solutions for the values ofshould put«;=ip in (31) and substitut¢34) in it. Retaining
field indicated above. only the principal nontrivial term of the asymptotic form in

If [J,|<H<J,, there existN—1 solutions of type 2 N, we obtain

only. For quite large values dfl [conditions (27), (29)], _ . N+ 1)/2

there are no other “band” type solutions in this case also. £0=2B|sin (N+1)kg]|(J,/3,) "7, (35
In fields H>J,, there always exist exactlyl “band”  where B=A(J3—H?)J;*J3,3,—H? 2

type solutions, some of which may be of type 1 only for Note that in the IimitH—>Jé, formula (35) assumes the

y>v2 since in this casd,<|J. form
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(Sink? p+h3)(J5,—sint? p)=J5(sint? p

cosH[(N+1)p’(p)]
cosH[(N+1)p]

_2A%(N+1)

N+1)/2
£0= 3, (I, 13 N+D2, (36)

(39

. . . . . —hg)cosit p
Putting H=0 in (35), we arrive at the result obtained in

Ref. 1.

An analysis of this equation leads to the conclusion that there
It can be seen froni35) and (36) that the energy corre-

; . . i exists just one root in the entire interval of fields<81 <J,
sponding to a type 3 solution ft¥ — is a rapidly decréas- i \he inequality opposite t629) is satisfied. Asymptotic for-
ing function of N in the entire range of existence of this ., a5 for this root and the values of are defined by the

solution. Thus, the creation of a fermion with such an energ)éxpressions(:a?) and (38 in which Qy is assumed to be
leads to a variation of the system energy that is exponentiallgquaﬂ to unity. N

small in comparison witlN, i.e., to quasidegeneracy.

o X Thus, for fieldsH<J, and 0<y<, a special solution
It is interesting to note that as can be seen from(g§),

! ) s realized in the system in addition to the “band” solutions
the dependence af, on the fieldH displays characteristic ¢ N exceeds a certain critical valué, . For given param-

oscillations. For eaclN, there exists a discrete set of fields eters of the model. this value can be determined from formu-
(the set condenses &k—) in which the exact degeneracy las (21), (27), and(29). It follows, among other things, from

e=0 takes place. The fields are defined by the e_qualit){he rough sufficient condition€@2), (28), and (30) that for
Hi=Jy cognl/(N+1)], wherel =1,2,.., N/2. These oscilla- J,>0 the special solution exists for aN>4, ie. for

tion.s are a “continuation” pf thg same field oscillgtions i_n N.=4, in the range of values of parameters satisfying the set
an isotropicXY-model obtained in Ref. 4 to the anisotropic ¢ nditions

case.

It should be observed once again that a type 3 solution 0<y<1,
exists in the field interval &€ H<J/. It will be shown that .
the solution changes to type 4 asg the field crosses the upper HIJa<min{(1-%%), (1-[¥*+x(1- 72)1/2])}'
boundary of this interval.

An analysis of Eqs(9), (10) shows that for solutions of
type 4, version(a) is realized in(14) for J,>0, while version In order to understand more clearly the nature of
(b) is realized forJy<0. The versior(c) is usually not real-  qyasidegeneracy and its connection with the emergence of
ized for type 4 solutions. For roots of typéafb), it is con- long-range order foN—c, we study thexY-model under
venient to represent Eqs9,10 in terms of the variables consideration from the point of view of the perturbation
P=(P11P2)/2,p’=(p1—p;)/2. In view of Eq. (10), p, theory(PT). We proceed from Ising’s model witH,, which
p’ satisfy the condition &p”<p. This equation uniquely ¢, raqnonds td,=0, H=0 in (1) for a weak transverse field
deﬂn.es mono_tonlcally deqreasmg functigm'{ p) (different H or a small exchangd,. The following obvious points,
for different signs of,) using which we can transform EQ. \ynich will be quite significant in subsequent analysis, should
(9) into an equation irp. Let us consider successively the be borne in mind. The quantilr;ylo has a doubly degenerate
casesly>0 andJ,<0. . . . . ground level energyE,, the corresponding statés-) and

For J,>0, the equation inp is formally obtained |—) are (tensoj products of states of individual sites. All

from (32 by substituting —sint?(N+1)p’(p)] for latiice si ,
. : . . attice sites of the vector+) are orthogonal to the lattice
Sif{(N+1)k(p)]. An analysis of this equation leads to the sites of the vectof—) (for largeN, this corresponds to the

conclusion that one root exists fof <H<J,, whereJ; has macroscopic difference between states) and |-)). Be-

been defined above, if there is no “band” solution in the . : X
interval P, as expressed by an inequality inverse(2d) sides, there exists a symmetr~=H,+V (rotation around
0 " thez-axis by ) that transforms the stat¢s ),| —) into each

The asymptotic formula for this root fod— o has the form other and for which the degeneracy spa&a} of level E,

6. PERTURBATION THEORY

Jgg—cosﬁ pzAQﬁ(JX‘l[H T (HZ_JXJy)l/Z])Z(N+l)(’ ) |s+pI;ti intc; two one-dimensional spaces defined by the vectors
3 — 7 /.
The introduction of a perturbatiovi causes a splitting of
whereQy = 1 — ex — 2(N+1)py],coshpy=H/Jy. the levelEq which is described by an equivalent operator in
The corresponding value &ff k,=ip in (31)] is given  the perturbation theory. The general structure ofith or-
by der term has the form
-1
£0=BQu(J; [H+(H2= 3,3, 2N+, (39) PoV(RV)™ P,
Ro=(1-Pg)(Ho—Eq) ~*(1-Py), (40)

where the base of the exponential functionNofs less than
unity in the interval of fields under consideration. For wherePy is a projector ofEy},V « H orJ, . It follows from
H—>Jé formula (38) is transformed intd36). Among other the facts listed above thatm<N for V « H or m<N/2 for
things, this is ensured by the factQy in (37), (38). This V « J,, all terms in(40) can transform each of the states
factor can be disregarded for all fields except a small neighf+) into itself only, giving the same corrections to them,
borhood ofJé (determined by the smallness bf ). For  which cannot lead to a splitting d&,. Only beginning from
Jy,—0, Eq.(38) leads to the result obtained in Ref. 3. m=N for V « H andm=N/2 forV « J, does Eq(40) acquire
For J,<0, Eq.(9) assumes the form terms with a nonzero matrix element betweph) and
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|=). This leads to the formation of eigenstafes)=|—) characterizing the behavior of correlators in the stajei.e.,
and to an exponentially small splitting-(H/J )N or  the parameters describing the spatially nonmonotonic part of
~(Jy/JX)N’2 of the level Ey. In this case, the number of the correlators~exp(—pn)coskn) for large n in fields
terms that can contribute to the first nonvanishing correctiord <Jg .2 Solutions of type 3 existing in the same regions of
in the perturbation theory is not more thisln which does not  fields coincide exactly with the real and imaginary part of
change the rapidly decreasing nature of the dependence parametersk;,. In the field J;<H<J, also, the para-
splitting onN. For a larger dimensiow of the lattice, the metersp, , of the solution of type 4 define the parameter
rate of decrease increases on account of an increase in thg—p, of the exponentially decreasing part of the
excitation energy of intermediate states to quantities of theorrelators’
order of J,N*~ 17, The analysis carried out in this section can be general-
For largeN, the splitting remains small right up to the ized, and hence we can speak about a certain class of quan-
value of perturbation closely approaching the dgapn the  tum lattice systems existing in the vicinity of Ising-like mod-
spectrumH,. However, the real applicability of perturbation els for which the above mechanism of quasidegeneracy and
theory may be hampered by corrections that do not undergestablishment of long-range order is realized b+, in
splitting and nonuniformly displace levels of enetdy even spite of the fact that the ground state is not degenerate for
in lowest orders of perturbation theory. This may lead tofinite N.
their intersection and thus render perturbation theory inappli-
cable. Exact results show that this does not happen in thé CONCLUSION
case under consideration and perturbation theory really de-  gingle-fermion states are classified for an open finite
scribes the true picture of splitting for ail<J, or J,<Jx  (N>4) anisotropicXY-chain with a transverse magnetic
for quite large N. However, if the above procedure is fig|d, and the distribution of the corresponding energy levels
applied to an antiferromagnetic Ising chain with spin 1, in-is gptained for all values of the parametds J,, andH.
cluding isotropic antiferromagnetic perturbation Tyo types of “band” type solutionstype 1 and type Rare
z—y(Jy=J,), the intersection of levels described above isgptained for such a system. Their energy is defined by the
realized for a certain value of the anisotropy if Haldane'sformal dispersion relatios (k) for an infinite chain for real
hypothesiéis valid. allowed values ok. In addition, there exists a special solu-

quasidegeneracy in large systefamomalously small split- States of type 1 contain in their construction two real
ting with a characteristic exponential dependence Ofnomentak, ,>0 for whiche (k) assumes identical values. In
N,~¢",é<1) indicates that each of the corresponding stategther words, there may exist solutions when the spectrum
is a superposition of the same macroscopically differeng(k) is nonmonotonidfor k>0), and correspond to gener-

states. _ . _ . _ alized standing waves. These solutions are realized in fields
We shall now discuss in detail the mechanism behind th@y < || in which such a nonmonotonicity af(k) exists.

emergence of long-range order in the simplest case under states of type 2 exist for all fields and their construction
consideration. As long as the number of sites is small, theontains one real “momentumk,. The boundary condi-
ground state #%|+)—|—)) of the system is purely degen- tions are fulfilled on account of terms that decrease rapidly

erate and separated from the remaining states by an obseRyith increasing distance from the boundary and contain
able energy gagIn order to avoid confusion, we remark that “momentum” k. of the typeip or w+ip.

we are dealing with the inverse images of real states in the |n fields H<J,, there areN—1 solutions of “band”
subspacdEo} where the equivalent Hamiltonian in the per- type and one special solution whose energy tends rapidly
turbation theory is defined by40).] For N—c, this pure  (exponentially inN) to zero with increasing length of the
state is transformed into the limiting state), which is a  chain. ForN—o, the latter causes a degeneracy of the sys-
mixture of limiting macroscopic distinguishable homoge-tem, especially the degeneracy of the ground state. To be
neous statepe,+) and|e=,—), since for any local observ- more precise, the region in which a special solutiohtype
ables(correlator$ K, we can write 3 or 4 is realized for finiteN is defined by the inequalities
] _ _ (21), (27), and (29). Among other things, it follows from
(el Kfoey=275((om, F|KJoe, )4 (o2, = Koo, =) (4D these inequalities that if the model is nearly isotropic or the
For n—co, the nonzero limit of the correlatq(Sy—(Sy)) field approaches the critical valdg from below,N must be
X (Sy—(Sy))) calculated in Ref. 2 for the stafe) is just the  quite large i,e.N>N >1. At the same time, there exists a
sufficient condition for its decomposition into a mixture of wide range of values of parameters for which a special solu-
homogeneous staté#\pparently, the components, +) of  tion exists for allN>4(N,=4).
the decompositidht cannot be decomposed further and are  In the entire range of parameters in which a special so-
therefore really observable different thermodynamic states ifution exists, the available results of calculations for correla-
which the ordering takes placéS;) # 0). tors carried out in Ref. 2 for a ring indicate that the limiting
Note that in the limitN—o, the second state of the ground state in it is a mixture of homogeneous macroscopi-
quasidegenerate doublet )+|—) coincides with|). This  cally different states. These calculations were carried out for
is manifested in single-fermion states of types 3 and 4a model with identical signs of exchange parameters. How-
whose parameters are directly connected with the parameteeser, using the characteristic quasidegeneracy as a true crite-
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rion for the existence of long-range order in the system, wdif these, in turn, do not decompose into a similar mixjure

can assume that it also exists for opposite signs of exchangd@$iese phases could be obtained directly by the method of

if H<J,. quasimeans or by making a limiting transition under appro-
The informal analysis from the point of view of pertur- priate boundary conditions. In view of the fact that a sym-

bation theory carried out in this work lends authenticity tometry element exists in such a case and transforms these

the statement that quasidegeneracy is linked with long-rangeomponents into each other, quasidegeneracy sets in during

order. This analysis allows us to describe one of the possiblthe transitionN— .

mechanisms of the emergence of order in systems having a

nondegenerate ground state in a finite volume. Such a state-mail: pereverzev@ilt.kharkov.ua

may be a superposition of two vectors which become mac-

roscopically distinguishable with increasing number of sites,E. Lieb, T. Schultz, and D. Mattis, Ann. Phyks, 406 (1961).

retaining in it nonzero weights fdd—oc. In this limit, such iE EgOtUChAifr:d PBH '\gf%(';g)?/so- ReA3, 786 (1972.

a superpq&thn is transformed into & mlx_tu_re of macroscopl-4v: M. Llj<gyntor0\./ichyandy V. M. Tsﬁkernik, Zh.,IEp. Teor. Fiz62, 355

cally distinguishable states, whose individual components (1972 [JETP35, 190(1972].

have the same energy density as the mixture. In fact thiSD. Ruelle,Statistical Mechanics. Rigorous ResuBenjamin/Cummings,

indicates that the thermodynamic limit for the ground state is New York (1969. -

not unique(first-order phase transition pojniand the com- - Affleck: 3. Phys. Condens. Mattdy 3047(1989.

ponents of decomposition are purely thermodynamic phaseBanslated by R. S. Wadhwa
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Dynamic susceptibility of spin-1/2 Ising chain in transverse field
O. Derzhko and T. Krokhmalskii

Institute for Condensed Matter Physics, 1 Svientsitskii St., L'viv-11, 290011, UKraine
(Submitted December 5, 1996
Fiz. Nizk. Temp.23, 721-726(July 1997

Dynamic susceptibility of the one-dimensional spin-1/2 transverse Ising model is obtained by
using the numerical approach suggested edtierroelectrics153 55 (1996]. The

dependence of the susceptibility frequency shapes on the value of the transverse field at various
temperatures is discussed. The way in which the frequency shape rebuilds as the transverse
field increases is illustrated. @997 American Institute of Physid$§1063-777X97)00607-3

The one-dimensional spin-1/2 Ising model in a trans-onalize the bilinear fermion form. Basic results may be sum-
verse field is an important subject of theoretical studies nomarized as follows: The relations between spin operators and
only because of its usefulness in solid state physics, but alséermi operators are
because many of its statistical mechanics properties can be 1

. -3 : H — — -
examined exactly-> However, since the early 1970s it was S'=Z of 01 07 @5 ---<Pjtl€0171<Pj+ '

known that calculation of some time-dependent spin correla- b2

tion functions for this model encounter great difficulties and

in spite of many papers dealing with this probferh(see Sy:i O OO 0y 1 T (3
also recent papets dealing with such studies for the one- b2 TRTATRTR AT

dimensional spin-1/2XX mode) the investigation of dy- 1

namic properties calls for more efforts. In the present paper st= -3 <Pj+ o,

our goal is to provide a fresh view on the analysis of spin
dynamics. Specifically, we shall extend the earlier elaborateg)here
numerical approach for equilibrium statistical mechanics cal-

culations for spin-1/2XY chaing®!! to the analysis of dy- . - .
namic properties of transverse Ising model and we shall  ?j :pz::l Ppj(7p + 1), @ :g«l Wpi( 75 = 7p);

N N

study, in particular, its dynamic susceptibility. (4)
We consider spin-1/2 chain described by the Hamil- o
tonian the transformed Hamiltoniafl) has the form
N N-1 % ( . 1)
= H=2 A - =1,
i _sz’l S'-24—\]12'1 SIS 1 @ e R
where() is the transverse field at the site, ahds the inter- {ng. 7 }=6qc, {ng.m}={nq .7 }=0; 5

action between neighboring sites. Two distinctive cases cory
responding to different signs of intersite interaction will be
considered, i.e.J<0 (ferromagnetic couplingand J>0 N

(antiferromagnetic couplingWe are interested in the time- 2 Vpi(AjntBjn) =A@y,
dependent, two-spin correlation function@sﬁ(t)sjﬂn), =

where the angle brackets denote thermodynamic average N

p» @pj, and¥; are determined from the equations

((...)y=Tr{e PH(..))/Tre P". The correlation function > (A= Bin)=A ¥,
between thez-components was derived in Ref. 2. We shall ~ 1=1 (6)
restrict the analysis mainly to the correlation function be- N N
tween thex-components of two spins, noting that all other > b= VW, =6
) ) . L Lt T T & Eqj T Ogro
nonzero correlation functions can be found in principle by  j=1 j=1

differentiation:

1d iPpj
<S?(t)S}/+n>:_<SJ}/(t)S}(+n>:5&<S}<(t)s}<+n>i p=1 p=1
with
1 2
<Sy(t)5y >:—7—2<S)-((t)3)-( ). (2 J J
s QF de® e Aj=Q8+ 7 81t 7 G-,

In order to evaluate the quantity of interest, one should
rewrite the Hamiltoniar{1) in terms of Fermi operators with B — ﬂ P ﬂ 5
the help of the Jordan—Wigner transformation and then diag- g Tt g TRl
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For further details see Refs. 1, 10, and 11. In view3(5), expressed compactly in the form of the Pfaffian of p(2
the calculation of(ij(t)ij+n> reduces to exploiting of the +n—1)X2(2j+n—1) antisymmetric matrix constructed
Wick—Bloch—de Dominicis theorem and the result can befrom elementary contractions

KOSy =(e1 (Vo1 (D@ (D@y (1)...01—1(1)

Xo (Do (Dol o of o2 + — + - + — + — +
<Pj—1( )<Pj (D1 01 902 95 P 1P 1P P (tDj+l‘)Dj+1""Pj+n—l<Pj+n—l(Pj+n>

0 (e101) (p1e2) - {e1(De)n)
+ - -+ - +
—(e1 9 0 P11 (e (Do
—pf < 1 1> ‘ < 1‘2> < 1 ' J+n> ’ )
_<¢I(t)@j++n> _<¢I(t)@j++n> _<9D;(t)90r+n> 0
|
where that the described approach allows one to study finite-size
\ effects which, however, are beyond the scope of the present
Loty =S @, @ cosiApt—(BAp/2)] paper. Finally, we verified relation§2) which connect
(@] (t)‘Pm>_p:1 Pi~ pm coshBA,/2) : (sf(t)s].,) with other correlation functions after these cor-
relation functions are computed in a similar manner.
. B N sint{i A pt—(BA 4/2)] We shgll discuss the d)_/namics of Fhe transverse Ising
(o] Vem)=— E Dy Vom , model looking at the dynamic susceptibility
p=1 cosh{ BA,/2) ® N
R R |
- _% v SMHIAL=(BA2)] Xxx(wa)EngleIano dt (™1t = ([s(1), s, 1),
<QDJ ( )(pm>_p:1 pj ¥ pm COS“[‘}AP/Z) ’
e—+0. (9
B L % coshiApt—(BAL2)] The frequency shapes of Rg(0,0) and Imy,,(0,w) at
(o] (Dem)=-— & Vo ¥om cosh BA ,/2) ' various transverse fields and temperatures are shown in Figs.

1 and 2. Small wiggles in the curves correspondingBto

Equations(6)—(8) form the starting point for further nu- =5 were introduced by the finite time cutoff () because
merical calculations. Considering a chain =280 spins  of rather slow decay of correlations versus tifespecially
with J= =1 and a certain value of the transverse field in thefor 1=0.2, 1 and ferromagnetic intersite couplingrhe
range{)=0.1-5, we solvedN X N standard problent6) ob-  wiggles can be removed either by increasing the time cutoff
tained in the resultr,, ®,;, V,,;. Settingj =32 and certain in (9), which requires computer resources, or by increasing
n in the range from 0 to 30, we then computed elementaryhe value ofe, which slightly smooths the frequency shapes
contractions(8) involved in (7) for a given temperature in and decreases, in particular, the heights of their peculiarities.
the range8=10-0.1 and timet up to 120 and evaluated the Usually, we set=0.001-0.05.
Pfaffian numerically obtaining in the result the quantity of Let us now turn to the discussion of the results. Figure 1
interest, i.e., the correlation between tkeomponents of shows the dependence of Rg(0,w)— w and Imy,,(0,w)
spins at the site$ and j+n taken at timed andt=0, re- — w curves on() various temperatures. From these plots we
spectively. There are few practical limitations on this ap-easily see that Iny,(0,0) exhibits two peaks fo)=0.2
proach, i.e., finite chain siz&l, presence of boundaries (the Ising-like caseand one peak fof)=1 (the case of
1<j,j+n=<N, and finite timet. These effects lead to devia- almost noninteracting spins in an external fjeléit low tem-
tion from a time behavior inherent to an infinite chain, which perature=5 for (1=0.2 Im x,(0,0) reveals a high sharp
is the case of interest in statistical mechanics. The value gbeak in the vicinity of zero frequency~0.03 and a low
this deviation depends on the values of the transverse fieldroad peak ato~0.76 for ferromagnetic intersite coupling
and the temperature. Nevertheless, since such effect is eaapd two pronounced peaks at frequencies 0.36 andw
to recognize, one may derive in a wide range of parameters-1.02 for antiferromagnetic intersite coupling. In the case
the results which are not subject to these influences, i.eQ)=1Im x,,(0,w) reveals one high and broad peak @t
which refer toN—o. The data produced in the calculations ~0.51 andw=1.50 for ferro- and antiferromagnetic cou-
described abovgas well as the results foy,,(x,®) (9) ob-  pling, respectively. As the temperature is raise@te 1, the
tained on their bas]gertain to infinite chains. The results of situation qualitatively remains the same. Fof)
our numerical calculations were found to be in excellent=0.2 Im x,(0,0) exhibits two lower and broader peaks
agreement with the exact results obtained ate (Ref. § compared with the preceding case, which are shifted to
andT=0, Q=J/2 (Ref. 7) and with the notorious exact re- higher frequenciesn~0.09, w~0.94 for ferromagnetic in-
sult for thezz correlation functiorf. It should be emphasized tersite interaction and to lower frequencies~0.21, w
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~1.00 for antiferromagnetic intersite interaction; in the latter(0=0.3, 0.4, 0.5, 0.@shown in Fig. 2. As can be seen from

case the low-frequency peak becomes higher than the higlirig. 2, the high-frequency peak on the curve }0,0)
—w for =5, 1=0.2 at w~0.76 for ferromagnetic cou-

frequency peak. Fol=1Im y,,(0,0) exhibits only one

lower and broader peak compared with the ¢adseb, which  pling and the low-frequency peak at~0.36 for antiferro-

is shifted to higher frequencw~0.67 for ferromagnetic magnetic coupling with increasing transverse field move to-

coupling and to lower frequency~1.42 for antiferromag- ward the low-frequency peak ai~0.03 for ferromagnetic

netic coupling. At high temperatur8=0.1 the frequency coupling and toward high-frequency peakest 1.02 for an-
tiferromagnetic coupling, which in turn become broader. The

profiles of Imy,,(0,w) almost coincide for ferromagnetic
and antiferromagnetic couplings, although it is still possiblepositions of the peaks are as follows=0.03, w=~0.57 for

to recognize two peaks fa2 =0.2 atw=~0.13, w~0.88 and (1 =0.3, w=0.05, ¥~0.28-0.36 for()=0.4 for ferromag-
w~0.15, w=1.03 for ferro- and antiferromagnetic coupling, netic intersite interactionp=~0.56, w~1.03 for(1=0.3, w
respectively, and one peak fdd=1 at w~1.00 andw ~0.75, w~1.05 for 1=0.4 for antiferromagnetic intersite
~1.10 for ferro- and anti-ferromagnetic coupling, respec-interaction. For()=0.5 two peaks have already coalesced
tively. IM x,(0,0) reveals one peak ab~0.10 andw=~1.00 for

In order to understand how two-peak shapes transfornferro- and antiferromagnetic coupling, respectively. Further

into one-peak shapes as the transverse field increases, \werease of the transverse field leads to the shift of one peak
performed additional calculations ¢f,,(0,w) at =5 for  to higher frequencies, i.ey~0.15 if 1=0.6 andw~0.51 if
543 Low Temp. Phys. 23 (7), July 1997 O. Derzhko and T. Krokhmalskii 543



Im X, (0, ®)

Re X (0.0)

04 FIG. 2. xxx(0,w) versusw for differ-
ent values of transverse field #
=5. The solid lines represent data
for 2=0.2 (these curves are also
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Q=1 for ferromagnetic coupling and~1.10 if )A=0.6 and  YE-mail: derzhko@icmp.lviv.ua, krokhm@icmp.lviv.ua
w~1.50 if Q=1 for antiferromagnetic coupling.
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Using °’Co emission Mesbauer technique, we present clear evidence that in Ca-doped
manganite, the magnetic and paramagnetic phases coexist Bglowith the abundance of the
latter increasing with temperature. In contrast with the regular ferromagnetic materials, the
variation of the hyperfine internal magnetic fiétg,; with temperature deviates considerably from
the Brillouin relation, and exhibits an abrupt dropTagt. These features characterize the
magnetic transition as a first-order transition. The non-Brillouin behavidd,gfT) and the
temperature dependence of the shape of the magnetically split sextet indicate the presence

of spin fluctuations in this material well beloW.. © 1997 American Institute of Physics.
[S1063-777X97)00707-X|

Recent observations of colossal negative magnetoresi§‘Co for Mn in a compacted pellet of kadCay ,gMnOs, by
tance(CMR) in thin films and bulk materials of doped man- diffusion at 950 °C for 4—5 h under Glow (sample 1,T¢
ganites Lp_,M,MnO; (Ln=La etal, M=Caetal) have = 200K). A few representative Nesbauer spectra of
generated renewed interest in this systef.The double- Lag gdCa 2gMN(>’Co)O; at different temperatures are shown
exchange model accounts only qualitatively for ferromag-n Fig. 1. The observation of a single symmetrical sextet with
netic  ordering and  transport  propertte$ ™  fajrly narrow line widths at 80 K indicates that the sample is
Ln; _xM,MnO; has a perovskite-type crystal structure, wherehomogeneous, and that the micropro€o occupies the
Mn ions are surrounded by six oxygen anions which areunique crystallographic site of Mn. Even at 80 K, which is
shared by other Mn ions in a three-dimensional networkwell belowT. = 200 K (T/T¢ = 0.4), the magnetically or-
while the Ln/M ions occupy the spaces between these octatered(MO) sixline component constitutes only 80%, the rest
hedra. The end members= 0 andx = 1, are antiferromag- is paramagnetically relaxed®R) species. The paramagnetic
netic insulators, but intermediate compositions (6:2x  fraction grows at the expense of the magnetically ordered
< 0.5) with mixed Mi*/Mn** are ferromagnetic metals. phase as the temperature increases until the MO component
The electron hopping between Ffnand Mrf™ is believed to  vanishes completely af. (Figs. 1 and 2 It is worthy of
occur via G~ by simultaneous electron jump from Mnto  note that the temperature dependence of the amount of para-
0O?" and from the latter to Mt This “double exchange” magnetic fraction in Fig. 2 perfectly mimics the resistivity
event requires that the two hopping electrons have the santehavior belowT.. These observations support the infer-
spin polarization: a requirement which is met when both Mnences drawn by Lynret al. from their neutron scattering
ions are ferromagnetically orderé®’® Among the four &  studies of Lgg/Cay 3qMn03.2° They observed a quasielastic
electrons of the Mntgg electrons are localized, while the component, which increases with temperature at the expense
e;’x state which is strongly hybridized with Qorbitals is  of the main spin-wave excitations. They assumed that this
itinerant belowT in the ferromagnetic—metallic state and component can be attributed to a paramagnetic phase, where
localized in the paramagnetic—insulating state abbye It  the electrons diffuse on a short length scate (2 A). How-
is believed that the main function of the applied magneticever, this component was not observed for manganites with
field is to increasel-, which leads to a large decrease in lower concentrations of Ca, e.g., 0.175.
resistivity, giving rise to a CMR. The basic features of this ~ The magnetic transition, as evidenced by the temperature
transition can be understood on the basis of the double exdependence of the hyperfine internal magnetic field on the
change picture; however, several aspects are elddilere  daughter®’Fe nuclei, is quite sharp: the hyperfine splitting
we report on the unusual behavior of ferromagnetism indrops abruptly from about 50% of the maximum expected
Lag gfCay 2gMIN(*’C0)0; as sensed by the Mebauer effect saturation value € 550 kOe) to zero &l = 200 K (Fig. 3.
probe involving substitution of a minuscule amount of Mn This feature and the coexistence of the paramagnetic and
by ®’Co with minimal perturbation of the system. ferromagnetic species ne@ characterize this transition as

The compound was synthesized by conventional solica first-order phase transitidh.The order of the transition is
state reactions and characterized by x-ray diffraction an@lso supported by earlier reports of a significant change in
magnetization measurements as a function of temperatureolume atT..?>~2°It should be noted that a sharp transition
To obtain Masbauer data, we substituted about 20 ppm ofs also expected in an ideal superparamagnetic material with
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1 reveal a temperature-dependent broadening of the line
widths of the magnetic component. These two different ob-
servations presumably have the same origin. In a regular
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FIG. 1. Emission Mesbauer spectra of LgCa, Mn(*’Co)O, at different
temperatures: magnetically order@dO); paramagnetically relaxe@®R).

4100

no spread in the sizes of magnetic clusters when it ap-
proaches its blocking temperature. However, we did not find
any reliable evidence for superparamagnetism from our ob-
servations. Moreover, the value df: obtained from the I : P
magnetization and NMesbauer effect measurements agrees 04 0.6 0.8 1.0
well. T/Te

The temperature dependence of thg, on °’Fe nuclei

: : : FIG. 3. The normalized internal magnetic field versus normalized tempera-
shows no saturation well belowc and differs ConSIderably ture. Solid line connecting experimental points is a guide for the eye; dotted

fro_m the Brillo_u_in function ty_pical of magnetic mat?rial_s lines are the Brillouin functions for the spin 1/2 and 5/2. The error bars are
(Fig. 3. In addition, the experimental spectra shown in Fig.smaller than the dimension of the circles.

i 1 1
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magnetically ordered material, the shape of the sextet is
temperature-independent because the frequency of collective
excitations is much higher than the Larmor frequency of the N PR1
daughteP’Fe (~ 10° s™1). Therefore, the Zeeman splitting PR,

(H;,) of the sextet is proportional to the time averaged i
z-component of the magnetic moment of an i¢8,), and ’ i
mimics the temperature dependence of the spontaneous mag T=300K
netization, i.e., the Brillouin function. In contrast, in the Ca- - -
doped manganites, the heterogeneous distribution and thi a
ionic radius mismatch of the substituent unavoidably intro- 10%
1 ] L 1

Absorption

]

duce some disorder in the spin system. At any temperature L
below T, a certain fraction of the spin system is weakly
ordered(and predestined to convert to paramagnetic compo-
nent at a slightly higher temperaturand is likely to be
surrounded by some paramagnetic ions in the vicinity. In
these regions, due to dipole-dipole interactions, the weakly
ferromagnetic spins fluctuate about the average value. Con
sequently, thez-component of the spins becomes time de-
pendentS,(t) = (S,) + AS,(t), whereAS,(t) is the instanta- A
neous spin deviation from the mean vali&). This in turn
induces a time-dependent hyperfine internal magnetic field
Hin(t) = (Hin) (S,(t)/S). The theory(Ref. 26 and the bibli-
ography cited thepepredicts two effects, inhomogeneous
line broadening: :

-2 -1 0 1 2
Velocity, mm/s

Absorption

A7’:(VegHint/S)2<ASz>27'; 1

and line shifts relative to their positions in the absence of 5% b
electronic spin fluctuations:

i i 1 [ ) 1

-10 0 10
Velocity, mm /s

A= (vegHin/S)*(AS,)3 7, )

where v is the magnetic hyperfine parameteris the re- FG 4 © e it of the Niesh raof MNETCO0, at
- . - : ; . 4. Computer fit of the Mssbauer spectra of hgla  ,Mn(°>’‘Co)O; a
laxation time, which is not exactly the same(ih and (2), T~ 300K () and 80 K(b). PR, and PR are the two paramagnetic dou-

but a_ssumed tc_) be equal for the Sake"Of simplicity. If th_e timeolets; PR=PR;+PR, (paramagnetic fraction in all the spectra collected in
of spin relaxation overlaps with the Msbauer effect time the wide velocity range was approximated by a single line without loss of

scale ( ~ 10 ’'—10° 11 s), we observe the temperature- the accuracy MO is magnetically ordered component.
dependent line shape. The temperature dependentg,of
does not reflect the true macroscopic magnetization as it
arises mainly from the temperature-dependent value ofield of 64 kOe(Fig. 5). This ferromagnetic phase is metallic,
(AS)). as indicated by the isomer shift and by a decrease of about
Moreover, as the conversion of the ferromagnetic t025% in the resistivity of the sample.
paramagnetic species progresses with temperature, it is ac- The small magnitudes of quadrupole splittings even
companied by a change in the MiiMn®" ratio (see the aboveT. represent a relatively small degree of Jahn—Teller
discussion in Part Jland thereby the internal magnetic field. distortion of the oxygen octahedron in Jg&a ,MnO;.
In sharp contrast with the paramagnetic spectra whictHowever, it is possible that we might be observing the mean
consist of two unresolved doubletsig. 438, the magneti- value of the dynamic Jahn—Teller distortions.
cally ordered component consists of only a single sextet In summary, we find that in contrast with normal ferro-
(Figs. 1 and 4pwith an isomer shift(lS) intermediate be- magnets, LgsCa MnO; consists of a mixture of paramag-
tween the values obtained for this temperature by extrapolanetic and ferromagnetic regions within the same matrix be-
ing the IS vs.T plots for PR and PR species. It means that low Tc, and the fraction of the paramagnetic component
the transition into the magnetically ordered state is accompancreases with temperature. Also, the temperature depen-
nied by a complete delocalization of holes in the band, whicldence of the internal hyperfine field does not follow the Bril-
makes all the magnetically ordered iron atoms indistinguishlouin function. This circumstance, together with the
able in the Masbauer spectrum, regardless of their initialtemperature-dependent line widths of the magnetic compo-
valence state in the lattice aboVe . nent, is evidence of the presence of spin relaxation processes
Preliminary results show that an external magnetic fieldvell below T, . These two aspects directly bear on the mag-
of only 0.6 T applied aT - = 200 K generates about 40% of netic and transport behavior and the CMR of doped manga-
the magnetically ordered phase with an internal magnetinites, and should be taken into account in any theoretical
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We follow the step-by-step progression of events while approaching the Curie tempé@rature
from below using®’Co substituent as a microprobe in an emissiorsdbmuer study

combined with resistivity measurements. In the temperature range 03 - < 1, the material
consists of a mixture of ferromagnetic and paramagnetic regions within the same matrix.

An increase of the amount of paramagnetic fraction is accompanied by a decrease in electron
delocalization in the ferromagnetic regions. A& T, the electrons are localized to

neighboring MA*/Mn3* pairs only, in about 46% of the paramagnetic species. The strength with
which Mn atoms are bound to the neighbors also decreases progressively and rather steeply
in the range 0.65< T/T = 1. Zero field resistivitypg, follows linearly with the amount of the
paramagnetic phase in the range 069 /T < 1 and still shows metal-like behavior up to

T/Tc = 1.03. © 1997 American Institute of Physi¢§1063-777X97)00807-4

Substitution of L&" by C&" converts antiferromagnetic couple of millicuries of carrier-fre€’Co into a compacted
insulator LaMnQ into the mixed valence Mfi/Mn*" ferro- pellet of La, ¢Cay ;MnO; (sample 2T = 237 K) measuring
magnetic metal which undergoes a transition to the paramag-5 x 2.7 X 12 mm by a two-step thermal treatment, viz., at
netic semiconducting state @&t . According to the double- 950 °C for 4—5 h followed ¥ 6 h at 900 °C both under @
exchange modél, the probability of electron hopping flow. A gas flow cryostat was modified to allow the four-
between MA" and Mrf* via O?~ is controlled by the rela- probe resistivity measurements while collecting $dbauer
tive orientation of neighboring Mn spins and is at a maxi-data.
mum when Mn ions are ordered ferromagnetically. This ac-  The material was prepared by conventional solid state
counts qualitatively for the correlation between magnetic andeaction and characterized by x-ray diffraction and magneti-
transport properties in doped manganites. The “colossatation measurements.
magnetorersistance”(CMR) recently observed in this The temperature-dependent resistivity plot andssto
systeni® is the focus of considerable attention, because obauer spectra of LaCa, Mn(>’C0)O; at corresponding tem-
the potential applications for devices and the challenge tperatures are shown in Fig. 1. The six-line spectrum is char-
fully understand the basic nature of the transition and thecteristic of a magnetically ordered material, while a singlet
associated CMR. The decrease by several orders of magrér doublet(in the case of nonzero electric field gradient at
tude of the resistivity in a few-tesla magnetic field ndar  the lattice site occupied B/Co) are an indication of a para-
suggests that there is a healthy interplay between magnetinagnetic state. We found that even ®iT: = 0.33 (not
order, electronic behavior, lattice distortions, and elasticshowr), the sample contains only 90% of magnetic fraction,
properties of the material. In a search for these correlationthe rest is paramagnetic. The presence of only a single sym-
the simultaneous macro- and microscopic measurements panetrical sextet with relatively narrow line widtlisimilar to
formed on the same sample would be very valuable. Emisthe one shown in Part | of this paper for sample | Fig) 4b
sion Massbauer spectroscopy offers such a unique possibishows that the sample consists of a single phase, and that the
ity. microprobe,®’Co, occupies the unique crystallographic site

Here we report the results of an emission ddbauer of Mn. The ferromagnetic component converts into the para-
effect study, where only a few tens of parts-per-million of magnetic state rather gradually upTé6T ~ 0.85. Thereaf-

Mn is substituted by’Co with minimal perturbation of the ter, there is a rapid increase in the concentration of the para-
manganite system, in conjuction with simultaneous resistivimagnetic component until it becomes 1009 at= 237 K.

ity measurements. We follow the progressive enrichment ofhe coexistence of ferromagnetic and paramagnetic regions
the ferromagnetic component in Kthwith decreasing elec- within the same matrix distinguishes it from conventional
tron delocalization as we approach tiig from ferromag- ferromagnetic material® and could be responsible for its
netic component in MK with decreasing electron delocal- peculiar transport and magnetic properties. For instance, a
ization as we approach th&: from below. This is plot of the resistivity as a function of the amount of ferro-
accompanied by a sharp decrease in the binding of the Mn tmagnetic fraction in the temperature range G65/Tc < 1 is

its neighbors. To obtain Mssbauer data, we diffused a linear (Fig. 2). It means that the current flows exclusively
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FIG. 1. The extent of ferromagnetic to paramagnetic state conversion and the change of resistivjCia n(>’"Co)O; as a function of temperature: P,
paramagnetic component; M, ferromagnetic component. For simplicity, the two paramagnetic Geiest have been approximated to a singlet without
loss in accuracy in the computer analyses ofsktauer spectra recorded in a wide velocity range.

through filamentary ferromagnetic regions surrounded byegions. Correlation between these spin fluctuations could
paramagnetic inclusions in accord with the recently proposegersist aboveT. (with frequencies higher than about
model!! The paramagnetic phase present belgymay be a 10 s™%, which are above the limit of MEsbauer effect time
major source of carrier scattering fromiT¢ ~ 0.6 toTc. scalg, which would permit the probability of double ex-
The Curie temperature as determined by thesdbmuer change to be nonzero. This would account for the metallic
effect, i.e., the temperature at which the sextet collapsebehavior up tol /T, = 1.03. The noncoincidence af. and
completely, just corresponds to the maximum of the derivamaximum of the resistivity has been reported by several re-
tive dpo/dT. It is noteworthy that the change from metal- searchers.
like conductivity to the thermally activated behavior is above =~ We also observe a decrease in the magnitude of the
the transition into the paramagnetic state by 7AHKg. 1).  chemical shift of the ferromagnetic species as a function of
One can perhaps rationalize this observation in the followingemperaturéFig. 3). The chemical shift is determined by the
fashion. AtT¢, the static magnetic order as seen byd#lo s-electron density on the daughter nucleiBe, which in
bauer effect measurements vanishes. However, theirn is determined primarily by the shielding from
temperature-dependent line shages., broadeningof the  3d-electron density—the higher the shielding the smaller
sextet belowT: (Fig. 1) are indicative of the presence of will be thes-electron density and larger the magnitude of the
some dynamic magnetic correlations in quasistatic magnetichemical shift. Taking into account the expected negative
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FIG. 4. Decomposition of Mssbauer spectrum of kgCa, ,Mn(*’Co)O; in
thermal shift with increasing temperature due to the secondraramagnetic state. Species | and I correspond to two different valence
order Doppler effect? the chemical shif() for the ferro-  States of the daughtéfFe (see text
magnetic component clearly undergoes a very sharp anoma-
lous decrease in the range 0.85T/Tc = 1 (Fig. 3. This

observation is very insightful. The ferromagnetic species iﬁaerature. Species & = 0.44 mm/s, Area= 54%; Species IL.
progressively getting enriched in Mih (Fe'"). One canin- 5= 0.21 mm/s, Area= 46%. The chemical shift for species |
fer that the M ions are sharing the delocalized e|eCtr0n5corresp0nds to the daught8Ee*" (at Mn*™), while that for
with progressively fewer Mfi asT is approached. species Il corresponds approximately half-way between that
The paramagnetic component abolg consists of two  for 57Fg®* and57Fett, assumings ~ 0 for 5’Fe** at 300 K13
species(Fig. 4 with the following parameters at room tem- Therefore, in the paramagnetic state, 46% of material consist
of Mn®*/Mn** pairs with the electron shuttling between a
pair, while in the remaining 54% of the material there is no
delocalization of electrons and the species contains only
Mn3*. The observation of 46% MA/Mn®" pairs by emis-
0.50+ M sion Mcssbauer spectroscopy translates to the presence of
23% of Mrf" because®’Co(°’Fe), which is situated in a
Mn3' site and shares an electron with a Mnneighbor,
0.45- cannot be distinguished from*4Co(°’Fe), which is situated

arise from Ca substitution, the remaining presumably arise
from cation vacancies created by thermal treatment in ambi-
0.30 ent O..1* We attribute the localization of the electrons in
Mn3*/Mn** pairs to the distortions of the Mn—O octahedra
with respect to each other, which introduces asymmetry. Our
observations support the small polaron mé¥&~2°in the
sense that the electrons are strictly localized between
' L ! Mn**/Mn3* pairs aboveT

100 150 200 pairs abovelc .

T K The normalized total area under the spectrum is plotted

! as a function of temperature in Fig 5. The area of the spec-

FIG. 3. A plot of the centetchemical shift of ferromagnetidM) species trum represents the recon-free_ Ivhd:)a_uer ever_]ts and is thu_s
versus temperature for gCa, Mn(®’C0)O,. The solid line is a guide for & Measure of the strength with which Mn is bound to its
the eyes. neighbors(i.e., the Debye—Waller factpr There is a dra-

Q in a Mn** site and shares an electron with a Mmeighbor

E 0.40 if the exchange rate is__faster than the reciprocal lifetime of
£ the excited state of the Msbauer probe (16%). This also

‘4‘;.; constitutes an elegant procedure for determining the concen-
5 0.351 tration of holes in manganites. Since 20% units of Mn

[—

8

0.25-
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Mn—O bond lengths are unequal. It is presumably due to a
small Jahn—Teller distortion, static or dynamic820:29
More importantly, the Mn—O bond lengths would differ for
12k each of the paramagnetic species because of differing Mn

valence. This was borne out by the powder neutron diffrac-
% tion studies of Caignaeret al?® and Daiet al?* They ob-

served that the Mn—O bond lengths are nearly equal below
11+ Tc, and that there is a distribution of bond lengths in the
paramagnetic state. These observations are contrary to those
made by Radaellet al?

In summary, moving along they(T) plot and collecting
10 Mossbauer spectra at specified temperatures, we obtain an
insight into the microscopic nature of some transport and
magnetic properties of the La—Ca—Mn—-0O system. The pres-
ol ence of paramagnetic regions far beldw is believed to be
a major source of carrier scattering fromhiT. ~ 0.6 toT..
Noncoincidence off c and the peak opo(T) can be attrib-
uted to the spatial correlations of the spin fluctuations in a

| 1 1 l 1 narrow temperature range aboVe. We also get a good

100 150 200 250 300 measure of the different stages of the transition, starting with

T.K completely delocalized electrons in the ferromagnetic phase
FIG. 5. A plot of normalized area under the B&bauer spectrum as a with Mn®*/Mn*" ratio of abC_JUt 3.5. AST approachesirg
function of temperature. The solid line is a guide for the eyes. from below, the ferromagnetic phase is continually enriched
in Mn** with decreasing extent of electron delocalization.
Finally, atT = T, the electrons are localized to neighboring
Mn**/Mn®" pairs only, in a considerable portion of the para-
magnetic species. We also found a minimum of recoil-free
fraction atT. The Mn atoms are undergoing larger mean-
guare displacements in the paramagnetic phase.

Normalized area, arb. units

matic reduction of the area in the range 065 /T, = 1 and
a minimum is attained af.. This clearly indicates that the
amplitude of vibration for Mn is fairly large nedrc. This
can again arise from torsional oscillations between Mn-O°
octahedra. The ferro-magnetic metal to paramagnetic insula- o N thanks George McLendon for a fruitful discussion
tor transition is accompanied by significant expansiongng the Donors of the Petroleum Research Fund adminis-
(~13%) of the lattice”** An anomalously large amplitude tered by the ACS for partial support of this research. R.L.G.

of vibration for Mn (and O atoms around’c has been re-  acknowledges support from NSF under DMR-9209668.
ported in Refs. 18, 24, and 25 which was predicted earlier
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We have made an electron-microscopy study of nanoholes in membranes in successive stages of
metal deposition using two different techniques: physical vapor depogRdb) and

chemical vapor depositiofCVD). One-sided PVOthermal evaporatignof gold and silver was

used, as is relevant for heterocontacts. The key results in this case #ne:Holes are not

filled during deposition and)Zlosing of the holes is accomplished by lateral growth of the film

on the membrane. In the case of CVD of tungsten we found that nanoholes in membranes

are filled at the beginning of the deposition, and that the process is capable of filling holes as small
as 10 nm. Fabricated devicés-tungstef show good quality point-contact spectra which

are characteristic of ballistic transport through the constriction. A very interesting stepwise current

increase was observed for one amorphous tungsten point contact99® American

Institute of Physics[S1063-777X97)00907-9

1. INTRODUCTION boat, is the usual technique used to form lithographic point
contacts. Chemical vapor deposition is intensively applied in
integrated circuit fabrication to deposit semiconductors, in-
sulators, and conductors. Here we use CVD of W, which is

Very stable metallic point contact$®C) can be made
with nanofabrication techniquég.the contacts are made by
metal deposition on both sides of a thin silicon nitride mem- - o

: : . . well known from the filling of vias(i.e., contact channels to
brane with a hole of diameter in the range 10—30 nm. In this; . T T
- . devices or lower-level metallizationin integrated circuits!

way the nanohole is filled with metal and the electrodes ar

. . . fut which so far was not used to produce metallic point
formed. By using nanofabricated contacts as microscopes Yontacts. We combine the results of scanning electron mi-

presenting the complete picture of contact formation and the

tance fluctuations involving electron scattering at remmeresulting electrical properties.

defects>®
Until a few years ago, nanofabricated point contacts
were almost exclusively fabricated as homocontacts, i.e2- ELECTRON MICROSCOPY STUDY

contacts made of the sarfieery purg metal. Recently, how- Microscopy samples were prepared by patterning arrays
ever, devices of a more complex structure have also beegf noles. Each hole forms from single-pixel exposure with an
fabricated and studied. Examples are heterocontdaten-  e_peam writer ofe-beam sensitive resist on a silicon nitride
tacts including magnetic multilayérs and tunneling |ayer. After the resist development holes in resist are trans-
contacts® To interpret the electrical transport measurementgerred to the nitride by etching in an SiHe plasma. Etching

on these devices and to judge further capabilities of thgs stopped when the resist is completely consumed and the
nanofabrication technique of point contacts, it is crucial tonitride thickness is about 25 nm. Depending on whether a
know how the actual contact is formed. About this mattersample is prepared for SEM or for TEM, the nitride layer
virtually nothing is known, so that one can only guess aboutither is initially supported by silicon across the whole area
the structure and morphology of the constriction region.  or is a membrane as used for real point contastspec-

In this paper we report an electron-microscopy study oftively. In the case of SEM samples we used arrays of 750
the closing and/or filling of nanoholes in membranes in suc-x750 holes placed on an 80-nm period square grid. The
cessive stages of metal deposition and we present the poirlrge extent of this array facilitates breaking of the chip
contact spectra of the fabricated devices. The depositiothrough a “line of holes.” The supporting Si is very helpful
techniques used are physical vapor deposi{iBD) and  here, since it is the Si chip that we break along a proper line.
chemical vapor depositiofCVD). Physical vapor deposi- In the case of TEM samples we used a 200-nm period array
tion, in this case thermal evaporation of Au and Ag from aof 7X5 holes in the membrane.
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FIG. 2. TEM micrographs of membranes with holes after deposition of 2, 5,
and 20-nm Au(a, b, and c, respectivelyA necklace of small grains in the
narrow part of the hole is discernible {a) and (b). Closing of the hole is
accomplished by lateral growth of the film. The bar marke(cjris the same

FIG. 1. SEM micrographs of the cross sections through a “line of holes,” as in(@ and (b).

before depositiona and after deposition of 200-nm A¢h). The voids
result from etching in the S¥He plasma. At the bottom of the voids ¢h)

some Ag is depqsited. Small_distrubance_s of the cross sections may exist @55 of microelectronic devices cannot be filled reliably with

a result of breaking. Dots guide the eye in following interfaces/surfaces. metal by PVDLL Inspection of the outer Ag surface revealed
an array of shallow pits, which result from the missing ma-
terial that has passed through the holes before closing. In the

First, with the SEM inspection, we investigated how acase of PVD of a 200-nm Au layer we made very similar

hole is filled and/or covered during one-sided PVD of a 200-observations.

nm-thick Au or Ag layer, with the substrate oriented perpen-  As a further step we monitored with high-resolution

dicular to the evaporation beam. Before deposition, the subFEM the growth of Au and Ag in successive stages of PVD

strate is cleanedn situ with an O, glow discharge. The on membranes with an array of holes of diameter in the

chamber pressure, substrate temperature, and deposition raéege 30—70 nm. Figure 2 shows TEM micrographs in three

are 5x 1077 Torr, 300 K, and 0.3-0.5 nm/s, respectively. stages of PVD of Au. From these micrographs and similar

The micrographs in Figs. 1a and 1b show the resulting crossnes in other deposition stages we make the following ob-

sections. As can be seen, the nitride surrounding a hole iservations.

severely underetched. This results from the high isotropic 1. In the initial stage of PVI)~2 nm on thickness moni-

etch rate of Si in the SffHe plasma. Effectively, each hole tor, i.e., 1.2X 10 atoms/cri; Fig. 2a grains on the unpat-

is in a(smal) membrane, just like a hole of a real contact.terned membrane parts and on the outer rounded wall of a

The rounded profile of a hole arises from transferring thehole have a certain density. However, a circular region close

resist profile to the nitride and from subsequent over etchingto the narrowest part of a hole is decorated with a necklace of

The smallest diameter of a hole is 25 nm. The step coveragemaller grains, which have a higher area density.

of the Ag film is very poor(see Fig. 1b: The film covers the 2. Grains on the membrane and on the rounded walls

hole, but does not fill it. This finding agrees with the fact thatcoalesce in a way characteristic of an amorphous substrate
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FIG. 3. Remaining hole sizeaverage over membranes and directjcams a
function of Au thickness deposited by PVD on one side of a membrane, for
four initial hole diametergfilled symbols and the corresponding depen-
dences for CVD of W, for two initial hole diameters. Error bars result from
differences between membranes and measurement directions. Dashed seg
ments are extrapolations.

(=5 nm, i.e., 2.9%X 10' atoms/crf; Fig. 2b. Since these

grains grow faster than the necklace grains, they cannot coa-
lesce with the regular grains in the broader area around a
hole. FIG. 4. TEM micrographs of membranes with holes after CVDag¥V

3. During the stage offormation of a closed polycrystal-fI79 20 10, 4 S0 b . ey b el e
line film on the membrane(~20 nm, ie., 11.8 ,caqy closed.
X 10'® atoms/cr; Fig. 2c closing of a hole occurs by lateral
growth of the film. Also for these deposition experiments the
observations for Au and Ag were very similar, even thoughmembranes. The slits were machined to leave open a 1-mm
the Ag exposures required to reach the stages of nuclewgap between the chips and the heater plate of the reactor, to
growth and grain coalescence are approximately twice thosgive the reactants free access to the lower face of the mem-
of Au. brane. A substrate cleaning step was not included, since we
On TEM micrographs we measured the remaining holeassumed that dry etching in §He plasma, which is
size after deposition of Au layers of different thicknessesstopped when the resist is consumed and the membranes are
Figure 3 shows the resulting dependences. In the initial stagdinned to their final thickness, leaves a clean surface. The
of deposition the size of the holes decreases very rapidly as@deposition parameters afe= 500 °C p = 1 Torr, 50 sccm
result of formation of the necklace. Further size decreas&/Fg, and 500 sccm K The deposition times were 30, 40,
proceeds slowly. It can be seen that for an initial diameter 060, and 60 $20 s appeared to be below the incubation time
30 nm one should deposit about 70-nm au to close the holdor nucleation.

i.e., a layer more than twice as thick as the hole diameter. In Fig. 4 we show TEM micrographs for deposition
To investigate the capabilities of CVD to fill holes for times 30, 40, and 50 s. In the initial stafjéig. 44 grains
point contacts, we also performed TEM analysis of mem-occur at the edge of and inside the holes. Holes are filled,
branes with holes onto which W was deposited by CVD. Intherefore, at the outset of the deposition. This is in strong
particular, we deposited-W (common bcc W, which we  contrast with the above PVD results. Figure 4b shows the
normally apply as interconnect material in microelectronicnext stage, where filling of channels between regions of coa-
devicest! Depositions ofa-W were carried out in a cold- lesced grains occurs and where grains and the smallest holes
wall, low-pressure CVD reactor by the reduction of Wiy =~ have approximately the same size. A substantial size de-
H,. Films deposited with this process have very good stegrease of some holes occurs already, although the film is not
coverage and a low resistivity. We used agiartz dummy  yet continuous. Again, this is in contrast with the results for
wafer with slits to accommodate® 9-mnt chips with eight PVD. The holes used here are much smaller than the struc-
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tion, and that the PC spectra should demonstrate the features
of both metals. Indeed, as can be seen in Fig. 5a, the point-
contact spectrum of a typ&-device has clear phonon peaks
of both Ag and Al. To move the interface Ag/Al away from
the constriction, we fabricated tygg-heterocontacts. For
these contacts 200-nm Ag was deposited on side 1 of the
membrane and a bilayer of 10-nm Ag/200-nm Al or 20-nm
Ag/200-nm Al on side 2. In the case of 10-nm Ag the 35-mV
peak of Al is still present in the spectruffrig. 5b), but is
absent in case of 20-nm Ag. In the latter case the spectrum is
that of pure Ag. Similar results were obtained for contacts
with 200-nm, Al on side 1 and 20-nm Al/200-nm Ag on side
2. For these contacts the spectrum is that of pure Al. A pos-
T sible explanation for this result is that geometry of our de-
LA vices is between that of a clean orifice and a short channel.
Ag for the last geometry the spectral contribution from the re-
gions outside the channel is reduced compared to that of the
clean orifice model, most of the signal coming from the

100

d2v/di? , arb. units

| \ i \ channel region. The results for the heterocontacts with a dis-
0 10 20 30 40 50 placed interface seem to agree with this conclusion. How-
vV, mV ever, the spectral intensities of our homogeneous contacts

follow the theoretical relation for the clean orifice model,
FIG. 5. PC spectra of the Ag/Al heterocontacts described in the text. For gyhich indicates that the degree of channel character is neg-
20-nm-thick Ag layer the phonon peaks from Al are absent. The C‘.)”taciigible. Therefore, since the thinner layer of the bilayer is
diameters are in the range 10-25 nm. The inset shows a schematic cros . . .
section through a point contact. comparable to the probing depth, this result remains unex-
plained.

From studies of metallization of vias in microelectronic
tures presently filled with W in microelectronic industfy. gevices it is known that the CVD method is capable of filling
Nevertheless, Figs. 4a and 4b indicate that very good stefples as small as 70 nfAIn order to further investigate the
coverage develops. For a depositipn time of 5D=@..4C’ capabilities of W-CVD to fill much smaller holes we have
thickness~60 nm, as measured with a surface profi”e  fapricateda-W and amorphous W point contacts with a good
smallest holes are completely closed and the film seems cogje|g of devices for electrical measurements. In the case of
tinuous. - _ _ amorphous W we used the reduction of \iy GeH, with

For the W depositions the film thickness was measurege deposition parametef:= 300 °C, p = 1 Torr, 50 sccm
for a deposition time of 50 s. Nevertheless, this enables us tw,:e, 50 sccm Gely and 500 scem B In contrast toa-W,

plot two more lines in Fig. 3, for two initial hole diameters. e fims deposited by this process have a high resistivity as
The considerably steeper slope of the lines for W beyond thg e it of relatively large concentration of incorporated ger-

range, where the necklace for PVD is formed, reflects the,snium. The film thicknesger side was about 350 nm for
differences between PVD and CVD in the closing of a hole. ,.\x/ and 175 nm for amorphous W.

Figure 6 shows a point-contact spectrum ofeaklV de-
vice of resistancdk = 45.6 (). The contact diameter id

Two different types of heterocontacts were made using= 10 nm (estimated from the Wexler formulawhich is
PVD of Ag and Al as the final steps of our fabrication much smaller than the size of the contact plugs used now in
schemé. Fabricated point contacts were characterized bymicroelectronics. The spectrum shows a sharp TA-phonon
measuring the point-contact spectrudV/dI?(V) at the peak at 20 mV and a weaker and broader feature at 40 mV,
liguid-helium temperature. The spectra were nearly antisymwhich is a double-phonon peak. The background is relatively
metric with respect to the bias-voltage polarity. It is knownlow and there is a weak zero-bias anomaly. Finally, the LA-
that in the case of ballistic electron transport through thephonon peak is not resolved, which is not unusuakeiV
contact(the elastic mean free path of electrons is much contacts-*>!*The W spectrum in Fig. 6 is comparable to the
larger than the contact siz@?V/dI%(V) reflects the pecu- best spectra of ballistic mechanical point contacts made from
liarities of the phonon density of states of the metals thaa high-purity W base materiaf:* This indicates that the
form the contact Figure 5 shows the PC spectra of PVDCVD depositeda-W is of high quality. Indeed, an estimate
fabricated Ag/Al devices. For typ&- heterocontactgthe  of the elastic mean free path from the raRgyox/Ra.ok Of
cross section of the device is shown schematically in thehe film (in the free electron approximatibngives I;
inset in Fig. 9 after deposition of 200-nm Ag on side 1 of = 95 nm, confirming the ballistic transport through the con-
the membrane with a single nanohole, 200-nm Al was detact.
posited on side 2. One can expect, taking into account the Bulk layers of amorphous W deposited with CVD are
results in Fig. 1, that the Ag/Al interface for this type of superconducting below 4.3 K, which makes it possible to
heterocontacts is situated close to the center of the constristudy the superconducting properties of contacts of this ma-

3. ELECTRICAL CHARACTERISTICS
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FIG. 6. Point-contact spectrum of aaW device formed by chemical vapor

deposition.T = 1.5 K andR=45.60. FIG. 7. Thel-V characteristics of an amorphous W point contacRgqf

= 12.X), measured at different temperatures. The estimated contact diam-
. . . eter is 125 nm. Below 4.3 K the curves display a supercurrent.
terial. To characterize the amorphous W point contacts, we

measure thel-V curve and its second derivative
d2V/dI?(V) above and below the superconducting transition
temperature for several devices. Abdlgthe amorphous W
contacts appears to be not very interesting, because ttih1ase-slip centereSQ. Our amorphous W point contacts,
point-contact spectra are virtually structureless. This is a rehowever, operate in a different limit than those channels, so
sult of the high resistivity of the material50—200 nf}-cm  that the PSC model does not apply. The origin of the steps in
at 4.2 K) and the related very short elastic mean free pattfig. 7 is probably of mesoscopic nature. To the best of our
(I; = 1 nm). Below T, the curves show a rich variety of knowledge, this would be a new aspect of this typd -0f
features which are related to the superconducting ¢sitee  curves, which we will discuss further.
they are absent above), which could not be classified in a We assume that the stepwise behavior may be related to
systematic way. We attribute this circumstance to devicethe motion of vortices created near the entrance of the con-
dependent compositional inhomogeneities on the scale of thgiriction by the magnetic field generated by the transport
constriction, which arise from the incorporated Ge atoms. current. Although\ > d, the formation of such vortices is
Figure 7 shows examples bfV curves of an amorphous possible, sinc& < d (¢ is a measure of the vortex core,
W point contact with normal state resistariRg=12.2Q and  whose characteristics in this case may be slightly different
a diameter of 125 nm in the range 1.5-5 K. The contact igrom those of the Abrikosov vorticgsAt large enough cur-
characterized by=15 nm andA~500 nm. These values rents the device resistance would arise from the motion of
were estimated from Gorkov's relations for dirty the vortices. It is known that vortex motion can be blocked
superconductots (£ is the coherence length andis the by pinning centers, which are expected to be readily avail-
penetration depih Consequently, the device operates in theable in amorphous CVD-W with built-in germanium. Vortex
dirty transport limit, wheret, I; < d < \. Below 4.3 K the  motion, therefore, is possible only at large enough currents,
contact is in the superconducting state and the curves hawehere the current-induced force overcomes the pinning
some structures, in particular, instabilities and a stepwiséorce. Since the vortex core sizand thus the spatial scale of
current increase at low currents. A significant hysteresis wathe pining relief is not much smaller than the contact size,
observed when sweeping the current in the opposite directioane expects a sample-specific percolation-like character of
(see the 1.5-K curyeThe sign of the hysteresis was found to the vortex motion. Increasing the current, therefore, would
be random. From more accurate measurements we found thiist lead to the formation of one “path” of vortex motion,
in the range of a steep current increase the voltage mayhich corresponds to a chain of weak enough pinning cen-
switch rapidly between two discrete levels, indicative of aters. Then, with an increase of the current, a second perco-
transition between two metastable states. lation path would appear. Accordingly, switching-on of paths
The stepwise behavior is reminiscent of similar behaviorwould correspond to the steps on theV curve, as ob-
in narrow (£ \<width) superconducting channéf’ This  served. Of course, this tentative explanation needs further
behavior was, among other things, explained in terms othecking.
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4. DISCUSSION ment for detailed studies of interface scattering, is not guar-
The TEM observations for PVD of Au and Ag films on anteed. These findings suggest modifications of the fabrica-

unpatterned parts of the membranes and on the roundélﬂ)n process. For exa”f‘P'e' we are con'sidering to fgrm point
edges of the holes can be explained by applying the growtﬁontaCts by fII’S.t depositing metaldr a bilayer or multllayer
mechanisms of a metallic film on amorphous substtae of metalg on side 1 of the membrane, followed by a highly
need no further discussion. The main point to be addressed fselectlve etch of type hole and f|_naIIy by depositing metal 2
that, aside from the inner edge region, where the necklace g the hole and on the reverse side of the membrane.
formed, the holes do not become filled with metal. This can In the case of CVD_the TEM observat|on§ can be under-
be explained in the following way. The edge of the hole is astood from the properties of this process. First, because the

part of the substrate with positive curvatyreunded profile; realc t'Vei sticking cogtftf |c3eqth|.s small, TOSt of th de |Imp|tnhg|ng
see Fig. 1 and negative curvatur@ue to the circular shape, molecules are reemitied. This circumstance and also the ran-

as seen in top view From studies of the metallization of dom velocity distribution of the reactants provide a supply of

vias in microelectronic integrated circuits it is knot¥rihat the material to all surface areas, irrespective of the local

areas of dominating negative curvature are preferential site}urface orientation. Thus, the walls of the hole are covered

for nucleation and growth. In our case this leads to nucle rom :Ee btggllnnlng O; dbgﬁos_mo?. Intturn, for the PVD pro-
close to the narrowest part of the hole and subsequently g=Ss the sticking probability 1S close to u_n(tyo reem|_SS|oh_
nd, by geometry, the velocity of impinging atoms is mainly

the necklace of small grains. Since, the hole is a missing;, . ) .
area, the atoms emitted from the melt are lost. This reduce irected along the axis of the hole, promoting preferential
’ rowth at its entrance.

the number of adatoms collected by nuclei near the hole, s8 . .
that these nuclei grow slower than other nuclei. This effect is The_electrlcalldata for W qontacts |nd.|cate. that CVD, by
ature, is very suitable to fabricate metallic point contacts. A

even enhanced because of the inclination of the wall of the ™" = ™ . -
hole with respect to the incoming atomic bedimcrease of Imitation is that CVD' processes are available for a limited
areg. We believe that the absence of coalesced grains at ﬂ{éumber of metals. Stimulated by the re_sult_s on Fhe W con-
inner edge of the holésee Fig. 2band the slower growth of tacts, we have recently started the fabrication with CVD of
Si point contacts. In this case CVD makes it possible to

necklace grains are attributable to this mechanism. bricat letelv sinal talline devidd
After deposition on one side, the metal that covers théa ricate completely single-crystafline devices.

hole acts as a microsubstrate during deposition on the other
side. TEM inspection after deposition of 20-nm Ag on side 2
(200-nm Ag was deposited on sid¢ showed a dark region
inside the hole, surrounded by a light halo, while it was not ~ We have made an electron-microscopy study of the clos-
clear that growth had started on the side wall. This suggestsig of nanoholes in membranes at the successive stages of
preferential growth on the metal inside the contact holepne-sided physical vapor deposition of Au and Ag, as it oc-
which after prolonged deposition on side 2 might lead to acurs in heterocontact formation. We is found that the holes
(poly) crystal that bulges out of a hole. A 200-nm Al is do not become filled with metal in a one-sided deposition.
deposited on the surface of this bulging crystal. This mean3he holes are closed by lateral growth of the film on the
that the distance of the Ag/Al interface on side 2 to themembrane when its thickness is more than twice the hole
constriction is equal to the height of the crystal, which can bediameter. Metal closing of one side of a hole serves as a
larger than 20 nm and larger than the expected depth tmicrosubstrate for growth of metal deposited from the other
which the electron-phonon interaction can be probed. If thiside. Growth from the other side seems to occur preferen-
is true, it may explain the absence of the LA peak in Fig. 5ctially on the metal and not on the side walls.

for the Ag/Al heterocontact with the 20-nm Ag interlayer. We have also applied chemical vapor depositioa-of/

The results for one-sided PVD tempt us to speculateand amorphous W to the formation of point contacts. From
about the fabrication of homocontacts, which are usuallyTEM inspections we find that the W-CVD process is capable
formed while rotating the substrate in the beam emergingf filling holes as small as 10 nm from the beginning of the
from the melt. We expect that such a two-sided depositiordeposition, in contrast to physical vapor deposition. Fabri-
will not noticeably suppress the tendency of the hole’s wallcated devices show good quality point-contact spectra of
to remain uncovered. However, when a hole starts to closelectron-phonon interaction, conforming that PVD and CVD
from two sides, edges may continue to gréas seen from processes yield ballistic point contacts. For one amorphous
the inside, so that filling starts. Simultaneously, the interior W device we have observed a very interesting stepwise cur-
of the hole becomes less accessible, so that filling becomesnt increase which may arise from switching-on of percola-
harder and may not be completed in some cdsesl for-  tion paths for vortex motion.
mation. Clearly, this would limit the yield of the fabrication This work is a part of the research program of the Stich-
process. ting voor Fundameteel Onderzoek der MateiEOM),
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LOW-DIMENSIONAL AND DISORDERED SYSTEMS

Peculiarities in the effect of hydrogen on CDW transition in NbSe 3
Kh. B. Chashka, V. A. Bychko, M. A. Obolenskii, Raid Hasan, and V. |. Beletskii

Kharkov State University, 310077 Kharkov, Ukrdine
A. V. Basteev and A. N. Prognimak

Kharkov Institute of Machine Building Problems, 310046 Kharkov, Ukraine
(Submitted December 5, 1996; revised January 31, 1997
Fiz. Nizk. Temp.23, 746-752(July 1997

The influence of intercalated hydrogen concentration on the physical properties of NbSe
investigated. The mass-spectrometric analysis reveals a nonlinear dependence of hydrogen
extraction from the crystal structure on the saturated pressure. Resistive measurements

make it possible to study the concentration dependence of the tempeFatygecorresponding

to a phase transition accompanied with the formation of a charge density(@a&)

and temperature dependence of CDW pinning threshold fields. A metal-semiconductor phase
transition is observed for certain concentrations of intercalated hydrogen. All the measurements are
made in the temperature range of the first CDW transit@h-300 K. © 1997 American

Institute of Physicg.S1063-777X97)01007-4

Phase transitions accompanied with the formation of a The quantum model of CDW propagation developed by
charge density wavéCDW) are observed in many layered BardeeR presumes that the CDW can tunnel through poten-
and straight-chain metallic compounds including Np&ed tial barriers in the regiofe>E;, (whereEy, is the threshold
NbSe with a strong anisotropy of physical parameters. field for CDW depinning.

The CDW instability was predicted by Peiérlsvho In this model, the following expression was obtained for
proved that the minimum free energy for a one-dimensionatonductivity:
atomic chain is attained during the formation of a CDW. In

this case, the electron density in the given direction is de- o(B)=0a+t op(1-En/E)exp(—Eo/E), 2
scribed by the relation where o, is the ohmic conductivity andt, the activation
_ field connected with the pinning energy, through the ex-
p(X)=pol1+a codQx+¢)], D pression
where p, is the homogeneous electron densityp, the E0=ws§/4ﬁe*vF. 3)

charge modulation amplitud€= 2k, the modulation wave
vector, and the phase characterizes the position of the Heree* =em*/M¢ is the effective chargan* the effective
CDW relative to the ionic lattice. mass,anM ¢ the Froehlich mass of charge carriers, charac-
The existence of CDW transition is associated with theterizing transport in the CDW state. Express{@is in good
formation of Fermi surface regions coinciding as a result ofagreement with experimental data for pure samples of
parallel transfer by the vect@= 2k (nesting. Under these trichalcogenides.
conditions, the polarizability of the electron system in the A large number of experimental publications have been
periodic electric field of the lattice is large, and the latticedevoted to the study of the effect of impurities on the CDW
becomes unstable to a periodic distortion with the wave vecstate in NbSg These publications are mainly aimed at the
tor Q. A gap formed in the energy spectrum in coinciding investigation of the effect of doping. The latter can be carried
regions of the Fermi surface reduces the value of electroout by replacing Nb atoms by the atoms of another transition
energy. A CDW is generated if the gain in the electron enimetal, but it is difficult to determine exactly the concentra-
ergy is larger than the increment of elastic energy due tdion of impurities obtained during the single crystal growth
crystal lattice distortion. as a result of doping. It is difficult to obtain high concentra-
In perfect systems, a lattice distortion can be displacedions of impurity atoms as a result of doping, and these at-
without dissipation in the form of a propagating wave as aoms are distributed nonuniformly over the crystal.
result of translational invariance. The CDW energy does not  For low-dimensional structures such as chalcogenides of
depend on the phase In real systems, such a translational transition metals, impurities can be introduced not only by
invariance is violated due to phase pinning at defects or imdoping, but also by intercalation.
the lattice itself. As a result of intercalation, two effects are observed ir-
If the CDW energy in an applied electric field exceedsrespective of the type of intercalate and the position of im-
the pinning energy, the CDW starts sliding over the latticepurity in the lattice: a change in the parameters of the initial
and makes an additional contribution to conductivity. lattice and a change in the charge carrier concentration as a
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result of charge transfer from the intercalate to the matrix.
For this reason, intercalation with hydrogen is especially in-
teresting. In view of the small size of the hydrogen atom,
hydrogen can be intercalated to high concentrations without
a noticeable lattice distortion, and the simplicity of its elec-
tron structure simplifies the interpretation of experimental

data. u
At the present time, the information on complex experi- z a
mental analysis of the effect of band structure variation of i

guasi-one-dimensional trichalcogenides on the thermody-
namic characteristics of the CDW transition, including the
temperatureél cpy Of the CDW transition, as well as on the
propagation of CDW in electric fields exceediry, is
scarce. Moreover, the effect of a mobile impur{such as
hydrogen on the mechanisms of CDW pinning remains un-
clear.

For this reason, we shall investigate here the effect of R, R, Ry b
hydrogen impurity on the CDW transition in Nb§ge

o,y
1
—

¥
n

EXPERIMENTAL TECHNIQUE

Niobium triselenide single crystals were grown by the
method of chemical gas-transport reactions. R R
The saturation of samples with hydrogen was carried out X
from the gaseous phase at a constant temperature 350 °C —"I'llml—_
under various pressures. The saturated pressure varied from

2 to 10 bar.

The hydrogen concentration in the samples was deter- jr_
mined by using mass spectrometry. The small mass of the
single crystals did not allow us to determine the hydrogen
concentration in a single crystal, and hence we used the fol-
lowing method. Pellets of diameter 5 mm and thickness 1
mm were pressed from Nbgsingle crystals under a pres- U
sure not exceeding-30? bar. The central part of the pellet
was cut in the form of a block of the size<1 X5 mm and
used for subsequent resistive measurements. All the three
parts of the pellet and an individual NbSsingle crystal
were placed into a cell for saturating with hydrogen.
Segment-shaped parts of the tablets were used in mass- spec-
trometric analysis. The samples were placed on glass ce- ’
ramic substrates on which currents and potential leads were
fixed. Electric contacts were created with the help of con- Iy,
ducting silver pastéFig. 1).

We studied the influence of hydrogen concentration OrFIG' 1. (a) Location of the samplg on t_he §ubstrate: substthtecontact

. pads(2), and samplé3). (b) Measuring circuitx—y recorder(1), photoam-
the temperature dependence of the resistahaz pressed plifier (2) dc scanning generatai3). (c) Method of determining CDW
samples. The results of measurements are shown in Fig. 2.tHreshold field by using the dc bridge circuit. The inset shows an example of
should be noted that according to Moncéaal] the main  standard IVC recording.
peculiarities in the behavior of the resistance are clearly
manifested in resistive measurements on the samples pre-
pared in this way. For example, this method can be used toonstant size of the sample. Thus, all the peculiarities ob-
determine the CDW transition temperature reliably. At theserved in our experiments can be attributed mainly to the
same time, a monocrystalline sample of Np®as saturated change in hydrogen concentration. The results of these mea-
under a pressure of 10 bar, after which the hydrogen concersurements are presented in Fig. 3.
tration in it could be reduced by gradual cooling in a vacuum  The measurements & were made in the temperature
~10"° bar. The temperature of heating in such experimentsange 90—300 K. In this region, the first CDW transition
did not exceed 200 °C, and according to the results of masakes place in NbSe
spectrometry, hydrogen is liberated under such conditions In order to observe nonlinear conductivity and to deter-
without a loss in the stoichiometry of the compoundmine the threshold values of the electric field strenBth
NbSe. Such a technique allowed us to trace the variation ofand currenty,, we measured the current—voltage character-
Tcow:Eim.liwn, and other parameters of the compound for aistics (IVC). The measuring circuit allowed us to record the

Uy-U, =AU
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13 analysis only the hydrogen whose binding energy was less
a thankT. The remaining hydrogen can remain in the bound
. state in the matrix lattice at this temperature. This assump-

12 "5"\ t tion leads to the conclusion about the existence of at least
L a® two nonequivalent positions of hydrogen in the Np%s-

1.1 /ﬂ ats” tice, which can be associated with the presence in this lattice

£ ." y/f_\ of nonequivalent chains differing both in the atomic separa-

tion of Nb—Se, Se—-Se, and Nb—Nb, and with the binding

1.0 energy in the chain$Also, this is in accord with the results

o - 10 bar of analysis of the NbSe-hydrogen system, in which we dis-

09 |- : : 3.5 covered two nonequivalent states of hydrogen with different

«-375 binding energied.It should be borne in mind that the unit

cell of NbSe has a configuration close to that of Na@Sbut

they differ in the way of packing into layers or chains re-

% 110 130 150 170 190 spectively. Thus, the amount of hydrogen was apparently
1300 T.K determined inaccurately in mass- spectrometric measure-
b ments, but, on the other hand, the results of measurements

6 bar indicate that an increase in saturation pressure leads to a
redistribution of hydrogen in the lattice and to an increase in
the relative amount of strongly bound hydrogen.

The results of measurements of resistance of polycrys-
c talline of pressed samples are shown in Fig. 2. In Fig. 2a, the
- 1200 - values of resistance are normalizedRg;,, Vviz., the mini-
mum value in the region of the CDW transition. In Fig. 2b,
the values oR are given in absolute units. It should be noted
1150 |- that the metallic type of resistance is observed under pres-
sures 8 bar P>3.75 bar. An increase in saturation pressure
leads to an overall increase R. It can be seen from the

1100 4 1 1 L figure, however, that all the peculiarities typical of a CDW
%0 140 190 240 290 transition are preserved. In samples saturated under pressures
T.K of 6 bar, the semiconductor behavior of the resistance was
FIG. 2. Temperature dependence of resistance for several hydrogen satu%bs_erved' The eStlmate_ of the forbidden gap V\_”dth from re-
tion pressures for pellet samples with a metalficand semiconductingp) sistive measurements givaskg=17 K (whereA is the en-
behavior of resistance. ergy gap andkg the Boltzmann's constantBalseiro and
Falicov’ proved that the CDW transition temperature can be

i described by the relation
U(l) dependence directly and to measure the dependence of

(U,—U;) onl by using the bridge circuitU, is the voltage Teow= 1,14 wg exd — (A N(£))], (4)
across the sample in the state with pinned CDW &nds _ ) )
the voltage across the sample in the state with a slippin%‘/hereN(S) is the density of electron states at the Fermi
CDW). This method made it possible to increase the sensi€Vel andA. the effective constant of the electron—phonon
tivity of the measuring circuit for measurinky, by three mteracuon. Thu_s, the CDW transm(_)n. temperature Is afgnc—
orders of magnitude. The threshold field of depinnifig,, ~ fion of thg den§|ty of states. In the r|g|d—band approximation,
was defined asl{,R,)/L, wherel, is the threshold value of intercalation with hydrogen shoulld d|splace the Ferm.| Ievgl.
transport current, which was determined from bridge circuitlt Should be noted that saturation with hydrogen in this
measurements}, the sample resistance in the pinned state Model can be an effective tool for influencing the band struc-
which was determined on the linear segment of thg)  ture. Usually, hydrogen intercalated in the lattice of low-
dependence and was equallig/I for 1<ly,, andL the dimensional structures is a donor that facilitates the conduc-
distance between the potential contacts. The methods of g#on band filling and shifts the Fermi level so that the
terminingl,,R,, andUy, are illustrated in Fig. 1. conductance of the samples increases. Bflietrried out
detailed analysis of the band structure and proved that the
conduction band is quite narrow, and the Fermi level lies in
the smooth segment to the left of the peak on MNhe)

The results of mass-spectrometric measurements of thdependence. In this case, saturation with hydrogen must lead
amount of hydrogen liberated from the pellets are shown irto a sharp increase in the density of states, whenap-
Fig. 4. The peculiar nonmonotonic dependence of theroaches the peak on tiNe) curve, which in turn must be
amount of hydrogen released from the sample on the satweflected in the behavior offcpyw. The dependence of
rated pressure can apparently be associated with our expefizpyw 0N saturation pressure shown in Fig. 5 is in quantita-
mental conditions. Since the liberation of hydrogen from thetive agreement with the proposed mechanism. Complete fill-
sample occurred a=500 °C, we took into account in our ing of the conduction band must lead to the emergence of the

1 1 ! 1 i

08

1250

DISCUSSION OF EXPERIMENTAL RESULTS

563 Low Temp. Phys. 23 (7), July 1997 Chashka et al. 563



55
a 135 b
50 130
45 |- 125 -
c
G. 40 - 120 |
« «<
35+ 115 -
20 F 110
25 | 1 ] 108 { 1 |
100 150 200 250 300 100 150 200 250 300
T,K T7.K
160 c [ p
150 - 950
140 i
750
G 130 | a i
« o«
120 | ss0 |-
110 3
350
100 |
90 1 1 l 150 ] 1 ]
100 150 200 250 300 100 150 200 250 300
T.K T.K
2000 o
1500
C 1000}
«
500 |-
0 i i 1
80 130 180 230 280
T.K

FIG. 3. Variation of the temperature dependence of the resistance of a single crystal as a result of gradual hydrogen extraction: after first heating in vacuum
(a), after second heating in vacuufi), and after 48c), 96 (d), and 144 hourge).

semiconducting state, which is actually observed in experiunder investigation is illustrated in Fig. 3. As in the pressed
ments. The origin of the metallic state at higher saturatiorsamples, the behavior of the resistaiRef this sample is
pressures and accordingly at higher hydrogen concentrationsitially of the metallic type. Gradual removal of hydrogen
remains unclear. In order to study this state, we investigatettom the sample leads to an overall increase in the resistance
the resistance of monocrystalline samples saturated with hyand ultimately to the emergence of the semiconducting state.
drogen under the pressuPe- 10 bar, in which the hydrogen The estimate of the energy gap in this case gives
content decreases gradually with time. The evolution of theA/kg~180 K, which is close in order of magnitude to the

temperature dependence of the resistaRcef the sample

564 Low Temp. Phys. 23 (7), July 1997
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12

P, bar

FIG. 4. Amount of liberated hydrogen as a function of saturation pressure
(x is the number of atoms per unit cell

in saturation pressure leads to partial filling of the next en-
ergy band. It is surprising, however, that the valuelgfyy
changes only slightly in this case. Unfortunately, we did not
obtain in our experiments the concentration dependence
Tcow(X) for low hydrogen concentrations, but such mea-
surements are planned in the nearest future.

The results of investigation of threshold fields on a
monocrystalline sample saturated with hydrogen at 10 bar
are presented in Fig. 6a. It can be seen that the values of
E., differ considerably from those obtained for pure samples
both in the absolute value of the threshold fiefdich is in
accord with the results obtained by Thoeteal),” and in the

250
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150 - O
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\
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4023
£ J-10
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0 L I I
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T.K

presence of descending regions on tBg(T) curve at FIG. 6. Temperature dependence of the threshold figjfor pure(l) and
T>140 K and T<104 K, which are absent for pure saturated under a pressure of 10 @) samples(a) and of the pinning

samples. The temperature dependence of pinning energ
calculated by using relatiofB) is shown in Fig. 6b. It also

146

energye, calculated by formuld3) for a single crystal saturated with hy-
¥Jrogen at 10 bafb).

has a clearly manifested peak &t-140 K. In our opinion,
such singularities in the behavior &, indicate that hydro-
gen atoms are effective pinning centers, and the presence of

145 a O a peak on the 4(T) curve signifies an increase in the mobil-

144 !
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FIG. 5. Dependence of the CDW transition temperature on the hydrogen
saturation pressure, measured for pellet samples.

565 Low Temp. Phys. 23 (7), July 1997

ity of hydrogen upon heating in an electric field. The inten-
sity of pinning remains unclear and requires further investi-
gations. As the sample approached the semiconducting state
in our experiments, we observed the emergence of low-
frequency voltage oscillations in the electric field range
E>E;,, an example of such a recording is given in Fig. 7. A
detailed discussion of the results of these experiments will be
¢ given in the following communication.

CONCLUSIONS

(1) It has been established that the temperature corre-
sponding to the first CDW transition weakly depends
on the concentration of intercalated hydrogen.

(2) The values of the threshold field of CDW depinning
for hydrogen-saturated samples is higher than for
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tures. Further investigations are undoubtedly required in or-
der to determine more exactly the position of hydrogen at-

1,4} oms in the lattice, the binding energy and the charge state of

hydrogen atoms occupying various positions. Intercalation

07k with hydrogen can become an informative method for ana-

lyzing the shape of thdl(e) curve. If, in addition, hydrogen
is a mobile impurity, it must noticeably affect the nonlinear
behavior of the resistance in the CDW state for both transi-
. . . . tions in NbSg in an external magnetic field.
0,2 0,3 0,4 0,5 This research was partly supported by the International
I, mA Soros Program Supporting Education in Sciefk&SEB,
Grant No. SPU062041.

FIG. 7. Example of recording of voltage oscillations in the sample in the
state corresponding to Fig. 3b.
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PHYSICAL PROPERTIES OF CRYOCRYSTALS

Analysis of decomposition of impurity—helium solid phase
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The elemental composition of the impurity—helium solid phdBkSP) grown by injecting of a

gas jet containing Ne, Ar, Kr, and Xe atoms ang mHolecules into superfluid Hell is

studied. The measured stoichiometric rat8ssN,,./N,,, are much larger than the values predicted

by the model of frozen together monolayer helium clusters. The theoretical possibility of

freezing together of two-layered clusters is justified in the continual model of the helium subsystem
of IHSP which fills the space between rigid impurity centers. Regularities of decomposition

of “dry” samples (extracted from liquid heliuthare analyzed in the temperature range 1.5-12 K
under pressures from 10 to 500 torr. Two stages of sample decomposition are discovered: a
slow stage accompanied by cooling and a rapid stage accompanied by heat release. These results
suggest the presence of two types of helium in IHSP, viz., weakly bound and strongly

bound helium which can be attributed respectively to the second and first coordination spheres of
helium formed around heavy impurity particles. A tendency to elevation of the thermal

stability of impurity—helium(IH) samples upon an increase in the mass of impurity center has
been observed. An increase in the helium vapor pressure above the samples also increases

their stability. It is found that the decomposition of IH samples containing nitrogen atoms in the
temperature range 3—4.5 K is accompanied with luminescence induced by recombination

of atoms. This indicates the possibility of a wide range of chemical reactions in solidified helium.
© 1997 American Institute of Physids$1063-777X97)01107-9

1. INTRODUCTION van der Waals impurity—helium complexes and in their
freezing together in IHSP.

The observation of solidification of solid helium upon A direct experimental evidence of partial loss of
fthe intrpduction O_f hegvy impurity particles to superconduct-gyantum-mechanical properties of helium around impurity
ing helium resulting in the forma&ugn of a new metastablep,yticles has been obtained recefitijhe rotational structure
impurity—helium solid phasdHSP)™~ opens new prospects ¢ \iprational spectra of SFmolecules implanted in He
for investigation of the properties of particles separated by, i\m clusters i~ 10°~10%) was recorded, and the mo-

helium 'atom.s. On the other hand, the impurity—helium So_l'dment of inertia of the emitting complex was determined. The
phase itself is a new object in the low-temperature physics

. o g Obtained value is much larger than the moment of inertia of
whose properties have been studied insufficiently.
. . afree Sk molecule and corresponds to the complex formed
The formation of IHSP was demonstrated for varlousb S lecul ded by eiaht heli t .
impurity (Im) particles: Ne, Ar, Kr, Xe, and N atoms and y an Sk molecule surrounded by eight helium atoms rig-

N, molecules. The IHSP was obtained by introducing intoIdIy couplgd with the shell. o
superfluid helium of a gas jet of impurity particles diluted Experiments on the determination of the elemental com-

with helium after its passage though the rf discharge regionc_)osition of the impurity—helium solid phase revealed that it
It was found that this phase prepared in superfluid heliunfonsists mainly of solidified helium; the stoichiometric coef-
can exist outside the liquid also. It is decomposed completelficientsS=Nye/N for various impurity particles vary from
at temperatures 6.5-8.5% 12-17 for Ne and N atoms to 60 for Ar atothslowever,

A theoretical analysis based on the cluster apprﬂ)%ch the form of decomposition of IHSP has not been investigated
confirmed that the physical foundation for the formationin detail, and it remains unclear whether the elemental com-
of the IH phase is the decrease in the amplitude of radiaposition of IHSP samples is preserved right up to their de-
vibrations of helium atoms in the field of dispersion forces ofstruction or can be changed during heating. The aspects of
aheavy impurity center resulting in the formation of rigid stability and decomposition mechanism are very important
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for understanding the nature of the impurity—helium phase: i ABLE . Experimental con_d_itiorg)s foroobtaining impurity-helium samples
either preserves its metastable state up to the temperature & e 9as mixture compositigiNi, /[Nye] = 0.0D.

decomposition which is of the form of a phase transition, or Impurity Sample
its properties change during heating from 1057t K which Atom Gas jet,19 accumulation  Degree of
leads to its complete decomposition Bt-7-8 K. It was  NO- of (moleculg - dN/dt-10" ", time condensation
. e experiment Im particles/s 7, S a, %
noted earlier that the shape of a “dry” sample changes at
temperatures which are much lower than 7 K. Moreover, art 110 2750 9
vsis of th lumi £ N at tabilized i Ne 7.2 770 36
analysis of thermoluminescence o atoms stabilized iry 6.06 1470 9
IHSP samples demonstrated the merging of impurity par4 9.0 637 23
ticles in IHSP even aff~1.5 K in samples immersed in 1 8.6 3060 13
He I.” However, it remained unclear whether these pro-g Ar 3'27 gggg ;
cesses were of bulk nature or a manifestation of an insignifiz 6.92 1750 15
cant number of defects in IHSP responsible for luminescencé 5.7 1490 35
was detected. g Kr 2'13 zgig 43
In this paper, we report on the study of decomposition of; Xe 704 890 30
impurity—helium samples under various conditions: holding1 N, 5.82 1672 14

outside liquid helium at constant temperature, heating front
1.5t0T~10-12 K in helium under various pressures.

We used the methods developed for studying the E|2_ EXPERIMENTAL TECHNIQUE AND SETUP
emental composition of IH samples, including the indepen- . _ L
dent determination of the true volume of the samples and thz'l' Method of obtaining and investigating the samples

) . ’ ) ) ) Srepared by introducing in Hell the gas jets not subjected to

number of impurity particles in therh? In earlier experi- i gischarge
ments, _the samples were evaporated_lrnmedlately after the The experimental technique used for obtaining IHSP
measuring the true volume for determining the number anoéamples is described in detail in Refs. 3. The schematic dia-
type of impurity particles on the basis of an analysis of thegram of the low-temperature setup is shown in Fig. 1. In this
formed gas, while in our cycle of experiments we made 10ngxeies of experiments, most of IHSP samples were obtained
term measurements of their true and apparent volumes dufy introducing “cold” gas mixtures(not subjected to the
ing heating from 1.5 to 10-12 K, and only then the samplesaction of rf dischargkein the bulk of superfluid helium filling
were evaporated to carry out the analysis of the formed gas specially shaped cup In order to prevent joint freezing of
Moreover, we modified the measuring technique in order tampurity particles in the gas, we used gas mixtures strongly
improve the stability of measuring conditions and to elevateliluted with helium {N;,]J/[Nye]=1:100) and heated the
their accuracy. end of the pipe through which the gas was introduced by an

As in Refs. 3 and 4, we used atoms of inert gases Ne, Arannular heatet5 (R=10 ) to T~80 K. The temperature
Kr, Xe and N, molecules as impurity particles. Most experi- ©f the lower part of the pipe was measured by a copper—
ments were made on the samples obtained by injecting inggonstantan thermogoupl}z , .
He Il gas flows which were not subjected to the action of rf P lFJvnfoei 15 tortrypli::wld aesxpefrlllrjr:(er(;tﬁlldt E?;Tgc)ms
discharge since this leads to additional thermal effects of '® g

o = , , _ ) 10™ particles/$, we obtained the samples with Ne, Ar, Kr
recombination of chemically active particles formed in the rf ;.\ "and nitrogen molecules as impurity centers. In the

discharge region. This method makes it possible to studysse when the Xe impurity was used, impurity—helium
thermal effects accompanying the transition from the metasamples could not be obtained with the help of “cold” jets
stable impurity—helium phase to the stablenpurity—  since virtually all of xenon was frozen out at the walls of the
helium) state. In order to determine the possibility of partial quartz tube of the sourcghe equilibrium pressure of satu-
“evaporation” of helium from the samples, we measuredrated xenon vapor aifT~80 K is 4 103 torr, while
temperature in the bulk of the sample and near its surface.Pxe=10""torr in the gas mixture passing through the
In order to obtain additional information on the nature of Source of atoms For this reason, xenon—helium samples
decomposition of impurity—helium samples, the latter wereVere obtained only as a result of action of a rf discharge on

obtained in some experiments by introducing into He Il a ga§he gas mixture being condensed. Table | gives experimental

jet after its passage through the rf discharge region, whilé:ondltlons for various mpunty—hehu_m samples.
Sample accumulation was terminated after the sample

allowed us to detect synchronously the luminescence of Nigiled the cylindrical part of the cup to a height of 0.5-2 cm.

trogen impurity atoms. The effect of external pressure on thq-he samples were in the form of jelly-like semitransparent
stability of the samples was studied on the same Samples-cylinders which did not differ in appearance from the
In addition, we carried out a theoretical analysis of thesagmples obtained earlier as a result of passage of a gas jet
stoichiometric composition of IHSP based on the approachegndergoing condensation through the region of a rf
used for describing optical properties of impurity atoms indischarge. Such cylinders preserved their shape in helium

liquid helium8-1° and exhibited elastic properties: the upper free surface of the
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sample vibrated in the presence of mechanical vibrations of
the helium Dewar, being displaced by a distance up to 0.1
cm from the equilibrium position.

Taking into account the high porosity of the obtained
IHSP samples,we investigated experimentally the behavior
of the apparent and true volume of the sample as functions of
time and temperature. In the course of experiments, the fol-
lowing operations were made with IHSP samples:

(1) visual observation of the volume and shape of the
sample with the help of a video camera;

(2) measurements of the true and apparent volumes in con-
secutive cycles “removal—-immersion” in the Hell vol-
ume with a short-term holding {150 s) above the he-
lium surface aff=4-6 K;

(3) analysis of variation of the apparent volume during the
removal of liquid helium from the cup and heating from
15KtoT>8K;

(4) evaporation of impurity particles of the sample and their
accumulation in the measuring volume outside the he-
lium Dewar flask for determining their amount.

In order to ensure the stability of the conditions during
the determination of the true sample volume in the given
measuring cycle, a side cylinddr (see Fig. 1 of a much
larger volume (100 cR) was placed at the level of the work-
ing quartz cup (10 cf and filled with helium with the help
of a second thermomechanical purhp The special shape
of the cylinder made it possible for mobile parts of the con-
struction to move freely and permitted the visual control ofFIG. 1. Schematic diagram of the low-temperature part of the setup: source
processes occurring in the Dewar flask. The presence of tl‘fﬁ atoms(1), gas accumulating tubég), thermocouple junction controlling

id linder filled with helium allowed us to stabilize and iquid nitrogen temperature in the sour}, side cylinder for liquid helium
Sl e CY : o A (4), quartz cup for accumulating samp®), throttle seal on the collecting
maintain experimental condition during the measurements afibe (6), side tube thermometé?), annular permanent magn@), helium

the volumes of the samples, the background rate of decreaSgwar flask(9), nitrogen Dewar flask(10), thermomechanical pump for

in the liquid helium level being~ 1073 cm/s, which in- I?qu?d heI_ium supply to the side cylindgf.1), thermomechanical pump for
. S liguid helium supply to the cup for sample accumulatidg), thermometer
creases the accuracy in determining the volume. Moreoveyy collecting tube(13), side tube(14), and annular heatd5).

in the computational procedure described abbtres change
in the background rate of helium extraction from the cylinder
after the removal of the sample from the helium volume wa
additionally taken into account. Accordingly, the sample vol
ume was determined from the relation

Sation of the formed gas in the measuring volume outside the
“"helium Dewar flask by measuring the gas pressure and using
the mass-spectrometric analy3is.

Since we investigated impurity—helium samples in

Vo={h1—hy+v (19 —t)) —v,(t,— )} 7d?/4—Vy, which atoms of heavy inert gasésr, Kr, Xe) with relatively

high boiling points play the role of impurity centers, special

whered is the inner diameter of the cylinden; andt, are  experiments were required for determining the efficiency of
the position of the helium level in the cylinder and the timetheir accumulation in the volume outside the helium Dewar
of its measurement), andt, are the position of the helium flask after sample evaporation. Such experiments for Kr at-
level in the cylinder after the extraction of helium from the oms revealed that the efficiency of accumulation under the
sample and the time of its measuremafitis the instant of  conditions described earlferis high and amounts to
time corresponding to the extraction of helium from the(98*=2)%.
sampleyp; andv, are the background rates of decrease inthe  In experiments on temporal stability of “dry” impurity—
level of liquid helium in the cylinder upon the immersion of helium samplegextracted from liquid helium the container
the sample in helium and its removal from helium respecwith the sample was removed from helium with the help of
tively, and V4 is the volume of the metallic container in an annular magne (see Fig. 1 fixed on the side tube and
which the sample is kept. was held 1-3 cm above the helium surface, where the tem-

The stoichiometric ratiosS=Ny./N,,, was determined perature was 4—6 K. After this, the image of the sample was
from independent measurements of the true volume of theecorded simultaneously with the measurement of tempera-
samples and of the absolute number of impurity particles irture. The pressure of helium vapor in the Dewar flask in this
them®“ The number of impurity particles in the sample wascase was- 10 torr.
calculated after evaporation of the sample and the accumu- In experiments on temperature stability of the samples,
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FIG. 2. Schematic diagram of experimental setup on thermoluminescence t, s
recording in an impurity—helium solid phase: source of at@smpurity—
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(4), thermomechanical pump for supplying liquid helium to the cylin@  symhols volumes of impurity—helium samples with different impurity cen-
condenser lent6), thermometer in the sampl@), thermometer above the  ers: Ne(squarel N, (nablag, Ar (triangles, and Kr (circles in a series of
sample(8), and system of optical radiation recordi(®). “removal—immersion” cycles in the bulk of He II.
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the accumulating tube with thermomefed (see Fig. 1 fixed
to it was introduced in the cup with the sample located at theod and measured the temperature above the sample surface.
bottom so that the thermometer was immersed in the samplgs position could be changed in the course of the experi-
completely. The changes in the shape and the apparent vahent.
ume of the sample were recorded by a video camera through Thermoluminescence of IH samples containing stabi-
observation slits in the Dewar flask. The recording of tem-lized active particles was detected by a monochromator
perature and sample image was started when the cylind@DR-1 supplied with a photomultiplier FEU-136 operating
was filled with helium. After the helium supply to the cylin- in the photon counting mode.
der with the help of the thermomechanical purhp was The systems of temperature and luminescence recording
terminated, the level of helium in the cylinder lowered. Thewere automated on the basis of a DVK-3 computer and a set
visible volume of the sample decreases considerably as thsf KAMAK standard blocks.
level of helium passed through the sample, but the tempera-
ture in the sample remained constant.

After the removal of liquid helium from the cup, the 3. EXPERIMENTAL RESULTS
sample was heated. As a rule, the samples under investiga-
tion were cylindrical and preserved their shape, decreasing i8.1. Temporal stability

size. By the end of heating, the shape of the samples changed Visual observation of the shape and visible volume of

to_ spherical. The visible volumg of th? sqmple was _deter'IHSP samples placed in the cylinder with Hell revealed the
mined according to the sample image in video recording. absence of any visible change after prolonged holdimgto

10* s). On the contrary, the removal of the samples from
?.2. Met.hods of .investigation of samples ob.tained by . liquid helium and their holding atT=4-6 K and
introducing gas jets passed through the rf discharge region P=10 torr during~150 s resulted in their decomposition
into Hell . . . .

manifested in a decrease in the visible and true volumes.

Figure 2 shows schematically the setup for the experiAfter each sample “removal-immersion” cycle, the visible

ment on the stability of IH samples obtained by introducingV, and the truev/, volumes were determined. The results of
into He Il the gas mixtures after their passage through the rthese measurements for impurity—helium samples with dif-
discharge region. Samples were accumulated in a cylinder dérent impurity centers are shown in Fig. 3. The initial ratio
diameter 3.5 cm. A mesh disk of diameter 3 cm fixed on av,/V, was 2.6 for Ne and 2.2 for Kr and Xe. It can be seen
special tie-rod was located at the bottom of the cylinder durthat the visible and true volumes decrease almost linearly
ing accumulation and made it possible to extract the samplwith time. Table Il gives the initial values of true and visible
from the He Il volume when the accumulation was com-volumes of the samples and their relative change after 4—6
pleted. A semiconducting thermometer fixed at the center ofremoval—immersion” cycles in Hell. The relative de-
the disk remained inside the sample after its growth. A secerease in true volumesAY,/V,)-100%) varied from 16—
ond semiconducting thermometer was fixed to another tie23% for Ar, Kr, Xe, and to 34—38% for Nand Ne.
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TABLE Il. Values of true and visible volumes of impurity-helium samples 10 10
(Im = Ne, Ar, Kr, Xe, N,) immediately after accumulation and their relative !

decrease after 4—6 “removal-immersion” cycles in He Il. nE 0,8 a -8
G
Relative decrease -06 -6
Initial volume, cni in volume >’ ¥
Impurity true apparent true visible 0'4 1 =
particle Y VO Vo/V3 VoVt
0 0/Vo 0,2 42
Ne 0.425 1.16 1.6 15 ,
Ar 0.378 1.63 1.2 18 0 0
Kr 0.79 2.0 1.3 1.4
Xe 0.30 0.66 1.3 1.42 i b Jg
N, 0.17 0.75 2.1 1.8 0’8
©
(E) 016- L o -6 b4
- -
> - -4
3.2. Stability during heating > 04 4
After measuring the true and visible volumes, the 0,2k 12
samples were placed on the bottom of the cylinder filled with . , B - -
liquid helium. An accumulation tube with a thermometer 0

fixed to it was introduced in the cylinder. Usually, the ther-

mometer was immersed in the sample, reaching the bottom 0.8- 8

of the container. After the helium supply to the cylinder was = 0.6l 6 «

terminated, the level of helium decreased; the visible sample o i,

volume decreased considerably as the level of helium passed 3 0,4} 4

through the sample. In this case, the thermometer detected = §

the constant temperature 1.7 K. The sample temperature 0,21 2

started increasing only after evaporation of the entire amount 0 , , \ \ o

of liquid helium from the cylinder, and the sample volume

decreased further. 0,8+ d -8
Figure 4 shows typical thermograms of heating and time "’E

dependences of visible volumes for impurity—helium © 0,6 16 «

samples with various compositions. It can be seen that the > -

sample volume changes most noticeably at temperatures 0.4 14

3-5 K for Ne—He samples and 5-6 K for Kr—-He samples. A 0.2 4o

strong heat release accompanied with instantaneous decom- ’ \q}_ o

position was observed only for Ne—He sample=e Fig. 458 0 260 460" 660 860 10'00 0

in remaining cases, a decrease in volume to a certain station-
ary value was observed. Table Il contains the values of rela-
tive decrease in visible volume during heating and in theriG. 4. Time dependences of visibM, volumes of impurity—helium
entire course of the experiment. It should be noted that as themples (Ir=Ne (@), N (b), Kr (c), and Xe(d)) for heating and correspond-
level of helium passed through the sample, the visible voling thermograms of heating. The samples are obtained by introducing gas
1 flows not subjected to the action of a rf discharge into He II.
ume changed from the valu®/, observed after 4-6
“removal—immersion” cycles(see Table Il to the value

V2 (see Table Il observed immediately before the sample (as a result of “removal—immersion cycles required for their

ts

heating, i.e., by a factor of 1.1@or Xe) or 2.2 (for Ne). determination; see Fig)3Table IV also shows the ranges of
volume variation and the corresponding variation of stoichio-
3.3. Determination of elemental composition metric ratio. The parameters of the samples which were

After the completion of the stability test for the Samples7evaporate(rlas in Ref. 3immediately after the determination

impurity particles were accumulated, and their number was

measured. Under the assumption made in Ref. 3, this alraBLE I11. Relative change in visible volumes of impurity-helium samples
lowed us to determine the following parameters of impurity—during heating of dry samples/g/V¥) and in the course of entire experi-
helium samples: volumes of IH cluste¥s=V,y/N,,, their ~ ment (V;/Vy).

diametersD =2[3V,/(4)]*3, and the stoichiometric ratio
S=V,/V;—1 for IH samplesiwhereV;=46 A3 is the vol-

Impurity particle V2IVK VOVK

ume occupied by helium atoms in the liquid Bt 1.7 K). Ne 3 10
Table IV contains the measured number of impurity par-2' 4 12

ticles immediately after their accumulation as well as afterX; ‘é %‘5

short-term sample holding above the He Il surface. In ordeg, 6 15

to illustrate the decrease in the true volume of the samples
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TABLE |V. Determination of elemental composition of impurity-helium samples.

Parameters of impurity-helium samples

Sample volume, cf Number of
particles in IH cluster Initial diameter Stoichiometric
Impurity atom No. of initial after annealing sample volume of IH cluster coefficient
(moleculg Im experiment Vo V, Njm-10"20 V., A8 D, A S
1* 0.20 - 2.64 757 11.3 16
Ne 2 0.425-0.266 - 2.0 2125-1330 16.0 45-28
3 0.174-0.133 - 0.813 2140-1635 16.0 45-34
4* 0.346 - 1.33 2601 17.06 55
1* 0.43 - 3.77 1140 12.96 24
Ar 2* 0.403 - 1.44 2799 17.5 60
3* 0.465 - 1.65 2818 17.52 60
4 0.378-0.32 0.028 1.74 2172-1839 16.0 46-39
1 0.79-0.60 - 2.92 2705-2054 17.2 58-44
Kr 2 0.36-0.25 0.07 2.0 1800-1250 15.09 38-26
3* 0.23 - 1.07 2150 16.01 46
Xe 1 0.30-0.203 - 1.96 1530-1036 14.3 32-22
N, 1 0.17-0.08 - 1.26 1349-635 13.7 28-13

Note: Asterisk marks experiments in which samples were evaporated immediately after the measurement of their volume.

of true volumes for evaluating the number of impurity par- 3.5. Effect of external pressure on sample stability

ticles in them are also given in the table for comparison. Experiments on the effect of external pressure on the

. In. some _experlments, the true volumésof the “dry sample stability were made according to the scheme pre-
impurity—helium samples were measured after the Compleéented in Fig. 2. Thermogram of sample heatingth the
tion of heating cycles; these values are also given in Tabl L

V. The t | din thi | o th ermometer inside the sampkend the intensity of its lumi-
- 1he true volumes measured in this case were close 10 Mfascence were recorded under a pressure increasing after the
values of visible volumes.

pumping of helium vapor from the Dewar flask was termi-

nated.

3.4. Heating of samples containing active particles Figure 6 shows a thermogram of heating and the tem-
Figure 5a shows thermograms for a “dry” Kr—helium perature dependence of thermoluminescence of the sample

sample recorded in the experimental geometry shown in Fig®" & Kr—helium sample. The pressure in the Dewar flask

2. The first thermometer was inside the sample, while thdncreased as a result of heating and amounted to 100 torr at
second was 1 mm above the sample; the helium pressure {he moment of instantaneous decomposition. It can be seen
the Dewar flask was 10 torr. The supply of Hell to the cyl- that the decomposition of the sample in this case takes place

inder was terminated, and the sample was heated as the levdi @ higher temperaturé~10 K; the temperature jump is

of helium in the cylinder decreased. It can be seen from Fig2/SO much strongeup to ~18 K).
At a slower heating, Ar—He and Kr—He samples could

5a that the temperature in the sample at the initial stage was

considerably lower than the temperature outside the sampl@€ Néated up to 13 K, the pressure in the Dewar flask being

and the temperature detected by the inner thermometer in= 200 torr. The drop of helium pressure due to evacuation of

creased abruptly and becomes close to the temperature Ol_mglium vapor from the Dewar flask at this temperature led to

side the sample only after the instantaneous decompositidiStantaneous decomposition of the sample accompanied by

of the sample occurring at the temperature registered by th luminous glow. _ .
outer thermometer which is close to the temperature 1NUS, it has been established that the stability of IH

~7-8K of the decomposition of IH sample reported samples is higher under a higher pressure of the helium me-
di

earlier?* 1um.
Figure 5b shows the time dependence of the thermolu-
minescence intensity .for a sample at a wav_elength4_ DISCUSSION OF RESULTS
A~525 nm. The glow is due to luminescence of nitrogen
impurity atoms stabilized in the sample. In the temperature  The obtained results make it possible to analyze the
range 2.5-4.5 K, thermoluminescence has a high intensitgomposition of impurity—helium samples and lead to the
and is accompanied by a considerable decrease in the samplenclusion that the composition changes as a result of hold-
volume. A further heating quenches the glow, and the samplihg outside helium.
volume remains unchanged up to instantaneous decomposi- T - L
tion. The decomposition is accompanied by a high-intensit)f"l' Analysis of initial stoichiometric ratios
luminescence glow and a temperature jump up to 8.3 K. A Initial stoichiometric ratios for impurity—helium samples
similar decomposition is observed for all IH samples con-obtained by injecting gas jets which were not subjected to
taining active particles. the action of an rf dischargsee Table IY amount to 16—-55
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FIG. 5. (@ Thermograms of heating for Kr—He sample obtained by intro- FIG. 6. () Thermograms of two consecutive heating of the mesh with the
ducing of a gaseous mixtuf&r]:[He] = 1:200 after its passage through the sample(curvel) and without samplécurve2) upon an increase in pressure
rf discharge region into He I1: curvewas plotted according to the readings in the Dewar flask from 10 to 100 torth) Thermoluminescence kinetics of
of the thermometer in the samplsee Fig. 2 and curve2 corresponds to  a Kr—He sample ak =525 nm under increasing helium pressure.

the readings of the thermometer above the santp)eThermoluminescence

kinetics of a Kr—He sample at=525 nm under the helium pressure in the

D flask of 10 torr. . . .
ewarflaseo o the total energy of the systefThis assumption makes it

possible to obtain a satisfactory description of the pressure

for Ne—He, 24-60 for Ar—He, 26-58 for Kr—He, and 13—28 dependence of displacement and width of spectral lines for
for N,—He samples. In the model of IHSP as a phase ofitoms in heliunf1°
impurity—helium clusters frozen together, we can conclude In the first approximation, we can neglect the form of
that clusters have one or two filled helium shells surroundingnutual arrangement of impurity centers in the IHSP lattice in
heavy impurity particles. view of fast damping of the van der Waals interaction of

Before analyzing the obtained results, it is expedient tampurity particles with helium atoms. In this case, the con-
consider theoretically the possibility of existence of IHSPtribution from the interaction of impurity atoms to the energy
with a varying stoichiometric composition. of the system can be neglected the more so in view of the

Phenomenological Model of IHSP large separation between impurities. According to calcula-

We developed a simplified phenomenological approachions, this contribution is small even for a transient state of
based on the assumptions normally used for studying thenerging of two one-layer impurity—helium clusters.
optical properties of atoms in liquid heliufa® The main Thus, an analysis of the impurity—helium phase on the
fundamental assumption concerns the additivity of the conwhole boils down to an analysis of one of its cells having the
tributions of the energy of helium with a cavity of a certain composition Im Hg. The expression for the system energy
shape and the energy of an atom perturbed by the ambient tormalized to a cell has the form
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E=neyet Ecavt Eints an analysis of Rg—helium systerfiRg=Ne, Ar, Kr, Xe) of
an arbitrary composition RgHe For zero pressure, the he-

where ey is the average energy per atom of the He- su bI|um density can be determined from the formula

system,E.,, the energy of cavity formation, ang;, the
energy of interaction of an impurity center with the ambient. ~ p=[—(1+ y)nc/(nb+Ab)]'.
The dependence af,. on the average densiyy of the he-

lium subsystem is defined, as usual, by the formula This leads to the following expression for the binding energy

of an impurity atom:

E,=E(RgHeg,) —en. (2)

Forn—o, we haveE, = Ab/2V + o47R?. We equate this
quantity to the binding energy for a solitary atom obtained
by Dalfova'® and then findAb on the basis of the estimate
R=r,—0.2 A following from an analysis of graphical data
obtained for the helium density in the vicinity of an impurity,
wherer, is the equilibrium distance for diatomic Rg—He
molecules(borrowed from Ref. 14 The results of calcula-
477ﬁ (Vp)2 tions based on formulaél) and (2) and valid for a rigid
impurity atom are presented in Fig. 7. All systems exhibit a
monotonic increase in the binding energy and in the helium
is the sum of the surface energy proportional to the surfacdensity upon a decrease in the stoichiometric ratio. It should
tensiono=0.274 K/A2,%? the work done to create the cav- be noted that for large densities comparable with the density
ity, which is proportional to the external pressiteand the  of liquid helium, our arguments are not quite correct. How-
term representing the kinetic energy, associated with the ever, we do not aim at deriving the equation of state at the
existence of a helium density gradient at the edges of thexoment(which is a complicated and interesting prob)eth
cavity. The contribution to this term comes from the spheri-would be reasonable to assume that the “solidification” of
cal layer in which the helium densify changes significantly helium in the entire IHSP cell is just the condition of its

ene=pbl2+ ptt7Vc/2,

where the constantb=—-888.81K A3 =28, andc
=1.04553710" K-A3*37 given in Ref. 11 ensure the cor-
rect description of the properties of liquid helium B0,
viz.,theatomicvolum¥ =[ — (1 + y)c/b]¥” = 45.8 A3, the
energy per atons=(y/(y+1)) (b/2V)=—-7.15K, and the
isothermal  compressibility k= —2V?/ yb=1.20x 10 2
atm L. The energy of a spherical cavity of radiBs i.e.,

Eca= 04mR*+ P - R3

from O at the center to a constant valpieThe energy existence. For this reason, the criterion of existence of IHSP
can be established on the basis of the equation of state of the
En=4m f B(N)Vin(r)rdr liquid:
P=pe,

of interaction of an impurity center with the helium sur-
roundings is determined by the interaction poteritgl(r).

We introduce the following simplifying assumptions: the
distribution of helium around an impurity center is spherical,.
an impurity atom is incompressible, i.e., the cavity radius
R=const, and possible changes in the distribution of helium
densityp in the vicinity of an impurity center upon a change
in the IHSP composition are reduced to its multiplication by
a constant. These assumptions are based on the fact that {
separation between atoms in liquid helium is much large
than the distance corresponding to the minimum of th
He—He pair interaction. The analysis of solitary impurity—
helium clusters by the density functional metfidtd to the
conclusion that the He density distribution in the first coor-
dinate sphere around an impurity cenfier the KrHe, clus-
ter) does not change starting from=20: this is in accord
with the approximation of a rigid impurity atom.

Bearing in mind that the energy of interacti@h, as
well as the kinetic energl¢,, under these approximations are
linear functions of density, i.e.,

wherep, 0s a certain critical density corresponding to solidi-
fication of helium. This criterion determines implicitly the
maximum stoichiometric ratio in IHSP. Naturally, this ratio
is exactly observed when an IHSP sample is grown in excess
of liquid helium as in our experiments. A reliable estimate of
the numbem can be obtained from the ratio of atomic vol-
umes of solid and liquid helium during freezing, which is
ual to 0.88° extrapolated to T=0, which gives
p.=0.88V=40.3 A%. The corresponding values are given
in Fig. 7. Since the only effect of external pressure for pure
elium is just the attainment of critical density, helium in
peripheral regions of an IHSP cell is a quantum-mechanical
object just like ordinary solid helium. On the other hand, the
earlier quantum-mechanical analysis of a one-layered helium
clustef® revealed that the number of quantum degrees of
freedom for helium in the latter case decreases in view of
rigid nature of radial vibrations of the helium shell. The cor-
responding solid state naturally has a high density. It can be
determined by extrapolating the density of solid helium to
the value afT=0 along the melting phase-transition curve
Eine+ Ex=p2Ab, and amounts to pf=34.41 A%.*® This result can be used
for calculating the values of the stoichiometric coefficient
for strongly bound “classical” helium. Figure 7 presenting
(nb+Ab) nc .. , AT the values ofv shows that these values are quite close to the
=5 Pt Y+ odnR*+ 3 R°P. (1) occupation numbers for the first coordination sphere calcu-
lated by Dalfovo'®
SinceP=p2?9E/dp, we can treat the obtained expression as  Thus, the above analysis shows that according to simple
an equation of state of IHSP. We will use this expression fophysical considerations concerning the short range of the

we can write the energy of IHSP in the form

574 Low Temp. Phys. 23 (7), July 1997 Boltnev et al. 574



QO

&
[}
(=]
]-ﬂ
P, torr
=
¥

|
10

1
0 20 40 60 80 100

3
—-p

T.K

“‘ FIG. 8. Theoretical diagram of IHSP stability for the compositions NeHe
(curve 1) and XeHe (curve2). The phase diagrams for heliuturve 3),
classical heliun(curve4), and IHSP as a system of clusters NefHeurve

5) are shown for comparison.

0,030 strongly. This allows us to assume that the IHSP stability is
- ultimately determine d by the conditions under which helium
o of the first coordination sphere starts evaporating. Estimating

2 INe the helium vapor pressure under these conditions, i.e.,

Pre=Po(T)exp( — (Dpea— Dpened/T)),

whereDyea— Dyene is the difference in the energies of in-
teraction between He and an impurity center and between
He—He atomspy(T) being the vapor pressure over classical
solid helium calculated by us earligwe obtained Rg—IHSP
0'0200 . 2'0 . 4'0 : BlO . 8|0 ' 160 stability diagrams presented in Fig. 8.

4.2. Analysis of decomposition of IH samples
FIG. 7. Dependence of the binding energy and the average helium den-
sity (b) on n in the impurity—helium solid phase RgkléRg=Ne, Ar, Kr, The analysis carried out above explains why the sto-
Xe); theoretical estimates of the numberof rigidly bound helium atoms  jchiometric ratio for fresh|y prepared Samp|es is much higher
and of the total numben of helium atoms per impurity centdsquare  than that in Ref. 3. Moreover, the kinetics of decomposition

bracket$ and the range of experimental values of stoichiometric coefficients | . . . L
> 9 P which includes two stages, i.e., the initial smooth stage and

(<), X marks the number of helium atoms in the first coordination sphere,
obtained by Dalfovd?® subsequent fast stagesee above becomes qualitatively
clear.
The first stage of gradual decomposition of the samples

Van der Waals interaction, the stoichiometric ratios for ais manifested during consecutive removals of IH samples
stable “classical” IHSP must be close to the occupationfrom the bulk of Hell and their holding aT~4-6 K.
numbers for the fist coordination sphere of an impurity par-Sample decomposition was detected from the decrease in
ticle. However, helium atoms in the first coordination sphererue and visible volumetsee Fig. 3 Formally, a decrease in
have small amplitudes of zero-point vibrations, and the corthe sample volume with a constant number of impurity par-
responding decrease in the zero-point vibrational energy iticles in the sample indicates a decrease in the stoichiometric
sufficient for solidification of a certain number of neighbor- ratio, Such a decrease was observed for all the samples under
ing helium atoms due to effects of short-range correlationsnvestigation(see Table V.
between them. However, helium atoms belonging to a re- The experimentally obtained rates of decrease in the true
mote (far) coordination sphere are bound by energies typical’/olumes of impurity—helium samples make it possible to es-
of the He—He interaction, i.e., much more weakly than thetimate the characteristic time of the first stage of decompo-
atoms from the first coordination sphere which interact withsition (Table V). This time varies from 210° s for a Kr—He
the impurity atom. sample to 8.510° s for a N.—He sample. We assume that the

Consequently, an IHSP with a composition AH=mn be  sample consists mainly of solidified helium, and a decrease
regarded as a system (A}l)éle,_, if we single out helium in the volume is due to evaporation of He atoms from its
from the first coordination sphere which is bound morebranched surface.
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TABLE V. Analysis of decomposition of “dry” impurity-helium samples at external temperalure 4—6 K.

Lifetime of sample

Impurity Sample Time of holding sample Change in Sample decomposition withVy =1 cn?
particle volume of T~4-6K sample volume rate atT~4-6K
in sample Vo, cnt tr, s AV,, cn? dN/dt, particle/s te, s

Ne 0.425 540 0.19 9.610' 2842

Ar 0.378 312 0.07 6.310'® 4457

Kr 0.78 385 0.19 1.4-10"° 2026

Xe 0.30 150 0.08 1.440% 1875

N, 0.17 600 0.07 3.310'® 8571

The first stage accompanied with intense evaporation athows the temperature dependences of the relative volumes
helium in the absence of merging of heavy centers naturallpf the samples, which indicate that the second stage occurs in
leads to sample cooling. This follows not only from the factthe temperature range 3—-4 K for the Ne—He sample and
that the temperature in the sample at this stage is lower thafl_7 K for the Kr—He sample.
in the absence of heliurtwhich can be explained by a high If, however, the Kr—He sample was obtained by intro-
heat capacity of IHSP and liquid heligpbut also from the ducing a gas jet after its passage through the rf discharge

presence of "steps” on the thermogram for a.ttenua.mngregion onto He Il, the stage of merging of impurity particles
temperature-dependent luminescence of nitrogen impurity an manifested in the luminescence of nitrogen impurity atoms
oms(See below and Fig.)5The fact that the temperature in 9 purtty

the sample at this stage is considerably lower than near tH§€€ Fig- 5B Since nitrogen impurity (10°%) is always _
sample explains why this stage was not detected in the firftf€Sent in a real gas mixture, the passage of the gas jet
experiments: the change in the sample volume occurred Sarough the discharge region leads to the formation of meta-
the temperature 7—8 K indicated by the outer thermometeStable atoms N{D) which are stabilized in the helium me-
i.e., near the temperature at which the second stage of dgium for long periods of time-10* s. The prohibition on
composition begins. the 2D—*S transition of the nitrogen atoms is removed and
At the second stage, energy is liberated as a result ahe lifetime is reduced to 15—30 s only as a result of merging
merging of heavy particles, and the temperature in the bullof such an atom with another heavy particle, viz., a Kr
of the sample becomes higher than in the background meggom?:16
surements. _ It should be noted that all the samples containing “ac-
Figure 4 characterizes the second stage of decompoOSiye particles,” i.e., obtained by condensation of gas jets hav-

tion. The temperature range in which the volume decreaseiﬁg passed through the rf discharge region, suffered instan-

abruptly depends on the type of impurity particles. Figure 9taneous decomposition. In the case when the samples were

obtained without the action of the rf discharge on the jet,
instantaneous decomposition was observed only for the

1,0 Ne—He sample, while the remaining samples retained their
volume upon further heating up to 12 K after its strong re-
0.8k duction by a factor of 8—12see Table V.

An increase in pressure stabilizes IHSP, and its ultimate
decomposition occurs in the higher-temperature region. The
temperature interval of decomposition for heavy impurity
0,6 centers is wider than for Ne impurity centers.

(']
a’ The breakdown of the helium—impurity phase can be
= used for carrying out chemical reactions at ultralow tempera-

0,4 tures. The addition of a small amount of chemically active
particles to the inert mixturfRg)/[He] undergoing conden-
sation leads to the formation of an impurity—helium solid
0,2 phase with stabilized chemical reagents in superfluid helium.
If we then remove the sample from He Il and heat it, asso-
ciation of impurity particles leading to a reaction between
] ] ] l I chemical reagents will take place.The sample stability and

0 2 4 6 8 10 12 the temperature region of the chemical reaction can be varied

T.K by choosing appropriate main impurityRg]=Ne, Ar, Kr,

_ _ w _etc). This opens new prospects for studying reactions with
FIG. 9. Experimental temperature dependences of relative variations of vis- L . .
ible volumes for various impurity—helium samplés: = Ne (@), N, (W), Kr matrix-isolated particles, and the parameters of the matrix
(A) (dark triangley and Xe(dark nablas¥). (impurity—helium phasecan be varied over a wide range.
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CONCLUSIONS (5) The effect of external pressure on the stability of IH
b- samples is investigated It is found that an increase in pres-
p Sure improves the stability of the sample, and their decom-
Bosition occurs at a higher temperature, its nature remaining
unchanged.

(1) The composition of impurity—helium samples o
tained by injecting impurity particles from a gas jet whic
has not been subjected to the action of a rf discharge int
Hell is determined experimentally. The stoichiometric ratios _ . . . -

P y (6) Insulation of chemically active particles by solidified

for all the particles under investigatighe, Ar, Kr, Xe, and S . )
N,) are much larger than the values predicted by the modéﬁl'el_Ium in IHSP aff =1.5 K aHOV\.’S us tq analyze their prop- .
2rties on one hand and makes it possible to carry out chemi-

of one-layered clusters frozen together. The theoretical pose . :
sibility of freezing together two-layered clusters is substan-cf"‘.I reactions at low temperatures during the IHSP decompo-
tiated in the framework of the continual model of the helium SO ON the other hand.
subsystem of the IHSP filling the space between rigid impuit should be interesting to apply the methods of x-ray diffrac-
rity centers. tion analysis for determining the IHSP structure and for in-
(2) The breakdown of impurity—helium samples re- vestigating the rearrangement of impurity particles during its
moved from He Il under low pressures is investigated. It isdecomposition.
shown that the failure occurs in two stages. At the first stage,
“weakly bound” helium from the second coordination he- ) : .
lium spheres surrounding impurity particles evaporates, lead@Ce In carrying out experiments. . .
ing to sample cooling. The second stage begins at tempera- This research was supported by the Russian Foundation
tures 3—6 K and is characterized by the breakdown of th@ Fundamental StudieGrant No. 96-03-34194
first coordination spheres, the association of heavy impurity
particles, a considerable decrease in volume, and sample
heating. It is found that the temperature ranges in which thé E-mail: khmel@binep.ac.ru
failure of IH samples takes place are determined by the type
of the impurity particle: the lighter the particle, the lower the
temperature at which the decomposition processes W&gin *E. B. Gordon, A. A. Pelmenev, E. A. Popat al,, Fiz. Nizk. Temp.15,
K for N, and Ne and 5 K for Kr. The type of the impurity 226 gg? [dSOV-\j- '\-/OVPVqTemIP- Ehy§5k48élﬁ89]'em . Chem. Ph
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Free and self-trapped excitons in rare-gas cryocrystals: coexistence and mixing
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The absorption spectra for rare-gas cryocrystals are calculated taking into account one-phonon
scattering and multiphonon interaction of free excitons with local lattice vibrations. The
possibility of coexistence of free and self-trapped excitons in nonequilibrium states above the
bottom of the exciton band is discussed on the basis of a comparison of the free exciton
energy with exciton damping in the one-phonon scattering and during transitions to exciton-
vibron states. It is found that free exciton damping at low temperatures is mainly

determined by one-phonon scattering in the entire exciton band only for xenon. In argon and
krypton crystals, both types of damping make comparable contributions. The probability

of transition of an exciton to self-trapped states in neon is so high that the existence of band
excitations is unlikely. ©1997 American Institute of Physid§1063-777X97)01207-3

INTRODUCTION dition; see Fig. ], the population of self-trapped exciton
. , states locally deforming the lattice and their manifestation in
The lowermost exciton states in rare-gas solBSS e gpectrum also become possible. Thus, a weak exciton—

are genetically related to a Rydberg-type atomic state and ahonon scattering and a strong coupling with a local defor-
characterized by an intermediate excitation radius which ig,5tion

much larger than the radius of the ground state, but does not
exceed the distance to nearest neighbors in the lattice. As a
result(and also due to high deformability of the cryocrystal

lattice), excitons in RGS possess a number of peculiar prop- b din RGS
erties. According to the type of the exciton—phonon interac8'€ OPSENVed In RS : .
Table | contains the parameters of exciton—phonon in-

tion, the situation in RGS can be treated as an intermediate

case, which leads to a nontrivial phenomenon of existence Jfraction taking 'mf) account the eX|s_tence_of two types of
free (F) and self-trappedST) excitons. On one hand, the self-trapped states: one-center quasi-atomic St&eSTE)

strong resonant couplingthe exciton band half-width and wo-center quasi-molecular sta@sSTE). All RGS are

B~0.5 eV) leads to a considerable decrease in the energy oqharactenzed by very large valuestfr andB as compared

band quasiparticles relative to the local crystal excitation;f0 low p'r(ljonotr;l frzgfger}?e?sfl'hlti pec?l'a}”i.y N rfespo.:\sm:je
level Ey, in the nondeformed latticésee the diagram in Fig. or consideraple diiicutties In the calculation ot exciton dy-

1). On the other hand, an exciton can form a potential wel12MICS. We outline here the main problems involving an

due to local lattice deformation in view of the strong exciton-"’maIySiS of various aspects of the exciton-phonon interaction
in RGS.

honon coupling and can be trapped at one or two nearef!
P Hping Pb W Relatively narrow absorption peaks typical of band qua-

atoms'~® The depthE,  of the potential of the self-trapped . . AR .
state depends on the exciton-phonon interaction parametém e?rritclcrlggig;ec%r;?ézgtoer:jziﬁg Itrc]) I;icgar?e?i/ar?ecrg?essl,daer:zbr!z\iiérg—
D=wE is the ch teristic ph hich )

@E_gpi(w i the characteristic phonon enejgyhic width much larger than the phonon frequeric§The shape

determines the slope of the potential at the pdirtEy,,
whereEy, corresponds to the middle of the band. The quan-Of t'he bands does not_corresppnd to the model of weak
xciton—phonon scatterin@especially for Ne and Ar In

tity D characterizes the electron energy fluctuation duringe

the lattice vibration timei/w and determines the width of spite of the w_nportance of the problem, the origin of the
the absorption spectrum for a local cerfték. band exciton short-wave wing has not been interpreted unambiguously

stays at a lattice site for a short timéB </« (the adiaba- yet. The excited states of the wing with small coefficients of

ticity condition), and the intensity of its scattering at the local absorption and reflection are used in experiments for effec-

potential is determined by the nonadiabaticity parameter tive excnatmq 9f the crygtals. . .
The conditions for simultaneous manifestations of band

A=D2%/B2<1. (1)  and self-trapped states in absorption spectra were first con-
sidered theoretically for a strong exciton—phonon coupling in
Weak scattering corresponds to the coherent motion of anolecular crystals® and then analyzed for a large set of
band exciton, which is manifested in dynamic narrowing ofrelations betweem and E,  also’ ! However, the possi-
the absorption lindas compared to a local centemd in its  bility of manifestation of the dual nature of exciton absorp-
displacement towards the bottom of the béitd wave num- tion specifically for RGS has not been estimated in view of
berk=0). In this case, foE g>B (the strong coupling con- complexity of the situatior2).
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E The development of the theory for intermediate-radius
\ /%/// excitons turned out to be historically connected with the
12D E, adiabatic approach in the theory of deformation interaction
= of excitons with the lattice. For this reason, experimental
data were interpreted as the coexistence of free and self-
' Ef:' trapped excitons separated by a barrier at the adiabatic po-
N ” ; B tential, and the population of ST states was associated with
s q, overcoming of a self- trapped barrier by free excitons near
y A 7 7 a4, the bottom of the banti:* The application of the adiabatic
: approach to RGS is justified by formulél and(2) and has
{m} formed the basis for considerable advances in understanding
of self-trapping in wide-band insulatotsHowever, it was
pointed out long ago by Rashbim his pioneering work de-
voted to light absorption in the case of a strong coupling
q Py between an exciton and phonons that the disregard of the
motion of nuclei does not permit an analysis of the effect
taking into account vibrational excitations of ST states near

. . . __and above the adiabatic barrier state. The difficulties were
FIG. 1. Formation of band and self-trapped exciton states in the configura-

tion coordinates model: quasi-molecular stateft), quasi-atomic state exp_lained_ by the mixir_1g of S_tates_ of free a'_"d self-trapped
(right), and band states of excitofisenter; ¢ is the distribution function ~ eXxcitons in large-amplitude vibrationally excited states due

for the motion of an atom at a lattice site in the ground state. to an increase in the transparency Of the barrier' Subse-
quently, Joselevich and Rastb&® considered self-trapping
The peaks of free excitons observed in luminescence q?rf ex_citons With inetic energies, at the level c_>f the seff-
Xe, Kr, and Ar crystals as well as high-intensity exciton trzgziltri]gnb?cr)”ter:f k:d(i)i):t\i/c) - The process was mdyced by a
potential in the barrier region.

emission bar_1ds of tha-STE type in Ne and Ar and_of the Such a channel is associated with the necessity of a certain
m-STE type in Ne, Ar, Kr, and Xe were considered in terms;

. o initial local deformation as well as a fast transformation of
of coexistence of band and self-trapped statésA finite L . )
the kinetic energy into the energy of local deformation of the

lowermost excitation state which is usually observed in lu-,_ .. . )
. . . . lattice. The estimates obtained for perfect crystals led to val-
minescence is attained as a result of long-term multistage

relaxation that takes place during the optical Iifetimeules_ ofh_silf_-trtappl_?g é);_olb ab_|I|ty which werek tolc; low to e)t(r-]
70~107%'s, wherero>#i/w~10"13s. Naturally, it is im- Prain NIGN-INENSILY S/ -UMINESCENCe peaxs. HOWEVET, the

portant to analyze the possibility of coexistence of band anyery important qualitative conclusion that this probability is

localized excitons at various stages of their energy relaxatiofPSiderably higher than for thermalized excitons and has a
in nonstationary states. peak at the level of the adiabatic barrier height was

Exciton self-trapping is the most important factor deter-()t’t""im_’dl'2 This result served as a strong impetus for subse-
mining the dynamics of excited states, distribution of relax-duent intense studies of possible self-trapping mechanisms
ation channels, and transport of excitation energy in rasfor high-energy excitons, including those taking into account
Nevertheless, peculiarities of exciton dynamics and separdionadiabatic mixing of band excitons and vibrationally ex-
tion of the mechanisms of self- trappitig a perfect crystal ~ cited ST states.
and localization of excitons at defects as well as separation The idea of configuration mixing is based on the
of energy intervals in the exciton band in which self-trappingduantum-mechanical analysis od the motion of atoms in a
is most intense remain disputable. lattice. The states of free excitons and vibrationally excited

The peculiar structural and temperature sensitivity of theself- trapped state@ee Fig. 1 which differ in the configu-
spectra for free and self-trapped excitons as well as emissioiation of nuclear wave functions the more strongly, the larger
of impurity centers populated from the exciton states of thethe lattice deformation around a local excitation lie above the
matrix also remain unclear. These dependences cannot bettom of the band. Self-trapping can be considered by using
explained without taking into account the intraband relax-a nonadiabatic approach as a transformation of the kinetic
ation and energy transport by nonthermalized excitons.  energy of a band exciton into the kinetic energy of a local

{1

TABLE |. Parameters of exciton-phonon interacti@nergy in eV.

Cryocrystal Type of state E r B ) D N Gy TsT, S Ey

Xe m-STE 0.85 0.45 0.0063 0.073 0.03 1978 21078 0.16

Kr m-STE 1.38 0.45 0.0071 0.1 0.05 1un—* 4.107% 0.115
a-STE 0.77 0.084 0.06 5.910"4 1.1.10°%?

Ar m-STE 16 035 0.0091 0.12 0.12 3.80°2 1.7.10° 1 0.08

Ne a-STE 0.85 0.2 0.0075 0.08 0.16 5192 1.2.107 % 0.02
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vibrational motion of atoms during tunneling of the nuclearstrated graphically. It was shown that the formation of the
subsystem. free exciton peak near the bottom of the band occurs when
The problems listed above stimulate an analysis of alkondition(1) is satisfied. These authors managed to describe
the approaches proposed earlier for describing the excitonthe Urbach of the absorption band near resonance associated
phonon interaction in order to develop the ideas on the struowith transitions to quasi-local ST states below the bottom of
ture and dynamics of intermediate-radius excitons in RGS. the band. The inclusion of only local phonons at sites nearest
The main aim of this research is the discussion of a morgo an excitation did not allow the authors of Ref. 7 to obtain
complete concept of coexistence of free and self-trapped exhe Lorentzian shape of the high-energy wing of the band
citations in RGS including the range of exciton kinetic ener-since the scattering at lattice phonons was not envisage by
gies up to the middle of the band for time intervals startingthe model. It was shown, however, that a wéakview of
from absorption ¢,~10 °s). nonadiabaticity band of absorption by quasi-local exciton-
In this publication, we analyze absorption spectra forvibron states can be observed in the high- energy region of
RGS taking into account one-phonon damping and the cowhe band.
pling between free and self-trapped excitdi@ec. 1, the The next advancement in the analysis of the problem
dispersion range for band excitons which corresponds to th@as made by Suriwho took into account quantum effects
formation of branches of mixed exciton- -vibron states pre-of motion in the lattice by using a nonadiabatic approach.
dicted in the modél** (Sec. 2, and consider in detail the The proposed method of approximation of multiphonon pro-
problem of coexistence of free and self-trapped excitons itesses made it possible to realize successfully appr@ach
nonequilibrium states above the bottom of the band by comand to obtain polaron-like narrow-band states below the ex-
paring the probabilities of exciton scattering by phonons angiton resonance as well as the phonon structure of the ab-

of damping at local exciton-vibrational statéSec. 3. sorption spectrum on the high-energy side of the fundamen-
tal exciton peak.

1. MANIFESTATION OF FREE AND SELF-TRAPPED Shermal’ described a method of exact solution of the

EXCITONS IN ABSORPTION (WEAK DAMPING problem by using approadia) and confirmed Sumi’s results

APPROXIMATION) on calculation of absorption spectra to a considerable extent.

The difficulties in the analysis of coexistence of free andCoupled exciton states were constructed on the local basis in
self-trapped excitons in the intermediate case of exciton couthe form of orthogonal wave functions constructed by con-
pling with phonons are associated with the description ofecutive broadening of the exciton-phonon localization re-
delocalized free exciton§) as well as excitons localized 9ion so that scattering at delocalized phonons was also taken
virtually on a lattice sitgST) by using a unified approach. It into account. Shermahcalculated the absorption spectra nu-
was shown in publications on the effect of exciton-phononmerically for a crystal with a fixed frequenay of optical
interaction on the exciton absorption spetttal®that the Pphonons and with the set of valuesifr andB with maxi-
high-energy tail and the main part of the absorption bandnum values & and 2@, respectively. For RGS crystals,
have the form of a Lorentzian constricted due to the highELr~100w and B~50wx (see Table ), and the effect of
mobility of a free exciton. It should be recalled that the ab-mixing of the states has a high sensitivity to the magnitude
sorption spectrum for a local center can be described by and to the ratio of these parameters. For this reason, the
wide Gaussian curve. The low-energy of the absorption bantesults obtained in Ref. 10 cannot be interpolated to RES
in the exciton resonant region decreases exponentiatly — easily, and the proposed algorithm of using recurrent rela-
cording to the Urbach lawand is associated with optical tions for obtaining the complete set of states in extremely
transitions to ST states. In order to take into account th&€umbersome.

F—ST dualism in exciton absorption, two approaches to the The next stage in overcoming the difficulties in calculat-
problem of excitation eigenstates in the lattice have beeing the systems witlE r>B> w was the publication by A.
developed(a) the states of an F exciton are used as the basiSumit! who made an attempt to combine phenomenologi-
and the exciton-phonon interaction with one, two, etc.cally approache&) and(b) each of which was applied in the
phonons is taken into consideration consecuti@tyorder  first approximation in the relevant perturbation. It is impor-
to obtain a local state, the sum of an infinite series should btant that Surlit analyzed the interaction with acoustic
determineg, or (b) the complete set of ST states is used asphonons, which is typical of RGS. Since he calculated opti-
the basis, to which the operator of resonant transfer of excieal spectra, the analysis was carried out near the bottom of
tation is applied. As a rule, both approaches involve considthe exciton bandi=0), where configuration mixing of free
erable difficulties when attempts are made to obtain a generaind self-trapped excitons is known to be weak. In order to
solution in the case of intermediate coupling. calculate Green’s functio(k,E) of the exciton—phonon

The application of approacth) by Cho and Toyazawa system, the imaginary component of the mass operator
resulted in a renormalization on one-site exciton-vibron lev-S(E) was formally written as the sum of two dampings: the
els of the ST statécorresponding to a linear exciton—phonon one-phonon dampingj (E) of free excitons, and the damp-
interaction to a set of narrow bands with a specific energy—ing Gs1(E) associated with the probability of transition of an
momentum relation. As a result, the change in the form ofexciton with energyE to a self-trapped state. The spectral
the absorption spectrum from a Gaussian to a narrow resdalistribution of the probability of excitation absorption by a
nant peak for an almost free exciton upon an increase in thiecal center is proportional to the Frank—Kondon factor and
parameteB of resonant transfer of excitation was demon-has the form of a Gaussian with the half-widdh
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1 (E—Ey)? 1,0 ;
JST(E)_(ZT):L%eX T opz (€©)) i ; a
_ _ 08} ; Xe
According to Refs. 8, 11, and 14 that attenuation of the ex- @ !
citon state due to transitions to a self-trapped state far away % 06 !
from the middle of the ban#&, can be approximated by the ° !
formula 2 2 *:Z,T 04 ,i =0,001 eV
E-E E-E 2 r !
GeE)=\27 % exp[ - % (4) = ozl /:
A. Sumi noted that, according to this formula, the value 0 d-/’/ N \-.._.4—-%///
of Gg1(E) near the bottom of the band is exponentially small 82 83 84 85 86 87 88 89
in the parametelE?/D2~B?/D?>1, and I'(E)>Gg(E) Energy, eV
above the bottom of the band. For this reason, the attenuation
Gs1(E) is manifested significantly only below the bottom of 18} W b
the band, wheré&'(E) =0, and hence contributes only to the b
formation of the low-energy edge of exciton band absorp- @ 16 i Kr
tion. Sumi' carried out self-consistent calculations of S 4T i
Green'’s function, scattering(E), as well as the absorption T 12 i E
band forE, g=50w andB=40w, which is far from the pa- % 1,0r ::
rameters typical of RG$%ee Table)l Thus, the analysis of S 08F i1
the problem for the range of parameters typical of RGS has £ 0,6+ ,i b 'E)': 0,002 eV
not yet been carried out. 04} ! {
In this section, we describe the results of calculations of o2t /
exciton absorption curves for RGS made according to the 0 . e . . )
following algorithm. The absorption spectrum is defined in 100 101 102 103 104 105 106 107
terms of Green'’s function in the form Energy, eV
A(E)=—1/m Im G(k=0, E), ) FIG. 2. Calculated absorption spectra for excitons in(¥eand Kr(b). The

, . . . solid curve is calculated by formul#4)—(8); the dashed curve corresponds
and Green’s function is defined through the mass Operatqg the Lorentzian with the half-width, characteristic of one-phonon damp-
S(E): ing; the dot-and-dash curve is calculated according to the energy-momentum

relation (10). The integral intensity of the high-energy band relative to the

1 total intensity is\<3% for Xe.
Heree(K) is the energy-momentum relation for an exciton in
a rigid lattice, and unity. The parameters used in the calculations are given in
Im S(E)=T(E) + Gs1(E). @) Table I. The asymmetry of the curve is emphasized by a

comparison with the Lorentzian curve with the width
Such an approach presumes that the perturbation is small afih= constE), which is typical of one-phonon scattering near
does not lead to a significant rearrangement of the eigemesonanceédashed curye The solid curve in Fig. 2b corre-
states of the band exciton. We used formul for  sponds to the absorption spectrum for Kr obtained by using
Gg1(E) and the well-known approximation for the probabil- the same algorithm. Although the band asymmetry is mani-
ity I'(E) of exciton scattering at acoustic phonons atfested clearly, the maximum height of the main exciton peak
T=0:116 is much larger than the contribution from the phonon wing

(E)=\E ®) (the height of the_ peak is two orders of magnitude Iarge_r than

' the scale of the figure and is naturally not presentadd its

We did not calculate the band peak width since it isintegral intensity amounts to more than 90%. The exciton
known that absorption bands in RGS are very wide and caabsorption spectrum obtained for Kr is close to that calcu-
be described by the transverse-longitudinal exciton splittindated by us for Ar if we take into account only one-center,
AE~Aw 1~0.1¢eV in the polariton modélHowever, real self-trapped states.
spectra are characterized, in addition to an anomalous width Experimental absorption spectra for Ne and Ar are still
of the resonant peak, by a noticeable background in the highsroader than for Xe and Kr. This corresponds to prevailing
and low-energy regions>* The peculiarities of the absorp- concepts concerning higher intensity of exciton-phonon in-
tion band are manifested most clearly for Xe since otheteraction in light RGS. However, partial superposition of sin-
resonances are far away. The calculations based on this alet and triplet resonances, transverse-longitudinal band
gorithm resulted in an integral-small blue side-band in thesplitting, and coexistence of two types of self-trapped states
absorption bandsolid curve in Fig. 25 which corresponds complicate considerably the interpretation of experimental
to the prevailing concepts on weak exciton scattering in thigsesults for these crystals. For this reason, it is important to
crystal. The integral intensity of the spectrum is equal toobtain additional theoretical information on possible proper-
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Hamiltonian Hg,. can be diagonalized, as usual, with the
help of the Fourier transform. The lattice tefr,; corre-
sponds to the lattice in the absence of an electron excitation
and contains the kinetic energy operator for nuclei. The in-
teraction termH;,; corresponds to a linear approximation in
phonon operators and is not regarded as small. We choose
for the orthonormal basis the vibrationally excited states of
an exciton localized at the same site with the deformation.
We assume that these states are a solution for a self-trapped
exciton (the problem with Hamiltoniar9) without a reso-
nant transfer term i) and have equidistant vibrational
levels for all energy values up to the top of the exciton band
(harmonic approximation foH,,). Figure 1 shows the de-
pendence of the lattice potential on the normal coordinate
2 173 17.4 175 17.6 g of the lattice site at which the excitation is localizetle
assume thatl ,; + Hiy = Ey — 0Qog + 0q%/2). The dimen-
FIG. 3. Calculated absorption spectra for excitons in Ne. Notation is eSionless parameteq, (the displacement of the potential
same as in Fig. 2. minimum in a self-trapped states a measure of the exciton-
phonon coupling and determines the parambter wqg/v2
andE, g = wqélz. We confine our analysis to the approach
ties of excitons, even if we confine ourselves to the simplesgalled the consideration of “internal subspacé,in which
quantitative estimates. the processes of exchange of a local excitation between
Let us consider the theoretical absorption spectrum fophonons and the ambient lattice are disregarded. For this
Ne taking into account only one- center self-trapped stategase, an exact solution of the Sctiiger equation for the
which dominate in this crystal. Calculations based on fortptal Hamiltonian (9) was obtained;** and the energy-
mula (5) give a considerable blue side-bafup to 25% of  momentum relationE(k) for mixed exciton-vibron states
the integral intensity and general asymmetry of the band \yas determined in the form
(solid curve in Fig. 3. The dashed curve corresponds to the
Lorentzian describing the absorption of free excitons with is 1
the characteristic one- phonon damping. The obtained pat- > Ek—e. (k)" (10
tern indicates a considerable contribution of self- trapped : s

states to exciton absorption in Ne and casts a shadow Qfe e e s the energy of the-th vibrational level of the ST

doubt on the correctness of calculations carried out in thpstate &(K) corresponds to the dispersion branch of an exci-
approximation of weak damping of exciton states, whichy,, iy 3 rigid lattice, measured from the lattice-site level

does not change the band structure of quasiparticles. NatlEM, andj, is the Frank—Condon factor for a local center. In
rally, it was considered expedient to analyze additionally the[he absence of exciton-phonon coupling,0), j<= duo
1 Js [

possible contribution of self-trapped states to absorption angnd we obtain, in accordance with0), the energy momen-
to the energy-momentum relation for excitons, taking N0y, relation for free excitons in a rigid lattice:

account the renormalization of band states. Further analysié(k):EMJrs(k). In the case of a strong exciton—phonon
oupling O> w), the expression fojs has the asymptotic

aims at determining the influence of nonadiabatic effects ir}:
the exciton-phonon interaction on the states of excitons neapm
and above the bottom of the band in RGS.

Intensity, rel.units

Energy, eV

. w (es— EM)2
2. BAND EXCITON STATES TAKING INTO ACCOUNT ]s:m eXF{ - SZT . (11)

NONADIABATIC EXCITON-VIBRON MIXING

In this section, we discuss briefly the mixing of states of  In this paper, we calculate the energy spectra corre-
free excitons and vibrational excitations of self-trapped statesponding to Eq(10) by using the parameters for RGS from
on the basis of an approach using the basis of self- trappetiable I. The result obtained f@-STE in Ar is shown sche-
states[of type (b); see Introductioh which was proposed matically in Fig. 4a, while the results of numerical calcula-
earlier”** The analysis will be based on the model of non-tions for branches at the center of the band are presented in
dispersive phonons. Degeneracy of all normal coordinates dfig. 4b. Peculiarities of the spectrum are completely deter-
the lattice makes it possible to introduce their linear formsmined by the form of variation ofs, i.e., the overlap inte-
d,. each of which interacts with an electron excitation lo-gral for nuclear wave functions of a free exciton and the
cated at thenth lattice site. The Hamiltonian of an electron- vibrational s-state of a self-trapped exciton. The parameter
excited crystal can be written in the traditional form: js has the maximum valugy~ /D at the middle of the

HeH. +Ho+H ) band (for E=Ey). Accordmg to Eq.(_lO), the states_of the

exc’ Tt Hlint- free and self-trapped excitons are mixed, and the width of the
The expressions for individual terms actually coincide withenergy region in the band with a relatively strong mixing of
their form in Refs. 9 and 10. The electron component of thestates is of the order d (see Fig. 4.
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B the exciton energy-momentum relation is determined by the

dampingGg(E).
a —F The absorption spectra for the obtained exciton-vibron
—Z= states for cryocrystals with a weak exciton—phonon damping
—— (Xe, Kr) and a strong dampin@Ne) differ significantly (the

dot-and-dash curve in Figs. 2 ang B1 the Xe spectrum, the
contributions from two bands, viz., a very narr¢since this
D model disregards scattering at acoustic phoh@usely ex-

= citon peak near the bottom of the band and a broad
§ 0 (AE~D) band of the Gaussian type at the middle of the
i band, can be separated easily. The ratio of integral intensities
-D of these bands is equal to {I\)/\, where\ is a small
parameter(see formula(1l) and Table ). This fact can be
N interpreted as a manifestation of the effect of coexistence of
—— free and self- trapped excitons in absorption. The small con-
tribution (~3%) to absorption from self-trapped states in Xe
indicates the suitability of the model described in the previ-
ous section.

-B An increase in the nonadiabaticity paramekein the
series from Xe to Ne is accompanied not only by an increase
in the intensity of the second band, but also by a shift of its

e peak towards the bottom of the band. The valudpg for
. Y e Kr for which the exciton band width is the same as for Xe is
b much larger, and hence the contribution from ST states to
e I absorption is manifested in the form of a gently sloping side-
2 ® s band with a weakly manifested peak extended far into the
5 9 I blue edgdall the spectra are orthonormalized to unit integral
- ] intensity).

’:’; _______f The contributions of the two types of absorption in the

- Y Ne spectra cannot be separated in practice, and the spectrum
has the shape of an asymmetric wide bdddt-and-dash

0 2n/a . . . . L.
Wave number curve in Fig. 3 shifted to the red edge relative to the position

of the bottom of the band for a nondeformed lattitpure”
FIG. 4. Energy-momentum relation for exciton-vibron states calculated byayciton corresponds to the Lorentzian in Fig. Bhis shift
formula (10) for Ar taking into account the quasi-atomic self-trapped statedistin uishina the result from that obtained in the rev'ious
(the parameters of calculation are given in Tabtegeneral view(a), nu- . 9 . 9 . ; ) 8 . p )
merical calculations for the middle of the bafi): the dashed line corre-  Section(solid curve in Fig. 2, is a manifestation of mixed
sponds to the energy- momentum relaticik) for excitons in a rigid lattice.  exciton-vibron narrow-band states below a purely exciton
resonance. According to Refs. 7 and 10, it is difficult to
single out a phonon-free peak in the absorption band in this

case in view of the effect of mixing of states. Nevertheless,
the energy-momentum relation whees— Ey|>D, and the the shapes of these bands are close, which can also indicate

nuclear wave functions of free and self-trapped states overla}?e quahtatlve_ appl|cab|I|t_y of the model considered in f{he
to a considerably smaller extent. In Xe, Kr, and Ar cryocrys- revious section, presuming that the states of free excitons

tals, exciton states near the bottom of the band are virtuaxll)?lre characterized by weak damping. In order to clarify the

not mixed with exciton-vibron states in view of the smallness"'9'" of exciton s.tates In Ne_ as wgll as possible changes in
of the Frank—Condon factor expB2/2D2) determining a the band properties of excitons in other cryocrystals, we

very low transparency of the self-trapping barrier at the adia-rc’jm'lSt analyz;ahln ?eg.ill.lt thef tgtalddatm{)lng ?f EXCI.'[OI’lSt., \INhICh
batic potential. Thus, the traditional application of the adia- etermines the stability of band states of quasiparticies, as

batic approximation for an analysis of self-trapping near thewe” as the relation betweeRi(E) andGs+(E), which is of

bottom of the exciton band for heavier cryocrystals is inftindan}efntal |mp_?rtance for determining the kinetic param-
accord with the obtained result. Nevertheless, according t§'ers ot Iree excitons.

the theory, the energy rand&—E|=<D for each branch
3. CRITERIA FOR COEXISTENCE OF FREE AND SELF-

with the numbers contains regions corresponding to notice-
. : : TRAPPED EXCITONS ABOVE THE BOTTOM OF THE BAND
ably mixed exciton- vibron states. However, band states are

not destroyed completely even in the case of a strong The smallness of the quasiparticle damping as compared
exciton-phonon interaction in the Ar cryocrystal. Figure 4to its kinetic energy is a criterion for preserving the free
shows that considerable changes are observed only in a cdcoherent type of motion of an exciton. One-phonon damp-
tain range of wave vectors, whose relative width at the centeing for the intraband exciton scattering—k’ transitions

of the band is approximately equal B/B. The blurring of  was analyzed by us in detail earl#rWe proved that free

Let us now consider a fairly large peripheral region of
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FIG. 5. Relation between the exciton kinetic enekydot-and dash lineand the contributions of transitiords(E) to a quasi-atomic self-trapped states
(solid curve and one-phonon scatterid(E) (dashed lingto damping: for Ne&(@ and for Ar (b).

states can serve as a good approximation for excitons scagtrobability of a reverse transition to the band state. In this
tered by acoustic phonons virtually for all exciton states incase, the excitation energy transfer should be considered by
the temperature interval corresponding to the existence ahking into account only the mean free path of free excitons
cryocrystals. A similar analysis should be carried out takingrelative to scattering’(E) at phonons.

into account the damping associated with transitions to @ |n the region whereGs(E)~T(E), which has the
self-trapped state. Figures 5 and 6 show @e{E) and  maximum width for Xe, Kr, and Ar, we cannot judge about

1T(E) dependences calculgted by fgrmuﬂé)sand(g) respec-  self-trapping probability in terms oBg(E) since multiple
tively for all RGS Let us first consider the relation between; ansitions from the states of free excitons to self-trapped

the quantitiesGs(E) aan(E). ) _ states and back are possible during the relaxation time. In
. Ope-phqnon relaxatlon processes followmg j[he exCitag der to determine the self-trapping probability, detailed
tion dispersion curve dominate over the probability of tran-

o ) analysis of relaxation processes in a self-trapped state taking
sitions to self-trapped states in the energy range where . : :
into account multiphonon processes which are beyond the

GsH{E)<I'(E). (12 scope of this paper is required. Nevertheless, we can state
It can be seen from Figs. 5 and 6 that this region is signifi with confidence that the kinetics of free excitons in this en-

cant only in Xe and is not observed in Ar and Ne. This €9y range will be determined by two types of damping with
means that the coexistence of nonthermalized states of fr&@mPparable contributions. _ _

and self-trapped excitons in a certain energy range can be It should be recalled that expressiof) for Gs«(E) is
confirmed only for a Xe cryocrystdand near the bottom of Vvalid only for the energy range far away from the center of
the band in Kr to a certain approximatiorand the quantity —the band, whergE—Ey[>D. For this reason, we are not in
Gs(E) can be regarded as the probability of self-trapping.2 position to analyze the conditidBs(E)>I'(E) on the

In this case, the natural assumption is made that after a trafasis of the results presented in Figs. 5 and 6 for Ar, Kr, and
sition to a self-trapped state, the probability of relaxation ofXe in the range of high kinetic energies of excitons. How-
an excitation in vibrational levels is much higher than theever, it is obvious that processes of transition to a self-

1 1
F b Xe
3 | 2
(X E
5 sl e
= ©
g E I‘(B/)/
< /
s
s
s
0 . . . . . 0 . . N . R
10,0 10,2 104 10,6 8.3 8.4 8,5 8,6 8,7
Energy, eV Energy, eV

FIG. 6. The same as in Fig. 5, but taking into account transitions to a quasi-molecular self-trapped statéaf@niirfor Xe(b).
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trapped state in Ne dominate over intraband scattering for altenter(repulsive surroundingsstate with energies;~E, g
exciton states in the band of this crystal. in RGS is unstable in view of the fact that stresses are con-
Let us now consider the stability of the band state tosiderably higher than the tensile strength of the lattice for
self-trapping process. The criterion for the conservation ofarge strains. The theory of mixing of exciton-vibron states
coherence is the small value of the total damping for a quain this case can be used either in terms of the damping of
siparticle relative to the value of its kinetic energy. On thestates of free excitons, or for considering fast processes, e.g.,
scale of Figs. 5 and 6, the energy—momentum relatiba  absorption of light. The presence of a wide region of ener-
dot-and-dash line denoted I&) appears as a nearly vertical gies and coordinates in which the lattice potentials corre-
line, and the relation sponding to the ground and a self-trapped state overlap indi-
cates the instability of the basis state in an analysis of a
Gsi(EB)/E<1 (13 polaron-like energy-momentum relation of tyd) (an ex-

is satisfied to a high degree of accuracy for excitons abov&iton plus & high-energy vibron at the samesitethe range
the bottom of the band in Xe, Kr, and Ar crystals. It was Of Small strains(see Fig. 1. Polaron-type states in Fig.
mentioned in the previous sections that exciton-vibron?P _mu_st obviously dgcay into a free exciton and V|brat|on_al
narrow-band stateee Fig. 43 which make a specific con- ex0|tat|on§ of the lattice. Such processes were not taken into
tribution to absorption on the low-energy side of the exciton@ccount in the model corresponding to the energy-
peak, must be manifested in these crystals near the bottom Bfomentum relatior(10). Moreover, even a qualitative de-
the band in the given theory. However, the change in th@cnphon of transformatlon_of a h|gh energy of Io_cal_def_or—
energy—momentum relation for excitons in the resonance rénation of the lattice associated with electron excitation into
gion, which is associated with a considerable phonon_independent local or band excitations of the lattice sub-
exciton mixing, must introduce considerable corrections toSystem does not exist.
the problem of existence of such branches. This aspect must One more decay channel is also possible for quasi-
be investigated in greater detail.According to Fig. 5a, theatomic self-trapped states. This channel is associated with a
situation in Ne is opposite to conditiofl3) for the entire  transition of an excitation from quasi-atomic to quasi-
band, and this leads to the fo”owing important conclusion. Amolecular local vibrations since the lattice Surrounding the
nonadiabatic exciton- phonon interaction in Ne induces contegion of expansion around the excitation is compreséed,
siderable mixing of states of free and vibrationally excitedWhich increases the resonant coupling between the atoms of
self-trapped excitons, which must be manifested in a violathe ambient and can induce two-center self-trapping.
tion of the energy— momentum relation for band excitations ~ The energy range corresponding to quasi-molecular vi-
in the limit of a rigid lattice. The state of free excitons in this brational levels lies below&,, . In this region, we can expect
case cannot be treated as a good zeroth approximation in & additional an additional effect, viz., the mixing of states of
analysis of relaxation of excitations and energy transport iffluasi-atomic and quasi-molecular types, along with the
the lattice. The presence of a large contribution of resonarghange in the disperse structure of excitons, if the binding
transfer in the exciton energy in Ne along with a very StronngfCGS between an excitation and corresponding localized
deformational interaction with the lattice is responsible forstates are strong enoughg., as in Ne and Ar It should be
unique peculiarities of this crystal. A further analysis of theemphasized that in spite of the large value=f) as com-
properties of excitons in Ne should be carried out in terms opared toE{an (see Fig. 1, the coupling between excitons and
nonstationary states. low-symmetry quasi-molecular vibrations is weaker than
In conclusion, let us consider the relation between theheir coupling with completely symmetric mode of one-
formal estimates of nonadiabatic effects, viz., energy-center states. The considerable nonlinearity of the molecular
momentum relation(10) and self-trapping probability4), potential near the middle of the band also plays a significant
obtained here with the actual peculiarities of the structure ofole. Quasi-atomic excitation with a smaller value Bfg
lowermost self-trapped electron excitations in RGS in theindeed dominates in the radiation emitted by Ne and Ar crys-
form of quasi-atomic and quasi-molecular centers. It istals in which both types of self-trapped states are observed.
known that the luminescence spectra of Ne and Ar crystal3his fact indicates above all that the estimates of the prob-
exhibit both types of self- trapped states, while the spectra odbility Gs(E) obtained here for two-center states on the
Kr and Xe crystals display only quasi-molecular centers. Théasis the quantitie€, g can be too high. In addition, the
states of quasi-molecular type are characterized by a considtrong repulsive interaction of an excitation with the sur-
erable nonlinearity and nonisotropy in the deformational co+ounding particles can lead to a considerable contribution
ordinate. The interaction of a one- center state with the RG&om the one-center self-trapping channel to the population
lattice is symmetric and has the form of a strong repulsion obf quasi-molecular stateee above For this reason, we
nearest neighbors. In our calculations, we used the oneonfined our analysis 06s(E) in these crystals only to
coordinate model of the exciton- phonon interaction, whichone-center self-trapping.
formally corresponds to a one-center self-trapped state. The The exaggerated values Gs(E) for Xe and Kr must
parameters of self-trapped and band states as well as tibe reflected qualitatively in the expansion of the energy
lattice parameters are given in Table I. range(12) in which nonthermalized states of free and self-
It should be noted above all that binding enerdigsof  trapped excitons can coexist. In spite of the fact that one-
the lattices are small, especially for light cryocrystals. Thiscenter self-trapping in Xe and Kr cryocrystals is disadvanta-
means that the system of local vibrational levels in a onegeous from the energy point of viefjudging from the large
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deformational potentiall.3 eV for Xe observed in experi- molecular potentialprobably compensate each other during
ments on the temperature shift of absorption bahdbe the formation of the probability of exciton self-trapping in
term corresponding to one-center excited state in this crystalge. In any case, the mutual influence and coexistence of two
is also essentially repulsive at a distance separating nearesglf- trapping channels in RGS require further detailed inves-
neighbors in the lattice. This means that a one-center metaigations.

stable quasi-local state can play the role of an intermediate ) .
stage in absorption and in transitions of an excitation be- _ 1hiS research was supported by the Soros International

tween the band and a quasi-molecule. This can ultimatelypCi€nce FoundatioiSF), Grants No. U29000 and U29200.

increase the probability of self-trapping to a two-center state _ _
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Molecular adsorption states and sticking probability of D » molecules on the W(110)
surface at liquid helium temperatures

V. D. Osovskii, Yu. G. Ptushinskii, V. G. Sukretnyi, and B. A. Chuikov

Institute of Physics, National Academy of Sciences of the Ukraine, 252022 Kiev, Ukraine
(Submitted October 21, 1996
Fiz. Nizk. Temp.23, 779—-783(July 1997

The dependence of the sticking probability of Dolecules on the W10 surface of tungsten

on the degree of coveradgi 6) at the substrate temperatufe~5 K is measured under

different conditions of adlayer formation.The effect of significant increase in the sticking
probability for D, in the course of population of weakly bound absorption states observed earlier
(V. D. Osovskiiet al, Pis'ma Zh. Kksp. Teor. Phys60, 569 (1994 [JETP Lett.60, 586

(1994))) increases considerably on the surface precovered with an ordered monolayer of deuterium
atoms and even more strongly for a surface covered with atomic and physisorbed molecular
monolayers. The peculiarities in t18 #) dependence observed B{~5 K are explained, taking

into account the island mechanism of adlayer growth as well as the precursor mediated

process of its formation. Th8(6) dependences are also obtained Tgr=78 and 300 K and

indicate the Langmuir mechanism of adsorption during the population of the 550 K atomic state as
well as the precursor mediated mechanism of formation of the 410 K atomic stat#99®

American Institute of Physic§S1063-777X97)01307-9

INTRODUCTION atoms. In the present research, we carried out experiments on
multiple population and depletion of weakly bound molecu-

Adsorption of hydrogen on metal surfaces is of consid-ar adsorption states and observed a considerable enhance-

erable interest in connection with the problems of its dissoment of this effect. The data of sticking probability of, D

lution and storage in metals as an ecologically pure fuelmolecules aff=78 and 300 K are also obtained for com-

hydrogen embrittlement of metals, and so on. The small sizparison.

and mass of hydrogen atoms and molecules as well as the

double mass of the hydrogen isotcﬂi;‘ewe disregard tritium EXPERIMENTAL TECHNIQUE

can ensure manifestations of special effects in the course of

interaction of hydrogen with the surface, which are not ob-  The experiments were made on a ultrahigh-vacuum

served for larger molecules. Low-temperature studies are ¢fetup of the “camera obscura” type by the methods of mo-

special importance since in this case weakly bound physicdeécular beam and thermodesorption spectroscopy. The ex-

adsorption states can be populated and analyzed undBgrimental technique is described in detail in Refs. 12 and

steady-state conditions, and quantum effects can be manl4. The sticking probabilitys was determined from the de-

fested. Weakly bound molecular adsorption states often plapendence of the flux of molecules scattered or desorbed from

the role of precursors in the mechanism of dissociative adthe sample surface on the adsorption tihe:

sorption Which_ is the main stage i_n the above-listed pro- S(t)=1—1(t)/1,,, (1)

cesses. For this reason, an analysis of low-temperature ad-

sorption of hydrogen isotopes is a very interesting problemWherel(t) and I, are the ionic currents of the detector of
Hydrogen adsorption at metal surfaces is studied irscattered molecules at the instarand after the total reflec-

detail! except for low temperatures of the substrate. In fewtion of molecules from the saturated sample surface.

publications devoted to low-temperature adsorption of hy-  The coverage degre@=n/n, (n is the surface concen-

drogen, the symmetry of the adlayer, the mobility of ad-tration of adsorbed particles angh~1.4-10"> cm™? is the

sorbed particles, and phase transitions at temperatures clog@ncentration of the surface atoms of the substrates de-

to the liquid helium temperature were mainly studfefiin ~ termined from the time dependence®from the formula

our earlier publications, the data on the spectra and kinetics t

of population of weakly bound hydrogen adsorption states 6= v/nof S(t)dt, 2

are reported= 13 Among other things, the effect of a strong 0

increase in the sticking probability for,Dnolecules on the wherev is the gas-kinetic molecular flux on the sample sur-

W(110) surface was observed for the substrate temperaturiace. In our previous publicatiofis13the value of the quan-

T<~5 K during the population of weakly bound molecular tity 6 is given in relative units since we did not measure the

adsorption state’s This effect was interpreted as a conse-flux ». However, we can use the results obtained in Refs. 2

guence of elevated efficiency of kinetic energy scattering foand 16, according to which=1 in the case of saturation of

an incident molecule impinging on a weakly bound moleculeatomic phase of hydrogen adsorption on thel¥) surface,

adsorbed earlier as compared to its collision with the purend determine the proportionality factor between the quantity

surface or the surface covered with rigidly bound adsorbed and the area bounded by the cuS@). Such a method of
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FIG. 2. Thermodesorption spectrum for,.DThe temperaturel ; corre-
sponds to the desorption peak, K{B, 8 (2), 15 (3). 60 (4), 150 (5), 410
(6), and 550(7).

The second procegsurve 2) is the desorption of Pat
T,~5K following sample annealing at 300 K after the
FIG. 1. Dependence of the sticking probability fop, Bnolecules on the  completion of the first process. It was shown in Ref. 2 that
C_Iegree of coverage of the _initially pure surfa@erve 1), the surface ini- the W(110 surface remains covered by an ordered mon-
tially covered with an atomic deuterium monolayeurve 2), and the sur- . . .
face covered additionally with a molecular deuterium monoldgerve 3); atomic deuterium layer as a result of such an annegdlttg.
curves 2 and 3 represent calculated dependences. can be seen that the region of strong increas§ is dis-

placed towards large#, and the maximum value d& in-

creased considerably.
evaluatingd is approximate and does not take into account In our opinion, the reason behind the observed differ-
the possible error in recording molecules scattered by thence in the curve$ and?2 lies in the fact that, in view of the
cold surface or desorbed thermally. island mechanism of growth of the atomic layer, weakly
bound D, adsorption states in the first process are populated
even before the entire surface is covered by the atomic layer.
For this reason, the conditions required for an increase in the

Figure 1 shows th&(#) dependences for three different sticking probability are created for lower values of the total
processes di;~5 K. The first procesgcurvel) corresponds coverage degreé than in the second process, when weakly
to adsorption of B at the initially pure W110) surface. In  bound adsorption states are formed above the monatomic
this experiment, the gas temperatufg=550 K, and the coating that has already been formed. The form of the
value Sy~ 0.3 of the initial sticking probability §=0) cor-  S(6) dependence for this process indicates that the precursor
responds approximately to the depende8gy) from Ref.  state whose role is most probably played bg th K state
13. The most typical peculiarity of tH&( #) dependence, i.e., participates in the population of the second monolayer.
an increase it upon the onset of the population of weakly The third processcurve 3) is the adsorption of Pfol-
bound physical adsorption states, is observedat550 K lowing isothermal desorption from ¢h5 K state occurring
as well as at lower values df, .13 For convenience, Fig. 2 after interception of the molecular beam. The molecules
reproduces the spectrum of thermodesorption of theadd  cannot be stationary in ¢h5 K state, and a certain number of
layer from Ref. 13, saturated at;~5 K. In Ref. 13, we molecules is present at the surface for an open molecular
assumed that weakly bound 15 Kda8 K molecular adsorp- beam as a result of dynamic equilibrium between adsorption
tion states correspond to the second and third monol&yersand desorption. A decrease in the coverage after interception
but the peak at 15 K in the thermodesorption spectrum i®f the molecular beam was determined by the time depen-
much smaller than that at 8 K, and we believe that theselence of the detector current after the interception.
states correspond to the second monolayer. The emergence Figure 1 shows that, as a result of actuation of the mo-
of two peaks as a result of thermodesorption of moleculesecular beam after such an interception, the sticking probabil-
from the same monolayer is probably due to the presence dfy becomes much higher than for the pure surface. We be-
defects in the surface structure or with the fact that the adlieve that the large value @ at the beginning of the third
layer has two phases: two-dimensional condensed islanggocess is determined, first, by the fact that before the actua-
and a two-dimensional gas. For this reason, we shall ndion of the molecular beam, the surface is covered by weakly
mention the 15 K state in further analysis since it does notoupled molecules in th8 K state, which ensure effective
contain an appreciable amount of Bolecules. loss of kinetic energy of incident molecules, and hence a

DISCUSSION OF EXPERIMENTAL RESULTS
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high trapping probability. Second, molecules ie hK state S

are still absent at the beginning of the third process, and their

evaporation rate reducing the sticking probability, is equal to

zero. In the second processeth K absorption state is popu-

lated even before the formation of the complete monolayer at

8 K, probably due to the island mechanism of the growth of 3

the second monolayethe 8 K) state, and B molecules 0,2 \

evaporate intensely at this stage. .
A phenomenological analysis of adsorption involving

precursor state and characterized by different values of stick-

ing probability above empty and filled regions was carried

out by ZhdanoV Under certain simplifying assumptions, he

obtained the following equation for sticking probability: 0,1r

T, =550K

S=(1-0,)Se+ 02S(Kre(1— 0,)/[Kre( 1= 0) +Kyg], A
() ~\"\g

whereS, and S; are the sticking probabilities above empty
and filled regionsK;, the rate constant for transitions of |
molecules from the precursor state above the filled region to 0 0.5 1.0
the precursor above an empty regi#y is the rate constant 0
for desorption from the precursor state above a filled region,
and 6, is the coverage degree in the second monolayer. FIG. 3. Dependence of the sticking probability fop Dn the degree of

The dashed curv@’ in Fig. 1 shows theS(6) depen-  coverage aff ;=78 (curvel) and 300 K(curve2).
dence for the second process obtained from Byfor the
values S,=0.15 and S;=0.55, which are approximately
equal to the experimental values of sticking probability at the ~ TheS(6) dependences measured at higher substrate tem-
beginning of the second proceébe surface is covered by a peratureg78 and 300 K are shown in Fig. 3. Naturally, the
monolayer of deuterium atomsand at the beginning of the maximum degree of coverage at these temperatures can only
third processthe surface is also covered with a monolayer ofbe as high as unity since weakly bound adsorption phases are
D, molecules in tk 8 K stat¢. The theoretical and experi- unstable at these temperatures. The sharp decrease in the
mental curves were matched with the help of the fitting pavalue of S with increasingé in the interval of coverage de-
rameterK e /Ksq . gree 0<#<0.5 corresponds to the Langmuir mechanism of

In simulating the third process, we must supplement theddsorption in the case of population of the 550 K atomic
right-hand side of Eq(3) (we denote it byf(63)) with the  adsorption state. The second atomic state 410 K is obviously
term taking into account evaporation of molecules from the Hilled with the participation of a precursgin all probability,

K state: this is the 8 K state, which is manifested in slowing down of
the decrease in the sticking probability upon an increage in
S=1(63)—Kgnobs/v, @ As expected? this slowing down is manifested most clearly

whereK 4 is the desorption rate constant~ 105 cm 2 the for T,=78 K than forT,=300 K. A similar enhgncement of
surface concentration of substrate atoms, 10 cm 2.5~ 1 the role of the precursor upon a decrease in the substrate
the gas-kinetic molecular flux in our experiments, #3dhe temperature was encountered by us during investigation of
coverage degree in the third monolayer. oxygen adsorption on tungstéh.

Curve 3' in Fig. 1 shows theS(#) dependence calcu-
lated by using Eq(4) for S;=0.55 (which is equal to the
experimental value oS at the beginning of the third pro-
ces$, S;=0.95, andKy=(kT/h)exp(—g/kT) (k and h are We observed new manifestations of the positive effect of
the Boltzmann and Planck constants respectively,tite ~ weakly bound physical adsorption states on the sticking
desorption activation energyOn basis of Eq(4), we as- probability of D, molecules at the W10 surface at low
sume that the filling of the third monolayéthe 5 K stat¢  temperatures. Depending on the conditions of adlayer, for-
also involves the precursor state. mation, the difference in the manifestations of this effect can

It can be seen from Fig. 1 that the experimental andbe explained under the assumption on the island mechanism,
theoretical curve are in qualitative agreement, which makesf its growth. The values of sticking probability for a,D
more reliable the explanation of peculiarities in tBé#) molecule incident on a pure surface 0.3), on the surface
dependence at~5 K under various experimental condi- covered by a monolayer of adsorbed deuterium atoms
tions, which was proposed in Ref. 13 and here. Moreover, §~0.15), and on the surface covered additionally with phy-
comparison of the experimental and theoretical dependencessorbed molecular monolayer-(Q.55) were calculated di-
S(6) for the third process led to the val&=0.95 for the rectly from experiments and by comparing of experimental
sticking probability for the incidence of a,0Onolecule on a and theoreticaS(6) dependences. The sticking probability
site occupied by a molecule adsorbed earlier @5tK state. (~0.95) for a B molecule impinging on a molecule ad-

CONCLUSION
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SHORT NOTES

Weakly damping waves in quasi-two-dimensional conductors
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The transfer of electromagnetic field to the bulk of a layered conductor by charge carriers with a
quasi-D energy spectrum is most effective when the electric field of the wave is polarized
along the normal to the layers. @997 American Institute of Physid$§1063-777X97)01407-3

Layered conductors of organic origin possess a quasi- 1<kr<kl 3
two-dimensional electron energy spectrum, and their kinetic
parameters are essentially anisotropic. als

Peculiarities of quasi2 energy spectrum of charge car-

6-9
0.

In contrast to acoustic transparency in magnetic fields
satisfying condition(3), weak damping at the skin depth

riers, i.e., : ! ;
for electromagnetic waves propagating along thaxis for
* values ofé differing noticeably from/2 is possible only for
S(D):Z:O en(Px,Py)coganp,/h) (1)  selected values of magnetic field
Hn=kcDy/2me(n+1/4), (4

leads to a number of peculiar effects in a magnetic field. _ _ _
As a rule, the coefficients of the cosines in the depenwherec is the velocity of lighte the electron chargd), the
dence of the energy of charge carriers on their quasi- diameter of the Fermi surface in the direction orthogonal to
momentunp in formula (1) decrease rapidly with increasing the magnetic field and to the wave vectgrand the integer
number n, and the maximum value of the function n is large, but still much smaller than#/ In this case, the
e1(px,py) on the Fermi surfaces(p)=e¢ is equal to magnetic fieldH = (O, H sin 6, H cosf) must be strong
nep<ep (7 is the parameter characterizing the quasi-two-enough for the period =2/} of electron motion in the
dimensional electron energy spectiuso that the velocity —Orbit e =const andpy=p-H/H=const to be much smaller

component for charge carriers along the normal to the layerghan its mean free time. For an experimental geometry in
ie., which the magnetic field is orthogonal to the wave vector of

an electromagnetic wave incident on the surfageO of the
- ) conductor, conduction electrons can transfer information on
U= _nzl (an/h)en(py,py)sin(anp,/h) (2 the field and skin layer to the bulk of the conductor over a
distance of the order of their mean free path in the form of
is much smaller than the velocity component along the laynarrow spikes predicted by Azb¥ For < 8/r, the field in
ers. a spike coincides in order of magnitude with the field in the
Layered conductors in a constant external magnetic fielgkin layer over a wide frequency rantfe.
H turn out to be more transparent than in zero field. In a  For a considerable deviation of the magnetic field from
strong magnetic field, when the radius of curvaturef the  the normal to the layers, electron orbits become strongly
trajectory of conduction electrons is much smaller than notelongated in the direction of “openness” of the Fermi sur-
only their mean free path but also the wavelengthK,/the face, and the conditio <7 can become inadequate for an
orientational effect, i.e., a strong dependence of kinetic painfinitely large value oH. For values off close ton/2, the
rameters of a conductor on the magnetic field orientatioreffect of magnetic field on the charge carrier dynamics be-
relative to the layers, is observed. For certain values of theomes weak in view of the smallness of quaBi-Barameter
angle 6 between the magnetic field vector and the normal 7, and the Azbel spike mechanism is replaced by the transfer
to the layers, the asymptotic behavior of high-frequencyof the varying field by electrons moving rapidly to the bulk
electrical conductivity and acoustoelectronic coefficientsof the sample in the form of the Reuter—Sondheimer
changes significantly, leading to a considerable increase iquasi-waves?

the damping length for electromagnéitit and acoustit For 6= /2, a considerable fraction of conduction elec-
waves. However, the magnetic field also stimulates thérons move in open orbits in the momentum space
acoustic transparency of layered conductors for py=const, and the fan of all possible directions of their drift
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Fourier transforms of the current densijt§k) and electric T
field E(k), i.e.,

fills the entirexy-plane. In this case, the relation between the p(ix x)
ex
ro 1)

r<x<r/n. (11
Ji(k)zg”(k)Ej(k)+f dk'Qij (kKB (k") ® The damping of electric fiel&,(x) over the mean free

is nonlocal even in a strong magnetic field, the kernelPath of charge carriers fop<1 has the form
Q,Ak,k") differs from zero even for purely specular reflec- wo) ~¥3( p |23
tion of charge carriers from the sample surfage=0, and E,(X)=Ey(0) ?) (Z) | ~ 12372

agij(k) has the form
F{ X iwX
xexp —++—
I v

; vlw<x<<vlwn (12

2e*H Tt
O'ij(k): W f dpzfo dtf_wdt,l)i(t)vj(t’)
, . , and does not contain the magnetic field.
xexp(p(t' —t))cosik[x(t") —x(1)]. 6) The oscillatory dependence Bf(x) on magnetic field is

Here v=1/7—iw, andt andt’ are the times of charge manifested only in small corrections proportionalzfe. Nu-
motion in a magnetic field according to the equations merical factors of the order of unity, which are determined
by the form of the energy— momentum relation for conduc-

= : = ) 7 tion electrons, are omitted in formuld$l) and(12).

Jt ¢ at ¢ Such a strong polarization dependence of the intensity of

For »<1, the time variation of the electron velocity, @ wave penetrating in the bulk of the sample makes it pos-
does not exceed %2, wherev is the characteristic Fermi sible to use even thin plates of a layered conductor, whose
velocity, so that we can assume that away from the saddithickness is considerably larger than the skin depth, but
points on the Fermi surface, an electron moves without agmaller than or of the order of the mean free path of charge
acceleration in the momentum space alongghaxis over a carriers, as filters transmitting a wave of a certain polariza-
distance equal to the unit cell period during the time tion.

Py eHv, P, eHu,

B 2whc _ 2w
aeHv, Qguy’

)
*E-mail: peschansky@ilt.kharkov.ua
It can be easily verified that the components of the tensor
aij(k) for infinitely small values ofp have a root singularity

of the form 1v. G. Peschansky, S. N. Savel'eva, and H. Kheir Bek, Fiz. Tverd. Tela
(1)37]2 (St. Petersbung34, 1630(1992 [Sov. Phys. Solid Statg4, 864 (1992].
o, K)= {(% —1) Y2+ (a® —1)" 12, (9) 2V. G. Peschansky, H. Kheir Bek, and S. N. Savel'eva, Fiz. Nizk. Temp.
18, 1012(1992 [Sov. J. Low Temp. Phydl8, 711(1992].
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AO'yy( K)=v(wo/kv)“{(kv/v)=+1}74 (10 Phys. Low-Dim. Struct8, 81 (1994).
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where wg is the frequency of plasma oscillations of charge (1999 [Low Temp. Phys21, 748(1999].
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Bloch—Siegert type shift and indirect interaction between nuclear spins
L. L. Buishvili
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The Bloch—Siegert-type shift of resonant frequency associated with cross-relaxation interaction is
investigated. It is shown that indirect interaction between spins with a low concentration is
determined by the polarization of spins with a higher concentration at low temperaturek99®
American Institute of Physic§S1063-777X97)01507-1

The dynamics of a spin system consisting of two spins
with close Zeeman splittings at ultralow temperatures has H.=2 BinSili ;s H =2 BiS,I,
been recently studied experimentally. These spins can be the " "
nuclear spins of different isotopes, e!d9°TL (with @ 30% 444 the commutator is given by
concentrationand?°°TL (with a 70% concentratiorhaving
the spin 1/2. Typically, the concentration of one type of sping L H-]
is much higher than the concentration of the other type o
spins. We denote b the spins with a higher concentration
and byl the spins with a lower concentration. Direct inter-
action between the spins with the lower concentration will be
neglected. The Hamiltonian of such a system has the form  sjince the spins of th& type in the system interact, the
third term in formula(2) for n # n’ can be combined with the

nii’ nn’i

=2| X BinBJ Silil + 2 BinBrn,lfs:&f). 3

T=wsS+ w2+ H§s+2 AinsﬁliZsz (Bins:li first term, and the averaged Hamiltonian assumes the form
n,i n,i
2
BRI, HHEsr S, Mgl — (E BB, SHI 1
n,i Wg— W) nii’!

whereS* = 3,S; 12 = 3If; ogandw, are the Zeeman fre-
quencies of th& and| spins, respectively%sis the secular +> B, |21%S} S, (@)
component of interaction betweé® spins, the forth term oo '
corresponds to the secular component of interaction between
the S andl spins, and the last term is responsible for cross-  The second term and the component of the third term
relaxation. We assume thais— w, is much higher than the with i=i’ cause a frequency shift for the spins (for
frequencies characterizing the dipole—dipole interaction bet=1/2 and S=1/2), the shift caused by the third term
tween nuclear spins. In this case, following the universaty; ||B;.|%/(ws — ), being similar to the Bloch—Siegert fre-
method® and transforming the density matrix quency shifft However, the Bloch—Siegert shift is induced
by a varying field, while in our case the shift is due to cross-
relaxation terms. A similar shift is also observed $spins.
The third term(for i # i") corresponds to indirect inter-
action betweerl spins. By lowering temperature, we can
attain a magnetically ordered state fospins, and the sign

P=expli(wsS+ o 19)t)p expl—i(wsSH+ w1 9)t),

we obtain the equatiodp/dt=[.7%7",p], where

-%'(t)zHéer; Ain5ﬁ|iz+; (BinSy I €s™)t reversal for (S) can lead to the ferromagnetic—
' . ’ antiferromagnetic transition or the reverse transition depend-
+BES, 1 e (@sm ety (1) ing on the initial conditions.

It should be noted in conclusion that the above argu-

This expression contains rapidly oscillating terms re-ments remain also valid in the case of two-level systems with

sponsible for small parameterbtsd(ws — @), Ai,/(ws  different frequencies, which are mutually coupled through

— ), Bin/(ws — ;). Consequently, we can apply the the electric dipole—dipole interaction. However, in this case

method of averagirfg’ which gives the term=; ,A,SiI7 is absent, and hence the frequency shift
is determined only by Bloch—Siegert-type terms.

(o720 z Z)Z
Ha=Hsst ?1 AinSpli+ ws— [H+ H-1, (2) This research was carried out under the support of grant
No. MXK200 awarded by the Georgian government and In-
where ternational Science Foundation.
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LETTERS TO THE EDITOR

New modes of coupled electron—ripplon oscillations in a Wigner crystal in strong
driving electric fields

V. E. Sivokon’, V. V. Dotsenko, Yu. Z. Kovdrya, and V. N. Grigor'ev

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of the
Ukraine, 310164 Kharkov, Ukraifie
(Submitted March 12, 1997

Fiz. Nizk. Temp.23, 789-792(July 1997

Resonant peculiarities in the conductivity of a Wigner crystal with a surface charge density

6x 10°cm 2 as functions of the amplitude of an exciting signal are investigated at temperature
75 mK in the frequency range 1-20 MHz. It is found that an increase in the signal amplitude
induces new resonances which probably are due to coupling of phonon modes of the electron
crystal with the modes of capillary waves excited under nonlinear conditions19%7

American Institute of Physic§S1063-777X97)01607-1

Surface electrons localized over liquid helium form aquencies are connected with the resonant frequencies of cap-
guasi-two-dimensional classical system with Coulomb interdllary waves on the helium surface deformed by electrons in
action. This system has been studied intensely both theorettrong driving fields is predicted.
cally and experimentally The formation of an electron crys- Here we analyze the variation of the electron—ripplon
tal discovered for the first time by Grimes and Addnts  resonant spectrum with the magnitude of the driving field.
1979 is one of the most striking effects manifested by such gve investigated a Wigner crystal with the surface charge
system. density 6< 10° cm™2 (the melting point 0.54 Kat a helium

A specific property of a Wigner crystalVC) in a system  path temperature of 75 mK. Measurements were made in the
of surface electrons is the formation of coupled electron—frequency range 1—20 MHz for measuring signal amplitudes
ripplon resonances. The observation of such resonances Wgm 0.3 to 10 mV. The measuring cell was in thermal con-
the first experimental evidence of the formation of a WC. tact with the dilution chamber of the refrigerator and had the
Experimental study of the electron— ripplon resonant spectorm of a parallel-plate capacitor of diameter 27 mm with a
trum in weak driving electric fieldsconfirmed the correct- layer of liquid helium of the height- 1 mm in the capacitor
ness of the theoretical concepts conceming the origin Ofa, Electrons were sputtered on the liquid helium surface
these resonancés.It would be interesting to study the spec- during short-term actuation of a filament and were confined
trum' of these resonances in strong driving fields, in Wh'cr\/vith the help of a positive potential applied to the lower
nonlinear effec’Fs can be obser\{ed, the more so thqt a numb@épacitor plate. The upper plate separated by 2 mm from the
of new fascinating phenomena in the nonlinear region of Vquwer plate consisted of three annular measuring electrodes.

were detected recently. : . .

The nonlinear behavior of a Wianer crvstal in a ma _A signal from the high-frequency generator was supplied to
netic field was studied in Refs. 6—9 %vhere i)tlwas found tk?a#he outer annular electrode, and the response was recorded
the behavior of longitudinal magnetoconductivity changesromh tZeTlﬂner ﬁlec(tjroge, the |ntlermgd|a.te eIe(;:trodfeb b(;amgd
abruptly starting from certain values of the driving electric earthed. hecellan the measuring circuit are described an
field analyzed in detail and Ref. 13.

Nonlinear properties of a WC manifested in an essen- The results of measurements are shown in Fig. 1 in the

tially nonmonotonic dependence of the longitudinal conducform of frequency dependences of the amplitude of the re-

tivity on the driving field amplitude were also observed in SPONSe of the measuring cell to rf signals with different am-
zero magnetic field® All the above-mentioned effects have Plitudes of the generator voltage. The amplitude of the driv-
not received a reliable theoretical explanation. ing electric field acting in the plane of the layer is
The change in the electron—ripplon vibrational spectrunProportional to the amplitude of the input signal, but is also a
of WC in the nonlinear region has been studied insuffi-function of the conductivity of the electron layer and fre-
ciently. In strong fields, overheating of electrons and wcduency and varies along the radius of the electron “spot.”
melting can in general take place. In all probability, this wasThe frequency dependences of the amplitude of the output
observed by Yuseet al!* who discovered the transforma- signal are of resonant type and can be approximated by the
tion of the optical mode of coupled electron—ripplon vibra-sum of the resonant curves. The resonance curves were as-
tions into the plasma mode typical of the liquid phase. In thesumed to be of Lorentzian shape in the course of the analy-
only theoretical publication we are aware of, in which thesis.
nonlinear effect on WC is considerétithe emergence of We selected the resonant frequencies, amplitudes, and
additional(so-called demultiplicative resonangeghose fre-  widths so that the total calculated signal corresponded to
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FIG. 1. Frequency dependences of the resonance signal ampliinae¥)

for different amplitudes of excitation:_O(Ru_rve;), 1 (curve2), 5(curv_e3) FIG. 2. Dependences of the frequencies of resonances appearing in the
and 10 mV(curve4). For the sake of visualizations, the curves are dlsplacedlow_temperature region on the amplitude of the exciting signal. Different

along the amplitude a;]qs by 0.05 mV(curve2), + O'l,mV(CL:rve3) and o Symbols corresponds to different series of measurements. Dashed curves are
+0.2mV (curve 4). The points correspond to experimental data and t Eplotted for a more visual illustration of the observed dependences.
curves are the result of approximation by the sum of Lorentzian curves.

. _ The presence of the electron crystal leads to electron
experimental data. The results of analysis are presented Iyycalization and to the emergence of static deformation of the
solid curves in Fig. 1. liquid helium surface. The conditions are created for reso-

For the lowest amplitudes of the sign@riving field),  nant excitation of capillary wav&s* with frequencies
the frequency dependence of the response amplitude can be 12312 @
n

presented as the sum of two resonant curves. As the ampli- wn=(alp)

tude of the measuring signal increases, the resonant pattefherea andp are the surface tension and density of liquid
changes. The resonance at a frequercyMHz is broad-  helium andg, the vector of the reciprocal crystal lattice.
ened considerably and shifted towards higher frequencies. When the electron-ripplon interaction is taken into account,
~ In the low-frequency region, the resonance correspondcoupled electron— ripplon vibrations appear. The frequencies
ing to the first harmonic of standing waves in the cell isof these vibrations for the first resonance are defined as
slightly displaced, and additional low-frequency resonances s 2

; : - : : wioi (k)
whose number increases with the signal amplitude appear: an w?(k)= 17
additional resonance appears near the initial resonance start- Clwf+ w,z(k) '
mgef;otr;:etz? 22?';:3&2'2 2:// :]ne dt?r::;j fi)esr(t)r? zrt](:sen?\ep?r%r%herewl is the first mode from the s¢2) andC, the coef-
w '9 ’ . u ' icient of coupling between electrons and ripplons, corre-
frequency of each new resonance differs from that of the

previous resonance by approximately 1MHz. Figure 2spondmg to the first mode. The arrows in Fig. 1 indicate the

h the d d f th i f th ositions of two harmonics of standing waves predicted by
shows the dependences of the positions of these resqnan(%')a if we use forC, the value calculated on the basis of the
on the amplitude of excitatiofdriving field). Several series

fm rements were made in order to verify the reprod self-consistent theoryand also take into account of the
of measurements were made in order to ve fy the repro UGhe impurity on the surface tension. It can be seen that the
ibility of the results.

) . . experimental and theoretical results are in good agreement
A theoretical analysis of the resonant properties of a WCTorpvery small values of the driving field 9 9

over liquid helium was carried out in Refs. 4, 12, 14. Inthe — , © 12 predicted the emergence of so-called demul-

absence of couplmg between elect.ron_s an_d ripplons, thﬁplicative resonance®r partition resonancgsn vibrational
spectrum of longitudinal plasma oscillations in the electron

- : spectra at frequencie®,/3, w3/3,... . in strong driving
L?gsertr(]tsl;'or}?nmto account the screening effect of electrodes o yq 1t is still unclear how such resonances will be mani-

fested during measurements in a specific measuring cell, but
47nge’k sinhkd sinh k(H—d) the fact that the inclusion of nonlinearity leads to the emer-
m sinhkH ) ) gence of additional low-frequency resonances correlates with
the experimental results described above. The low-frequency
where ng is the surface electron densityn and e are the  nonlinear resonances observed by us probably correspond to
electron mass and chargd,is the gap between the measur- coupling of the phonon modes of the electron crystal with
ing and confining electrodes), the height of the liquid he- additional low-frequency modes described by Monarkha.

()

2_
W =

lium level with respect to the confining electrode, dnthe Thus, we have studied electron—ripplon resonances in a
wave vector determined from the condition of zero current aWWigner crystal for high values of the amplitude of an excit-
the boundary of the electron layer. ing signal. New vibrational modes for the Wigner crystal on
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CHRONICLE

Victor Moiseevich Tsukernik: On His 70th Birthday

Victor Moiseevich Tsukernik, a leading theoretical physicist, turned 70 on May 28, 1997. We congratulate him on this
occasion and wish him sound health, great achievements in his scientific activity and personal life.

Editorial Board
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