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Abstract—The effects of the self-organization of phase boundaries in semiconductors (separation surfaces and
reaction zones) are considered for semiconductor oxidation, the most technologically important process in
microelectronics. The analysis of kinetic data yields entropies of activation of these processes and demonstrates
that the silicon–oxygen system shows the strongest self-organization of the reaction zone—the silicon–silicon
dioxide interface. © 2001 MAIK “Nauka/Interperiodica”.
In the 1960s, it was customary to infer the funda-
mental aspects of electronic processes occurring on the
semiconductor surface from results obtained while
studying either atomically clean or real surfaces. The
specific features of the real surface were attributed to
the presence of a more or less thick film of oxide com-
pounds, formed during the oxidative-solvation etching
of crystals [1]. Although surfaces of this kind possessed
a much lower density of surface states than the atomi-
cally clean surfaces, only the prolonged efforts of
researchers succeeded in revealing two types of virtu-
ally stable and surface state–free interfaces: silicon–
〈silicon dioxide〉  and germanium (silicon)–electrolyte.
The silicon–〈silicon dioxide〉 interface proved to be an
important discovery of the century and thus predeter-
mined the development of microelectronics and the suc-
cessful fabrication of large-scale integrated circuits [2].

The aim of this paper is to demonstrate that this suc-
cess was largely predetermined by the phenomenon of
the self-organization of phase boundaries in the semi-
conductor in the course of oxidation, the process under-
lying the main technological procedures used in the
fabrication of integrated circuits.

MAIN CONCEPTS: DISCONTINUITY SURFACE 
AND REACTION ZONE

In studying the self-organization phenomena, we
rely upon the concepts developed in Prigogine’s works
[3] and, later, in [4, 5]. The basic idea consists in that,
provided there is energy and substance exchange with
the environment, the evolution of an open system may
proceed in such a way that states appear which have
lower entropy than the initial value of this parameter.
Such a state, exceedingly improbable from the stand-
point of equilibrium thermodynamics, may exist inde-
terminately under stationary conditions. Any system
studied possesses a spatiotemporal structure deter-
1063-7826/01/3509- $21.00 © 21006
mined by processes occurring in this system, and, com-
monly, threshold states can be distinguished, with tran-
sitions via these states leading to fundamental changes
in the organization of this structure. The evolution of a
system, regarded as a sequence of transitions from one
quasi-stable state to another, with these states being
characterized by certain organization parameters, is
called self-organization. The measure of organization
of a system is commonly defined in terms of changes in
entropy.

The concept of the phase boundary needs refine-
ment. Only two notions should be considered meaning-
ful: the phase discontinuity surface and the reaction
zone. According to Gibbs, the phase discontinuity sur-
face is a heterogeneous region of finite thickness
between adjoining phases, whose properties are param-
eters of state (temperature, pressure, chemical poten-
tial, etc.) [6, 7]. The properties of a phase discontinuity
surface can be studied experimentally if a thermody-
namic equilibrium is established in a gas–solid or vac-
uum–solid system (e.g., adsorption processes occur),
with equilibrium attained between the bulk of the solid
and the discontinuity surface. The concept of the reac-
tion zone has emerged in investigations into the cataly-
sis of topochemical reactions. The reaction zone is a
solid layer of finite thickness, with the chemical com-
position and structure of this layer being determined by
the action of the reaction mixture and characterizing the
organization of the system for a certain stationary state.

The self-organization of the reaction zone was dis-
covered comparatively long ago as a result of studying
heterogeneous catalysis. In 1980, when analyzing the
experimental data on the surface structure of the metal
and oxide catalysts available at that time,
G.K. Boreskov came to the conclusion that a solid cat-
alyst surface interacting with reactants cannot be char-
acterized by preset invariable properties. The catalyst
001 MAIK “Nauka/Interperiodica”
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surface acts as a labile component of the reaction sys-
tem, reflecting changes in composition and in other
process parameters. Reconstruction during the chemi-
sorption of oxygen onto the (110) and (100) nickel
faces and auto-oscillations of the rate of heterogeneous
oxidation can serve as indicative examples of this situ-
ation [8].

The effect of the self-organization of phase bound-
aries in semiconductor crystals was considered in my
previous paper [2]. Several types of phase boundaries
can be distinguished. The simplest system is a semicon-
ductor crystal in contact with a vacuum; data on super-
structures and two-dimensional (2D) phase transitions
at relatively high temperatures are available for this sys-
tem. Evaporation and crystal growth are observed in the
system 〈semiconductor crystal〉–〈gas phase containing
atoms or molecules of the starting substance〉. In the
crystal–〈active gas〉 system, adsorption and semicon-
ductor dissolution (etching) and oxidation occur.
Finally, crystal dissolution occurs in the system semi-
conductor–〈condensed phase〉, which may be, in partic-
ular, an electrolyte.

SEMICONDUCTOR–VACUUM
AND SEMICONDUCTOR–VAPOR PHASE 

DISCONTINUITY SURFACES

The simplest case of surface self-organization in sil-
icon and germanium crystals involves surface recon-
struction and the formation of 2D phases [9–11]. These
states are, as a rule, associated with the establishment of
a crystal–surface thermodynamic equilibrium and can
be described in terms of the Gibbs approach as crystal–
vacuum phase discontinuity surfaces. Let us briefly
characterize this system. Fewer nearest neighbors to the
surface atoms leads to changes in their chemical bond-
ing. This manifests itself in the first place in a lower
share of s-orbitals of the surface atoms in chemical
bonding [12]. A study of the surface of covalent crystals
by low-energy electron diffraction demonstrated that
the structure of surface layers is, as a rule, different
from the corresponding planes in the bulk of the crystal.
For most of surface structures, two kinds of 2D phase
transitions are observed with changing temperature:
order–disorder and order–order. An order–disorder
transition can serve as an example of the disappearance
of the 7 × 7 Si(111) structure at temperatures exceeding
880°C. Reversible order–order transitions are observed
on the (110) faces and vicinal faces of silicon, Si(211),
on which a regular system of one-atom steps is trans-
formed into a system of steps two atoms high [13, 14].
The actual structure of the surface unit cells is known
exactly only in a few cases. The 2 × 1 Si(100) structure
is relatively simply described as an asymmetric dimer.
A specific feature of this structure is that the surface
atoms of neighboring rows are shifted toward one
another to form a chemical bond. This shift leads to the
relaxation of their nearest neighbors.
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The self-organization phenomena in the crystal–
vapor system can be conveniently considered for the
example of the evaporation of silicon and germanium
crystals [15–17]. In the vicinity of the melting point, the
gas phase composition is mainly determined by mona-
tomic particles. The content of polyatomic clusters is
no higher than fractions of a percent. The temperature
dependence of the evaporation rate shows that its acti-
vation energy is equal to the heat of sublimation:
346.9 ± 16.7 kJ/mol for germanium and 438.9 kJ/mol
for silicon, with a pre-exponential factor on the order of
1028 at. cm–2 s–1. The rates of evaporation from the
(111), (110), (100), and (211) faces are the same within
experimental error. Planar etching pits with a steplike
structure are formed on the (111) face, and the velocity
at which these steps shift in the course of evaporation
allowed an evaluation suggesting that only less than 1%
of the total loss of silicon is associated with the chang-
ing dimensions of the etching pits [16].

Thus, evaporation proceeds uniformly over the
entire crystal surface. This means that the conventional
analysis of the process in terms of the terrace–kink–step
mechanism is inexact. The factors noted suggest that the
constitution of the reaction zone in evaporation is the
same for crystals with different surface orientations.

The evaporation of silicon and germanium proceeds
by the mechanism of zero-barrier reactions for which
the activation energy is equal to the enthalpy of subli-
mation of the crystal [2]. The rate-determining stage of
the process is that of atom detachment, corresponding
to a configuration “position at half-crystal,” i.e., to a
structure with a doubly coordinated atom. In quantita-
tive respect, the organization of the semiconductor–
vacuum and semiconductor–〈vapor consisting of start-
ing crystal atoms〉 discontinuity surfaces is much the
same, being characterized by a minor increase in
entropy.

REACTION ZONE IN SEMICONDUCTOR–GAS 
AND SEMICONDUCTOR–LIQUID SYSTEMS

The dissolution and oxidation of semiconductors
are based on reactions with halogens, oxygen, and other
oxidants. A vast body of experimental data has found
reflection in a number of reviews [18–21]. Let us dis-
cuss, relying upon these papers, the results obtained in
terms of the problem in question.

Table 1 summarizes the kinetic characteristics of the
main types of chemical reactions occurring at the sur-
face of silicon and germanium crystals: the adsorption
and dissolution of crystals in liquids and gas (chemical
evaporation).

The rate constant k is found using the formula

(1)

Here, T is temperature; R, the gas constant; ∆S, the
entropy and ∆H, the enthalpy of activation of the reac-
tion; and ν, the frequency factor.

k ν ∆S/R( ) ∆H/RT–( ).expexp=
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It can be seen from Table 1 that all the reactions
between the active gas phase and semiconductor crys-
tal, yielding gaseous products, are characterized by a
minor increase in entropy, whereas adsorption and crys-
tal dissolution in a liquid are accompanied by a decrease
in the entropy of activation by 20–80 J/(K mol). In the
last two cases, the effect of self-organization of the
reaction zone is clearly pronounced. The constitution of
the reaction zone is, as a rule, not identical to that of a
monomolecular adsorption layer. The formation of a
chemisorption layer is commonly accompanied by the
appearance of a reconstructed layer of surface atoms. For
some reaction types, the formation of super-monolayer
coatings was observed, which can be conventionally
termed a layer of physically adsorbed molecules [21, 22].

The silicon (germanium)–halogen systems are char-
acterized by the formation of di- and tetrahalide com-

Br

Br
E

r

r

E

E*
0

E*
s ∆Hs

E*
s = E*

0
 – α∆Hs

L

Ge

Ge

(b)

(a)

Fig. 1. Constitution of the reaction zone in the reactions in
the germanium–bromine system. (a) Reaction in the gas
phase and (b) reaction in nonpolar solvent. L is the solvent
molecule. The right-hand part shows how the energy of the
system changes in moving along the reaction coordinate.

 is the activation energy of the reaction in the gas phase,

 is the same for the nonpolar solvent, and ∆Hs is the heat
of solvation of the reaction product.
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pounds. The nature of the processes occurring in the
systems under consideration is illustrated in Fig. 1.
From the adsorption of halogens onto an atomically
clean surface, a preadsorption state is formed, with
translational degrees of freedom lost and rotational
degrees of freedom partly retained. Tetrahalides are
formed via supermonolayer adsorption. Such a struc-
ture is stable and is preserved at the surface in passing
from the gas phase into a nonspecific solvent, e.g., in
the system Ge–(Br2 + GeBr4) [23, 24].

Let us consider specific features of reactions for the
example of the reaction of germanium with bromine
and sulfur:

Figures 2 and 3 show how the reaction rate w depends
on the partial pressures of the reagents. It can be seen
qualitatively that the dependences have the form of curves
tending to limiting values, different for different tempera-
tures of the experiment. The data for the reaction with
bromine are described by an equation of the type [22]

(2)

in which

The data for the sulfidizing reaction are described by an
equation of the type [25, 26]

(3)

in which

An analysis of the dependences presented can be
made using a general model of reactions of the given
type. Let us denote a gas species by A, an adsorption
center on the solid surface by S, a reaction product by
B, and adsorbed species A and B by AS and BS. Then
the reaction scheme is described by a three-stage pro-
cess:

Ge 2Br2 GeBr4,+

Ge 1/2( )S2 GeS.+

w k2b pBr2
1 b pBr2

+( ) 1– ,=

k2 at. cm 2–  s 1–[ ] 1028 137.9/RT–( ),exp=

b Torr 1–[ ] 1.75 10 3– 37.6/RT( ).exp×=

w k2βpS2
1 βpS2

+( ) 1– ,=

k2 at. cm 2–  s 1–[ ] 1.2 1029 182.6/RT–( ),exp×=

β Torr 1–[ ] 4.9 10 10– 146.3/RT( ).exp×=
Table 1.  Kinetic characteristics of chemical reactions occurring at the surface of silicon and germanium crystals

Type of reaction Temperature range, °C ∆H, kJ/mol ∆S, J/(K mol)

Si, Ge evaporation 600–1000 250–340 0–80

Si + O2, Ge + O2 (thermal oxidation)

Reactions of Ge and Si with Cl2, Br2, I2, tetrahalides 200–500 125–170 0–40

Dissolution of Si, Ge in liquids 25–100 60–80 –20–(–80)

Adsorption of O2, S2, Br2 200–600 0 ± 6.0 –80
SEMICONDUCTORS      Vol. 35      No. 9      2001
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(1) reagent adsorption

(2) transformations in the adsorption layer

(3) desorption of the product and regeneration of the
surface center

Commonly, the rate of a process can be measured under
steady-state conditions, when the concentrations of
intermediates AS and BS are time-independent.

If the process occurs in such a way that, in the
sequence of stages, the rate of conversion in the adsorp-
tion layer is slow, i.e., k–2 < k2, and each of the constants
k1, k–1, k3 > k2, then we have

(4)

(5)

Here, b is the adsorption equilibrium constant. At high
pressures bpA > 1, w = k2, and the reaction rate becomes
independent of pressure pA, whereas at low pressures
bpA < 1, w = k2bpA, and the reaction rate linearly
depends on pressure, with the activation energy of the
process in this range lower than the activation energy in
the region of zero reaction order by the heat of reagent
adsorption, q.

If, by contrast, the reaction in the adsorption layer is
so fast that it can be considered instantaneous, then the
overall scheme of the process is described by two
stages

and the process rate is given by

(6)

This expression is simplified under the conditions of a
flow-through reactor, pB ! pA, and, in the case of irre-
versible chemisorption of A, k–1 = 0:

(7)

where

(8)

and E1 and E2 are the activation energies of the adsorp-
tion and desorption stages, respectively. At low pres-
sures of A, βpA < 1, the process rate is expressed as w =
k1pA, which means that adsorption is the rate-determin-

A S AS;+
k1

k–1

AS BS;
k2

k–2

BS B S.+
k3

k–3

w k2b pA 1 b pA+( ) 1– ,=

b k1/k 1– b0 q/RT( ).exp= =

A S AS,+
k1

k–1

AS B S+
k2

k–2

w k2ΘAS=

=  k2 k1 pA k 2– pB+( )/ k1 pA k 1– k2+ +( ).

w k2βpA 1 βpA+( ) 1– ,=

β k1/k2 k01/k02( ) E1 E2–( )/RT–[ ] ,exp= =
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Fig. 2. Rate of reaction between germanium and bromine
vs. the bromine pressure. Reaction temperature: (1) 270,
(2) 280, and (3) 290°C. The pressure ranges in (a) and (b)
are different.

Fig. 3. Rate of reaction between germanium and sulfur
vapor vs. sulfur pressure at different crystal orientations and
temperatures T: (1) 500, (2) 510, (3) 520, and (4) 530°C.
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ing stage of the process. At βpA > 1, the process rate
w = k2 is pressure-independent and the process is con-
trolled by the desorption stage.

Formally having the same form, Eqs. (4) and (7)
describe physically different situations. Equation (4)
characterizes the rate of a process whose rate is deter-
mined by the stage of chemical transformation in the
adsorption layer. In this case, the preceding and suc-
ceeding stages of, respectively, reagent adsorption and
desorption of the reaction products are regarded as
equilibrium stages. Equation (7) characterizes the pro-
cess course with comparable rates of reagent adsorp-
tion and product desorption. For widely varying reagent
pressures, the nature of the rate-determining stage
changes in such a way that the adsorption stage is slow-
est at low pressures, and the product desorption stage,
at high pressures.

The heat of bromine adsorption onto a brominated
germanium surface is, apparently, much lower than the
heat of adsorption onto an atomically clean surface of
the same material. In this case, the adsorption becomes
reversible, and the slow stage is the reaction in the
adsorption layer

Since there is no reason to assume that the heats of
GeBr4 adsorption are high, we consider the stage of
germanium tetrabromide desorption to be fast. Thus,
the process rate will be described in this case by an
equation of type (4), corresponding to empirical equa-
tion (2), with the correspondence being more than
merely qualitative. It is noteworthy that b0 = 1.75 ×
10−3 Torr–1 agrees with the characteristic value of the

GeBe2 Br2 ads GeBe4 ads.⋅
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Fig. 4. Variation of the adsorbed bromine layer thickness at
different germanium sample exposures (pressures in Torr
are shown in the figure). Insert: calculated rate of germa-
nium tetrabromide formation. Temperature 190°C.
adsorption equilibrium constant in the case of the for-
mation of a labile adsorption layer.

The problem of the reaction mechanism is central to
chemical physics in general and to the chemical physics
of surfaces in particular; since, of course, no scheme
based solely on logical premises can be considered
proven. The direct experimental detection of intermedi-
ates predicted by the given scheme would be of decisive
importance. Although it is not always possible to per-
form such an experiment, it could be done in this case.
Automated ellipsometry was applied to determine the
coverage of the germanium surface by bromine mole-
cules directly in the course of the chemical reaction.
Figure 4 presents the results obtained in this experi-
ment. It can be seen that at small exposures of an atom-
ically clean germanium surface irreversible chemisorp-
tion of a monolayer of bromine atoms to bromine vapor
occurs (several minutes at a pressure of 3 × 10–5 Torr),
with layer thickness of 1.14 Å. When the pressure
increases to 10–4 Torr and more, the coating thickness
grows rapidly to 6 Å and then decays exponentially
with time to values of about 1.0–1.5 Å. The rate con-
stant of the exponential decay, found from these depen-
dences, is equal, with high precision, to the rate con-
stant of germanium etching at low bromine pressures.

Thus, the experimental results confirm the assump-
tion that germanium oxidation giving GeBr4 proceeds
only in the case of a supermonolayer coverage of the
surface by bromine molecules.

As frequently happens, the practically interesting
system is too complicated to easily make a detailed
analysis of the physicochemical relationships, and it is
necessary to find systems with model properties. Of
interest in this regard are the reactions of silicon and
germanium with halogens. In particular, there is good
experimental material for GeBr4 formation in the reac-
tion of germanium with bromine. It is also important
that kinetic relationships for the same reaction occur-
ring at the semiconductor–gas and semiconductor–
solution interfaces can be compared in this case
[23, 24].

Germanium tetrabromide boils at 186°C under nor-
mal pressure. At lower temperatures, this compound is
a low-polarity liquid, in which bromine vapor is highly
soluble, and it is possible to monitor the reaction of ger-
manium with a solution of bromine in germanium tet-
rabromide. It seems natural to expect that the activation
energy of dissolution will be lower according to the
heat of product dissolution, i.e., according to the heat of
GeBr4 evaporation, in the given case.

The rate of dissolution of germanium crystals at the
(111) and (110) faces depends on the concentration of
dissolved bromine, c:

(9)

where w0 is the reaction rate in the zero-order region
and b = b0exp(q/RT). The (100) faces of germanium
crystals dissolve in such a way that a linear law w = kc

w w0bc 1 bc+( ) 1– ,=
SEMICONDUCTORS      Vol. 35      No. 9      2001
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is obeyed up to a concentration of 1.3 M, and at higher
concentrations the rate becomes concentration-inde-
pendent. The temperature dependence of the dissolu-
tion rate in the zero-order range is not affected by the
crystal surface orientation and has an activation energy
of 104.5 kJ/mol. For the reaction in the gas phase

the activation energy is 137.9 kJ/mol. The difference
between these two activation energies is equal, with
good precision, to the heat of GeBr4 evaporation
(37.6 kJ/mol).

Thus, it is clear that the exponential factor in the
expression for the process rate in the zero-order range
has the form

where Egas is the activation energy of the reaction in the
gas phase, and  is the heat of GeBr4 evaporation.
The given expression formally conforms to a linear
relation between the activation energy and the enthalpy
of the process, with α = 1 in the given case, which
means that the activated complex and reaction product
species differ only slightly. Account should be taken of
the fact that the state of bromine molecules in a germa-
nium tetrabromide solution corresponds to a decrease
in the adsorption energy by a value equal to the heat of
dissolution, qds. A bromine molecule can be localized at
the germanium surface with effective heat of adsorption
qads. If reckoned from the standard state, the heat of
adsorption is given by

This means that the effective heat of adsorption qads
is determined by two main factors: the structure of the
solution and the structure of the crystal surface in con-
tact with the solution. If the enthalpy of mixing grows
substantially on changing the solution concentration,
this lowers the heat of adsorption of the active compo-
nent of the solution.

The entire process of germanium dissolution can be
represented as a multistage reaction. The first stage cor-
responds to the fast irreversible chemisorption of bro-
mine on a germanium atom on the crystal surface,
appearing upon completion of the preceding dissolu-
tion events:

Reconstruction of the surface layer of germanium
occurs at this stage, and the extent of its completion
determines the energetics of the subsequent reversible
interaction of bromine molecules:

The orientation dependence of the crystal dissolu-
tion rate arises as a consequence of the specific features
of the adsorption interaction in this stage. In particular,

Gesol 2Br2 gas+ GeBr4 gas=

Egas αqGeBr4
–( )/RT[ ] ,exp

qGeBr4

qads
0 qads qds.+=

Gecr Br2 Ge Br2( )chem.+

Br2 liq Br2 ads.
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reconstruction presumably proceeds easily during the
chemisorption of bromine on the Ge(100) surface and,
in the case of monolayer coverage, subsequent interac-
tion with bromine molecules is only possible via forces
arising from the intermolecular interaction.

For the Ge(111) and (110) surfaces, the rearrange-
ment of the surface region is not complete in the stage
of premonolayer formation, and effective interaction
between bromine molecules and atoms of the subsur-
face layer becomes possible. Qualitatively, this means
that

The b0 value can be estimated as a ratio of the complete
statistical sum for bromine molecules in the near-sur-
face layer and in the solution bulk. Thus, it would
appear reasonable that the molecules in the near-sur-
face layer lose one translational degree of freedom
(normal to the crystal surface):

(10)

where h is the Planck constant, M the molecular weight,
and d the length of the diffusion displacement of bro-
mine molecules. In the case in question, M = 160, and
d ≈ 5 × 10–8 cm. Estimates based on this expression give
a value corresponding to within 50% to the pre-expo-
nential factor of the kinetic equation for the rate of dis-
solution of the (100) face of the germanium crystal. In
other words, in the case of Ge(100) the dissolution pro-
ceeds by the mechanism of direct collisions of Br2 mol-
ecules with the chemisorption complex Ge(Br2)chem.
The rate-determining stage of the process is the stage of
transformation in the adsorption layer

In this case, the final product, identical to the solvent
molecule, is readily desorbed

The system GeBr2–Br2 can be classed with regular
solutions for which no changes are observed in the
structure of a solution on varying its concentration.
This means, for example, that it is possible to pass grad-
ually from solutions of bromine in germanium tetrabro-
mide to solutions of germanium tetrabromide in bro-
mine. With increasing bromine concentration in the
solution, it becomes possible that bromine molecules
not only occupy voids surrounded by germanium tetra-
bromide molecules, but come into direct contact with
one another. This occurs beginning at a bromine con-
centration of 3M, when there are less than four GeBr2
molecules per molecule of bromine. This fact accounts
for the zero order of the reaction of Ge(100) dissolution
in solutions with bromine concentrations exceeding 2M.

A new type of surface structure appears in reactions
in polar solvents: Ge + (Br2 + CCl4 + CH3OH). This is
indicated by the magnitude of the negative entropy of

b 100( ) b 111( ) b 110( ) and q 100( ) q 110( ) q 111( ).< <> >

b0 h/ 2πMRT( )1/2d ,=

Br2 ads Ge Br2( )chem GeBr4 ads.+

GeBr4 ads GeBr4 liq.
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activation of the reaction. The effect of self-organiza-
tion is sensitive to the solvent structure. For example,
the involvement of CH3OH monomer molecules can be
explicitly observed in the CH3OH + CCl4 solvent [11].

Processes occurring at the semiconductor–electro-
lyte interface should be analyzed taking account of the
potential profile in the Helmholtz layer and the semi-
conductor, i.e., the space charge region should be
included into the constitution of the reaction zone
[11, 27]. The electric double layer on metals commonly
consists of a dense part of adsorbed cations with a sol-
vate shell and a diffuse part. The dense part, named the
Helmholtz layer, is 4–5 Å thick. As for the thickness of
the diffuse part, it depends on the electrolyte concentra-
tion, varying between several micrometers and several
angstroms. The formation of the electric double layer
establishes a dynamic equilibrium between two concur-
rent processes—the transfer of metal ions into the solu-
tion in the form of solvated cations, facilitated by inter-
action with solvent molecules, and a reverse process in
which cations are discharged and incorporated into the
metal lattice. In the case of an established equilibrium,
the rates of these two processes are equal and their
extent is characterized by the exchange current. The
exchange currents can be determined from electro-
chemical measurements and independent experiments
employing isotope techniques. When the equilibrium is
shifted because of the electrode polarization, the equal-
ity of the rates is disturbed and, depending on the type
of polarization, one of the following two processes pre-
vails: an anodic (oxidation) process, with cations pass-
ing into solution, and a cathodic process in which ions
are reduced (discharged) and incorporated into the
crystal lattice. The structure of the electric double layer
at the semiconductor–electrolyte interface is more
complex. In addition to the Helmholtz and diffuse lay-
ers, formed on the electrolyte side of the interface, there
is a layer in the surface part of the semiconductor,
charged with respect to the semiconductor bulk and
commonly called the space charge region. The space
charge region is frequently several micrometers thick.
This means that the potential drop across the interface
is distributed in such a way that its major part is associ-
ated with the space charge region, and only a minor
part, with the Helmholtz layer. In contrast to the metal
electrode, the carrier concentration at the surface of the
semiconductor varies with its polarization, and condi-
tions may arise leading to the formation of enriched,
depletion, and inversion layers with respect to the crys-
tal bulk. This system should be described taking into
account the fundamental aspects of the processes
occurring in two mutually dependent subsystems:
atomic-ionic and electronic-ionic. The exchange cur-
rents in the atomic-ionic subsystem are commonly small
for typical semiconductors. For example, in the case of
germanium dissolution this value is 10–10 A/cm2. The
exchange currents in the electronic-ionic subsystem are
commonly several orders of magnitude higher, ranging
from 10–6 to 10–2 A/cm2. Consequently, the equilibrium
at the semiconductor–electrolyte interface is estab-
lished readily and rapidly as regards the electronic-
ionic system, whereas the atomic-ionic system exhibits
slow behavior. This is manifested experimentally in
that the rate of self-dissolution of the semiconductor,
found by extrapolating the anodic and cathodic portions
to the point of intersection at the stationary potential, is
1–2 orders of magnitude lower than the rate determined
by weight measurements [11].

It is known that silicon is relatively inert in an aque-
ous medium because of the passivation of its surface by
a dense layer of silicon dioxide. The reaction rate is fast
only in an alkaline medium, in which the solubility of
silicon hydroxides is high [11]. With increasing alkali
concentration, the reaction rate grows to a maximum
value and, on passing into the range of concentrated
solutions, becomes slower. Another important feature
consists in that the rates of dissolution of crystals with
different surface orientations are not the same. It is
clear that the dissolution reaction proceeds as a chemi-
cal interaction of surface silicon atoms with water mol-
ecules. Moreover, this interaction is a multistage pro-
cess, with the adsorption of water molecules on the
crystal surface being its initial stage. The stages of
hydrogen evolution and egress of the surface atom from
the crystal lattice are, presumably, slow. In the final
stages hydration of the forming silicon hydroxide
occurs.

The initial stage of interaction involving surface sil-
icon atoms is characterized by the fast chemisorption of
water molecules to form an adsorption complex with
the following presumed structure

In the same stage, rearrangement of the surface region
in silicon gives rise to a dependence of the dissolution
rate on the crystal surface orientation. Further, upon
adsorption of water molecules on the adsorption com-
plexes =Si(OH)2, the oxidation of silicon is complete
with the formation of H2SiO3 which dissolves depend-
ing on the participation of hydroxyl ions

and the subsequent hydration of the reaction products
in the solution. It becomes clear that water molecules
show two kinds of behavior during the process: during
the adsorption interaction stage they act as oxidant spe-
cies, and at the final stages of interaction, as solvating
agents. Consequently, a kinetic equation for the process
of silicon dissolution in alkalis should be sought in the
form

(11)

Si –
– –

– OH

OH

H2SiO3 OH– HSiO3
–,+

H2SiO3 2OH– SiO3
2–+

w kθH2Ocsat
α .=
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Here,  is the coverage of the silicon surface by
water molecules in the course of dissolution, and the
factor csat characterizes the solubility of reaction prod-
ucts and reflects the effect of solvation by water mole-
cules. Qualitatively, this means that the dissolution rate
grows with increasing solubility, i.e., with the alkali
concentration, while there is a sufficient number of free
water molecules in the concentrated solutions. If, how-
ever, water molecules are only present in hydrate shells
of the cation and hydroxyl, then the coverage of the sil-
icon surface by water molecules, , will fall dramat-
ically, leading to a decrease in the silicon dissolution
rate. Hence follows that the dissolution rate depends on
the thermodynamic activity of water.

Figure 5 shows how the rate of silicon dissolution
varies in ethylenediamine solutions [28]. Ethylenedi-
amine NH2CH2CH2NH2 behaves in aqueous solutions
as a base, being ionized by the scheme

NH2CH2CH2NH2 + H2O 

 NH2CH2CH2N  + OH–,

NH2CH2CH2N  + H2O 

 N CH2CH2N  + OH–.

This means that the dissolution of silicon in solutions of
this kind must proceed similarly to dissolution in alka-
lis. However, Fig. 5 clearly demonstrates a specific fea-
ture consisting in that, as the ethylenediamine concen-
tration varies, the dissolution rate passes through two
maxima: the first at a concentration of 0.04–0.05 mol
fraction, and the second at 0.5 mol fraction of ethylene-
diamine. It may be thought that the peak at the 0.5 mol
fraction of ethylenediamine is similar in nature to the
peak in the dependence of the silicon dissolution rate in
alkalis. At the same time, the peak at low concentra-
tions is apparently associated with the structure of the
aqueous solution. It should be noted that liquid water is
not an isotropic medium, being characterized by an ice-
like labile skeleton of water molecules bound together
by hydrogen bonds. This skeleton has a rather open
structure and water molecules may penetrate into its
voids. Water molecules situated in these voids are com-
paratively mobile and their thermodynamic characteris-
tics are close to the values for gaseous water. Having
considered these data, we assume that at low concentra-
tions of ethylenediamine its hydration does not cause
any significant changes in the structure of water, and
only consists in the displacement of water molecules
from the voids of the icelike skeleton.

These two practically important cases, describing
the kinetics of silicon dissolution in aqueous solution,
allowed us to make the following two conclusions.
First, we made certain that the solution cannot be
regarded as an isotropic liquid medium by considering
the real molecular structure of the solution. Second, it
became clear that the effects observed in stationary dis-

θH2O

θH2O

H3
+

H3
+

H3
+ H3

+
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solution are governed by adsorption processes occur-
ring at the semiconductor–solution interface.

To conclude this section, it should be noted that the
oxidation process should be described as a multistage
chemical reaction. The rate-determining stage is a stage
of chemical transformation in the adsorption layer usu-
ally formed from the oxidant and polar solvent species.
The free energy of activation of this stage, ∆G≠,
decreases by a certain fraction α of the dissolution
energy of the forming reaction product, ∆Gds. Quantita-
tively, the dissolution rate w can be represented as

(12)

where ns is the density of surface atoms; ν is the thermal
frequency of their oscillations; and θ1 and θ2 are the
extents of surface coverage by adsorbed species of,
respectively, the oxidant and polar solvent.

CRITICAL CONDITIONS FOR PROCESS 
TRANSITION FROM THE ETCHING

TO OXIDATION MODE

It is known that the reaction of silicon and germa-
nium with oxygen can produce gaseous monoxides and
condensed dioxides of these elements:

w nsνθ1θ2 ∆G≠ αDGds–( )/RT–[ ] ,exp=

Si 1/2( )O2+ SiO, Ge 1/2( )O2+ GeO,= =

Si O2+ SiO2, Ge O2+ GeO2.= =
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Fig. 5. Dissolution rate of (111), (110), and (100) silicon
crystals vs. solution composition. The ethylenediamine
concentration in solution is expressed in mole fractions.
Dependences are presented for (a) 30 and (b) 70°C.



1014 REPINSKIŒ
Similarly, the reaction of germanium with sulfur yields

Whether a volatile SiO or protective SiO2 layer is
formed depends on temperature and partial pressure in
such a way that the occurrence of etching is preferable
at an elevated temperature and a low oxidant pressure.
At high partial pressures of oxygen and low tempera-
tures, the growth of a dielectric layer predominates. The
critical conditions for the reaction to pass from one
mode into the other have been found for the reaction of
silicon with oxygen and nitrous oxide (Fig. 6) [29]. The
reaction of oxygen with silicon proceeds as a multi-
stage two-pathway process whose basic features are
described by the scheme

Here, account is taken of the fact that, in thin oxide lay-
ers, SiO2 reduction is possible, characterized by the rate
constant k5

leading to the regeneration of a clean silicon surface.
The activation energy of this stage is 403.8 kJ/mol. The
above scheme disregards the reverse reaction of dispro-
portionation:

Estimates show that the activation energy of such a
reaction is approximately 146 kJ/mol. This reaction
may lead to the formation of stacking faults at the
Si−SiO2 interface—a phenomenon invariably observed
in the thermal oxidation of silicon.

Ge 1/2( )S2+ GeS, Ge S2+ GeS2.= =

Si 1/2( )O2 SiOads SiOgas+ k1 k2

SiO4/2 SiO · Oads
k4

+O2

k3k3
k–3

SiO4/2 Si 〉 SiO( ),+

2SiOgas Si SiO2.+

10–2

10–3

10–4

10–5
7 8 9 10 12

1
2

104/T, K

p, Torr

Fig. 6. Dependence of oxidant pressure on inverse temper-
ature, determining the critical conditions for etching–oxida-
tion of silicon by (1) oxygen and (2) nitrous oxide.
Qualitatively, three basic cases should be distin-
guished. First, at low oxygen pressures and high tem-
peratures, the main reaction pathway proceeds via
stages 1 and 2. This corresponds to the mode of gas
etching of silicon by oxygen, with silicon monoxide
formed as the reaction product. The second pathway
involves SiO2 formation and proceeds via stages 1, 3,
and 4. Finally, the third process mode is characterized
by comparable contributions of the above two path-
ways. Such modes are related by critical conditions in
terms of pressures and temperatures, which can be
expressed as

(13)

since k02 . k04. Here E2 and E4 are, respectively, the
activation energies of stages 2 and 4; and q3 is the heat
of oxidant adsorption in stage 3.

A fundamental aspect of the scheme presented is the
reversibility of stage 3, and we succeeded in demon-
strating by means of ellipsometry the reversibility of
the adsorption of O2 and N2O molecules on the oxi-
dized silicon surface and in obtaining the isotherm of
adsorption of these gases.

Occasionally, critical conditions were determined in
terms of the thermodynamic model on the basis of data
on the equilibrium pressure of the SiO molecule vapor.
Without making a detailed analysis of the fallacy of this
approach, we only mention that the critical conditions
would be expected to be independent of the kind of oxi-
dant molecules in terms of this model. However, it was
established that the exponent in the expression for N2O
is 204 kJ/mol, being 376 kJ/mol for O2. Apparently, this
difference is due to the different heats of the reversible
supermonolayer adsorption of O2 and N2O molecules.
In particular, this means that the heat of adsorption on
the oxidized silicon surface is higher for O2 molecules,
compared with N2O.

The structure and characteristics of the activated
complex can be rigorously established by calculating
the potential surface profile for a system of interacting
atoms. For the reactions in question, a simple analysis
is possible, leading to important qualitative conclu-
sions.

The specific features of the potential energy curves
follow from a comparison of the thermodynamic and
kinetic characteristics. The overall change ∆H in the
enthalpy of the reaction

is given by

where ∆H1 is the enthalpy of A2 atomization and ∆H2 is
the enthalpy of EA formation. For exothermic reac-
tions, ∆H < 0. An analysis of the experimental data for

pcr p0 E2– E4– q3+( )/RT[ ] ,exp=

p0 b03
1– k02/k04 . b03

1– ,=

1/2( )A2 E+ EA,=

∆H 1/2( )∆H1 ∆H2,+=
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reactions yielding products with bivalent germanium
and silicon shows that

This means that the reaction and formation of bivalent
compounds proceed without a barrier. The zero-barrier
course of the reaction corresponds to a case when the
activated complex gradually changes its structure from
that corresponding to the minimum potential energy to
the structure of the final product. The occurrence of the
process with a barrier predetermines the formation of a
certain specific complex which, undergoing a rear-
rangement, yields the final product. In some cases, the
lifetime of this complex is longer than 10–12 s, which
means that an intermediate is formed.

The reaction pathway leading to the formation of a
dioxide layer on the semiconductor surface corre-
sponds to modes lying to the right of, and above the line
of, critical conditions in Fig. 6. We assume that the oxi-
dation reactions proceed via a single identical elemen-
tary stage of rupture or transformation of valence bonds
between the 〉SiO center and lattice atoms irrespective
of whether the oxidation yields a gaseous or a con-
densed product, i.e., whether the reaction occurs by
pathway 1 or 2.

When the reaction of silicon with oxygen is per-
formed in an open system, with the oxygen flow pass-
ing over the silicon crystal surface, there are two steady
states corresponding to different pathways:

A certain set of oxygen pressures and temperatures cor-
responds to the occurrence of the reaction by each of
these pathways. When the reaction proceeds by the first
pathway, we have two stages:

The first stage proceeds rapidly via an intermediate
preadsorption state to give a 〉SiO complex. A vast body
of experimental data and the results of molecular calcu-
lations indicate that the preadsorption stage corre-
sponds to a single-center form of adsorption when an
oxygen molecule loses translational degrees of free-
dom, with a single rotational degree of freedom
retained. This corresponds to a decrease in the entropy
of gas molecules by 80–160 J/(K mol). Whatever the
silicon face on which the reaction proceeds, the final
state corresponds to the 〉Si=O form, which means that
surface reconstruction occurs in the surface region of
the crystal, being more pronounced on the (111) face.
Desorption of a SiO molecule into the gas phase occurs

∆H1 ∆H2+ E2.≈

1 ) Si 1/2( )O2 SiO,+

2 ) Si O2 SiO2.+

O2 gas Si O2 ads,+

O2 ads 2 〉 SiO( ),

〉 SiO( ) SiOgas.
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as a synchronous rupture of bonds in a doubly coordi-
nated silanone group.

Thus, we come to the conclusion that the steady-
state oxidation of silicon by oxygen involves two struc-
tures: undissociated O2 molecules in the preadsorption
state and a doubly coordinated silanone group. This
conclusion is of a rather general nature, since processes
of this kind are also observed in Ge + O2 and Ge + S2
systems. By changing the oxygen pressure or the tem-
perature of the system, we can pass to another steady
state in which the reaction proceeds by pathway 2.
These critical conditions correspond to a nearly mono-
layer coverage of the surface by 〉SiO complexes and to
the formation of a supermonolayer filling with oxygen.
This third form of organized structures on the surface is
characterized by a state of reversible supermonolayer
adsorption of oxygen molecules possessing a certain
degree of 2D mobility. The decrease in entropy is
40 J/(K mol).

REACTION ZONE IN SEMICONDUCTOR 
OXIDATION

Vast experimental material has been accumulated
for the reaction of the thermal oxidation of silicon. The
whole set of the established relationships makes it pos-
sible to represent the processes occurring in the silicon–
oxygen system schematically in Fig. 7. The oxidation
process can be described by the following sequence of
stages:

(1) 

(1a) 

(instantaneously)

(2) 

(3) 

In the first stage, oxygen dissolved in silicon passes into
the reaction zone and then the dissociative chemisorp-
tion of the oxygen molecule occurs instantaneously.
The second stage corresponds to the transfer of a silicon
atom from the crystal to the SiO2 matrix, and the third,
completing the process, to the incorporation of the
formed structural SiO2/2Oads unit into the SiO4/2 matrix.
The thermal oxidation of semiconductors, analyzed as
a reaction at the 〈covalent crystal〉-dioxide interface,
basically reduces to the mechanism of semiconductor
dissolution in the condensed phase. The meaning of this
approach consists in that the rate-determining stages of
formation of both the gaseous silicon monoxide and a
structural unit of silicon dioxide are similar in nature,
being associated with the zero-barrier rupture or trans-
formation of chemical bonds of the doubly coordinated
silanone group SiO with the lattice atoms.

A specific feature of the oxidation process consists
in that the activation energy of this stage is lower than

O2
oxide O2

react.zone,

Si 1/2( )O2
react.zone 〉 SiO+ Oads⋅

〉 SiO Oads 〉 SiO2/2 Oads,⋅ ⋅

〉 SiO2/2 Oads SiO4/2.⋅
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the activation energy of gaseous product formation by
the energy of rearrangement of the silicon–oxygen net-
work of silicon dioxide.

Zero-barrier reactions are characterized by the value
α = 1. By definition, the reorganization energy corre-
sponds to energy released upon the transfer of a particle
of the given kind from a vacuum into the medium of
interest. When the reaction product has the same chem-
ical composition as the medium, the quantity is equiva-
lent to the heat of evaporation or sublimation. In the
cases of polar and molecular solutions, the times of
molecular relaxation of the medium are so short that the
activated complex or the intermediate formed in the
course of dissolution can be considered completely sol-

E 2O
O2 Si

Si
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Si
O O

O
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Si Si

rSi – O2

(a)

(b) E
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SiO

r
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r
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A2A2

A2

A
EA2/2

SiO4/2Si
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Fig. 7. Evolution of the reaction zone constitution and
energy profiles along the reaction coordinate in the silicon–
oxygen system: (a) preadsorption state and dissociative
adsorption of O2; (b) stage of SiO desorption; (c) thermal
oxidation of silicon; A, oxygen atom; E, silicon atom.

Table 2.  Enthalpy and entropy of self-organization of the
reaction zone in thermal oxidation of silicon and germanium

System –∆H, kJ/mol –∆S, J/(K mol)

Si/O2 134 111

Ge/O2 58 65

Ge/S2 30 42
vated. However, in the thermal oxidation of semicon-
ductors, the rates of structural relaxation are compara-
ble with the rate of chemical reaction at the phase
boundary.

In the oxide bulk, silicon atoms have fourfold coor-
dination, whereas the intermediate formed in the rate-
determining stage of the process is only threefold coor-
dinated. This feature is common to all of the considered
reactions of the thermal oxidation of semiconductors.
Relying upon this factor, the nearest neighbor approxi-
mation is quite exact for systems with covalent bond-
ing; we can calculate the energies of reorganization of
the intermediates formed in the reactions under consid-
eration. It can be readily seen that the quantity of inter-
est is given by

where ∆HE=O is the energy of the double bond in the
E=O molecule, e.g., in SiO, and ∆HE–O is the energy of
the single bond E–O, e.g., Si–O. Using data for the ger-
manium–sulfur, germanium–oxygen, and silicon–oxy-
gen systems, we obtain ∆H values presented in Table 2.
These quantities can be readily evaluated using chemi-
cal bond strengths. In absolute value, the reorganization
energy ∆H is the highest for the silicon–oxygen system.
This means that this system is characterized by the
maximum efficiency of incorporation of semiconductor
atoms into the network of the glassy dielectric layer.
Using the ∆H value and the temperature corresponding
to the medium value of the interval in which oxidation
reactions occur in the systems in question, the changes
in entropy, ∆S, associated with self-organization of the
reaction zone under the steady-state oxidation condi-
tions were determined.

CONCLUSION

We considered the effects of the self-organization of
phase boundaries (phase discontinuity surfaces and
reaction zones) for the systems underlying the basic
technological processes of microelectronics in typical
semiconductors. The analysis we performed demon-
strated that it is the silicon–oxygen system that exhibits
the strongest self-organization of the reaction zone,
commonly called the silicon–〈silicon dioxide〉  inter-
face.

It is significant that, previously, certain hopes for
obtaining electrically perfect semiconductor surfaces
were placed on the high-vacuum technology, and that
results obtained in attempts to create a virtually surface
state–free semiconductor–electrolyte interface have not
been comprehended until recently. It has now become
clear that it is the effects of self-organization of the
semiconductor–electrolyte and semiconductor–insula-
tor interfaces that underlie the technology yielding
electrically perfect semiconductor surfaces. The
absence of surface electronic states, including recombi-
nation centers, in the silicon–〈silicon dioxide〉  system is

∆Hgas ∆HE=O 2∆HE–O,–=
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a phenomenon of fundamental importance, which pre-
determined the present-day level of the technology of
integrated circuits. The analysis we made indicates that
the degree of self-organization is highest, among the
numerous possible systems, for the silicon–〈silicon
dioxide〉  system. That is why, of the large number of
chemical compounds and elements possessing semi-
conducting properties, only silicon has been success-
fully used in the industry [2, 30].
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Abstract—Auger electron spectroscopy and low-energy electron diffraction were used to study the diffusion
of Cu over an atomically clean Si(111) surface. It is found that the diffusion gives rise to concentration distri-
butions of copper with a sharp boundary and to the formation of the Si(111)–“5 × 5”–Cu surface phase. It is
shown that transport of copper over the Si(111) surface occurs via the solid-state spreading process. The tem-
perature dependence of the coefficient of Cu diffusion over the Si(111) surface was determined as given by
DCu = 104exp(–1.9/kT) cm2/s. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Studies of surface diffusion are important for sur-
face physics and for its application in technology. It is
well known that surface diffusion may depend on sur-
face orientation, surface structure, the concentration of
atomic steps, the chemical nature and concentration of
adsorbed atoms, external fields, and on other factors
(see, for example, [1–4]). Thus, Gavrilyuk and Lifshits
[5] used low-energy electron diffraction (LEED) and
Auger electron spectroscopy (AES) to show that the
coefficient of diffusion of Au over the Si surface
depends on the surface structure induced by Au. In con-
trast, Dolbak et al. have shown [6] that the transport of
Ni over the Si surface is accomplished via the diffusion
of Ni atoms through the Si bulk with the subsequent
segregation of these atoms at the surface due to the
reduction of Ni solubility in the bulk during cooling of
the sample rather than via the surface diffusion itself.
Similar results have been obtained in studies of Co dif-
fusion over the Si surface [7, 8].

Although the Cu/Si(111) system is comparatively
well understood [9–16], information about Cu surface
diffusion is lacking. Most publications are concerned
with studying the incommensurable quasi-(5 × 5)
structure formed after annealing at temperatures of
300–600°C [9]. This structure is often designated as
Si(111)–“5 × 5”–Cu. The formation of the “5 × 5”
structure is completed when the surface is covered by
one monolayer (ML). Further deposition of Cu results
in the formation of Cu3Si islands that coexist with the
“5 × 5” surface structure. It is well known that Cu has a
high diffusivity in the Si bulk [17]. The objective of this
study was to determine the mechanism of copper diffu-
sion over the silicon surface and to measure the diffu-
sion coefficients.
1063-7826/01/3509- $21.00 © 21018
2. EXPERIMENTAL

In our experiments, we used the p-Si(111) samples
with a resistivity of 5–10 Ω cm, a surface area of
22 × 5 mm2, and a thickness of 0.3 mm. The surface
was cleaned in a vacuum chamber with a residual pres-
sure of (1–2) × 10–10 Torr by annealing for 1–2 min at a
temperature of T = 1200°C. The samples were heated
by passing an alternating current through them. The
sample temperature was measured using an optical
pyrometer.

In order to study the copper diffusion over the sili-
con surface, we sputter-deposited a Cu strip with a
sharp boundary onto an atomically clean Si(111) sur-
face in a chamber designated for the preliminary treat-
ment of the samples. The coating thickness at the strip
was about 40 ML; i.e., it was sufficiently large to ensure
that the Cu source strength remained unchanged during
the experiment. The copper fragments welded to a tan-
talum strip were used as the sputtering source. The con-
tent of impurities in the Cu was no higher than 0.001 at. %.
The Ta strip was heated by an electric current. We cali-
brated the Cu atom flux using the MNN (60 eV) and
LMM (920 eV) Cu Auger peaks and a Si Auger peak
(92 eV). The elemental-sensitivity factors were taken
from the relevant handbook [18]. In order to determine
the coverage of the surface by Cu, we compared our
data with those reported by Dallaporta [13], in which
case a correspondence was set up between a certain Cu
coverage measured with a quartz microbalance and the
intensity of the Cu and Si Auger signals. After the sam-
ple was heated, the LEED patterns obtained from the
Cu strip surface corresponded to the Si(111)–“5 × 5”–
Cu surface structure, which is probably caused by the
formation of Cu3Si islands [9−12] on the surface; these
001 MAIK “Nauka/Interperiodica”
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islands are separated by surface areas with the afore-
mentioned structure. The electron-beam diameter in the
Auger spectrometer was about 30 µm, and the electron-
beam diameter in the LEED system was about 0.8 mm.
The Cu deposition rate was 0.2 ML/min at a pressure of
p ≈ 5 × 10–10 Torr.

3. RESULTS AND DISCUSSION

The experiments were conducted in the temperature
range of 550–650°C. Studies at temperatures below
550°C were not performed because, at these tempera-
tures, long annealings were required to obtain the diffu-
sion profiles that could be resolved by the AES method.
If the temperatures were higher than 650°C, the evapo-
ration of copper from the silicon surface became appre-
ciable, which was determined from the disappearance
of the signal corresponding to the Si(111)–“5 × 5”–Cu
structure in the LEED pattern and from a decrease in
the Cu Auger peak heights. After the sample was
annealed for a time t at a certain temperature, it was
cooled to room temperature with a rate no lower than
50 K/s. Further, we used the AES to measure the cop-
per-concentration distribution CCu(x) over the surface
(x is the distance from copper strip edge) and studied
the surface structure using the LEED patterns.

The experiments showed that the Auger signals
from the silicon surface can be recorded during the
sample annealing, i.e., during diffusion. The Cu con-
centration measured at a certain point at the surface at
a distance x from the copper strip edge is equal to the
concentration measured at the same point after the sam-
ple had been rapidly cooled to room temperature. This
indicates that the Cu transport over the Si surface
occurs via surface diffusion itself.

A typical copper distribution CCu(x) after an anneal-
ing for 16 h at a temperature of 600°C is shown in
Fig. 1. According to the LEED data, the aforemen-
tioned Si(111)–“5 × 5”–Cu surface structure is formed
at the silicon surface with adsorbed copper. This distri-
bution has a sharp boundary. The shape of this distribu-
tion suggests that the copper diffusion proceeds by the
mechanism of the solid-phase spreading [2]. This
mechanism is effective when the diffusion coefficient
of atoms of the substance that spreads over the clean
substrate surface is much smaller than the coefficient of
diffusion over the surface phase induced by this sub-
stance at the substrate surface. In this situation, the
atoms of transported substance included in the surface
phase remain stationary. Propagation of the diffusion
front is accomplished by diffusion of the spreading-
substance atoms over the surface phase. When the dif-
fusion front reaches these atoms, they react with the
clean surface and form the Si(111)–“5 × 5”–Cu surface
phase, thus increasing the surface area occupied by this
phase.
SEMICONDUCTORS      Vol. 35      No. 9      2001
In order to check the assumption about the diffusion
mechanism, we prepared the copper-diffusion source in
the shape of a 1-ML-thick strip. For such a coverage
with copper, the formation of the Si(111)–“5 × 5”–Cu
surface phase at the silicon surface is completed. The
annealing of a sample with such a strip for 8 h at a tem-
perature of 600°C did not result in the emergence of the
copper concentration distribution over the surface. This
experiment provided support for the conclusion that
copper atoms incorporated into the Si(111)–“5 × 5”–Cu
structure are not involved in diffusion.

The problem of diffusion from a constant-strength
source according to the mechanism of solid-phase
spreading has been solved [19, 20] for the limiting case
when the coefficient of diffusion over the clean surface
is equal to zero. The diffusion-related distribution of
concentration after a lapse of time t is given by

(1)C x t,( ) C0 1 erf x/2 Dt( )1/2[ ]
erf q1/2( )

------------------------------------– 
    for  0 x ξ ,< <=

20

10

0 0.5 1.0 1.5 2.0

CCu, %

x, mm

1.0

0.5

0 1 2 3 4

ξ, mm

t1/2, h1/2

Fig. 1. Typical distribution of copper concentration CCu(x)
on the atomically clean Si(111) surface after annealing for
16 h at a temperature of 600°C.

Fig. 2. Dependence of the Cu diffusion-front position on
duration t of heat treatments of the sample at a temperature
of 600°C.



 

1020

        

DOLBAK 

 

et al

 

.

                                                 
(2)

Here, C0 = C(0, t) is the copper concentration in the
source; x is the distance from the source boundary; D is
the diffusion coefficient of Cu atoms; t is the diffusion
duration; ξ is the diffusion-front position; and q is a
constant determined by solving the equation

(3)

where C5 × 5 is the surface copper-atom concentration
equal to the concentration in the Si(111)–“5 × 5”–Cu
surface structure. The value of C0 is close to C5 × 5 if Cu
diffuses over the S(111) surface. Apparently, this is
related to the fact that the escape of copper atoms from
the Cu3Si copper silicide islands is limited. We did not
observe the temperature dependence of C0 in the range
of 550–650°C. Assuming that C0 = C5 × 5 and solving
numerically Eq. (3), we obtain q ≈ 0.384. Thus, using
the relation D = ξ2/1.536t, we can estimate the coeffi-
cient of copper diffusion over the Si(111)–“5 × 5”–Cu

structure. The experimental dependence of ξ on  is
shown in Fig. 2. It can be seen that experimental points

fit adequately the straight line ξ/  = const. This indi-
cates that the time required for the formation of the
Si(111)–“5 × 5”–Cu structure is not a factor limiting the
copper transport over the surface.

The temperature dependence of the coefficient of
diffusion of the Si(111)–“5 × 5”–Cu surface is shown in
Fig. 3. An insignificant deviation of experimental
points from the straight line is probably caused by the
onset of desorption of Cu at a temperature of 650°C
[21]. In the case under consideration, the export of cop-
per atoms to the sample bulk may be disregarded,
because the Cu solubility-limited concentration in Si

ξ 2 qDt( )1/2  for  t 0.>=

C0C5 5× eq qπ( )1/2erf q1/2( ),=

t

t

11 12
10–8

10–7

10–6 650 600 550

104/T, K–1

D
C

u,
 c

m
2 /s

T, °C

Fig. 3. Temperature dependence of coefficient of Cu diffu-
sion over the Si(111)–“5 × 5”–Cu surface.
does not exceed about 1015 cm–3 [22] in the temperature
range of 550–650°C. Thus, the temperature depen-
dence of the coefficient of the copper diffusion over the
Si(111) surface may be represented as

4. CONCLUSION

It is found that the transport of copper over the
Si(111) surface occurs by intrinsic surface diffusion
according to the “solid-phase spreading” mechanism
and is accompanied by the formation of the Si(111)–
“5 × 5”–Cu surface structure. We determined the tem-
perature dependence of the coefficient of Cu diffusion
over the Si(111) surface.
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Abstract—The Monte Carlo model for simulating epitaxy, sublimation, and annealing of the (111) surface of
a diamond-like crystal is developed. The model accounts for the so-called overhanging structures and allows
one to consider a 3D surface layer with a complex structure and volume comprising as many as 107 atom sites.
The initial stage of epitaxial growth on smooth as well as on porous surfaces and the annealing of both step-
containing and porous surfaces are simulated. The effect of Schwoebel barriers on the formation of compact
3D islands during epitaxy is suggested as a possible kinetic mechanism for quantum-dot formation. The subli-
mation behavior of monatomic steps on the (111) surfaces of a diamond-like crystal is also studied. © 2001
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Molecular beam epitaxy (MBE) is a well-known
technique that is conventionally used for the production
of atomic-level solid-state structures [1, 2]. An ideal
substrate for MBE would be a perfectly clean, atomic-
smooth crystal surface; at the same time, the actual sur-
faces used at best include some isolated atomic-smooth
terraces separated by monatomic and multiatomic
steps. The initial surface relief as well as its evolution
during growth markedly affect the electrical properties
of nanoelectronic devices. This has motivated many
researchers to perform a comprehensive investigation
of the surface morphology at the atomic level with the
use of various techniques providing atomic resolution
[3–5]. Since it is difficult to combine the technological
growth of crystals with the surface atomic structure
observations, computer simulations have received wide
recognition. At the present time, along with the molec-
ular-dynamic methods, the numerical static Monte
Carlo (MC) methods [6] permitting a real-time simula-
tion of atomic processes are used extensively.

An inadequate understanding of the atomic pro-
cesses on the surface of a diamond-like crystal and the
requirement for high operational speed force one to use
simplified 3D models. Most simulations consider the
(001) surface of a cubic crystal and employ a solid-on-
solid (SoS) concept, which forbids the existence of
overhanging structures in the surface layer. So far, 3D
simulations in the surface layer of a diamond-like crys-
tal have been performed in a few studies only: the
papers [7–11] represent an almost exhaustive list. The
development of computer models which would ade-
quately account for the properties of semiconductor
crystal surfaces lags far behind the current require-
1063-7826/01/3509- $21.00 © 1022
ments. Thus, it turns out that investigating surfaces with
a complex initial relief including mesa structures, fac-
eted surfaces, or porous surface layers calls for 3D
models, which account for the actual crystal structure.

In this study, we develop a 3D lattice Monte Carlo
model of epitaxial growth on the (111) surface of a dia-
mond-like crystal without resorting to the SoS [7] con-
cept. Taking into account the position of every atom in
the 3D surface layer, the model allows for voids and any
other overhanging structures. A new high-speed algo-
rithm enables us to simulate epitaxy along with the
other high-temperature processes including sublima-
tion and annealing.

To compare the results of simulations with experi-
mental data, the actual surface with specific features
whose physical nature is difficult to be incorporated
within a model must sometimes be considered. The rep-
resentation of a crystal as a set of rigidly fixed lattice
sites rules out the lattice transformations that are typical
of most semiconductor surfaces. In particular, the
(7 × 7) structure is always present on the atomic-
smooth Si(111) surface at temperatures below 830°C
[12]. In this context, the closest correlation between the
results of simulations for silicon and the experimental
data can be expected at high temperatures. At low tem-
peratures, it is the Si(111) surface stabilized with boron
that is not reconstructed [13]. Due to high roughness,
the porous silicon surface also shows no signs of struc-
tural rearrangements [14]. Growth processes occurring
on a reconstructed surface can be readily described
within our model in terms of effective coefficients of
surface diffusion. To account for the special effects
stemming from the diffusion of atoms across the sur-
face steps, additional energy barriers were introduced
into the model. The physical origin of the barriers may
2001 MAIK “Nauka/Interperiodica”



        

THE SIMULATION OF EPITAXY 1023

                                                                                                                  
be related to surface defects and foreign atoms, lattice
transformations, charged atoms or steps, lattice mis-
match at heteroepitaxy, and so on. The model devel-
oped is employed for simulating growth, sublimation,
and annealing on a smooth, stepped, and porous sur-
face.

2. PHYSICAL AND MATHEMATICAL 
BACKGROUND

We consider the diffusion hop when an atom can
move to a free site in the first, second, or third coordi-
nation shells as a key event. For the different coordina-
tion shells, different probabilities of the atom incorpo-
ration into a given site are allowed. An atom with dan-
gling bonds may either occupy, with corresponding
probability, a randomly chosen neighboring site or
overcome the desorption barrier and be desorbed.
Adsorption is regarded as the process of an atom resid-
ing at regular intervals of time at random sites on the
surface.

The surface layer (SL) to be simulated is repre-
sented as a stack of monolayers (ML) in the (111)
plane. A monolayer consists of atoms located in the
same geometrical plane. Two neighboring monolayers
form a bilayer (BL). The atoms in the upper monolayer
of a bilayer have a single free bond directed normally to
the surface. In the SL model, the configuration of every
monolayer can be specified arbitrarily, thus allowing
for the desired initial relief to be formed. With Pentium
III-type computers, the consideration of surface layers
with a volume incorporating about 107 atomic sites is
possible (the corresponding surface area may include
up to 106 atomic sites and the surface layer thickness
may amount to 200 atomic layers). For the Si(111) sur-
face, this means that the SL may have an area of 1.3 ×
105 nm2 and a thickness of 63 nm.

Let us refer to the atoms connected by a single bond
with the nearest neighbor on the smooth (111) surface
as free atoms or adatoms. These atoms have one nearest
and three next nearest neighbors, i.e., one-quarter of the
volumetric bonds. For an atom surrounded by n nearest
and k next nearest neighbors (0 < n < 4 and 0 < k < 12),
the detachment energy Ehop is defined as Ehop = nE1 +
kE2, where E1 and E2 are the energies of interaction
with the nearest and next nearest neighbors, respec-
tively. The parameters to be specified are the energies
E1 and E2 and also the energies E1n, E2n, and E3n, which
are the respective energy barriers to incorporation into
the sites in the first, second, and third coordination
shells. The energy of adatom desorption from a smooth
terrace Ed should be specified independently.

The conditions of epitaxial growth are specified by
the substrate temperature T (K) and the deposition rate
V (BL/s). According to [15], these two parameters of
epitaxial growth are not independent. Both of them
determine the rate of the two-dimensional nucleus ini-
tiation; a decrease in the deposition rate is equivalent to
SEMICONDUCTORS      Vol. 35      No. 9      2001
an increase in the substrate temperature. This relation-
ship justifies the introduction of the model parameter
ndif equal to the number of diffusion hops of each ada-
tom per adsorption event.

From the viewpoint of overcoming the diffusion
barrier, the number of diffusion hops between two sub-
sequent attachment events is expressed as

(1)

where Edif is the surface-diffusion activation energy
(eV), V is the deposition rate (BL/s), ν is the thermal
vibration frequency of an atom (1/s), kB is the Boltz-
mann constant, and T is the substrate temperature.

Moreover, being in the molecular flux of intensity F,
the coverage θ grows with time t as θ = Ft. The mini-
mum change in the coverage on the simulated surface
with an area S corresponds to the addition of a single
atom, ∆θmin = 1/S. The time it takes to effect the mini-
mum change in ∆θmin = 1/S can be found as a product
of the diffusion hop duration

and of the given number of diffusion hops ndif each sur-
face atom makes on average; i.e., ∆t = τdifndif. The prod-
uct of the flux intensity divided by the surface area
yields the deposition rate FS = V. Therefore, by writing

(2a)

(2b)

and equating the right-hand sides of the expressions, we
obtain formula (1).

Within the model, the epitaxial growth is completed
after a preset number of monolayers have been depos-
ited; the duration of the simulated sublimation and
annealing is defined by the number of atoms being des-
orbed.

The configurations of the 3D surface layer are
expressed in terms of the prescribed number of adsorp-
tion or desorption events. Special utility programs per-
mit the visualization of the surface relief evolution in
the form of a computer-generated movie, thus provid-
ing an opportunity to analyze the relief special features
after the simulation is over. At any growth stage, the
analysis yields the surface’s distinctive features: the
number of free bonds on the surface characterizing the
surface roughness, the size distribution of the atomic or
vacancy islands, the thickness of a continuous layer
overgrown above pores, etc. At sections made through
the SL by two perpendicular planes with specified coor-
dinates, the transformations of buried structures are
observable.

The model described above was mathematically
implemented as follows. Each lattice site was assigned
to an escape class defined as the number of the nearest

νdif ν Edif/kBT–( )/V ,exp=

τdif ν Edif– /kBT( )exp[ ] 1–=

dθ
dt
------ F

V
S
---,= =

∆θmin

∆t
-------------

1
Sndifτdif
------------------,=
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and next nearest neighboring atoms. In a diamond-like
lattice, there are 65 such classes. For a preset initial SL
configuration, the array of effective probabilities for an
atom to leave its site was calculated. The effective prob-
ability incorporates the probability (defined by the
escape class) of an elementary detachment event and
the number of atoms in the class. An element from the
array of probabilities calculated was chosen randomly;
then, an arbitrary monolayer containing an atom of the
given class was selected. The more atoms there were
belonging to the class specified in a monolayer, the
more likely it became that this monolayer would be
chosen. In this monolayer, the atom to be displaced was
randomly chosen making use of a fast processor search.
A free neighboring site was chosen in the first, second,
and third coordination shells according to the incorpo-

(a)

(b)

(c)

[211]
–

[211]
– –

[211]
–

[211]
– –

Fig. 1. Images of the Si(111) surface at the initial stages of
the first-bilayer growth. Every pattern includes 300 × 300
atomic sites (a. s.), T = 690 K. (a) Simulated surface after
deposition of the 0.25 bilayer (BL); an initial profile of the
terraced surface is shown at the right; STM-images of

Si(111) surface (the data from [25]) (b) with a step of ( )
type after deposition of 0.25 BL and (c) with a step of

( ) type after deposition of 0.18 BL.

211

211
ration probabilities. After the chosen atom had been
transferred to the new site, the array of the effective
probabilities was recalculated. The calculation scheme
is based on the algorithm [16], which excludes “empty”
events that leave the atom positions unchanged.

3. SIMULATION RESULTS

The software developed was applied to simulate the
epitaxial growth and the high-temperature annealing
accompanied by sublimation on smooth, vicinal, and
porous Si(111) surfaces.

3.1. Epitaxial Growth on Smooth
and Stepped Surfaces

In what follows, we will consider the initiation of
2D islands on a smooth Si(111) surface. Ample evi-
dence for the formation of 2D islands on the Si(111)
surface during epitaxy has been gained using scanning
tunneling microscopy (STM) [17–21]. However, simu-
lations of initial stages of the island initiation on
Si(111) surfaces are almost absent. This is mostly due
to the lack of models accounting for the (7 × 7) recon-
struction characteristic of the growth temperatures. An
experimental observation of the 2D islands initiated on
a nonreconstructed surface was reported in [13].
According to [13], the activation energy of the surface
diffusion on the (1 × 1) silicon surface is only 0.3 eV
higher than that on the (7 × 7) surface. Furthermore, the
islands initiated on the nonreconstructed surface were
found to be triangular in shape, which is also typical of
the (7 × 7) surface.

At the specified temperature and growth rate, the
density of the islands is defined by the activation energy
of a diffusion hop Edif [22] (disregarding reconstruc-
tion, only an effective Edif value can be suggested).
After the temperature and the growth rate have been
found experimentally, the Edif can be determined by
comparing the simulated value of the 2D nucleus den-
sity with the experiment. By using experimental data
[17], we estimated the effective energy on the Si(111)
surface as Edif = (1.75 ± 0.15) eV [7], which is within
the range obtained previously [23, 24].

With the Edif derived as described above, we man-
aged to obtain a realistic simulation for the motion of

islands and steps in the [ ] and [ ] directions
during the growth on the vicinal Si(111) surfaces. In

particular, the step moving in the [ ] direction
remained smooth, whereas the step moving in the oppo-

site direction [ ] became hackly, which was not due
to the remains of adjoining islands (Fig. 1). This behav-
ior is in agreement with experiment [25]. The shape and
the size of 1-bilayer-high islands were close to the
experimental values obtained for the same coverage.
The islands grow and merge together to form a contin-
uous layer. The number of free bonds varied periodi-

211 211

211

211
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cally with growth, with the period being equal to the
time it takes for one bilayer to be completed. The num-
ber of free bonds oscillated much in the same manner
as the intensity of an electron beam in the reflection
high-energy electron diffraction (RHEED) [26]. The
oscillation amplitude depended on the temperature and
growth rate. With time, as the surface roughness
increased, the oscillations were damped out.

3.2. Epitaxial Growth of 3D Compact Islands

We also considered epitaxial growth with additional
energy barriers (the Schwoebel barriers) where an atom
can cross the surface step. In several studies [27, 28],
these barriers are presumed to cause the formation of
3D compact islands during heteroepitaxy; these islands
are known as quantum dots (QD). Epitaxial joining of
two materials with mismatched lattice constants gives
rise to internal elastic stresses. This may increase the
probability of the atom transition from an island edge
onto the upper terrace, since this process decreases the
island’s size and, therefore, relieves the stress. An
enhanced rate of the second-layer island initiation was
attributed in [29] to the asymmetry of the Schwoebel
barriers in the SiGe system.

In order to study the effect of the Schwoebel barriers
on the formation of the surface relief during epitaxy,
additional energy barriers Est were introduced for the
atoms that cross monatomic steps. The probability of a
diffusion hop when crossing the step changes by a fac-
tor of P = exp(–Est /kT) compared to the probability of
a hop with no change in atomic level. The probabilities
of atom transfer to the upper and lower layers are gov-
erned by Pup and Pdown factors, respectively. The phase
diagram in the Pup–Pdown plane has been drawn [30]
with the area of the Stranski–Krastanov growth separat-
ing the region of 2D growth from the region of 3D
nucleation. The condition Pup/Pdown > 2–5 should be
met for the formation of compact 3D islands without a
wetting layer.

Figure 2 shows the simulated surface after the dep-
osition of 2 ML, where the values of Pup and Pdown typ-
ical of 3D growth were chosen. By introducing the
dependence of these parameters on the average size of
an island, we managed to account to some extent for a
change in the Schwoebel barrier with an increase in the
integrated flux being deposited. The results presented
in Fig. 2 were obtained for the following integrated-flux
dependence of the Schwoebel barrier:

(3a)

(3b)

where P0 = exp(–Est/kT), θi is the ith bilayer coverage,
and θcr is a critical coverage expressed in fractions of a
monolayer. The average height of an island as a func-
tion of the critical coating is plotted in Fig. 2c.

P θi( ) 1 P0 1–( )θi/θcr at θi θcr,<+=

P θi( ) P0 for θi θcr,>=
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3.3. Epitaxial Growth on a Porous Surface

The considerable current interest in epitaxial growth
on porous silicon (por-Si) surfaces is due to the new
possibilities presented by por-Si pliable substrates
[31−33] for the reduction of mechanical stress stem-
ming from the lattice mismatch of the structures during
heteroepitaxy. Furthermore, por-Si seems to hold much
promise for developing the new silicon-on-insulator
(SOI) technology [34].

Key parameters for the silicon heteroepitaxial
growth to be initiated are the deposition dose that
ensures the complete coverage of pores and the dose
required for the surface smoothing. The only means for
in situ quality control of the growing surface is pre-
sented by the RHEED technique. The reflections from
the surface superstructures are sometimes attributed to
a continuous film formed on the porous substrate [14];
however, they are only indicative of the appearance of
perfectly structured surface fragments, which can eas-
ily coexist with areas containing open pores. Simula-
tion proves to be a useful tool for estimating the mini-
mum dose required for the pore coverage and the sur-

20

10
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Fig. 2. Characterization of the simulated surface after dep-
osition of 2 ML at T = 725 K, Pup = 3, Pdown = 0.3, and crit-
ical coverage θcr = (a) 0.01 and (b) 0.1 ML; (c): (curve 1)
3D island average height versus θcr and (curve 2) average
thickness of the deposited layer. BL stands for bilayer.
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Fig. 3. (a) Critical integrated flux Nc (measured in bilayers (BL)) as a function of the deposition rate V at T = 1073 K; pore diameter
d = 14 nm; porosity Ps = (1) 13% and (2) 50%. (b) Filling of a 100-BL-deep pore: at the left, top view of the pore opening, where
the relative sizes of the pore opening before epitaxy and after the deposition of 7.8 BL with V = 0.1 BL/s are depicted with the dashed
circle and the internal triangle, respectively; at the right, pore sections with the planes perpendicular to (111) surface.
face smoothing as a function of the growth conditions
and the surface parameters.

In what follows, we consider the simulation of the
pore coverage during Si/Si(111) epitaxy. We are con-
cerned with the critical dose Nc, which is the minimum
number of the deposited BLs required for the formation
of a continuous surface layer. Cylindrical pores of the
same size were assumed to be normal to the (111) sur-
face and uniformly distributed over the initial surface;
the deposited atom flux was also assumed to fall nor-
mally on the surface. For most of the simulations, the
substrate temperature was set equal to 800°C. We var-
ied the parameters of the porous substrate according to
the experiments [14, 32] in the following ranges: poros-
ity 13% ≤ Ps ≤ 64% and the pore diameter d =
3.5−15 nm.

The critical dose Nc versus the deposition rate is pre-
sented in Fig. 3a. It can be seen that, at small deposition
rates, Nc is dose-independent, since all of the atoms
incident on the surface are adsorbed by pores and Nc is
limited by the deposition dose. An increase in Nc with
porosity is due to a reduction in the area within which
adatoms are collected and to an enhancement of the
pore volume to be filled. A decrease in the adatom dif-
fusion length with deposition rate leads to a reduction
in the area from which the material is fed to each pore,
thus resulting in the Nc growth.

For high deposition rates, we observed a decrease in
the critical dose Nc with porosity. This is connected
with an increase in the total feed area for the pores with
a simultaneous lowering of density of islands initiating
between pores. Both the surface porosity and the pore
diameter affect the flux density of the particles incident
on a pore side wall from the surface. Inside the pores
that are deeper than the adatom diffusion length along
the wall, a “bottleneck” is formed near the surface and
these pores are filled more slowly than shallower pores
of the same diameter, where the adatoms from the sur-
face could reach the bottom. Figure 3b shows the fac-
eted bottleneck in a deep pore. The bottleneck turns out
to be faceted by three pairs of parallel planes of (015)
type.

4. SIMULATION OF ANNEALING
AND SUBLIMATION PROCESSES

4.1. Porous Surface

High-temperature annealing is an indispensable pre-
liminary stage for epitaxial growth on nearly every type
of surface. A porous surface is no exception. The
annealing of a porous Si(111) surface at T = 1400 K
was simulated with the result that, at the initial stage of
annealing, small pores are etched and become triangu-
lar, which is typical of the (111) surface; then, the sur-
face smoothens owing to the diffusion and sublimation
effects. Deep pores that annealed at the same tempera-
ture become covered by a continuous layer as atoms
diffuse from the upper layers along the pore side walls.
After that, the surface smoothens quite rapidly leaving
the pores buried in the bulk [35]. Prolonged annealing
results in a deep pore splitting into separate fragments,
which tend to the equilibrium shape (Fig. 4). Experi-
mental observations of the fragmentation were reported
in [36].

The results presented in this section give an example
of the vast possibilities that simulation offers for study-
ing the processes of epitaxy and annealing on a porous
surface layer.

4.2. Vicinal Surface

Recent interest has been focused on the behavior of
silicon surface steps during sublimation and the role of
vacancies during high-temperature annealing [37–44].
However, the number of reported relevant simulations
is only moderate compared to the number of the related
experimental studies. In what follows, we consider the
results of simulating high-temperature annealing on a
Si(111) vicinal surface.

The Si(111) vicinal surfaces most often involve two
types of steps perpendicular to the 〈112〉  direction. The
SEMICONDUCTORS      Vol. 35      No. 9      2001
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steps where the surface atoms have one or two dangling
bonds belong to the I and II types, respectively. The
step structure accounts for the asymmetry between the
atomic fluxes coming to the upper and the lower ter-
races and results in the surfaces with steps of different
type behaving differently.

We simulated the behavior exhibited by steps of
both types during sublimation and compared the results
with the Schwoebel theory [45]. Although Schwoebel
considered the motion of steps in relation to the asym-
metry of atomic fluxes coming to the step from the
upper and lower terraces for the case of epitaxial
growth, the analytical expressions obtained in [45] are
also valid for sublimation.

Let the initial width distribution of terraces be given
in the form

(4)

where Sk is the width of the terrace adjacent to the kth
step from below, L is a terrace average width, A = ∆L/L
is the maximum relative deviation of a terrace width
from the average width, and K = 2π/n is defined by the
number of terraces per period n. Then, the time depen-
dence of the terrace widths Sk(t) can be expressed as

(5)

where γ+ and γ– are the probabilities of the atom transfer
to the upper and lower terraces and Cγ+ and Cγ– denote
the atom fluxes onto the upper and lower terraces,
respectively.

According to (5), the terrace size oscillates in time
with the period defined by the total atomic flux from the
step. The amplitude of oscillations increases when the
atomic flux to the lower terrace prevails and decreases
when atoms arrive predominantly at the upper terrace.

The sublimation process simulated on the surface
containing steps of type II is illustrated in Fig. 5a. The
initial surface profile contains two terraces of three
steps each; cyclic boundary conditions make this distri-
bution periodic. The time dependences of the terrace
widths S3(t) and S4(t) are completely described by
expression (5). From the curve oscillation period, the
total atomic flux from a step to both the adjacent ter-
races can be derived, while a decrease in the oscillation
amplitude unambiguously indicates that the arrival of
atoms at the upper terrace is dominant. Logarithmic
decrement specifies the difference of the fluxes to the
upper and lower terraces C(γ+ + γ–). For the profile
under consideration, our simulation yields

where td is the interval of time between two desorption
events.

Sk t 0=( ) L 1 A Kkcos+( ),=

Sk t( ) L 1 A Ct γ– γ+–( ) 1 Kcos–( )[ ]exp+{=

× Kk Ct γ+ γ–+( ) Ksin+[ ] } ,cos

C γ+ γ–+( ) 4 10 2– td,×=

C γ+ γ––( ) 1.5 10 3– td,×=
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For surfaces with steps of type I, an increase in the
maximum deviation of the step width from the average
value is plotted in Fig. 5b. It can be seen that the fourth
terrace grows considerably while the sixth one van-
ishes. This behavior of the terrace sizes points to the
increasing role of the exponential term in (5) and, there-
fore, to the prevailing transfer of atoms from the step to
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Fig. 4. Kinetics of a deep-pore annealing at T = 1573 K, d =
3 nm, h0 = 105 BL: (a) the initial pore; the same pore after
annealing for (b) 1300 and (c) 7000 td (td is the time
between two events of desorption from the simulated sur-
face).

Fig. 5. Terrace width versus the duration of sublimation
(curve numbers correspond to those of the terraces k); here,
the substrate temperature T = 1400 K and the model param-
eters of the crystal are E1 = 1.3 eV, E2 = 0 eV, Ed = 1.1 eV,
and E1n = E2n = E3n = 0; (a) steps of type II: the width exhib-
its periodic oscillations with A = 0.96 and (b) steps of type I:
the width changes nonperiodically with A = 0.2. Sk is mea-
sured in atomic units (a.u.), L = 50 a.s. (atomic sites).
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the lower terrace. Total flux to the terraces was esti-
mated also from the characteristic period of changes in
the width of a terrace with steps of type I: C(γ+ + γ–) =
2 × 10–2td, which is half that for the steps of type II.
These values are in good agreement with those we
obtained for steps of both types by measuring the rela-
tive velocities of their motion during sublimation [46].

To emphasize the main idea of this section, our sim-
ulation has demonstrated that the asymmetry of atom
fluxes from a step to the neighboring terraces is related
to the diamond-like lattice structure.

5. CONCLUSION

A 3D model of a diamond-like crystal was devel-
oped and successfully employed in studying the epitax-
ial growth and annealing on a single-crystal Si(111)
surface with a complex relief. From the comparison of
the simulated density of islands with experimental data,
the effective activation energy required for a diffusion
hop of a single atom on a smooth Si(111) surface was
estimated as Edif = 1.75 ± 0.15 eV.

The effect of the Schwoebel barriers on the forma-
tion of compact islands was studied. The islands are
found to form if the probability of an atom leaving the
step for the upper layer mostly exceeds the probability
of a downwards transition. This relation between the
barriers results in a decrease in the island’s lateral size,
which can lead, during heteroepitaxy on a real surface,
to the elastic stress relaxation through the formation of
3D islands.

Filling of pores on the Si(111) surface is studied
thoroughly for different conditions of homoepitaxial
growth and various initial parameters of a porous sub-
strate. A weak dependence of the critical dose Nc
required for a continuous layer to be formed on the sur-
face porosity was found for the typical experimental
temperatures and deposition rates. The buried-pore
shape is investigated in relation to the porous surface
properties and the growth conditions. At low deposition
rates, faceting of the pore walls with (015) planes was
observed.

Simulating annealing on a porous surface, we found
that the shallow and deep pores behave differently: in
particular, shallow pores become wider as a result of
etching and the deep pores become covered with a con-
tinuous surface layer. Prolonged high-temperature
annealing resulted in the fragmentation of the deep bur-
ied pores.

We also studied the behavior of monatomic steps
during sublimation on Si(111) surfaces. The difference
in the fluxes to the upper and lower terraces was attrib-
uted to the diamond-like lattice geometry.
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Abstract—The physical grounds for making SOI structures by the DeleCut (ion irradiated deleted oxide cut)
method are considered. This method is a modification of the commonly known Smart Cut® technique and aims
at eliminating the disadvantages of the basic method [1]. The proposed method makes it possible to consider-
ably lower the annealing temperature and the content of radiation defects in SOI structures. It allows the thick-
ness of a split-off Si layer and a transition layer between the SOI layer and a buried oxide to be reduced. The
method also reduces the nonuniformity in the thickness of the SOI layer and the insulator to several nanometers.
By using DeleCut, new SOI structures were formed on wafers with diameters as large as 150 mm; the structures
included dislocation-free SOI layers of 0.003–1.7 µm in thickness and a buried thermal SiO2 oxide (0.05–0.5 µm).
These structures have good electrical characteristics, which is supported by fabricating the submicrometer
(0.2−0.5 µm) SOI-based CMOS transistors and test integrated circuits. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known that silicon-on-insulator (SOI) structures
offer noticeable advantages in the production of a wide
variety of semiconductor devices and microcircuits
over silicon wafers, including those with epilayers.
Compared to the bulk materials, they consume less
power and have a higher speed. From the beginning of
the 1970s, progress in microelectronics has strictly
obeyed Moore’s law: the efficiency of microprocessors
doubles every 18 months. The size of elements is rap-
idly approaching 50 nm, and the switched charge is
being reduced to a mere 1000 electrons or less. In spite
of the fact that some companies (Intel, NEC, Lecent
Technology) have succeeded in reducing the size of the
elements (to less than 50 nm) [2], the physical limits
(quantum effects and uncertainty in the behavior of low
currents) and the technological limits (the limited dissi-
pated power, complexity in topology, and tunnel cur-
rents) can sufficiently hamper element miniaturization
if the conventional CMOS technology based on bulk
silicon is used. The technological problems, together
with the rapidly growing cost of the development of the
conventional technology of CMOS, favors the intro-
duction of alternative concepts based on the use of new
materials.

The use of SOI reduces the channel length of a MOS
transistor to 15 nm [2], and the dual-gate design pro-
vides the possibility of reducing the channel length to
5–6 nm [2]. At present, two basic methods are used
worldwide for obtaining the SOI wafers. The first
method consists in the implantation of oxygen ions into
1063-7826/01/3509- $21.00 © 21030
a crystal (Silicon Implanted with Oxygen, SIMOX)
with the subsequent synthesis of a buried oxide by
annealing. The second method employs the hydrogen-
based transfer of silicon with oxide (Smart Cut® SOI).
It consists in the direct bonding of an oxidized hydro-
gen-implanted n-Si wafer with a supporting substrate
and the subsequent, almost complete, removal of the
donor wafer by shearing it off with the implanted
hydrogen. The SOI wafers prepared by these two meth-
ods are commercially used despite being five–eight
times more costly than silicon wafers of the same diam-
eter. However, only these two methods satisfy the
requirements of real submicrometer technology for the
thickness of a split-off SOI layer less than 50 nm.

The Smart Cut® method proposed by Bruel [3] is
closest to the method of obtaining SOI discussed here.
The procedures in Bruel’s method, after the transfer of
the silicon layer with the oxide on a supporting sub-
strate, involve heat treatment at 1100–1200°C, which
improves the structural parameters due to the annealing
of radiation defects in silicon and in buried SiO2,
removes the residual hydrogen, and strengthens the
bonds at the interface. The final procedure consists in
the precise polishing of a SOI structure which removes
0.1–0.2 µm from the rough and still damaged outer sil-
icon layer.

The disadvantage of the method employed in [3]
consists in the fact that it is time-consuming; in addi-
tion, with this method, nonuniformity in the thickness
of the split-off layer is great due to the final procedure,
and the thermal stability of defects in the ion-irradiated
insulator is higher than in Si.
001 MAIK “Nauka/Interperiodica”
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The use of SOI structures with a thickness of 30–50 nm
for ultralarge-scale integrated circuits (ULSICs) and
single-electron devices imposes stringent requirements
on the perfection of the 〈split-off Si layer〉–〈buried
SiO2〉  interface from the standpoint of structural and
electrical properties. It is known that the thickness of a
transition layer at the Si-(thermal SiO2) boundary can
be as large as several nanometers [4]. The improvement
in the properties of the Si/SiO2 transition layer and the
reduction in the thickness of this interface are of great
importance for SOI structures.

Our study was aimed at developing a method for
producing SOI wafers with properties of a split-off Si
layer and of a buried insulator competitive with the
properties of epitaxial or bulk material and of a thermal
oxide. Additionally, we shall describe the technology
for the fabrication of submicrometer (0.5–0.2 µm) SOI
CMOS transistors for investigations of the features of
the technological processes and electrical parameters of
SOI.

The results were obtained by using a technique, like
Smart Cut®, in which the SOI n-Si wafer was oxidized
prior to irradiation [3]. The protective oxide layer pre-
vented the escape of implanted hydrogen and the
anneal of implantation defects; it also hindered the
development of microcracks in the bulk and implanta-
tion relief on the surface in the course of irradiation.
However, in contrast to the method described in [3], the
layer was etched off prior to wafer bonding [1] (Fig. 1).
The buried insulator was formed by thermal oxidation
on a supporting wafer and was not irradiated, in con-
trast to the Smart Cut® method.

2. THE MECHANISMS OF BONDING, 
DELAMINATION, AND TRANSFER

The process of wafer bonding mainly consists of
two stages:

(1) Joining the wafers with internal planar surfaces
at room temperature; bonding relies on the Van der
Waals forces and the dipole interaction of the radicals
adsorbed on the surfaces.

(2) The heating of the joined pair at an elevated tem-
perature (800–1200°C) in order to transform weak
intermolecular bonds into strong covalent bonds.

The most important problem in bonding is the local
absence of contact (macrovoids and microvoids form-
ing due to the microparticles and surface irregularities)
which reduce the bonding force between the silicon
wafer and the yield of the structures [4]. The second
requirement to the process of bonding is the cleanness
of wafer’s surfaces.

There are many methods of chemically cleaning Si
wafers, the most commonly used is the RCA cleaning
[4]; i.e., treatment in a peroxide–ammonium solution,
the removal of natural oxide by diluted hydrofluoric
acid, and treatment in a peroxide–acidic solution. We
also used the RCA cleaning. After each stage of clean-
SEMICONDUCTORS      Vol. 35      No. 9      2001
ing, the wafers were carefully rinsed in deionized
water. Bonding occurred between the hydrophilic sur-
faces obtained by the treatment in peroxide–ammo-
nium solutions of different concentration with the wet-
ting angle for silicon and SiO2 ranging from 0° to 10°.
After hydrophilization, the wafers were dried in a cen-
trifuge and joined in pairs in a bonding setup. The qual-
ity of bonding was checked by examining the images in
near IR transmitted light using a CCD camera.

The technology of hydrogen transfer [1, 3] is based
on the effect of the formation of microcracks as large as
100 nm at a depth corresponding to the projected range
Rp of hydrogen ions. The microcracks accumulate gas-
eous hydrogen during the subsequent heat treatment.
This process results in the increase of pressure in the
microcracks, in their growth, and the final separation of
a silicon film from the crystal. After annealing at
400−600°C, large microcracks are formed (~1 µm) in
an ion-damaged silicon layer. The characteristic feature
of hydrogen is its active interaction with impurities and
defects. As a result of such activity, hydrogen is cap-
tured by the stretched and weakened Si–Si bonds at the
sites of the microcracks. The size of the microcracks
increases in the course of hydrogen accumulation, and
finally, the complete breakage of bonds and the forma-
tion of blisters with dimensions of 10–50 µm occur on
the surface.

The blisters are formed during the annealing of the
ion-implanted crystal if a certain hydrogen dose is
exceeded. A similar surface relief can also be formed
during implantation if the dose exceeds another critical
value. Thus, there is a certain dose range within which
no damage during irradiation occurs to a surface, and at
the same time, the amount of hydrogen is sufficient for
the detachment of the silicon layer during annealing.
This range of doses depends on the temperature of irra-
diation, the energy and intensity of the ion beam, on the
presence of additional coating on the silicon surface
(for example, SiO2 film), and on the starting material.

If the surface of irradiated crystal is coated with a
mechanically stable film or joined to another wafer, the
formation of protruding blisters will be suppressed, and
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Fig. 1. Two variants of silicon-on-insulator structure fabri-
cation: (on the left) DeleCut and (on the right) Smart Cut®.
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the cracks will develop predominantly along the direc-
tion parallel to the surface, which will cause of the film
to completely detach from the remaining crystal [3].

Let us consider the kinetics of blister formation and
film detachment during subsequent annealing accord-
ing to the data of IR spectroscopy. The IR absorption by

Si–H bonds in silicon irradiated with hydrogen  ions
was studied. The 400-µm-thick p-Si(100) wafers
(B concentration 1014 cm–3) were irradiated with hydro-
gen ions with an energy of 112 keV (projected range
Rp = 0.6 µm) and doses within the range (0.3–8) ×
1016 cm–2.

To enhance the sensitivity, the IR absorption was
measured in the total-internal-reflection mode. For this
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Fig. 2. The effect of annealing on the absorption spectra of
silicon implanted with doses D of hydrogen equal to 3 ×
1016 cm–2 (at the bottom) and 8 × 1016 cm–2 (at the top).

Fig. 3. Concentration of Si–H bonds in Si implanted with H
as a function of annealing temperature: (1) represents the
lowest level; other curves correspond to the implantation dose
of (2) 3 × 1015, (3) 1016, (4) 3 × 1016, (5) 8 × 1016 cm–2.
purpose, prisms 40 × 20 mm in size were made from the
wafers; the short faces of the prisms were polished at an
angle of 45° to the major face. The prisms were placed
into the evacuated chamber of an IFS 66-V/S spectrom-
eter. The optical beam was directed onto the major
faces of the prisms with the aid of mirrors. The multiple
reflections inside the wafer allowed the light beam to
pass through the hydrogen-saturated silicon layer about
100 times. The absorption spectra (Fig. 2) were
recorded at room temperature with a resolution of
1 cm−1. The absorption spectra of irradiated silicon
contain a large number of lines in the range of 1800–
2300 cm–1. These lines are related to absorption by the
elastic modes of the Si–H bonds of hydrogen atoms
which saturate the dangling bonds of various vacancy
and interstitial complexes [5]. The changes in IR spec-
tra on heating in the range of the absorption by Si–H
bonds are shown in Fig. 2. As a result of annealing sil-
icon irradiated with large doses of hydrogen ions, a
broad band with a peak near 2110 cm–1 appears due to
the absorption by hydrogen incorporated in laminar
defects. Using a well-known relation C(SiH) = 1.1 ×
1020 [cm–1] (ω)/ωdω [6], where ω is the wave

number, one can determine the concentration C of Si−H
bonds and, consequently, the concentration of chemi-
cally bonded hydrogen. The integrated density of Si–H
bonds after irradiation as a function of the temperature
of isochronous 30-min annealing is shown in Fig. 3.

The results of IR measurements showed that the
amount of chemically bonded hydrogen immediately
after irradiation with hydrogen amounts to about
20−50% of the total amount of the hydrogen in a dose.
The fraction of bonded hydrogen has a tendency to
increase with increasing dose. The bonded hydrogen
exists in the form of various complexes with defects.
The formation of hydrogen-containing laminar defects
occurs at irradiation doses above 1016 cm–2. The heat
treatment at 200–450°C increases the intensity of the
absorption band associated with the laminar hydrogen
precipitates (Fig. 2); accordingly, the fraction of chem-
ically bonded hydrogen also increases. For doses of
about 1017 cm–2, almost all the implanted hydrogen
becomes chemically bonded with silicon after anneal-
ing at 300°C.

Under the chosen conditions of irradiation and
annealing, blistering only occurred on the silicon
wafers which were subjected to irradiation with doses
exceeding 4 × 1016 cm–2. Within the range of doses
(2−4) × 1016 cm–2, the line attributed to monohydrides
appeared in IR spectra after high-temperature heating
(450–550°C). These monohydrides covered the surface
of the cracks inside the silicon wafer. The comparison
of the positions of lines in the spectrum of monohy-
drides in wafers with (111) and (100) orientations sug-
gests that, for the doses of irradiation used, the cracks
are oriented mainly along directions parallel to the sur-
face.

α
ω∫
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For doses lower than 2 × 1016 cm–2, most of the
hydrogen-containing defects become annealed at tem-
peratures lower than 250°C. The exceptions, probably,
are the VH3 (2159 cm−1) and VH4 (2228 cm−1) defects
(Figs. 2, 3). At a dose of 2 × 1016 cm–2 and above, the
local clusters of hydrogen atoms in laminar hydrogen
precipitates are formed (~2110 cm−1) in the vicinity of
Rp. The same defects were observed after the treatment
of silicon in a hydrogen plasma; they had the form of
plates lying in the (111) [7] or (100) planes [8]. How-
ever, these defects were stable only at temperatures
below 300–400°C. Owing to a high concentration of
hydrogen-containing interstitial and vacancy com-
plexes in the vicinity of Rp after implantation, their joint
clusterization results in the formation of more stable
laminar defects lying in the planes corresponding to a
minimum of free energy. Some of the hydrogen-con-
taining complexes (VH2 and SiH2, for example) can
decompose at the boundaries of clusters with the for-
mation of gaseous H2 molecules inside a microcavity.
This must lead (instead of to annealing) to the abrupt
increase of internal stresses, which is actually observed
experimentally in the form of negative annealing of
defects at temperatures of 300–400°C when these com-
plexes can migrate [9].

3. SILICON-ON-INSULATOR STRUCTURES

The SOI structures were prepared by DeleCut.
Hydrogen ions were implanted through a thin layer of
SiO2 which preserved the implanted hydrogen and pre-
vented contamination and damage to the surface during
implantation. Unlike in the Smart Cut® method, this
layer was removed after implantation. As a result, the
dose of hydrogen atoms necessary to detach a thin sili-
con film was reduced to (3–5) × 1016 cm–2. If a dose
exceeded 5 × 1016 cm–2, the defects were formed on the
surface of a wafer immediately after irradiation, which
hindered a close bonding and homogeneous transfer of
a layer onto the oxidized supporting substrate from
occurring. The amount of implanted hydrogen obtained
at a dose of 2 × 1016 cm–2 was insufficient for the homo-
geneous splitting off of a film from the entire surface of
the irradiated wafer, which is in accordance with the
data of IR absorption.

The transfer was accomplished by a technique anal-
ogous to Smart Cut®. The final heat treatment of the
SOI structure at 1100°C was necessary for increasing
the force for bonding the silicon wafers to a value
equivalent to the breaking stress in bulk silicon, and
also for annealing out residual radiation defects and
removing hydrogen from the split-off layer. The heat
treatment lasted 0.5–1 h. The short annealing times at
relatively low (for the oxide) temperatures were possi-
ble because the buried insulator was not subjected to
irradiation; thus, it was not necessary to anneal the
defects for long in order to recover the insulator prop-
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erties. The removal of the outer damaged layer of a
split-off silicon film was accomplished via oxidation.

This method of forming the SOI structures substan-
tially improves the Si/SiO2 interface. The bonding
boundary in structures formed by this method is located
between the split-off Si and buried SiO2 layers. Accord-
ing to the atomic-resolution microscopy data, the tran-
sition layer contains 1–2 atomic monolayers (0.3–0.6 nm).
Atomically flat SOI structures (Fig. 4) were obtained
by the standard techniques. According to the data
obtained by transmission electron microscopy (TEM)
and ellipsometry, the thickness of an interface between
Si and thermal 280-nm-thick SiO2 grown at 1000°C is
equal to about 3 nm [10]. The ellipsometry yields the
thickness of a transition layer at the bonding boundary
Si/SiO2 to be 0.3 nm. With the aid of layer-by-layer
thermal oxidation and etching in an HF solution, sin-
gle-crystal silicon films were obtained in the SOI/SiO2
structure with a record thickness of 1–3 nm (Si) and
0.2 µm (SiO2). The ultrathin layers are required for the
realization of single-electron MOS transistors and
memory elements operating at room temperature.

Thus, the main distinction of our method for obtain-
ing MOS structures from the Smart Cut® method is the
possibility of forming a buried insulator (thermal
oxide) on an unirradiated substrate and to reduce the
thermal and radiation impacts on the structure during
the preparation of the SOI. The electron microscopy
studies of the structures obtained by the proposed
method show that no structural defects are observed in a
split-off silicon layer. According to secondary-ion mass
spectrometry (SIMS), annealing at 1100°C is sufficient
to remove hydrogen from the split-off silicon layer.

The second most important advantage of DeleCut is
the almost complete absence of stresses in the SOI
structure (less than 10–5) according to high-resolution
X-ray diffraction [11].

2 nm

Si

SiO2

Fig. 4. Atomic-resolution image of a SOI section. The
image shows the interface between a split-off silicon layer
and a buried insulator. The substrate is below.
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4. ELECTRICAL PROPERTIES
OF SILICON-ON-INSULATOR STRUCTURES

Since the bonding boundary in the method sug-
gested for the preparation of SOI structures is located
between the split-off silicon layer and a buried insula-
tor, the purity of the bonded surfaces becomes very
important. Fairly extensive contamination can occur in
the course of bonding with resulting degradation of
electrical parameters of the structure. In this section,
the results of the measurements of the electrical param-
eters of the SOI structures are given. These parameters
include: (1) the conductivity of a split-off silicon layer;
(2) deep-level centers in a split-off silicon layer; (3) the
states at the interfaces; and (4) the charge in the buried
insulator.

The thickness of the split-off silicon layer was
always equal to 0.5 µm. Some parameters of the start-
ing materials used for forming the SOI structures are
listed in Table 1. The two most important heat treat-
ments (HTs) used in the process of forming the SOI
structures are: (HT1) annealing at 450°C for the delam-
ination of an n-Si wafer and strengthening the junction
between the transferred layer and the substrate;
(HT2) annealing at 1100°C, which is the final stage in
obtaining the SOI. This treatment makes it possible to
eliminate the radiation defects and hydrogen induced
during the implantation and to strengthen the bonding
at the boundary of the joint.

The measurements of the Hall voltage and capaci-
tance–voltage (C–V) characteristics and also the capac-
itance- and charge-based deep-level transient spectros-
copy (C- and Q-DLTS) were used. The high-frequency
C–V characteristics of the SOI structures were mea-
sured using a mercury probe, the second contact was
also located at the split-off silicon layer and had a radial
symmetry relative to the probe; the same characteristics
were also measured on mesa structures. In the latter
case, Al-deposited contacts were used, with the second
contact being deposited on the substrate. The area of
the mesa structures was varied within the range of
0.5−1.5 mm2.

It was found that a split-off silicon layer in the SOI
structures has, as a rule, n-type conductivity, even if
p-Si was used as the starting material [12, 13]. The data
obtained by the C–V method and from the Hall effect
measurements are listed in Table 2. When the starting
material with n-type conductivity was used, the con-
centration of electrons in the split-off layer of SOI also
increased (Table 2). It was only possible to study the
spatial distribution of charge carriers in the split-off sil-
icon layer in a heavily doped layer [13]. It was found
that the concentration of charge carriers in a silicon film
increases toward the surface and the Si/SiO2 interface.
The DLTS measurements showed that the donors form-
ing in a split-off layer in the process of SOI preparation
had shallow levels. The experimental results suggest
that hydrogen is involved in the formation of donor cen-
ters stable up to high temperatures (1100°C). The high
temperatures of donor annealing are apparently related
to the participation of structural defects in the forma-
tion of donors (for example, these defects may be small
Table 1.  The basic parameters of a starting material

Starting Si Type of conductivity Doping, cm–3 Oxygen concentration, 
cm–3 Mobility, cm2 V–1 s–1 Orientation

Cz–Si-1 n-type 4 × 1014 6 × 1017 1100 (100)

Cz–Si-2 p-type 3 × 1014 7 × 1017 320 (100)

Cz–Si-3 p-type 2 × 1015 7 × 1017 350 (100)

Cz–Si-4 p-type 2 × 1018 8 × 1017 106 (111)

Table 2.  Combination of wafers used for making SOI structures, duration of annealing at 450°C (HT1), and the conductivity
of the silicon split-off layer after high-temperature annealing (HT2, 1100°C)

Combination of wafers Designation Duration of HT1, h Type of conductivity 
after HT1 Conductivity after HT2

Cz–Si-3/4000A SiO2/Cz–Si-3 SOI-1 0.5 n-type n-type

Cz–Si-4/4000A SiO2/Cz–Si-3 SOI-2 0.5 n-type n-type, 2.5 × 1016 cm–3

Cz–Si-1/4000A SiO2/Cz–Si-1 SOI-3 1 n-type n-type

Cz–Si-2/2800A SiO2/Cz–Si-2 SOI-4 2 n-type n-type

Cz–Si-3/2800A SiO2/Cz–Si-3 SOI-5 2 n-type n-type, 3 × 1015 cm–3

Cz–Si-1/4000A SiO2/Cz–Si-1 SOI-6 2 n-type n-type, 5 × 1015 cm–3

Cz–Si-3/4000A SiO2/Cz–Si-3 SOI-7 3 n-type p-type, ~2 × 1015 cm–3

Cz–Si-4/4000A SiO2/Cz–Si-3 SOI-8 3 p-type p-type, 2 × 1018 cm–3
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dislocation loops or dangling bonds at the interface).
The stability of a given center is most likely to be deter-
mined by the stability of structural defects.

It should be noted that the formation of donor cen-
ters in a split-off Si layer occurs not only in SOI struc-
tures obtained by DeleCut. Conversion of the conduc-
tivity from p- to n-type also takes place in the structures
obtained by Smart Cut®. Furthermore, by varying the
conditions of the SOI formation, a procedure can be
chosen, which ensures that the conductivity in a split-
off layer of SOI corresponds to the conductivity of the
starting material [13].

According to the measurements of the Hall voltage,
the charge carrier mobility in a split-off layer formed
from a lightly doped starting material (SOI-1, 3–6) is
400–550 cm2 V–1 s–1. The mobility of charge carriers in
the case of SOI-8 is 80 cm2 V–1 s–1.

The DLTS study of deep-level centers in a split-off
silicon layer shows [14] that, in SOI structures, there
exist deep levels with the energy Ec – 0.39 eV and the
cross section σ = 10–15 cm2 and with Ec – 0.58 eV and
σ = 4 × 10–14 cm2. Both centers were found to be local-
ized in a layer extending from the surface to a depth of
0.2 µm; their concentrations decreased with depth from
the value of (2–5) × 1015 cm–3 at the surface [14].
A comparison of levels observed in the band gap of the
SOI film in this study with the levels introduced by the
extended defects showed that they were close to each
other in their energy positions. It should be mentioned
that, in SOI structures studied by DLTS, a split-off sili-
con layer was not thinned by polishing or oxidation.
Such treatment is usually used to get rid of residual
defects induced by hydrogen implantation and retained
during annealing (most of the implantation-induced
structural defects reside on the surface of SOI struc-
tures). In our opinion, the location of levels in the rela-
tively thin surface layer of silicon SOI film and the
descending profile of the distribution of deep-level cen-
ters suggest that the levels are related to residual post-
implantation defects.

Deep-level centers are absent in the rest of the split-
off layer ~0.3 µm in thickness. This unambiguously
shows that the bonding of wafers at the 〈split-off lay-
er〉/〈buried insulator〉  interface is not accompanied by
the deterioration of the electrical properties compared
to the Smart Cut® method. The removal of the surface
layer about 0.2 µm in thickness ensures that the split-
off layer does not contain any deep-level centers.

Another, no less important, feature of the SOI struc-
ture concerns the traps at the interface. The Q-DLTS
which uses relatively low frequencies (1 kHz) has some
advantages over the classical high-frequency DLTS,
and allows interfaces in SOI structures to be studied
[15]. The use of mesa structures with the same type of
conductivity in a split-off layer and in the substrate pro-
vides the possibility of measuring independently the
distribution of traps at the bonding boundary and at the
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bottom boundary between the substrate and the buried
(thermal) oxide. The distribution of traps in the band
gap at the substrate/〈buried oxide〉  and 〈split-off lay-
er〉/〈buried oxide〉  interfaces is illustrated in Fig. 5 [16].
The distribution was obtained from studying the
n-Si/SiO2/n-Si and p-Si/SiO2/p-Si structures, which
made it possible to obtain information about the entire
band gap in silicon. The results shown in Fig. 5 corre-
spond to the n-Si/SiO2/n-Si structures, for which only
the upper half of the band gap of silicon was tested. It
can be seen that the distribution of states over the band
gap at the substrate/〈thermal oxide〉  interface in SOI
structures is continuous and close to that occurring at
the Si/〈thermal SiO2〉  interface in conventional MIS
structures [4]. The distribution of states in the upper
half of the band gap for a bonding Si/SiO2 interface is
characterized by a relatively narrow band of states
within Ec = (0.17–0.36) eV. This change in the trap
spectra at the bonded interface is probably not con-
nected with the passivation by hydrogen because
hydrogen is present at both boundaries almost in equal
amounts during the preparation of the SOI [13]. From
the curves in Fig. 5 it follows that the trap densities are
actually the same. However, it is obvious that the inte-
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Fig. 5. Distribution of states at the substrate/〈thermal oxide〉
interface and at the bonded Si/SiO2 interface: (1) SOI-5,
substrate/SiO2; (2) SOI-6, Si/SiO2; and (3) SOI-8, sub-
strate/SiO2.

Table 3.  The magnitude of charge in the buried insulator for
SOI structures obtained by various methods

Type of SOI Qf, cm–2 Qss, cm–2

DeleCut (2–4) × 1011 (1.2–5) × 1011

Smart Cut ~4 × 1011* 3.5 × 1010*

SIMOX (1–3) × 1011 (1–3) × 1011

Notes: * The values are given according to data obtained for a sin-
gle structure without statistics.
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grated trap density at a bonding boundary is lower than
at the substrate/〈thermal oxide〉  interface.

The values of a fixed charge Qf and the surface den-
sity states Qss at the 〈silicon split-off layer〉/〈buried
insulator〉  interface obtained from the C–V characteris-
tics are given in Table 3. The same parameters are also
given for SOI structures formed by Smart Cut®

(SOITEC) and SIMOX methods. As can be seen from
the comparison, the magnitude of the fixed charge is
almost the same for all structures and amounts to
(1−3) × 1011 cm–2. A somewhat different situation
exists for the density of states at the interfaces. The
magnitude of Qss in DeleCut structures is close to that
observed in SIMOX structures. The SOI structures
manufactured by SOITEC have a lower surface density
of states.

The breakdown voltages of the insulator in the
DeleCut method are higher (≥100 V) than in the
Smart Cut® method (~60 V, both magnitudes are given
for SiO2 of 200 nm in thickness). The higher break-
down voltages are explained by the fact that, in the
method under consideration, the properties of SiO2
were not affected during irradiation.

Table 4.  Design and electrical parameters of test structures

Design parameters Value

Thickness of silicon base 
layer

dSi 100 nm

Thickness of front oxide dox1 12 nm

Thickness of buried oxide 
layer

dox2 280 nm

Length of gate L 20, 0.5, 0.3 µm

Width of gate W 15–50 µm

Electrical parameters Value

n-channel Threshold VT1 0.6 ± 0.05 V

µn at L = 20 µm 350 cm2 V–1 s–1

L = 0.5 µm 60 cm2 V–1 s–1

L = 0.3 µm 45 cm2 V–1 s–1

S 100 mV/decade

Threshold of rear 
transistor VT2

9 V

p-channel Threshold VT1 –1.3 V

µp at L = 20 µm 125 cm2 V–1 s–1

L = 0.5 µm 45 cm2 V–1 s–1

L = 0.3 µm 35 cm2 V–1 s–1

S 120 mV/decade

Threshold VT2 –12 V

Density of surface states Dit2 (1–3) × 1011 cm2 V–1 s–1
5. SOI CMOS TRANSISTORS

The DeleCut wafers were tested by preparing the
device structures. For this purpose a test-crystal topol-
ogy was worked out. The test crystal consisted of 26
types of n- and p-channel transistors both with linear
and annular geometry. Three variations of the channel
length were chosen: 20, 0.5, and 0.3 µm. The implanta-
tion dose into the base layer was also varied.

For obtaining short-channel transistors, masks were
made which ensured a channel length of about 0.5 and
0.3 µm after the photolithograpic procedure on polysil-
icon. The image of the polysilicon gate obtained in the
scanning electron microscope is shown in Fig. 6. The
gate has a T-shaped form. The region of the p+ contact
to the base region of an n-channel transistor is located
to the left of the vertical bridge. The bridge width is
3 µm. In order to choose the doping level of the base
layer, we numerically simulated the short-channel tran-
sistors to be designed. A program for solving the two-
dimensional Poisson equation was written. The pro-
gram finds the value of potential ϕ at all points of a
split-off layer between the source and drain. Next, the
concentration of free charge carriers and the conductiv-
ity of this layer in low-current approximation were cal-
culated. Based on the results of calculations, the doping
level of boron in the n-channel transistor and of phos-
phorus in the p-channel was chosen so that the conduc-
tivity of the layer did not exceed 2 × 10–11 S µm–1 in the
absence of a voltage at the gate and at a channel length
of 0.3 µm. This value corresponds to the leakage cur-
rent not exceeding 4 × 10–10 A at a channel width of
20 µm, which satisfies well the requirements for the
allowable leakage of a transistor in the “off” state.

For obtaining a split-off silicon layer with a width of
100 nm on the SOI wafer, a thermal oxide was repeat-
edly grown and was subsequently removed. The width
of the remaining silicon layer was measured using an
ellipsometer. The design parameters and the measured
electrical characteristics of the transistors are given in
Table 4. The following parameters of the front transis-
tor were determined: the threshold voltage VT, mobility
µ, and the slope of subthreshold characteristic S.
The density of surface states Dit2 at the boundary of a
split-off silicon layer (base layer) with a buried oxide was
determined from the characteristics of a rear transistor.

As was expected, the short-channel effects are quite
pronounced in the drain characteristics. The current
does not saturate at VD > VG – VT and continues to
increase superlinearly in this portion of the characteris-
tic. The magnitude of the maximum current is
130 µA/µm for an n-channel transistor and 70 µA/µm
for a p-channel transistor. The conductivity of the chan-
nel at small VD is 0.5 S/cm for an n-channel transistor
and 0.2 S/cm for a p-channel transistor. The smaller
parameters for the p-channel transistor are explained by
the lower mobility and a higher threshold voltage VT .

The most unexpected result is the lowering of the
effective mobility of an electron and holes with dimin-
ishing channel length. The decrease in µeff from 550 to
SEMICONDUCTORS      Vol. 35      No. 9      2001
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170 cm2 V–1 s–1 with a change in the channel length
from 20 to 0.3 µm was also observed in a test wafer
which was used for the preparation of bulk transistors.
The mobility in bulk material decreases by three times,
whereas in the SOI wafers, it decreases by six times.
The distinction can be caused by different conditions
for diffusion and annealing of defects in SOI and bulk
Si since, for the SOI-layer thickness of 0.4 µm and the
channel length of 20 µm, no difference in mobilities
was observed. Some residual defects, which diffuse
during annealing from the drain–source regions to the
channel of a transistor, may cause the mobility to
decrease.

6. CONCLUSION

The advantages of the DeleCut technology over
Smart Cut® are due to the use of the thermal oxide on
an unirradiated wafer as a buried insulator. This makes
it possible to avoid radiation damage in the insulator.
Moreover, the bonding Si/SiO2 interface between the
silicon split-off layer and the buried insulator has virtu-
ally no transition layer which enables silicon layers as
thin as 3–5 nm to be obtained. The major advantage of
DeleCut technology is the high electrical quality of the
bonding 〈transferred silicon layer〉/〈buried thermal
SiO2〉  interface. In particular, the distribution of states
in the upper half of the band gap for this interface is
characterized by a relatively narrow band of states
within the range of Ec – (0.17–0.36) eV and with the
total concentration of states lower than 1011 cm–2. The
inner 〈buried thermal SiO2〉/〈Si substrate〉  interface in a
SOI structure is characterized by a continuous distribu-
tion of states. Two centers are observed in a silicon

Fig. 6. SEM image of SOI MOS transistor. The image area
is 20 × 20 µm2.
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split-off layer with levels at Ec – 0.39 eV (σ = 10–15 cm2)
and at Ec – 0.58 eV (σ = 4 × 10–14 cm2) which are
located within a subsurface layer 0.2 µm thick and are
possibly caused by the residual defects. The removal of
this layer by thermal oxidation after the preparation of
the silicon-on-insulator structure allows an electrically
perfect silicon layer with a thickness of 1–0.003 µm
without deep-level centers to be obtained.

The fabricated submicrometer n- and p-channel
MOS transistors with a channel length less than 0.5 µm
in a silicon-on-insulator layer of 0.1 µm in thickness
have the channel current 130 µA/µm and 70 µA/µm for
n- and p-channel transistors, respectively, for VG = VD =
3 V. For small VD, the channel conductivities are equal
to 0.5 and 0.2 S/cm for the n- and p-channel transistors,
respectively. The leakage currents do not exceed 10–9 A
for a channel length of 20 µm. These data confirm the
promising aspects for application of the DeleCut tech-
nology in the production of SOI-based ULSICs with
low power consumption.
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Abstract—Reactions of gases with an atomically clean silicon surface were examined by ultrahigh-vacuum
reflection electron microscopy. The initial stages of interaction of oxygen with the Si(111) surface were studied
in the temperature range from 500 to 900°C. Motion of monatomic steps to the upper terraces during etching
by oxygen at high temperatures was visualized. The conditions for the formation of surface vacancies were
determined. The dependence of the step velocity on the width of adjacent terraces was measured. Oscillations
of the intensity of the electron beam reflected specularly from the Si surface were observed during the etching
of silicon by molecular oxygen, which proceeded by a two-dimensional-island mechanism. The activation
energy for the diffusion of surface vacancies, which are formed owing to the interaction of oxygen with silicon,
was estimated to be 1.35 ± 0.15 eV. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Atomic processes on crystal surfaces can be
described in the context of the behavior of such elemen-
tary defects as adsorbed atoms (adatoms) and surface
vacancies, which are always present on a surface at
temperatures above absolute zero. The migration and
interaction of adatoms and vacancies with each other,
monatomic steps, and superstructural domains deter-
mine structural processes on a real crystal surface.
Structural investigations based on in situ observations
of surface processes with a resolution on the order of
one monolayer open up new possibilities for obtaining
reliable information about the properties of the surface.
Of interest is also the in situ study of atomic processes
proceeding during the interaction of an atomically
clean silicon surface with a gas atmosphere, in particu-
lar, the interaction of oxygen with a reconstructed sili-
con surface. Such investigations are of practical impor-
tance, because the oxidation of the silicon surface is a
basic stage of the insulator-layer formation in present-
day micro- and nanodevice technology.

The interaction of the silicon surface with oxygen
was examined with diffraction- and laser-related ellip-
sometric and other methods. However, all these meth-
ods provide integral data on the surface structure,
which are averaged over a large area. Silicon–(silicon
dioxide) interfaces can be investigated by electron-
microscopic methods, which possess a fairly high spa-
tial resolution. However, the in situ electron-micros-
copy study is of limited usefulness because of the
necessity to obtain and maintain an atomically clean Si
surface during the experiment, which requires ultra-
1063-7826/01/3509- $21.00 © 21038
high-vacuum (UHV) conditions in the column of an
electron microscope. Interesting results were obtained
in UHV electron-microscopy studies of transforma-
tions of a clean Si surface during its oxidation and the
initial stage of etching by oxygen [1–4]. Scanning tun-
neling microscopy (STM) is an efficient method for
examining the atomic structure of a surface interacting
with a gas ambience [5, 6]. However, STM observa-
tions of the silicon surface in an oxygen atmosphere are
hampered by the formation of a silicon-dioxide layer,
which decreases the tunnel current. This study was
devoted to the development of a controlled gas-inlet
system for admitting a gas into the column of an ultra-
high-vacuum electron microscope and in situ investiga-
tions of the effect of oxygen adsorption on the struc-
tural transformations proceeding on the Si(111) surface
at various temperatures and oxygen pressures. Much
attention was concentrated on the analysis of transfor-
mations of the Si surface at rather low oxygen pressures
when etching rather than oxidation of the Si surface in
an oxygen atmosphere took place.

EXPERIMENTAL

Structural reconstructions of the silicon surface
were studied by ultrahigh-vacuum reflection electron
microscopy (UHV REM), which was described in
detail elsewhere [7]. The unique design of the differen-
tial cryogetter pumping system provides a residual
pressure of ≈10–9 Torr, which makes it possible to pre-
pare and maintain an atomically clean silicon surface
during the experiment [8]. The UHV REM allows for
001 MAIK “Nauka/Interperiodica”
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1 µm

Fig. 1. REM image of the atomically clean Si(111) surface annealed at a high temperature. The surface contains a system of mon-
atomic steps. An immobile particle acting as a step-pinning center (bottom of the photograph) serves as a reference. The terrace
height increases from left to right.
the visualization of such elements of the surface relief
as monatomic steps, which are 0.31 nm high on the
Si(111) surface even at temperatures above 1200°C.
After UHV REV studies, some samples were analyzed
by atomic force microscopy (AFM) at atmospheric
pressure (SOLVER P-47H NT-MDT).

Samples with dimensions of 8 × 1 × 0.3 mm were
cut from a standard Si(111) wafer misoriented by less
than 1°. After conventional chemical cleaning, the sam-
ple was mounted on a holder with tantalum clamps. The
sample was heated by a direct or alternating current.
The holder with the attached sample was placed into the
electron-microscope column. Then, the sample was
heated to 1200°C in an ultrahigh vacuum by the alter-
nating current. The sample temperature was calibrated
against the current with the use of an optical pyrometer
(at high temperatures) and a thermocouple (at low tem-
peratures). The surface was considered to be atomically
clean if its microdiffraction pattern contained no addi-
tional reflections, a reversible (1 × 1)  (7 × 7) super-
structural transition took place, and no centers pinning
monatomic steps during sublimation were observed.
REM images were taken on photographic plates or
filmed with a special-purpose Gatan TV camera. The
intensities of the diffraction reflections were measured
with a semiconductor detector built into the microscope
screen.

To analyze the reactions of gases with the crystal
surface under study, we devised a gas-inlet system and
connected it to the microscope column. This system
consists of a high-pressure oxygen bottle connected to
a ballast tank. The tank is linked to one of the channels
of an electronic two-channel leak admitting the gas into
a vacuum chamber of the differential cryogetter system
through a built-in connecting pipe fitted with a diffuser
made of a stainless-steel wire. Another ballast tank con-
nected to an adsorption pump is coupled to the second
SEMICONDUCTORS      Vol. 35      No. 9      2001
channel of the leak. Closing the first channel of the two-
channel leak while simultaneously opening the second
channel during the gas admission, we minimized the
additional exposure time of the sample to the gas atmo-
sphere owing to the evacuation of the residual gas from
connecting pipes through the second channel. Thus, the
devised gas-inlet system equipped with the two-chan-
nel leak and the electronic control system allows us to
let in the gas over a wide range of pressures with a high
accuracy and a specified exposure time.

RESULTS AND DISCUSSION

Figure 1 shows a representative REM image of the
Si(111) surface cleaned at a high temperature in the
UHV chamber of the electron microscope. The twisting
dark lines are images of monatomic steps 0.31 nm in
height. The monatomic-step contrast is a superposition
of diffraction and phase contrasts, which are caused by
deformation fields near a monatomic step and a phase
shift due to the reflection of the electron beam from ter-
races adjacent to the step. REM images have different
magnification scales along and perpendicular to the
direction of incidence of the electron beam due to the
small angle of incidence of the electron beam on the
surface studied. This results in a uniaxial contraction of
the REM images. In this study, the images are con-
tracted in the vertical direction by a factor of about 40.
During sublimation at temperatures above 850°C,
movement of the monatomic steps to the upper terraces
was observed. This is attributed to the fact that, during
sublimation, adatoms are removed from terraces and
the steps act as sources of adatoms. The positions of the
monatomic steps on the Si surface were related to posi-
tions of immobile particles, most probably, of silicon
carbide or a refractory metal, which were not removed
from the surface by thermal annealing. Such particles
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Fig. 2. Representative image of the stepped Si(111) surface exposed to the oxygen atmosphere at a pressure below Pcrit. Monatomic
steps moved from left to right.
are visible on the REM images owing to the shadow
contrast (the dark spot at the bottom of Fig. 1). These
particles do not migrate over the crystal surface at tem-
peratures of up to the melting point. Their typical den-
sity is several particles per several square millimeters.

The step velocity depends on temperature and the
separation between monatomic steps [9, 10]. A system
of regular monatomic steps or a system of step bunches,
which consists of bundles of monatomic steps and sur-
face areas with a low step density, formed on the sur-
face in certain temperature ranges, depending on the
direction of the electric current heating the sample
[11, 12]. Using the effect of a kinetic unstable system of
monatomic steps induced by the electromigration of Si
adatoms, we controlled the interstep distance on local
surface areas from several nanometers to dozens of
micrometers in size. The distribution of the steps or step
bunches formed at sublimation temperatures was
unchanged on fast cooling of the crystal to tempera-
tures below 800°C and did not alter during the charac-
teristic observation time (several hours).

After oxygen was admitted into the UHV chamber
of the electron microscope, no appreciable change in
surface morphology was observed at oxygen pressures
below Pcrit (Fig. 2). At rather low pressures, oxygen had
no noticeable effect on intensity of main and super-
structural reflections in diffraction patterns. The REM
contrast did not change, but the monatomic steps
moved to higher terraces. As the oxygen pressure
increased (remaining below Pcrit), intensities of the
superstructural reflections decreased slightly.

On exposure to molecular oxygen, the monatomic
steps move apparently due to the etching of the silicon
surface by oxygen at high temperatures [13]. It is well
known that, at sufficiently high temperatures, an oxy-
gen molecule on the silicon surface dissociates into two
atoms O(ads), which remain in the adsorbed state on
the silicon surface [14]. In turn, adsorbed oxygen inter-
acts with silicon to form volatile silicon monoxide
(SiO):

This reaction describes etching by oxygen at high tem-
peratures, resulting in the removal of Si atoms from the
surface. This phenomenon may explain the directional
motion of the monatomic steps observed with the
reflection electron microscope.

Indeed, if atoms are sequentially removed from a
step, the step will move. On REM images, this process
will appear as the motion of the monatomic step to
upper terraces. Let us consider several possible mecha-
nisms of the displacement of the monatomic steps dur-
ing etching by oxygen. First, oxygen atoms may be
adsorbed onto the silicon surface, migrate over the sur-
face toward a monatomic step, and react with Si atoms
on the step to form silicon monoxide. According to
another mechanism, atomic oxygen reacts with Si
atoms adsorbed on terraces, thus decreasing their con-
centration. The decrease in concentration of Si adatoms
is compensated for by the generation of adatoms by the
monatomic steps, which also leads to the upward
motion of the steps. Finally, surface vacancies may
form owing to the removal of Si atoms from terraces (as
a result of the reaction with the formation of silicon
monoxide). The flow of the vacancies toward a mona-
tomic step will lead to the removal of atoms from the
step owing to the annihilation of the vacancies and the
atoms. We should take into account that the recombina-
tion of surface vacancies and Si adatoms on terraces
may also result in the movement of monatomic steps to
upper terraces. Consequently, analyzing the interaction
of oxygen with the Si surface, we should take into
account several atomic-scale mechanisms for the step
motion, depending on experimental conditions.

As demonstrated above, ensembles of point defects
and vacancies, which migrate over the terrace surfaces
and interact both with monatomic steps and with each

Si O ads( ) SiO gas( )↑ .+
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other, may form during etching by oxygen at high tem-
peratures. Let us consider specific features of the step-
flow mechanism of etching of the Si(111) surface. This
mechanism implies that there is no interaction between
vacancies that result in their coalescence, i.e., in the for-
mation of negative two-dimensional (2D) islands.
According to the classical theory [15], the velocity of a
monatomic step should depend on the width of adjacent
terraces, all other factors being the same. This depen-
dence should be linear if the diffusion length of surface
vacancies exceeds the interstep spacing. If the terrace
width is considerably greater than the vacancy-diffu-
sion length, the velocity of the monatomic steps is inde-
pendent of the width of adjacent terraces. Figure 3
shows the dependences of the velocity of a monatomic
step on the width of adjacent terraces for etching by
oxygen at two temperatures. The wider the adjacent ter-
races, the higher the velocity of the monatomic steps.
The linear dependence of the step velocity on the ter-
race width indicates that, at a given temperature and
oxygen pressure, the length of migration of surface
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Fig. 3. Dependences of the velocity of a monatomic step on
the distance to the neighboring step measured during expo-
sure to the oxygen atmosphere at a pressure below Pcrit and
temperatures of (1) 870 and (2) 780°C.
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vacancies is greater than or equal to the interstep dis-
tance. The step velocity increases as temperature rises,
since the vacancy mobility increases with temperature.

At an oxygen pressure above Pcrit, an additional
REM contrast was observed on wide terraces between
the monatomic steps. This contrast was identified as
negative islands of monatomic depth (Fig. 4). This find-
ing is consistent with the results from Shimuzu et al. [16].
As in homoepitaxial growth [17], no negative islands
were formed on terrace areas adjacent to the steps.
Moreover, the negative islands were absent on surface
areas with a high density of monatomic steps. Further
exposure of the Si surface to the oxygen atmosphere led
to an increase in island size. After a certain time, the
growing negative islands came into contact with the
monatomic steps. As a result, the islands disappeared
and the step shape changed. The absence of an REM
contrast at points of contact between the islands and the
steps suggests that the depth of the negative islands is
equal to the height of the monatomic steps, i.e., one
interplane distance. As the steps moved further, they
gradually recovered their original shape. It should be
noted that, as the oxygen pressure exceeded a certain
value, oxidation of the Si surface began, which mani-
fested itself in the appearance of homogeneous ripples on
the REM images and the termination of the step motion.

The formation of the negative 2D islands on terraces
suggests that the etching of the Si surface proceeds
through the generation of surface vacancies, which coa-
lesce to produce the negative 2D islands. The formation
of similar negative islands on wide terraces was observed
previously during high-temperature (>1200°C) sublima-
tion [18] or a sharp change of the sublimation tempera-
ture, resulting in the decrease in diffusion length of ada-
toms [11]. However, in the case of etching the Si sur-
face with oxygen at high temperatures, these islands
form at lower temperatures (500–900°C).

Based on these results, we may conclude that the
etching of the Si surface proceeds either by the step-
1 µm

Fig. 4. Representative REM image of the Si surface containing negative 2D islands, which were formed during etching by oxygen
at a pressure above Pcrit.
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Fig. 5. An AFM image of the atomically clean Si(111) surface after exposure to the oxygen atmosphere. The oxygen pressure and
the crystal temperature were chosen so that etching by oxygen proceeded via the formation of 2D islands.
flow mechanism or via nucleation of the 2D negative
islands, depending on temperature and oxygen pres-
sure. Displacement of the monatomic steps on exposure
to the oxygen atmosphere is characteristic of the step-
flow mechanism, which is effective at high tempera-
tures or low oxygen pressures owing to the generation
and migration of surface vacancies and their interaction
with the steps. The 2D-island mechanism of etching
operates at lower temperatures or higher oxygen pres-
sures and is characterized by the formation of the 2D
negative islands. Depending on the ratio of temperature
to oxygen pressure, etching by the first or the second
mechanism was observed, and sometimes these mech-
anisms operated concurrently. For example, both the
formation of large islands and the step motion were
observed at an oxygen pressure of ≈10–7 Torr and tem-
peratures above 750°C, whereas only the step motion
occurred at temperatures exceeding 860°C, and the
origination of small 2D islands with high density
mainly took place at temperatures below 640°C. It should
be noted that, at a given temperature and oxygen pressure,
etching of the sample surface proceeds by the step-flow
mechanism or through nucleation of the 2D islands,
depending on the step density, i.e., the terrace width.

It is noteworthy that, on exposure of the Si(111) sur-
face to the oxygen atmosphere, the shape of the mona-
tomic steps on a microscopic scale changed from
smooth to staggered (Figs. 1 and 2). Since microkinks
on the steps are observed even during etching by the
step-flow mechanism, they are apparently formed due
to the interaction of vacancies with atoms on the steps
rather than the interaction of the moving monatomic
steps with the negative islands, as discussed above.
A thorough analysis of the REM images taken from the
same area at different azimuthal angles shows that the
microkinks consist of linear portions oriented parallel
to 〈110〉  crystallographic directions. The dependence of
the length of the linear portions on the time of exposure
to the oxygen atmosphere was measured at various tem-
peratures and oxygen pressures. Analyzing the standard
deviation of the step shape from the original shape, we
find that, at the initial stages of the interaction of oxy-
gen with silicon, the roughness of the steps initially
increases with time and then tends to a constant value.
The final step roughness and, consequently, the linear
dimension of the step kinks increase as crystal temper-
ature or oxygen pressure rises. However, the step
roughness is found to decrease sharply near the temper-
ature of the superstructural transition. Consequently,
the superstructural reconstruction induces a “faceting”
of the monatomic steps during etching of the Si surface
at a low oxygen pressure. The appearance of similar
kinks on monatomic steps, but with a lower amplitude,
was observed on the Si(111) surface undergoing the
(1 × 1)  (7 × 7) reconstruction, which took place as
SEMICONDUCTORS      Vol. 35      No. 9      2001
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temperature decreased to <830°C [19, 20]. The kink
formation was attributed to the orientation of super-
structural domains and the presence of antiphase
boundaries between them.

The island shape was not reliably established
because of the uniaxial contraction of the FEM images
caused by the small angle of incidence of the electron
beam. Therefore, the island shape was analyzed by
AFM after the samples were removed from the UHV
chamber of the electron microscope. Although a film of
natural silicon oxide forms on exposure to the atmo-
sphere, AFM allows reliable images of monatomic
steps buried under the natural-oxide layer to be
obtained. Figure 5 shows an AFM image of the Si(111)
surface after exposure to the oxygen atmosphere under
conditions of etching via the 2D-island mechanism.
The brighter the contrast, the higher the corresponding
surface area. We can see three terraces separated by two
monatomic steps, whose height equals one interplane
spacing in the 〈111〉  direction in Si with an accuracy of
0.1 nm. One can also see faceted triangular islands one
interplane spacing deep, which is consistent with the
UHV REM observations. Depending on the crystal
temperature, the 2D islands varied in shape from regu-
lar triangles at low temperatures (<700°C) to perfect
circles at high temperatures (>800°C). It should be
noted that the monatomic steps contain rectilinear
kinks oriented parallel to crystallographic directions
(Fig. 5).

Figure 6 shows the time dependences of the intensity
of the specularly reflected electron beam, which were
measured during etching of the Si surface by oxygen at
high temperatures. In the case of epitaxial growth, the
oscillations are generally attributed to variations in the
surface roughness caused by nucleation and annihila-
tion of 2D islands on the crystal surface [21]. A similar
phenomenon takes place during etching of the Si sur-
face by oxygen at high temperatures, with the only dif-
ference being that the cyclic change of the relief is
caused by the formation of the negative islands. When
etching proceeds via the island nucleation, vacancies
formed in the central part of a terrace have no time to
reach a monatomic step and be incorporated into it. As
a result, vacancies coalesce to form a negative island.
The islands increase in size due to the further genera-
tion of vacancies and their interaction with the islands.
The further growth of the islands and their interaction
lead to the complete removal of the upper Si layer. In
the course of this process, the surface morphology
changes from smooth (terraces are free from islands) to
rough (islands occupy half the terrace area), which
results in the intensity oscillations of the specularly
reflected electron beam. Consequently, the period of
the oscillations corresponds to the removal of one Si
monolayer. At a given oxygen pressure, the period is
constant in the temperature range from 540 to 825°C.
This finding points to a low activation barrier for the
interaction of oxygen with silicon as well as to the fact
that etching of the Si surface by oxygen at high temper-
SEMICONDUCTORS      Vol. 35      No. 9      2001
atures is controlled by the supply of oxygen molecules
to the Si surface. An increase in the oxygen pressure in
the vacuum chamber enhanced the surface-etching rate
determined from the step velocity and reduced the
period of the intensity oscillations. It should be noted
that the oscillation period is determined by the oxygen
pressure, and the temperature range in which the inten-
sity oscillations are observed depends on the oxygen
pressure and the interstep distance.

The density of the 2D islands on the crystal surface
specifies an average interisland distance, which under
certain conditions is proportional to the migration
length of surface vacancies [22]. Direct measurements
of the average interisland distance are hampered by two
scales of magnification of the REM images caused by
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Fig. 6. Time dependences of intensity of the specularly
reflected electron beam measured during etching of the Si
surface at a constant oxygen pressure and temperatures of
(1) 835, (2) 775, (3) 745, and (4) 730°C.

Fig. 7. Arrhenius plot of the number of the negative islands,
N, nucleated over a given surface area at a constant oxygen
pressure.
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the low angle of view. For this reason, the average dis-
tance between the negative islands was determined
from a number of islands formed over the same surface
area at a constant oxygen pressure. To exclude the
effect of the monatomic steps, we chose the surface
area located in the central part of the widest terrace.
Figure 7 show the Arrhenius plot of the number of the
negative islands. Since, as demonstrated above, the rate
of the reaction of the SiO formation remains unchanged
in the temperature range from 500 to 900°C, the activa-
tion energy for the migration of surface vacancies is
1.35 ± 0.15 eV. The same value was obtained from the
temperature dependence of the width of the mona-
tomic-step zone free from the 2D islands. This activa-
tion energy for the migration of surface vacancies
agrees with the values obtained by Shimuzu et al. [23]
and, within the experimental error, is equal to the acti-
vation energy for surface diffusion of Si adatoms on the
Si(111) surface [24].

CONCLUSION

Ultrahigh-vacuum reflection electron microscopy
was used to study reactions of gases with an atomically
clean silicon surface. The initial stages of the interac-
tion of molecular oxygen with the Si(111) surface were
studied. Vacancies were demonstrated to form on the Si
surface during etching by oxygen at various tempera-
tures and oxygen pressures. The motion of monatomic
steps on exposure to the oxygen atmosphere was stud-
ied. The activation energy for migration of surface
vacancies was estimated from the distribution of the
negative 2D islands. Intensity oscillations of the elec-
tron beam reflected specularly from the Si surface were
observed during etching by oxygen at high tempera-
tures.
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Abstract—Growth processes were considered for heteroepitaxial structures based on a mercury–cadmium–tel-
luride (MCT) solid solution deposited on GaAs and Si alternative substrates by molecular-beam epitaxy. Phys-
ical and chemical processes of growth and defect-generation mechanisms were studied for CdZnTe epitaxy on
atomically clean singular and vicinal surfaces of gallium-arsenide substrates and CdHgTe films on
CdZnTe/GaAs surfaces. ZnTe single-crystalline films were grown on silicon substrates. Methods for reducing
the content of defects in CdZnTe/GaAs and CdHgTe films were developed. Equipment for molecular-beam epi-
taxy was designed for growing the heteroepitaxial structures on large-diameter substrates with a highly uniform
composition over the area and their control in situ. Heteroepitaxial MCT layers with excellent electrical param-
eters were grown on GaAs by molecular-beam epitaxy. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Thermal imagers based on the photodetectors for an
infrared (IR) wavelength range of 3–12 µm are required
for applications both in military equipment for systems
of noctovision, detection, and guidance as well as in the
national economy for the medical, agricultural, chemi-
cal, metallurgical, and fuel industries.

Nowadays, the leading place among materials for
the production of IR photodetectors (PDs) is occupied
by mercury–cadmium–telluride (MCT) solid solutions.
This fact is due to the physical properties of these solu-
tions (high speed, the possibility of varying an MCT
band gap within a wide range, and a high quantum effi-
ciency in the range of overlapping wavelengths). For
the last 25 years, the technology of MCT production
has been developed intensively, which has made it pos-
sible to pass from manufacturing bulk single crystals of
relatively small diameters (less than 10 mm) to epilay-
ers on large-diameter substrates (up to 75 mm). The
MCT epilayers on large-diameter substrates are neces-
sary for the production of IR PD arrays with a large
number of elements for enhancing the production effi-
ciency and reducing the cost of devices. According to
this, stringent requirements are imposed on the epitax-
ial technologies of producing such an MCT material.
They include a high structural quality and uniformity of
photoelectric characteristics over the entire area. The
success of epitaxial methods is based both on the
progress in increasing the dimensions and improving
the structural quality of CdZnTe substrates lattice-
matched to the growing MCT film and on the possibil-
ity of growing the heteroepitaxial structures (HESs) on
1063-7826/01/3509- $21.00 © 21045
the alternative substrates (buffer layers of CdTe and
CdZnTe on the substrates of GaAs, Si, and other mate-
rials). The use of the alternative substrates makes it pos-
sible to markedly reduce the cost of the MCT epitaxial
material, especially for the large-scale production of IR
PDs. In theory, the design of the systems for processing
signals and IR PDs on a single monolithic substrate
also makes it possible to improve the characteristics of
devices.

Molecular-beam epitaxy (MBE) surpasses other
epitaxial methods of growing MCT layers on alterna-
tive substrates primarily due to its low growth tempera-
tures (~180°C), which prevents the diffusion of impuri-
ties from the substrate and reduces the background dop-
ing with these impurities. MBE of MCT attained the
level necessary for preparing a material suitable for
practical applications [1]. Device-quality material was
grown with MCT compositions for the wavelength
range from 1 to 20 µm. The hybrid array of 256 × 256
IR-PD elements was manufactured on the GaAs sub-
strate for the wavelength range of 8–10 µm, and the
imagery was demonstrated [2]. Great efforts are being
made to grow the epitaxial MCT films on large-diame-
ter silicon substrates [3]. MBE makes it possible to pro-
duce MCT heteroepilayers for multicolor IR PDs [4].

In the case of MCT heteroepitaxy on alternative
substrates by MBE, it is necessary to solve complicated
physical and technological problems.

The physical problems in MCT heteroepitaxy on
GaAs and Si substrates are induced by the great differ-
ences in the lattice constants of contacting materials,
the different nature of chemical bonding, and the low
001 MAIK “Nauka/Interperiodica”
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rates of dissociation and reevaporation of diatomic tel-
lurium molecules. This fact leads to the degradation of
the structural quality and to an increase in the disloca-
tion density in MCT HESs by approximately one–two
orders of magnitude compared to bulk crystals. An
intense defect generation leading to a high density of
microtwins and V defects can considerably deteriorate
the electrical properties of MCT layers and IR PDs
based on them.

To overcome the technological difficulties, it is nec-
essary to solve the problems of designing complicated
equipment, including an ultrahigh-vacuum MBE sys-
tem for providing clean growth conditions and methods
for in situ monitoring (making it possible to control the
growth processes in real time). To ensure a high unifor-
mity of MCT composition (XCdTe) over the MCT HES
area on GaAs and Si substrates (especially in the case
of large-diameter substrates), it is necessary to design
systems of molecular fluxes and implement the proce-
dure for in situ monitoring, making it possible to attain
the desired uniformity and accuracy in setting and
maintaining the composition (∆XCdTe ≤ 0.005).

The purpose of this study was to gain insight into
physical and chemical processes in the heteroepitaxy of
MCT layers on alternative substrates deposited by
MBE as well as to design and produce the equipment
for growing the MCT HESs with a high structural qual-
ity and good electrical parameters suitable for the pro-
duction of highly efficient multielement IR PDs.

2. HETEROEPITAXY OF MERCURY–CADMIUM–
TELLURIDE SOLID SOLUTIONS
ON ALTERNATIVE SUBSTRATES

In the case of growing the II–VI compounds on
GaAs and Si substrates, the defect generation in the
growing film is associated with the following factors:

(i) a difference in the lattice parameters of a film and
substrates; and

(ii) the chemical interaction between components
on the heterointerface.

There are two principal reasons for the formation of
structural defects during epitaxy: (a) the presence of
mechanical stresses in the epilayer (usually, in the case
of heteroepitaxy); and (b) stacking faults formed during
crystallization. In the former case, the defects represent
the necessary equilibrium components of the crystal
because they provide the relaxation of stresses; their
type, density, and distribution are independent of the
epitaxy conditions. In the latter case, on the contrary,
the defect-generation process depends on the film
nucleation and growth conditions.

In the case of MCT-film growth on CdZnTe/GaAs
and CdZnTe/Si substrates, growth proceeds at low tem-
peratures. In this case, the growth and the defect gener-
ation are specified by the rates of the incorporation of
components into the crystal lattice and by the rates of
their dissociation and reevaporation.
2.1. CdTe/GaAs(001) Heteroepitaxy

The experimental investigation of the processes
accompanying the growth of the CdTe films on an
atomically clean surface of a GaAs(001) substrate car-
ried out in [5] showed that, at the initial stage, the for-
mation of CdTe(111) or CdTe(001) is possible depend-
ing on the state of the GaAs-substrate surface and con-
ditions of performing the process. At low temperatures
(<570 K), the growth begins with the appearance of an
intense diffuse background at the high-energy electron-
diffraction (HEED) pattern, with the reflections and
Kikuchi lines from the substrate disappearing. Then,
low-intensity streaks from the CdTe(111) film appear.
The intensity of these streaks increases with the growth
time, while the background intensity decreases. The
appearance of streaks from the CdTe(111) films at the
earliest stages of growth points to the fact that the
CdTe(111) films grow by the two-dimensional mecha-
nism. At a growth temperature above 590 K, the appear-
ance of a diffuse background is not observed. During
such growth, along with the reflections from the
CdTe(001) film, the reflections from GaAs can be seen.
The CdTe(001)-film formation begins with the initia-
tion of isolated islands, which is recognized from the
appearance of point reflections in the diffraction pat-
tern. Thus, for a given intensity of molecular flow and
depending on a GaAs(001)-substrate temperature,
CdTe-film nucleation can occur with the (111) orienta-
tion (at relatively low temperatures), with the (001) ori-
entation (at relatively high temperatures), and in the
form of a mixture of these orientations within the inter-
mediate temperature range. The change of the CdTe-
film orientation depends on the reconstruction of sur-
face complexes based on tellurium and gallium. An
increase in the substrate temperature leads to an
increased probability of nucleation with the (001) ori-
entation.

According to the existing concepts [6], the growing
continuous crystalline layer is pseudomorphic at the
initial stage of epitaxy. The calculation shows that no
continuous pseudomorphic layer should exist at the ini-
tial stage in the case of a lattice mismatch of the con-
tacting materials GaAs/CdTe (~13.6%). The observed
pattern of CdTe(111) growth can be explained by the
formation of the unordered (amorphous) phase at the
initial stage [7]. In fact, there are conditions for which
it is possible to obtain the amorphous phase, which is
more energetically favorable, instead of the expected
epitaxy.

The typical structural defects in the CdTe(111) films
grown on the GaAs(001) and on the CdTe(111) sub-
strates are the microtwins in the form of extended
lamellas and the dislocation networks [8, 9]. In this
case, the twinning planes {111} are parallel to the
growth surface. Transmission electron microscopy
(TEM) investigations of planar foils parallel to the
(111) growth surface, of the cross cuts of the films
along the (110) planes, and of thin crystals made it pos-
SEMICONDUCTORS      Vol. 35      No. 9      2001
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sible to find a correlation between the dislocation den-
sity in networks lying in the (111) planes and the
microtwin density in the [111] growth direction. The
dislocation density increases with the microtwin den-
sity. The defect density increases with a decrease in the
epitaxy temperature. Similar patterns are observed in
the homoepitaxial CdTe films. This fact testifies that the
formation of the observed dislocation networks is not a
consequence of heteroepitaxial stresses and is associ-
ated with the twinning process. On the singular surface
GaAs(100) at the CdTe(111)-film nucleation stage, an
intense twinning takes place due to the equal probabil-
ity of the formation of nuclei turned 180° relative to
another around the axis perpendicular to the growth
surface [8]. The deviation of the growth-surface orien-
tation from the singular one leads to a decrease in the
spacing between the steps. Thereby, the probability of
two-dimensional-nucleus formation on the terraces
decreases. Therefore, the twinning mechanism
becomes suppressed at the steady-state stage, and the
twin-lamella density and the dislocation density
decrease in the CdTe(111) films.

2.2. Heteroepitaxy on the GaAs Vicinal Faces

The consideration of the processes of CdTe-film
growth on GaAs(001) and of defect generation necessi-
tates using the GaAs vicinal surfaces for epitaxy. To
grow CdTe with a single orientation on the GaAs sur-
face, it is necessary to begin epitaxy with a compound
whose physical and chemical properties are close to
those of CdTe but which have less lattice mismatch.
This makes ZnTe suitable, since its lattice mismatch
with GaAs amounts to ~7%.

It is known that the formation of intermediate com-
pounds of the III2–VI3 type [10] occurs on the hetero-
interface between II–VI and III–V. These compounds
can affect the mechanism of growth and defect genera-
tion.

In order to gain insight into the chemical interaction
with the GaAs vicinal surface and the growth of single-
orientation films, we studied the growth of ZnSe on the
GaAs surface. The ZnSe–GaAs system can be consid-
ered as a model because both the film and the substrate
have virtually identical lattice constants, whereas the
tendency to form chemical compounds with the film
and surface components manifests itself more strongly
in this case than for a number of other systems, for
example, CdTe–GaAs.

We carried out a crystallochemical consideration of
the interaction between the components of the
ZnSe/GaAs heterosystem. This consideration was
based on the following statements. In the interaction
with GaAs, selenium replaces arsenic from the GaAs
crystal lattice and forms a chemical bond with gallium
[11]. In the crystal lattice with the tetrahedral configu-
ration of bonds (as in GaAs), there must be four valence
SEMICONDUCTORS      Vol. 35      No. 9      2001
electrons per atom [12]. As a result of this consider-
ation, the following conclusions were made.

(1) The Se/GaAs surface has saturated bonds.
(2) If the gallium selenide phase is formed on the

gallium arsenide surface, terracing by the (111) planes
becomes favorable.

(3) On the surface with the saturated bonds, the
simultaneous nucleation of the crystal lattice is possible
both in the normal and twinned configurations. There-
with, the dimensions of normal and twinned areas do
not exceed several interatomic spacings at the initial
moment [13].

These experiments validated the above assumptions.
Using high-energy electron diffraction and X-ray pho-
toemission spectroscopy, it was established that an
excess of selenium in the ZnSe/GaAs heterojunction
induces the terracing of the growing film by the (111)
planes and twinning [13, 14].

The results of the experimental investigations and
the crystallochemical consideration show that the
chemical interaction of film components and the sub-
strate in the (II–VI)/GaAs heterosystem plays a part in
the formation of the morphology and generation of
structural defects. The major driving force for the mor-
phological reconstructions and defect generation at a
heterointerface is the disturbance of a mean number of
valence electrons per formula unit owing to the forma-
tion of Ga–Se bonds in the lattice with the tetrahedral
coordination. The tendency of the heterosystem to
eliminate the excess valence electrons arising at the het-
erointerface leads to faceting, twinning, and the viola-
tion of the stoichiometry of the growing structure.

The GaAs(112)B surface is inclined by ~19° to
the GaAs(111)B surface. We investigated the growth
processes for the ZnTe and CdTe films on the
GaAs(013) surface, which is inclined to the GaAs(001)
surface by ~19° and, as is shown further, is the basic
one for the MCT heteroepitaxy on GaAs substrates.
With allowance for the above physical and chemical
investigations of the growth processes, we determined
the optimal conditions for growing structurally perfect
CdTe layers on GaAs(013). At the initial stage, ZnTe
was grown up to thicknesses of ~1 µm. Further, CdTe
was grown up to thicknesses of ~5–10 µm. The HEED
patterns obtained during growth show that the (1 × 1)
and (1 × 2) structures are observed in the azimuth of

[ ] × [ ]. It was established that the (1 × 2) struc-
ture corresponds to an excess of tellurium on the grow-
ing surface, while the (1 × 1) structure corresponds to
an excess of cadmium or zinc. In the case of growth
with an excess of tellurium, a relief is developed and
only point reflections corresponding to the three-
dimensional diffraction are observed. In the case of
growth with an excess of cadmium or zinc, no relief is
developed and two-dimensional diffraction is observed.
In the [001] azimuth, the diffraction reflections are
extended and their highest intensities are shifted

135 132



 

1048

        

SIDOROV 

 

et al

 

.

                                                
1

2
3

4 5

6

7

9

8

Fig. 1. Schematic diagram of the apparatus for MBE growth of MCT heteroepitaxial structures. (1) is the laminar box, (2) is the
substrate with carrier, (3) is the module for loading the substrates, (4) is the module for preparing the surface of substrates, (5) is
the module for growing the buffer layers, (6) is the accumulation chamber, (7) is the module for growing the MCT layers, (8) is the
built-in automated ellipsometer, and (9) is the module for unloading the epitaxial structures.
towards the sample shadow. This is likely explained by
the smoothening of the surface and the formation of a
distinct system of equidistant steps. In this case, we
obtain mirror-smooth buffer layers with a minimum
density of morphological defects. These growth condi-
tions make it possible to grow reproducibly only the
(310) buffer-layer orientation and to eliminate the
appearance of unordered phases at the initial stage of
growth.

2.3. Heteroepitaxy on Silicon Substrates

A silicon substrate is more promising from the
viewpoint of developing the IR PDs and signal-reading
systems. However, the growth on the silicon substrate is
more complicated due to a very large lattice mismatch
both for CdTe with Si (~19%) and for ZnTe with Si
(~12%). It is also necessary to take into account the
change in the balance of valence electrons in the hetero-
junction, which decisively influences the structure and
the morphology of the epilayer formed.

Using ellipsometry and HEED, we studied the pro-
cesses of ZnTe nucleation on the surfaces of Si sub-
strates treated with As [15] because we failed to obtain
a ZnTe single-crystal film on a clean Si surface. The
investigations were carried out on the substrates with
the (013) and (113) orientations. Based on the known
temperatures of molecular tellurium and zinc sources,
we found a value x corresponding to the composition of
ZnxTe clusters nucleating on the Si surface. Thus, it was
established that x is approximately equal to 2 for the
(013) orientation and to 1 for the (113) orientation. It
was found that, at the same substrate temperature,
lower pressures of zinc and tellurium vapors are needed
for the onset of deposition on (013) than on (113). It
was also established that epitaxial nucleation takes
place only in a certain range of ratios between vapor
pressures of components and that these ranges are dif-
ferent for (013) and (113). In the case of nonepitaxial
nucleation, the value of x changes, which points to the
deposition of various-composition clusters at the initial
stage.
For the nucleation of a ZnTe single-crystal layer, it
is necessary to alternate two atomic configurations of
the Zn2Te and ZnTe2 types on the surface. Because zinc
adsorption is hampered, the nucleation of Zn2Te clus-
ters is the limiting process at the initial stage of forma-
tion of the ZnTe film on (013)Si. To ensure that the con-
ditions are favorable for nucleating clusters with the
Zn2Te composition, it is necessary to have a zinc-vapor
pressure which considerably exceeds that of tellurium.

3. EQUIPMENT FOR GROWING THE MCT 
HETEROEPILAYERS BY MOLECULAR-BEAM 

EPITAXY

Allowing for the results of physical and chemical
investigations, the equipment was designed and manu-
factured, including the automated system for control-
ling technological processes and the means for moni-
toring the MBE-grown MCT layer quality in situ. This
equipment is intended for the large-scale production of
the material, and the basics of its design were described
in [16, 17]. Its basis is a “Katun’” MBE system mod-
ernized for operation with mercury. The schematic dia-
gram of this system is shown in Fig. 1. It involves three
technological chambers, three loading–unloading
chambers, and a laminar dust-free box.

For reducing the defect density at the (II–VI)/GaAs
heterointerface, it is necessary to prevent the interaction
between tellurium vapors and the GaAs substrate at
high temperatures. For this purpose, the processes of
removing residual oxides and growing a buffer layer are
spatially separated to individual technological cham-
bers.

The residual atmosphere in the technological cham-
ber (4) of the preepitaxial thermal preparation of the
substrate surface contains no tellurium vapors. In this
chamber, oxides are thermally removed from the sub-
strate surface. The chamber involves a high-energy
electron diffractometer and an incorporated automated
ellipsometric goniometer.

The residual atmosphere in the chamber (5) for
growing buffer layers contains tellurium vapors at a
level of 10–6 Pa and, therefore, is unsuitable for the
SEMICONDUCTORS      Vol. 35      No. 9      2001
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preepitaxial preparation of substrates. The chamber
involves a block of molecular effusion sources, a high-
energy electron diffractometer, and an incorporated
automated ellipsometer. The ellipsometry can be used
for monitoring various stages of the technological pro-
cess of MCT-film deposition, such as the preepitaxial
preparation of substrates, the growth of buffer layers,
and the synthesis of MCT films [18–21].

In order to grow MCT epilayers, we designed and
built a chamber unit (7) for growing mercury-contain-
ing compounds provided with a nonconventional sys-
tem of molecular sources, which was intended for
growing large-diameter (102 mm) MCT layers homo-
geneous over an area without substrate rotation. The
effusion molecular sources of cadmium and mercury
have ring scatterers of fluxes. The cylindrical source of
tellurium is mounted coaxially with the scatterer of
molecular fluxes of cadmium and mercury. This system
of sources provides a high composition homogeneity of
MCT epitaxial films over a large area with a minimum
expenditure of expensive evaporated materials. The
chamber involves the incorporated automated ellip-
someter (8) used for measuring the MCT growth rate at
the initial stage and for monitoring uninterruptedly (in
real time) the composition and morphology of the
growing MCT layer. The substrate temperature during
growth is measured using a special pyrometer [22]. The
operation of the pyrometer is based on measuring the
difference between the orthogonally polarized compo-
nents of thermal emission from the substrate surface in
the long-wavelength IR region of the spectrum.

The oil-free pumping of the chambers was accom-
plished by a system consisting of a cryogetter and mag-
netic-discharge pumps. The chambers 4 and 5 are addi-
tionally equipped with titanium-sublimation pumps for
obtaining an ultrahigh vacuum. Owing to a high mer-
cury-vapor pressure in the MCT-growth module, there
is a special system of liquid-nitrogen traps.

This automated control system for the technological
process precisely maintains the conditions for growing
the buffer layers on the GaAs substrate and MCT films.
The use of an automated ellipsometer makes it possible
to monitor the variation in layer composition over
thickness according to the given program or to maintain
it with a high accuracy by correcting the temperatures
of molecular sources.

4. PHYSICAL AND CHEMICAL FEATURES
OF GROWING MERCURY–CADMIUM–

TELLURIDE FILMS BY MOLECULAR-BEAM 
EPITAXY

A thermodynamic analysis shows that, in the case of
MBE, the MCT films grow under conditions in which
the HgTecr and Tecr phases are stable [23, 24]. In Fig. 2,
we show the calculated dependence of the excess free
energy on the deposition temperature for HgTe
(curve 1) and for Te (curve 2) at a mercury-vapor pres-
SEMICONDUCTORS      Vol. 35      No. 9      2001
sure of 10–3 Torr and a deposition rate of 1 µm/h. With
lowering the temperature below a certain critical level
(T1), the tellurium crystallization turns out to be possi-
ble, whereas the crystallization of mercury telluride is
still impossible. By further lowering the temperature
(below T2), the nucleation of crystalline mercury tellu-
ride turns out to be thermodynamically possible, but the
possibility of depositing tellurium atoms is also
retained. Thus, if the nucleation of the HgTe phase
meets no kinetic obstacles, the probability of nucleation
of the elementary-tellurium phase is reduced. If the
crystallization of HgTe is hampered, the probability of
the nucleation of elementary tellurium increases.

Under these conditions, the nucleation of a particu-
lar phase depends on the kinetics of the corresponding
process of crystallization, and the nonoptimal choice of
the growth conditions leads to the irreversible deterio-
ration of the MCT-film structure in the process of grow-
ing. In fact, according to the experimental results, a
gradual deterioration in the film structure is possible as
the growth duration or the growing-film thickness
increases. In Fig. 3, we illustrate the basic possible pro-
cesses occurring on the surface and involving tellurium.
The tellurium molecules incident on the surface can be
involved in one of two processes: the dissociation of
molecules and the crystallization of a perfect MCT film
or tellurium crystallization in the form of an individual
phase when the dissociation has no time to occur. In the
latter case, the nucleation of the tellurium phase on the
surface upsets the MCT crystallographic growth and
leads to an avalanche-like multiplication of defects
because, according to above, the difficulties in MCT
crystallization in damaged areas increase the probabil-
ity of elementary-tellurium nucleation. The MCT-film
growth requires a strict maintenance of the growth con-
ditions and a high quality of the buffer-layer surface.
Under nonoptimal growth conditions, for example,
with a deficit or excess of mercury, or the original irreg-
ularity of the substrate surface (the relief or the pres-
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Fig. 2. Temperature dependence of excess free energy:
(1) for HgTe (deposition is possible at T < T2), and (2) for
tellurium (deposition is possible at T < T1).
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ence of a high density of defects, which can be related
to each other), irreversible degradation of the surface
and the MCT structure during MBE can occur.

The estimations carried out for tellurium showed
that the dissociation of the diatomic tellurium molecule
was energetically favorable near a step. It follows from
the calculation that, for a suitable step configuration,
the dissociation can be accompanied by an energy gain
of 10 kcal/mol, whereas the dissociation energy for a
tellurium molecule on a singular surface amounts to
~30 kcal/mol.

The above analysis makes it possible to suggest a
reliable way to facilitate the tellurium-molecule disso-
ciation, specifically, the use of the substrates deviated
from the singular orientations.

The defect structure of films was investigated by
optical microscopy and PEM [25]. The V defects,
whose size increases with distance from the film–sub-
strate interface, are distinctly visible. The interior con-
tains polycrystalline grains, their sizes decreasing
closer to the surface. In the grains, we observed inten-
sive twinning along the (111) plane, which is evidenced
by the presence of twin reflections in the microdiffrac-
tion pattern. The microdefects are bounded by the twin
lamellas along the inclined (111) planes. The initial
stage of V-defect formation is likely the complicated
defects, i.e., the clusters of elementary tellurium or tel-
lurium compounds. If the density of tellurium clusters
and the film thickness are sufficiently large, the coales-
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Fig. 3. Schematic diagram of the processes with participa-
tion of tellurium occurring on the surface during the MCT
growth.
cence of neighboring V defects takes place with the
nucleation of a MCT polycrystalline film.

The possibilities of incorporating an above-stoichi-
ometry tellurium in growing MCT films and the rela-
tion of this process with the V-defect density were clar-
ified experimentally. The MCT-film composition was
measured by an SX50 CAMEBAX X-ray microana-
lyzer. It was shown that there is an excess content of tel-
lurium in the films of both mercury telluride and MCT
[24]. It was found that the concentration of above-sto-
ichiometry tellurium increases with defect density. In
the film regions without defects, the composition is
close to stoichiometric. In the regions with a high den-
sity of V defects, there is 3% excess of tellurium. The
width of the MCT-homogeneity region is less than
0.01%. Therefore, the excess tellurium is present in the
form of second-phase precipitations.

A comparison between the V-defect density on dif-
ferent-orientation substrates reveals the region of orien-
tations near the (130) plane on which the defect density
is lowest under the conditions used (a sample tempera-
ture, a vapor pressure for tellurium and mercury). The
films were grown under conditions deviated from opti-
mal. Under these conditions, the growth on the (111)B,
(112)B, and (110) planes is accompanied by the
V defect formation with a high density (106 cm–2 and
higher).

The optimization of growth conditions makes it pos-
sible to reduce the V-defect density in the MCT films for
all the orientations, but the lowest density (102 cm–2) [24]
is attained on the (103) substrates.

It was experimentally established that the preferen-
tial nucleation of V defects occurs near the film inter-
face with the buffer layer. This can be caused by the
microtwins formed in the buffer layer and also by spe-
cial features of the initial stages of the MCT-film
growth. As was found, at the initial stages of growth,
reterracing occurs owing to a mismatch between the
surface microrelief and the growth conditions, which
reduces the growth rate and adds complexity to the
relief, thus leading to an enhanced probability of twin-
ning.

5. CHARACTERISTICS OF HETEROEPITAXIAL 
MCT STRUCTURES GROWN

BY MOLECULAR-BEAM EPITAXY
ON GaAs SUBSTRATES

The production of heteroepitaxial MCT structures
on gallium-arsenide substrates by MBE invariably
includes the consecutive growth of CdZnTe buffer lay-
ers and MCT films. Routinely, the buffer-layer thick-
ness is 5–10 µm. The MCT-layer thickness amounts to
5−15 µm and depends on the IR PD structure.

The composition distribution over the area was
determined from the transmission spectra measured
using a Bruker Fourier spectrometer for the films grown
SEMICONDUCTORS      Vol. 35      No. 9      2001
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on GaAs substrates of 76.2 mm in diameter (see Fig. 4).
The following characteristics of composition distribu-
tion are obtained: the mean value XCdTe = 0.20171, the
standard deviation ∆XCdTe = 0.000164, and the relative
deviation ∆X/X = ±0.654%. Such a high uniformity for
a heterosystem of 76.2 mm in diameter is comparable
with the best foreign data obtained with substrate rota-
tion [26].

Owing to the continuous ellipsometric monitoring
in situ in the course of growth, the MCT layers can have
a specified composition profile over thickness; for
example, an actual layer of constant composition and
graded-gap layers can be formed. In Fig. 5, we show a
variation in composition over thickness measured by an
ellipsometer during growth for a typical MBE MCT

0.15
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Distance from the substrate edge, mm

XCdTe

20 40 60 80

0.16
0.17
0.18
0.19
0.20
0.21
0.22
0.23
0.24
0.25

Fig. 4. Uniformity of composition for the MCT film on the
GaAs substrate of 76.2 mm in diameter along two mutually
perpendicular diameters.
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heterosystem with graded-gap layers. The graded-gap
layers with an increased content of CdTe can be used
for passivating the surface [27]. An increase in the band
gap at heterointerfaces and the MCT-film surface
induces the built-in fields that push the nonequilibrium
carriers away from the surfaces with an enhanced
recombination rate. Thus, we can increase the effective
lifetime of the nonequilibrium charge carriers [28].

After growth, the films are n-type. A carrier concen-
tration in the n-type films is within 1014–1015 cm–3 with
a mobility of (5–15) × 104 cm2/(V s) for XCdTe =
0.2−0.22. The mobility for the composition with
XCdTe = 0.158 attains a value of 7.1 × 105 cm2/(V s) at a
temperature of 77 K and is comparable with the mobil-
ity in the best bulk material.

The investigation of the uniformity of electrical
properties in grown layers was carried out by measur-
ing the magnetofield dependences; we processed exper-
imental data taking into account the possibility of the
simultaneous presence of different-type carriers. The
results confirm that the MBE makes it possible to
obtain a highly homogeneous MCT.

The most important parameter of materials used in
the production of photodetectors is the lifetime of the
photoexcited charge carriers, whose value is apprecia-
bly affected by the presence of the recombination cen-
ters in the films. The MCT layers with the graded-gap
layers have unprecedentedly large values of minority-
carrier lifetimes at 77 K for a material grown on GaAs
substrates. The temperature dependence of the minor-
ity-carrier lifetime in the film with X = 0.22 is shown in
Fig. 6. After etching off the upper graded-gap layer, the
relaxation time of nonequilibrium carriers decreases by
four to five times at 77 K, which testifies that the effect
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Fig. 5. Results of ellipsometric measurements in situ over an MCT-film thickness: (1) and (2) are the values of ellipsometric angles
ψ and ∆, respectively, and (3) is the composition profile.



1052 SIDOROV et al.
of the graded-gap layers is beneficial. As to the lifetime,
the structures grown exceed similar ones described in
the literature [29]. It should be noted that the concentra-
tion of carriers in the MCT structures with wide-gap
layers at the boundaries does not differ from that for the
structures without the graded-gap layers. It is possible
that the dislocations affect the lifetime not so markedly
as assumed [30].

The n-type films become p-type with a hole concen-
tration of (0.5–2) × 1016 cm–3 and a mobility of
300−600 cm2/V s at an annealing temperature of
230°C, a mercury temperature of 30°C, and an anneal-
ing duration of 20 h. For thermal treatments, we used
cells filled with a gas (hydrogen or helium). No depen-
dence of the annealing results on the gas type was
noted. The cell was placed in a two-zone furnace. One
zone was designed for heating a reservoir with mercury,
and the second zone, for heating the sample. The con-
version to p-type is reversible, and annealing at 230°C
at a mercury temperature above 180°C again gives rise
to the n-type of conductivity.

The totality of experimental data on the effect of
annealing conditions on the MCT-film properties also
suggests the presence of donor centers with a concen-
tration dependent on the growth conditions in addition
to mobile accepter centers with a variable concentration
in the MCT films when using GaAs substrates. The
major donor centers in the MCT films grown by the
MBE are likely the antisite tellurium atoms. The exper-
imental data on the variation of the concentration of
donor centers in the MCT films with a growth temper-
ature corroborate this assumption. The estimations of
equilibrium concentrations of the donor centers intro-
duced both by the intrinsic point defects and the most
probable impurities show that the equilibrium concen-
trations of donor centers under MBE conditions are
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Fig. 6. Temperature dependence of the minority-carrier life-
time in MBE MCT heterosystem for the composition with
∆XCdTe ≅  0.22: (1) with graded-gap layers and (2) after
removing the upper graded-gap layer by chemical etching.
lower than 107–1010 cm–3. The model of the nonequilib-
rium dissolution of defects in MCT with allowance for
deviation from the equilibrium predicts an increase in
the antisite-tellurium concentration to values of
1014−1015 cm–3. As the growth temperature and content
of CdTe in the solid-solution state increase, the antisite-
tellurium concentration decreases compared with the
calculation for the equilibrium state.

From the MBE MCT heterosystems grown, we fab-
ricated photoresistors and photodiodes, individual and
in the form of linear and two-dimensional arrays; the
latter included as many as 256 × 256 elements. The
devices were sensitive in the spectral ranges of 3–5 and
8–14 µm and operated at 200 K and liquid-nitrogen
temperatures with the photoelectric parameters limited
by the background radiation [31–33].

6. CONCLUSION

Molecular-beam epitaxy is the most promising
method for the preparation of structures on the basis of
MCT. This method makes it possible to reduce the cost
of MCT in the case of the mass production on GaAs and
Si substrates, which is a necessary condition for the
wide use of infrared sensors. This method has virtually
unlimited potential for improving the performance of
infrared sensors and provides opportunities to prepare
the structures for new classes of devices.

The investigations of growth mechanisms and
defect generation in the films of II–VI compounds
grown by MBE on GaAs substrates showed that unor-
dered-phase nucleation and intensive twinning at the
heterointerface can occur at the initial growth stages.
The methods for suppressing disordering at the initial
stages of heteroepitaxy on the basis of the developed
concepts about the formation of intermediate com-
pounds at the heterointerface are suggested. These
methods open the way for solving the problem of
designing high-quality heteroepitaxial structures in the
case of heteroepitaxy of nonisovalent semiconductor
compounds.

A low rate of dissociation and a low tellurium-vapor
pressure at low growth temperatures inherent for
molecular-beam epitaxy can lead to an intense genera-
tion of defects. The proper choice of substrate orienta-
tion and growth conditions makes it possible to increase
the probability of nucleation of the MCT-crystalline
phase (compared to the elementary-tellurium phase)
and to suppress the generation of threading defects (the
V defects).

The problem of establishing the relation between
the growth conditions and electrical properties of MCT
heteroepilayers adjoins directly the above problem
because the intrinsic point defects in MCT are electri-
cally active and their concentration is directly related to
the growth conditions. The use of physical and chemi-
cal concepts about the mechanism of defect-structure
formation and the nature of electrically active impuri-
SEMICONDUCTORS      Vol. 35      No. 9      2001
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ties provides the basis for controlling electrical param-
eters of MCT heteroepilayers.

The equipment is built for molecular-beam epitaxy
of MCT providing the preparation of structures with a
highly uniform distribution of composition over area (the
gradient of composition does not exceed 0.001 cm–1) on
the substrates of 76.2 mm in diameter with the contin-
uous monitoring of composition in the course of grow-
ing with an accuracy better than ∆XCdTe ≤ 0.005. The
consecutive use of an ellipsometer without affecting the
surface processes for monitoring the critical technolog-
ical processes increases their reproducibility and opens
the way for the automation of growth of MCT hete-
roepilayers by molecular-beam epitaxy with in situ
layer-quality control.

Using the developed technology of molecular-beam
epitaxy, we grew MCT heteroepilayers on GaAs with a
low carrier concentration (conduction-electron concen-
tration is 1014–1015 cm–3 at 77 K). The minority-carrier
lifetimes in the MCT heteroepilayers on GaAs sub-
strates with graded-gap layers (with a large band gap at
the film–substrate heterointerface and near the
MCT-film surface) amount to 1–3 µs (for ∆XCdTe =
0.2−0.22 at 77 K).

The level of technology and the equipment gives
virtually unlimited possibilities for modifying the
parameters over thickness of the MCT layer and pro-
vides the basis for developing new generations of pho-
todetectors.
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Abstract—The results of experimental and theoretical investigations directed toward the development of highly
efficient sources of spin-polarized electrons are reported. The sources are based on heteroepitaxial elastically
strained films of the quaternary InGaAsP solid solution grown by liquid-phase epitaxy on GaAs substrates. The
InGaAsP films synthesized were 0.1–0.2 µm thick with the band gap being within the range of 1.4−1.9 eV and
having elastic strains as high as 1%. This provided splitting of the valence band top by 40−60 meV and a degree
of the spin polarization P of the electrons photoemitted as high as 80%. The films have a high quantum yield
of photoemission Y upon activating to the negative electron affinity state due to the adsorption of Cs and O.
Record values for the effective figure of merit P2Y are achieved. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Anatoliœ Vasil’evich Rzhanov was the initiator of
scientific investigations and technological develop-
ments in the field of semiconductor cathodes with a
negative electron affinity at the Institute of Semicon-
ductor Physics, Siberian Division, Russian Academy of
Sciences. Only in this field does the interrelation of the
atomic and electronic properties of the surface play an
important role. Some recent advances in the develop-
ment of photoemitters with an effective negative elec-
tron affinity (NEA photocathodes), which are used as
sources of spin-polarized electrons, are described in
this paper.

For several decades, the growth of lattice-matched
heterostructures was the major focus of all epitaxial
technology in multilayer semiconductor heterostruc-
tures. Among a variety of heterostructures, those based
on the quaternary InGaAsP semiconductor solid solu-
tions occupy a particular place. The sources and detec-
tors of optical radiation for fiber links operating in the
near-infrared region at the wavelength of 1.3–1.5 µm
have been developed on the basis of this material.
Wide-gap InGaAsP solid solutions also found applica-
tion in the development of lasers and light-emitting
diodes for the visible region of the spectrum. For this
reason, it is not surprising that a great body of informa-
tion on physical properties and methods of growth has
been accumulated for this quaternary system. All con-
ventional epitaxial techniques were successfully used
for the synthesis of lattice-matched heterostructures in
the InGaAsP/GaAs and InGaAsP/InP systems. This is
1063-7826/01/3509- $21.00 © 21054
true for gaseous-phase epitaxy with the use of chlorides
of the Group III metals and hydrides of Group V ele-
ments [1], for molecular-beam epitaxy [2], for metallo-
organic chemical vapor deposition (MOCVD) [3], and
of course for liquid-phase epitaxy (LPE) [4].

In recent years, however, the problem of obtaining
heterostructures with the lattice-mismatched film and
substrate appeared in connection with the development
of the sources of spin-polarized electrons [5]. The
sources mentioned are based on the use of the phenom-
enon of negative electron affinity (NEA), which is
achievable due to the adsorption of Cs and O on the
atomically clean surface of GaAs and other semicon-
ductors. These sources are widely used not only in
high-energy physics but also in atomic physics, as well
as in solid-state physics [6–8]. Due to the degeneracy of
the valence band at k = 0, the theoretical degree of spin
polarization of electrons photoemitted for GaAs and
other III–V compounds with the zinc-blende structure
is 50%. This limit may be exceeded using the strained
pseudomorphic films grown on lattice-mismatched
substrates. Strains relieve the degeneracy of a valence
band. Basically, this permits the degree of spin polar-
ization to be obtained at a rate as high as 100%. In
recent years, a considerable increase in the degree of
spin polarization was obtained by using strained photo-
cathodes [8–10]. However, the device parameters are
still far from optimal. Specifically, high degrees of spin
polarization are achievable for structures with a low
quantum yield (Y ≈ (1–2) × 10–3), which is related to the
small thickness of strained films. In a high-quality pho-
tocathode, the strain of the active layer should be as
001 MAIK “Nauka/Interperiodica”
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large as possible; along with this, the active layer
should be as thick as possible. In addition, dislocations
should be absent, the surface should be smooth, and the
thickness and doping should be uniform over an area of
~1 cm2. In order to use fixed-frequency lasers for exci-
tation, it is also desirable to have the ability to vary the
band gap of the active layer. Taking into account the
totality of the requirements mentioned above, searching
for new strained heterostructures for the development
of highly efficient NEA photocathodes, and developing
sources of spin-polarized electrons with improved
characteristics on the basis of these heterostructures
constitute an important problem in physics and technol-
ogy. The resolution of this issue is closely related to
various fundamental problems of semiconductor hete-
roepitaxy. These are the problems of the critical thick-
ness of the heteroepitaxial film, the stability of the mor-
phology of strained layers, and the influence of strains
and a substrate orientation on the phase equilibria in
multicomponent systems.

In this paper, the growth of strained InGaAsP layers
on the GaAs substrates, the results of the investigation
into their electronic properties, and the application of
the films obtained as sources of spin-polarized elec-
trons (SSPE) are described. The sources were tested in
cooperation with the Institute of Physics of the
Johannes Gutenberg University (Mainz, Germany), and
the Institute of Nuclear and High-Energy Physics
(Amsterdam, Holland).

2. CHOICE OF HETEROSTRUCTURES
AND SYNTHESIS TECHNIQUES

We selected the technique of the synthesis of hetero-
structures based on a long-standing experience accu-
mulated with respect to the development of the LPE of
III−V semiconductor compounds at the Institute of
Semiconductor Physics, Siberian Division, Russian
Academy of Sciences. LPE was originally used for the
growth of the quaternary InGaAsP solid solution more
than 25 years ago [11]. Compared to other epitaxial
techniques, LPE is comparatively simple and relatively
cheap. It will be demonstrated below that LPE permits
the strained InGaAsP/GaAs heterostructures to be
obtained, which are not only highly competitive with
the structures grown using other methods but also
exceed them by the totality of required properties.

As was noted above, the essential factor which per-
mits an increase in the yield of spin-polarized electrons
is the relief of the degeneracy of the valence band at the
center of the Brillouin zone. The elastic uniaxial defor-
mation is only one of the methods for solving this prob-
lem. Among other methods, the use of superlattices, for
which degeneracy is relieved due to quantum-well
effects, may be mentioned [12, 13]. For the same pur-
pose, the effect of spontaneous ordering in InGaP lay-
ers grown by MOCVD may be also used [14, 15]. The
advantage of semiconductor solid solutions is the pos-
sibility of varying their band parameters or, more pre-
SEMICONDUCTORS      Vol. 35      No. 9      2001
cisely, all their physical properties, by varying the com-
position. The variations in the band gap Eg for the
InxGa1 – xAsyP1 – y solid solution over the entire range of
the variation of the lattice parameter a is shown in
Fig. 1. As can be seen from Fig. 1, the quaternary sys-
tem encompasses a wide range of Eg(x, y) and a(x, y),
and from this point of view, is highly advantageous for
SSPE design. In order to obtain high degrees of spin
polarization, it is necessary to provide the compressive
strain in the plane of the active layer. Consequently, the
native lattice parameter for the photoemitting layer
should be larger than that for the substrate. With this
purpose, the intermediate GaAs1 – xPx buffer layer, on
which the active p-GaAs layer was formed, was grown
on the GaAs substrate [8, 9, 16]. The variation in the
composition over the buffer layer thickness from 0 (at
the substrate) to x (at the interface with the active layer)
and related dislocation generation were observed.
These phenomena led to the compression of the active
layer in the growth plane and to tetragonal distortions
in the layer along the normal direction. In Fig. 1, sym-
bol 2' in the line of the ternary GaAsP solid solution
indicates the final composition of the buffer layer used
in study [8]; symbol 2 in Fig. 1 corresponds to the
strained GaAs film grown on this buffer layer. It was
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Fig. 1. Band gap for the quaternary InGaAsP solid solution
as a function of the lattice parameter. (1) Binary com-
pounds; the lines connecting them correspond to the rele-
vant solid solutions. (2–4) Experimental data from publica-
tions: (2) from [8], (3) from [16], and (4) from [17]. The
symbols 2', 3' indicate solid solutions considered in this
study. The hatched area corresponds to the InGaAsP/GaAs
quaternary alloys considered in this paper.
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Fig. 2. X-ray rocking curves for two InGaAsP films simul-
taneously grown on the GaAs(100) and (111)B substrates.
Melt composition: P, 0.46% Ga, 4%; and As, 11%; and the
rest is In.

Fig. 3. Band gap for the InGaAsP films lattice-matched to
GaAs(100) and (111)B in relation to the (a) As and (b) Ga
content in the melt.
reported that the degree of spin polarization for this
structure is as high as 90% [8, 9]. Symbol 3 in Fig. 1
demonstrates the experimental results reported in [16],
in which case the GaAs1 – xPy active layer grown on the
GaAs substrate with the GaAs1 – xPx buffer layer was
used. It can be seen that the possibility of varying the
band gap in such structures is very limited. Another dis-
advantage of the photocathode structures described is
the impossibility of obtaining layers with a sufficient
thickness and a high level of elastic strains. This is
related to the fact that the density of threading disloca-
tions, which are inherited by the active layer and inevi-
tably cause its plastic relaxation, is high in the buffer
layers. For this reason, the direct growth of the lattice-
mismatched layer on the surface is more favorable.
Thus, the pseudomorphic InxGa1 – xAs film was grown
directly on the GaAs substrate and was used as the
active layer (Fig. 1, curve 4) [17]. Such an approach
permits early plastic relaxation to be prevented. How-
ever, a decrease in the band gap is accompanied by a
decrease in the quantum yield of photoemission.

We previously suggested using pseudomorphic lay-
ers of the wide-gap ternary InxGa1 – xP and quaternary
InxGa1 – xAsyP1 – y solid solutions grown on GaAs sub-
strates as NEA photoemitters with a high quantum
yield [18, 19]. The highly strained films were grown by
LPE [20–23]. The hatched region in Fig. 1 demon-
strates the range of InxGa1 – xAsyP1 – y compositions suit-
able for the development of strained photoemitters.
Selecting the necessary composition, we were able to
provide the lattice-mismatched layers with the band
gap from 1.4 to 1.9 eV. The influence of elastic strains
on the InGaAsP band structure was investigated in
detail. As a result, the stable NEA photocathodes with
a high quantum yield and a high degree of spin polar-
ization of photoemitted electrons were developed [24].

3. LIQUID-PHASE EPITAXY OF ELASTICALLY 
STRAINED InGaAsP LAYERS

The major technological conditions for LPE and the
equipment used were described in detail previously
[23, 25]. For this reason, they are described below only
briefly. The InGaAsP films were grown by a step-cool-
ing technique (∆T = 10 K) at 1043 K on the GaAs(100),
(111)A, and (111)B substrates. Elastic strains in these
films were determined from measurements of the lat-
tice parameter along the growth direction ∆a⊥ /as = (af –
as)/as using a double-crystal X-ray diffractometer
(CuKα radiation). The reflections (004) and (111) were
conventionally used for the (100) and (111) films,
respectively. In order to reveal the possible plastic
relaxation in the layers, X-ray rocking curves were
recorded for both symmetric (111) and asymmetric
(133), (422), and (115) GaAs reflections. The layer
thickness was determined using an optical microscope
on the cross-sectional cleavages of the structures. For
thin films (<0.5 µm), an electron microscope was used.
SEMICONDUCTORS      Vol. 35      No. 9      2001
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If the structural quality of thin strained layers is high,
the interference of X-ray waves is observed in them; it
may also be used for calculating the thickness.

It was found in our experiments that the InGaAsP
films grown in identical conditions on the (100) and
(111)B substrates have substantially different composi-
tions, i.e., different lattice parameters and band gaps.
The aforesaid is illustrated by Fig. 2, which demon-
strates X-ray rocking curves for two films simulta-
neously grown on the GaAs(100) and GaAs(111)B sub-
strates, as well as by Fig. 3, which represents the depen-
dence of Eg of the layers on the composition of the
liquid phase.

It is known that the coherent growth of lattice-mis-
matched layers is possible up to a definite thickness
only, which is called the critical thickness of the hete-
roepitaxial film. On exceeding the thickness men-
tioned, misfit dislocations are introduced into the film
and the level of elastic strains is decreased in the struc-
ture. In this case, the structural quality of the films is
abruptly lowered, which manifests itself as a broaden-
ing of the peaks in X-ray rocking curves and as the dis-
appearance of interference phenomena (Figs. 4 and 5).
Such layers are unsuitable for photocathodes.

Systematic investigations of the layers by optical
and electron microscopy, as well as by X-ray diffracto-
metry, allowed us to find the synthesis conditions for
InGaAsP pseudomorphic films, which allowed hetero-
structures to be obtained with a record level of elastic
strains at a thickness of 0.1–0.2 µm and band gap of
1.4–1.9 eV. The dependence of the critical thickness of
the grown films on the lattice mismatch is shown in
Fig. 6. The theoretical curve for the critical thickness of
the heteroepitaxial film calculated from the Matthews–
Blackeslee model is also shown here [26]. It can be
seen that the experimental results may substantially
exceed the theoretical predictions of the model. It is
known that the critical thickness for the onset of intro-
ducing the misfit dislocations into the growing strained
layer may be exceeded. In this case, certain conditions
which are favorable for the inhibition of nucleation and
propagation of misfit dislocations should be met. This
problem is considered in more detail in our previous
study [23].

4. ELECTRONIC PROPERTIES OF STRAINED 
LAYERS

The effects of elastic strains on the band structure
and thresholds of fundamental optical transitions are
shown in Fig. 7. A free unstrained layer with the lattice
parameter a0 is schematically depicted in the upper part
of Fig. 7a. The same layer lattice-matched to the sub-
strate with a smaller lattice parameter as < a0 is depicted
below. Due to the difference ∆a = a0 – as, the pseudo-
morphic film is compressed in the layer plane and
stretched along the growth direction. The modification
of the band structure related to these strains is shown in
SEMICONDUCTORS      Vol. 35      No. 9      2001
Fig. 7b. For unstrained semiconductors with a sphaler-
ite structure, the maximum of the valence band located
in the Brillouin zone comprises fourfold-degenerate
multiplet P3/2 with J = 3/2 and mJ = ±3/2 (subband of
heavy holes) and J = 3/2 and mJ = ±1/2 (subband of
light holes). The elastic strain leads to a total shift of all
bands due to the hydrostatic (isotropic) component. It
also splits the initially degenerate subbands into two
subbands each with the components of the angular
momentum mJ = ±3/2 and mJ = ±1/2 due to the shear
component of deformation. Optical absorption spectra
for the layers and first derivatives of these spectra are
schematically shown in Fig. 7c.

To determine the band gap splitting and valence
band splitting experimentally, we used photocurrent
and photoluminescence (PL) spectroscopy. The photo-
current spectra were measured on the semiconductor–
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Fig. 6. Critical thickness of InGaAsP epilayers as a function
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culated from the model [26]. Blank symbols are related to
the pseudomorphic films with a negligibly small plastic
relaxation, and black symbols are related to the films with a
plastic deformation of 0.01–0.02%. The band gap is given
for each symbol in the inset.
electrolyte contact at room temperature [27]. The PL
spectra were excited using an argon laser (λ = 488 nm).
The excitation power density was no higher than
20−40 W/cm2. The spectra were measured using a dou-
ble monochromator and a conventional system for pho-
ton counting. The energy of the PL peak was taken as
the band gap Eg. The Eg values obtained from the pho-
tocurrent and PL spectra differed by no more than
5 meV.

The photocurrent spectrum Iph(E) and its first deriv-
ative dIph(E)/dE are shown in Fig. 8. The derivative was
determined by numerical differentiation of the mea-
sured spectrum. The derivative spectrum includes two
clearly distinguishable peaks, which correspond to two
split subbands of the valence band. The strain depen-
dence of splitting for several InGaP(111) films is shown
in Fig. 9. As can be seen from Fig. 9, splitting depends
nonlinearly on the strain and does not exceed 40 meV.
The nonlinearity of deformational splitting is related to
the small magnitude of spin–orbit splitting of the
valence band of InGaAsP, which is in turn determined
by spin–orbit splitting for the Group V nonmetal atom.
It is known that this magnitude for atoms is propor-
tional to the squared nuclear charge (z2). For this rea-
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son, going from the ternary InGaP solid solution (ZP =
15) to the quaternary InGaAsP solid solution (ZAs = 33)
provides an increase in the deformational splitting of
the valence band. Figure 10 demonstrates that this
effect really exists.

5. PREPARATION OF AN ATOMICALLY CLEAN 
SURFACE AND ACTIVATION TO THE STATE 
WITH THE NEGATIVE ELECTRON AFFINITY

The behavior of the surface of the quaternary
InGaAsP solid solution under heating in an ultrahigh
vacuum is considerably complicated by the presence of
two Group V elements with differing volatilities. In
contrast to binary semiconductors, the data on the
methods of cleaning the InGaAsP surface are actually
lacking in the available publications. We used the fol-
lowing procedure of chemical treatment of the surface
prior to heating in vacuum. First, the samples were
rinsed in boiling isopropyl alcohol and then were
placed into a hermetic box with an N2 atmosphere,
where the surface oxides were removed in the isopro-
panol solution of HCl. After that, the samples were
mounted on a cermet holder and were transferred to an
ESCALAB Mk-II photoelectron spectrometer. The
samples were heated by a constant current. The surface
composition subsequent to chemical treatment and vac-
uum heating was determined from X-ray photoelectron
spectra excited by the AlKα line with the energy of
1486.6 eV. The energy resolution of the spectrometer
was 1 eV. In order to increase the sensitivity with
respect to surface layers, the spectra were measured at
various angular positions of the detector relative to the
normal to the surface.
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Fig. 8. (1) Photocurrent spectrum and (2) its derivative mea-
sured for the pseudomorphic InGaAsP film. Dashed lines
represent the contribution of subbands splitted with mJ =
±1/2 and mJ = ±3/2 to the derivative.
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After chemical treatment, we observed O and C on
the InGaAsP surface; their amount was as large as half
a monolayer. On heating, desorption of O from the sur-
face started at T ≈ 400°C, and was completed at T ≈
600°C. The residual amount of C was a 0.1 monolayer.
In contrast to GaAs, no layer of elemental As is formed
on the InGaAsP surface subsequent to chemical treat-
ment. In the case of GaAs, As plays the role of a passi-
vating coating and cleans the surface of O and C by
heating at 400°C.

C

B

A

80

60

40

20

0 0.2 0.4 0.6 0.8 1.0
Strain, %

Splitting, meV

80

60

40

20

0 0.5 1.0 1.5 2.0

InGaP
InGaAsP

1

2

3

Splitting, meV

Lattice mismatch, %

Fig. 9. Valence band splitting as a function of strain. Sym-
bols correspond to the experimental results. Curves A and B
represent the theoretical calculation for InGaP(111) and
GaAs(111), respectively; and curve C corresponds to the
calculation for GaAs to a linear approximation.

Fig. 10. Valence band splitting as a function of the lattice
parameters along the growth direction for the InGaP and
InGaAsP solid solutions. (1), (2), and (3) are the theoretical
curves for InGaP, InGaAsP, and GaAs, respectively.
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As an example, let us consider the variation in the
surface composition for the ternary InGaP solid solu-
tion. Figure 11 demonstrates the photoelectron spectra
of the In4d and Ga3d levels recorded upon chemical
treatment in HCl (lower curves in Fig. 11) and upon
heating in a vacuum at 600°C for 10 min (upper curves
in Fig. 11). The spectra were recorded for photoelec-
trons emitted along the normal to the surface (α = 0°)
and at an angle to the surface (α = 75°), which corre-
sponded to the escape depth of ~2.5 and ~0.6 nm,
respectively. It can be seen from Fig. 11 that, upon
chemical treatment, the measurement in the configura-
tion sensitive to the bulk properties of the material
yields a smaller amplitude for the Ga3d peak compared
to the In4d peak. For the configuration sensitive to the
composition of surface layers, the situation is inversed;
i.e., the Ga peak is more intense. Upon annealing, the
amplitude of the Ga3d peak increases in relation to the
In4d peak. These data demonstrate that treatment of HCl
in an alcohol solution brings about enrichment with Ga
and depletion in In, and annealing enhances this trend.

The clean InGaAsP surface was activated to the
state of the efficient negative electron affinity in a spe-
cial chamber equipped with Cs and O sources with a
residual pressure of 5 × 10–9 Pa. To avoid the degrada-
tion of photoemission properties of InGaAsP, which are
related to the variation in the surface composition, a
prolonged (1 h) annealing at a relatively low tempera-
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Fig. 11. X-ray photoelectron spectra of the InGaP(100) sur-
face upon treatment in an alcohol solution of HCl (lower
curves) and subsequent to heating in vacuum at 600°C for
10 min (upper curves). The spectra were measured for two
angles of the electron escape: (a) 0° and (b) 75°.
ture (400°C) and rapid (1 min) heating to 600°C were
used. Such a procedure provided reproducible high
quantum yields for both GaAs and InGaAsP photocath-
odes.

The samples were activated by the adsorption of Cs
and O. The cesium inlet was continuous, and Cs pres-
sure in the chamber was no higher than 7 × 10–9 Pa,
whereas the O inlet was pulsed (P & 10–7 Pa). For mea-
surements of the photoemission spectra, a halogen
lamp and a monochromator were used. In experiments
with large photocurrents, a continuous Ar laser with a
luminous power as high as 100 mW in a spot 3 mm in
diameter was used as an optical source.

For unstrained InGaAsP films ~1 µm thick, the
quantum yield was 10–15% for the (111) orientation
and 20–25% for the (100) orientation. Typical activa-
tion curves for InGaAsP(111)A surfaces with Eg =
1.89 eV and for GaAs are shown in Fig. 12. It can be
seen that the first peak of the quantum yield Y1 for
InGaAsP amounts to about half of the final value,
whereas for GaAs Y1 ≈ 0.005Ymax. This demonstrates
that, in contrast with GaAs, the NEA-state on the sur-
face of a wide-gap solid solution may be obtained due
to the adsorption of only Cs with no O. The spectral
dependences of quantum yield for the GaAs and InGaP
photocathodes are shown in Fig. 13.
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Fig. 12. Curves of activating of GaAs and InGaAsP to the
state of negative electron affinity at coadsorption of Cs
(continuous flux) and O (pulsed dosing).
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6. APPLICATION OF InGaAsP PHOTOCATHODES 
FOR THE SOURCES OF SPIN-POLARIZED 

ELECTRONS

Spin-polarized spectra were measured at the Insti-
tute of Physics of the Johannes Gutenberg University
(Mainz, Germany), and at the Institute of Nuclear and
High-Energy Physics (Amsterdam, Holland). The pho-
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Fig. 13. Photoemission spectra of GaAs and In0.49Ga0.51P
activated surfaces. The threshold values of photocurrent
correspond to the band gap Eg = 1.43 eV for GaAs and Eg =
1.92 eV for InGaP.

Fig. 14. (a) Spectral dependences of the degree of spin
polarization P for photoelectrons emitted from the
(1) InGaP and (2) InGaAsP surface. (b) Spectral depen-
dences of the quantum yield Y (solid curves) and effective
figure of merit P2Y (dashed lines) for the same samples.
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tocathodes were fabricated on the basis of pseudomor-
phic InGaAsP/GaAs heterostructures according to the
technology described above. The spectra of spin polar-
ization P(E) were measured using a Mott polarimeter
with an energy of 40 keV [24]. The systematic and ran-
dom errors of P(E) measurements were no larger than 3
and 1%, respectively.

For pseudomorphic highly strained InxGa1 – xAsyP1 – y
films (x ≈ 0.35, y ≈ 0.5, and ε ≈ 1%), even the first mea-
surements demonstrated that the largest values of Pmax
are in the range of 0.58–0.66, as can be seen from
Fig. 14a. Thus, these values substantially exceed the
theoretical limit for unstrained photocathodes. For
numerous applications, the figure of merit P2I for the
beam of spin-polarized electrons is important [7]. Here,
I is the beam current, which is proportional to the quan-
tum yield of the photocathode and to the intensity of
laser pumping. In the continuous mode, an increase in
the current due to an increase in the pumping intensity
is often restricted by the power of the laser used or by
the heating of the photocathode. For this reason, it is
convenient to use the effective figure of merit P2Y to
characterize the source. The P2Y quantity is shown in
Fig. 14b. It can be seen from Fig. 14b that the P2Y mag-
nitudes are as large as 4.7 × 10–3 and 3.3 × 10–3 for the
photocathode with a wider and narrower band gap,
respectively. We note that, as regards this parameter, the
photocathodes obtained are highly competitive with the
best results published in the literature [28, 13].

The further optimization of the film thickness, band
gap, and elastic strain provided the development of the
InGaAsP photocathodes with Eg = 1.67–1.72 eV. Being
tested on an accelerator in the Institute of Nuclear and
High-Energy Physics (Amsterdam), these photocath-
odes demonstrated a degree of spin polarization in the
range of 65–80% [29]. The frequency-controlled
Ti:Al2O3 laser generating pulses of spin-polarized elec-
trons with a duration of 2 µs and repetition frequency
of 1 Hz was used as a pumping source. For these pho-
tocathodes, the estimation of the P2Y factor yields a
value of about 10–2 at the photoemission current as high
as 150 mA. The photocathode lifetime (i.e., the dura-
tion of operating at I > 15 mA and P * 65%) was
4−5 weeks.

7. CONCLUSION

Thus, the growth technology for strained pseudo-
morphic InGaAsP/GaAs and InGaP/GaAs heterostruc-
tures was developed, and their electronic properties
were investigated. Based on these structures, the photo-
emission electron sources with a degree of spin polar-
ization as high as 80% were developed. With respect to
the high quantum yield of photoemission for wide-gap
solid solutions, the integrated figure of merit P2Y for the
source of spin-polarized electrons was (3–10) × 10–3.
Taking into account the possibility of tuning the band
gap to a specified wavelength of a pumping laser and
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the high stability of the photocathodes, we may con-
clude that the InGaAsP/GaAs heterostructures are
promising for the development of highly efficient
sources of spin-polarized electrons.
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Abstract—Special features of electronic processes in InAs-based MIS structures operating in the charge injec-
tion mode were investigated. These structures are used as photodetectors in the spectral range of 2.5–3.05 µm.
A double-layer system consisting of an anodic oxide layer and a low-temperature silicon dioxide layer was used as
an insulator. It was shown that fluorine-containing components, which were introduced into electrolyte, reduced the
value of the built-in charge and the surface-state density to minimal measurable values of &2 × 1010 cm–2 eV–1.
Physical and chemical characteristics of the surface states at the InAs–insulator interface and the possible
causes of their absence were discussed on the basis of the phase composition data of anodic oxide obtained by
X-ray photoelectron spectroscopy. An anomalous field generation was observed under the nonequilibrium
depletion of the semiconductor. The processes of tunneling generation, which are important at large amplitudes
of the depletion pulse, were considered. The noise behavior of MIS structures under a nonequilibrium depletion
was investigated. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Physicotechnological Features
of InAs-Based MIS Structures

InAs-based MIS structures form the basis for the devel-
opment of the multielement infrared (IR) detector arrays,
which have a detectivity limit of *1012 cm Hz1/2 W–1 in the
wavelength range λ = 2.5–3.05 µm. The electronic pro-
cesses at the semiconductor–insulator interface define
the device characteristics of MIS structures [1].

The main task in the development of the InAs-based
perfect MIS structures is to obtain semiconductor–
insulator interfaces with predetermined and reproduc-
ible electrical parameters: a surface state density of
&1011 cm–2 eV–1; a relaxation time of the surface poten-
tial in the MIS structures at the nonequilibrium pulse
depletion of >15–20 ms (at a temperature T = 150 K);
and a charge density of slow states near the semicon-
ductor–insulator interface, which are responsible for
hysteresis in the capacitance–voltage characteristics, of
<5 × 10–8 C cm–2.

All technological processes should be carried out at
temperatures no higher than 200–250°C, because at
higher temperatures the surface stoichiometry is dis-
turbed due to the evaporation of the Group V element.
The insulator properties of SiO2 layers grown at these
temperatures are inferior to those of a high-temperature
silicon dioxide (450–700°C). In this case, the electrical
parameters of MIS structures are poorly reproducible.
This fact is usually related to a native oxide layer at the
surface of the semiconductor substrate. It is assumed
that the transition layer provides a high surface-state
1063-7826/01/3509- $21.00 ©1063
density. At an atomically clean surface, obtained by
cleaving in an ultrahigh vacuum, the density of states is
low but the oxygen adsorption at the surface forms an
interface with a high density of states [2].

Anodic oxidation of the InAs surface makes it pos-
sible to obtain satisfactory properties of the interface
[3]. However, properties of the anodic oxide (AO) layer
do not satisfy the insulator strength requirements. They
also have a low mechanical and chemical strength,
which makes it difficult to fabricate structures by planar
technology. A drawback of the anodic oxides consists
in the injection instability of MIS structures in electric
fields, which is related to small heights of the potential
barriers for electrons and holes at the boundary with the
semiconductor because the insulating film consists of a
mixture of In2O3 oxide with a band gap of 2.8–3.75 eV
[4, 5] and As2O3 oxide with a band gap of about 4 eV
[6]. According to [7–10], the oxide layers at the InAs
surface have a complicated composition and, depend-
ing on the production conditions, they consist of ele-
mental arsenic as well as indium and In2O3, As2O3,
InAsO4, In(AsO3)3, As2O4, and As2O5 oxide mixtures
with the common nonstoichiometric composition.

The double-layer insulator system AO–SiO2 [11]
makes it possible to develop MIS structures useful for
fabricating device structures. Varying the composition
of the oxide agents enables the electrical parameters of
the InAs–SiO2 interface to be changed [12–14].

MIS structures were fabricated on the InAs autoepi-
taxial structures of ÉSAI-40-35-10 or ÉSAI-92-35-10
Yae 0.040 TU types. The n-type epilayers grown on
 2001 MAIK “Nauka/Interperiodica”
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Fig. 1. Capacitance–voltage C(V) characteristic and the normalized conductance Gp/ω in relation to the voltage V at a frequency of
50 kHz. (1) Oxidation without fluorine, (2−5) NH4F is introduced into the electrolyte in amounts of 0.044, 0.22, 0.44, and
2.17 vol %, respectively.
heavily doped n++ substrates (~1018 cm–3) with the
(111)A orientation had the following parameters: the
concentration of the majority charge carriers (elec-
trons) was (1−6) × 1015 cm–3 and the lifetime in the lay-
ers was 0.3–1.8 µs. Silicon dioxide layers 140 nm thick
obtained by the oxidation of monosilane in an oxygen
atmosphere in a reactor with a lowered pressure (RLP)
at T = 200–240°C were used as the gate insulator. The
RLP-SiO2 layers contain a small amount of adsorbed
water (<2 vol %), and the breakdown fields of the layers
are >6 × 106 V cm–1. Doped In2O3 layers 120 nm thick
obtained by the ion–plasma sputtering of the target con-
taining 8% SnO2 were used as the field electrodes.

EXPERIMENT

1. Chemical Preparation and Modification
of the InAs Surface

To obtain a stable InAs–insulator interface with a
minimal surface-state density, we studied different
methods of the InAs substrate-surface treatment before
deposition of the gate insulator: degreasing and etching
in polishing etchants with the subsequent removal of
the residual oxide layer in various solutions. We found
that, after optimizing the technological conditions of
the silicon dioxide layer deposition, the chemical treat-
ment of the InAs substrate surface did not profoundly
affect the parameters of the MIS structure. In this case, the
surface state density (SSD) is about 1.2 × 1011 cm–2 eV–1.

We obtained an efficient improvement of the InAs–
insulator interface parameters if, before the insulator
deposition, the InAs substrate surface was oxidized in
an electrolyte which contained fluoride ions introduced
into the electrolyte by adding the ammonium fluoride.
Oxidation was performed at room temperature in a two-
electrode cell in the galvanostatic mode at a current
density of 0.5 mA cm–2. For the electrolyte, we used a
concentrated ammonia solution in ethylene glycol with
a volume ratio of 1 : 5.

Successive variations in the capacitance–voltage
characteristics (C–V) C(V) and the normalized conduc-
tance dependences (Gp/ω) on voltage (V) with the fluo-
ride-ion concentration in the electrolyte as the parame-
ter are shown in Fig. 1. One can see that, as the fluoride-
ion concentration increases, the built-in charge in the
oxide of the MIS structure decreases (the C–V charac-
teristic is shifted to zero voltage), and SSD decreases
(the slope of this characteristic increases and the ampli-
tude of the conductance peak at an alternating signal
decreases). The effect of fluorine on the capacitance
frequency dispersion and small-signal conductance of
MIS structures is illustrated in Fig. 2 [15]. Samples
with the anodic oxide sublayer grown in the electrolyte
not containing fluoride ions (Fig. 2a) are characterized
by a large built-in charge and SSD. This circumstance
manifests itself in the shift of the C–V characteristic to
negative biases (up to 15–20 V), the frequency disper-
sion of this characteristic, and in the appearance of a peak
in the dependences of the normalized conductance on
voltage. Estimation of SSD by the peak magnitude from
the Gp/ω = f(V) curve yields Nss ≈ 3 × 1011 cm–2 eV–1. In
the samples with the anodic oxide sublayer (Fig. 2b)
grown in the fluorine-containing electrolyte with an
optimal fluorine concentration, the built-in charge
decreases (the voltage corresponding to flat bands is
approximately equal to –3V), the capacitance fre-
quency dispersion is absent, and the peak amplitude in
the normalized-conductance dependence on voltage
SEMICONDUCTORS      Vol. 35      No. 9      2001
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Fig. 2. The frequency dispersion of the capacitance (C) and normalized conductance (Gp/ω) of MIS structures fabricated with an
anodic sublayer (a) without fluorine and (b) with the fluorine addition.
becomes smaller than the ultimate sensitivity of the
measuring system. According to estimates, SSD is
equal to Nss < 2 × 1010 cm–2 eV–1.

An analysis of X-ray photoelectron spectra showed
that compositions of the anodic oxide layers with fluo-
rine and without it are quite different [16]. The oxide
layers without fluorine consist of a mixture of In2O3 and
As2O3 (Fig. 3, curve b). Nonstoichiometric oxyfluoride
of pentavalent arsenic and InF3 are present in the fluo-
rine-containing layers of the anodic films (Fig. 3,
curve c). An analysis of the compound distribution with
depth, which is part of the fluorinated anodic oxide
layer, shows that the [In]/[As] concentration ratio
dependences are similar to the distribution profile in
AO without fluorine. They differ mostly in the surface
layer. In the fluorinated layer, in contrast to AO without
fluorine, the surface layers are not enriched with In
compounds. Fluorine is found across the entire film
thickness, with its concentration increasing as the
oxide–InAs interface is approached. The highest ratio
of the fluorine and oxygen concentrations [F]/[O] in the
transition AO–InAs layer decreases from 0.47 to 0.2 as
the oxide thickness decreases from 17 to 7 nm. Because
SEMICONDUCTORS      Vol. 35      No. 9      2001
the fluorine concentration increases with an increase in
the growth time (i.e., with the film thickness increasing
at constant current density), the fluorine accumulation
at the interface is probably related to a high (compared
to the oxygen ions) diffusion rate of fluorine ions in
growing AO.

In [17], the features of the chemical bond in the mol-
ecules of oxides of Group V elements, with these
oxides being formed at the III–V semiconductor sur-
face, were considered. It follows from [17] that native
oxide layers on the phosphides (InP and GaP) consist of
phosphates of the Group III elements and are more sta-
ble than those on arsenides and antimonides due to the
donor–acceptor pair P=O. In addition, this bond is mul-
tiple due to the dπ–pπ bonding formed under the inter-
action of free d orbitals of the phosphorus atom with
occupied p orbitals of the oxygen atom. Arsenic forms
a native oxide As2O3 at the InAs and GaAs surfaces.
The As2O3 atomic structure differs from the phosphate
atomic structure on InP and GaP in the existence of
unshared electronic pairs. This pair, according to [13],
is responsible for the GaAs surface states whose den-
sity is equal to the number of As2O3 molecules at the
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interface. On adding fluorides into the oxidizing
medium, arsenic is oxidized to a pentavalent state form-
ing oxyfluoride AsOF3. This process becomes possible
due to the specific chemical properties of fluorine: it
forms fluorides of elements in the highest oxidation
degree. In this case, the source of the surface states
(unbound occupied orbitals) is removed. Such a mole-
cule has bonds in the nearest As surroundings that are
similar to the bonds in the nearest P surroundings in the
P2O5 compound. The structure of the X3BO molecules
(where X is the halide-ion and B is the Group V ele-
ment) is a distorted tetrahedron, where three σ bond-
ings B–X form a pyramidal group and the fourth forms
a double bond with the oxygen atom As=O similar to
the P=O bond.

It follows from the comparison of the nearest As sur-
roundings in InAs and in its oxyfluoride that their con-
figuration is identical; i.e., it is of a tetrahedron type.
The types of bonds are also identical. An As atom in
InAs is bonded with three In atoms via σ bonding and
with the fourth atom via the donor–acceptor bond. The
arsenic atom in the oxyfluoride also has four neighbor-
ing atoms with whom it is bonded by three σ-bonds
(As–F) and one donor–acceptor bond (As=O). Then the
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Fig. 3. X-ray photoelectron spectra of the InAs surface:
(a) after ion treatment; (b) with the anodic oxide 18 nm
thick, without fluorine; and (c) with the anodic oxide 7 nm
thick, with fluorine.
molecules, isoelectronic and isostructural in the nearest
surrounding to the compound of As with In in the semi-
conductor volume, are formed during oxidation in the
fluorine-containing medium at the semiconductor sur-
face. To put it differently, the compounds formed at the
surface have bonds similar in type, energies, and space
arrangement to the bonds in the bulk of the semicon-
ductor. Due to this fact, the dangling bonds are removed
from the interface. This results in a low SSD.

Thus, using the system (fluorinated anodic sub-
layer)–RLP-SiO2, we succeeded in obtaining an
InAs−insulator interface comparable to the Si–SiO2
interface.

2. Tunneling Generation of the Charge Carriers

A band-to-band tunnel current in the field of the
injection pulse flows from the inversion layer of the
InAs valence band into the conduction band through
the potential barrier formed by the space charge region
(SCR) of the depletion semiconductor region. An addi-
tional (changing in time) component of dark current
appears in SCR. In narrow-gap semiconductors, this
component makes an appreciable contribution.

It is possible to calculate the tunnel current density
through the band gap of the semiconductor under a non-
equilibrium depletion in a one-dimensional quasi-clas-
sical approximation [18], when holes from the inver-
sion layer tunnel through the depletion semiconductor
region into a quasi-neutral bulk. The tunnel current is
expressed by the formula

(1)

where f1 and f2 are the Fermi–Dirac distribution func-
tion on the left and right (the metal is to the left),
respectively;  is the hole effective mass; E is the
total energy of the tunneling particle; and E⊥  is the
energy component perpendicular to the tunneling direc-
tion. We assume that it is equal to 0. The quantity PT is
the tunneling probability through the semiconductor
band gap, which is given in the Wentzel–Kramers–Bril-
louin approximation by [19]

(2)

Here, x1 and x2 are classical turning points and Kx(x) is
the wave vector component in the tunneling direction in
the classical forbidden region.

The Franz law [20] typically used for the dispersion
relation in the potential barrier can be expressed as

(3)
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where ϕ(x) is the band bending in SCR and Eg is the
band gap. The Franz law enables one to take into
account the effect of the second energy band on the tun-
neling of the charge carrier through the band gap of the
semiconductor. However, this law does not take into
account the coordinate dependence of the tunnel effec-
tive mass ( ) (the effective mass should change from

that of electron  to that of hole  as a result of the
carrier tunneling from the conduction band to the
valence band). Matching the tunnel effective masses at
the band gap edges, we use the expression in [21] to
obtain

(4)

If the electron and hole masses are equal to  =  =

, this relation is transformed into the Franz disper-
sion relation (3). We performed a numerical calculation
of the tunnel current density by substituting relation (4)
into (1) and taking into account the parabolic depen-
dence of the band bending on the coordinate in the
approximation of a uniform distribution of the doping
impurity over the semiconductor depth.

The tunnel model was used in calculating the
parameters of the photosensitive structures within the
context of a simplified linear model. Let us consider the
effect of the tunnel current on the parameters of the
photodetector. The results of the tunnel current density
It calculation for different injection pulse amplitudes,
which cause different initial band bending ϕs0, in rela-
tion to the donor impurity concentration Nd and temper-
ature T are shown in Figs. 4 and 5. The impact of the
tunnel current becomes appreciable for the injection
pulse amplitude Vi > 6 V, when It becomes comparable

mx*

me* mp*

Kx
2

2me*mp*/"2( )=

× Eg ϕ x( )–[ ]ϕ x( )[ ] / me*ϕ x( ) mp* Eg ϕ x( )–[ ]+[ ]{ } .
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Fig. 4. Dependence of the tunnel band-to-band current den-
sity on concentration of the donor impurity at T = 150 K for
different initial band bendings ϕs0: (1) 0.5, (2) 1, (3) 2, (4) 4,
(5) 8, and (6) 10 V.
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to the density of the generation and diffusion compo-
nents; i.e., when It > (10–5–10–4) A cm–2. The effect of
the tunnel current on the time (t) dependence of the sur-
face potential relaxation in the dark and under illumina-
tion (theory and experiment) is illustrated in Fig. 6. The
arrow indicates the point corresponding to the band
bending in which the tunnel component of the dark cur-
rent becomes comparable to the current of thermal gen-
eration (~6 V). This point corresponds to the onset of
the tunnel current switching-off due to its sharp depen-
dence on the electric field strength in SCR. At a smaller
band bending (t > 1 ms), the tunnel current is several
orders of magnitude lower than the thermal generation
current and, thus, does not exert a pronounced effect on
the characteristics of actual photodetectors (PDs). The
relaxation curve has a conventional shape (without a
tunneling component) (curves 1). For larger band bend-
ing (t < 1 ms) or for higher impurity concentrations, the
tunnel current significantly exceeds the other thermal
currents and affects the PD parameters.

A comparison of theory and experiment shows that
the tunneling model explains satisfactorily the experi-
mental results. Because the device tunnel current is
stray, its contribution manifests itself in a noise increase
at small collection times and in the attenuation of the
photosignal due to a partial filling of the quantum well
by the dark current carriers. If the tunnel current exists,
the MIS structure relaxes most of the time at a smaller
band bending in comparison with the MIS structure
relaxation when the tunnel component is absent. These
circumstances may lead to a decrease in the collection
coefficient of photogenerated carriers, especially for
small absorption coefficients because the higher the
tunnel current density, the faster the MIS structure
relaxes to the equilibrium state. In this case, a smaller
charge of the photogenerated carriers will be accumu-
lated in the potential well during the collection time. As
the calculation showed, the signal can decrease by
approximately 1.5 times for certain parameters if the
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Fig. 5. The temperature dependence of the tunnel current
density at ϕs0: (1) 3 and (2) 5 V. Nd = 3 × 1015 cm–3.
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current of photogenerated carriers is much lower than
the tunnel current density (small-signal approxima-
tion). The tunnel current also enhances the noise in MIS
structures for small collection times because, during the
same time, the concentration of the collected particles
is much higher than when the tunnel current is absent.

3. Noise in MIS Structures at Nonequilibrium Pulse 
Depletion

Usually, the relation  =  [22], where  is
the root-mean-square (rms) fluctuation of the collected
carriers and  is the average number of the collected
carriers, is used for calculating the threshold character-
istics of CID-photodetectors (charge-injection devices)
for estimating the rms fluctuation of a dark and back-
ground charge caused by the shot character of the gen-
eration current. The use of this relation is based on the
assumption that the generation process is of the Poisson
type. This means that the generation rate remains con-
stant during the charge accumulation by the MIS struc-
ture. Strictly speaking, this assumption is valid only for
a small value of the collected charge, when it does not
markedly affect the depth of the nonequilibrium deple-
tion region. During the relaxation of the MIS capacitor,
the charge accumulation in the inversion semiconduc-
tor layer leads to a decrease in the depletion region
depth and, correspondingly, to a variation in the gener-
ation rate. This means that the generation probability of

∆N2 N ∆N2

N

ϕs0 – ϕs(t), V

t, s
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Fig. 6. The tunnel current effect on the relaxation curve of
the surface potential. Parameters of calculation: S = 3 ×
10−5 cm2, Cn = 50 pF, Nd = 3 × 1015 cm–3, the diffusion
length of the minority carriers in the quasi-neutral InAs vol-
ume Lp = 5 µm, the absorption coefficient α = 5 × 103 cm–1

at the wavelength λ = 3 µm. The arrow indicates the point
at which It is equal to the density of the thermal generation
current. Solid curves are theoretical calculations with
(1) disregarding tunneling and (2) considering tunneling.
Dotted lines are the calculation for the luminous power of
10−5 W cm–2 (λ = 3 µm). Dots are the experimental results
(a) in the dark and (b) under illumination.
a minority carrier at a specific moment depends on the
total number of previous generation events; i.e., the
generation process cannot be considered as Poisson.

The simplest generalization of the Poisson process
to the case when the probability of the next transition of
the structure to a new state is related to the generation
rate and depends only on the current structure state is
considered in [23]. The formulas for rms fluctuation of
the accumulated charge in the MIS structure are given
as the result of the consideration of the physical system
in the model of the Markovian process.

The fluctuation of the noise voltage can be
expressed as

(5)

where δϕs and δN are fluctuations of the surface poten-
tial and of the number of collected particles in the inver-
sion layer due to generation of the charge carriers,
respectively. The surface band bending is given by

(6)

Here, Vk = 2ε0εsNdqS2/  and C0 = CnCox/(Cn + Cox),
Cox is the geometric capacitance of the gate insulator,
Cn is the capacitive load, S is the area of the MIS struc-

ture, Vi is the injection pulse amplitude, and q  is the
charge collected in the inversion layer. We calculated
the noise-voltage standard deviation (SD) of the MIS
structure according to the following formula:

(7)

Here, τq is the collection time and I is the total current
density.

The noise voltage was measured as Un =

/(M – 1), where  is the instantaneous
value of the noise sampling and M is the number of
samplings.

We experimentally determined the noise SD of the
MIS structure using five implementations (1024 sam-
plings in each) for certain values of dc bias, the injec-
tion pulse, and the collection time. The square root of
the differences of the noise SDs squared was taken as
the noise SD. A minimum measured noise by estima-
tions amounts to 75 charge carriers in the potential well
of the MIS structure.

All the studied elements may be divided into two
types: normal and anomalous elements. The noise of
normal elements is defined by the potential well occu-
pation by the charge carriers due to the dark generation,
largely of a thermal character, and by the external back-
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ground (infrared radiation incident on the element).
The main criterion of the element normality is the noise
spectrum similar to that of a white Poisson’s noise. The
noise of an anomalous element is significantly higher,
and it does not correlate with the CID-element potential
well occupation by the charge carriers. The component
1/f is obviously present in the noise spectrum.

Experimental and theoretical noise SD dependences
for two typical normal elements on the collection time
τq (at T = 150 K) and temperature are shown in Figs. 7
and 8. The noise peak is obvious in the curves. It
approximately corresponds to a 55% occupancy of the
element potential well by charges. The peak in these
curves is satisfactorily described by the theoretical
model concerning the CID-element noise. Experimen-
tal noise signals exceed the theoretical value at a small
collection time by three or more times. The disagree-
ment between theory and experiment in this region can
be diminished if an excess generation current is taken
into account as is shown in the Zerbst curves (Fig. 9).
The generation current Ig was calculated from the
capacitance relaxation curves and the surface potential
of the MIS structure.
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Fig. 7. The noise SD dependence on the collection time at
T = 150 K and Vi = 2 V for two typical normal elements of

4 × 10–5 cm2 in area, measured in the dark after the gate for-
mation but without connection to a metallic wiring. The
solid line is the theoretical calculation with the parameters:
generation lifetime of the minority carriers τg = 2.5 × 10–8 s,
the thickness of the gate insulator dox = 120 nm, the diffu-
sion length of the minority carriers in the InAs quasi-neutral
bulk Lp = 5 µm, and Nd = 3 × 1015 cm–3. The percentage of
the potential well occupation in a CID-element by the dark
charge carriers is indicated.
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Thermal generation currents in the semiconductor
SCR decrease appreciably as temperature decreases.
Let us examine the MIS structure noise variation as a
result of the occupation of the potential well under the
effect of the background IR radiation in relation to the
collection time variation. The experimental and theo-
retical dependences of the noise voltage rms on the col-
lection time for a normal photodetector at T = 120 K are
shown in Fig. 10. At this temperature, the thermal gen-
eration is suppressed and only the charge carriers gen-
erated by the background light contribute to the noise.
A good agreement with the theoretical calculations is
obvious (solid line). Arrows indicate the percentage
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Fig. 8. The temperature dependence of the noise SD of a
typical normal element of 4 × 10–5 cm2 in area at Vi = 1.3 V
measured at a load capacitor of 4 pF. (1) Results of calcula-
tions; (2) the results of semiempirical calculation with the
excess currents shown in Fig. 9 taken into account.
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Fig. 9. The Zerbst curves: (1) obtained from the measure-
ments of the capacitance relaxation and the surface poten-
tial of an MIS structure 4 × 10–5 cm2 in area at T = 150 K;
(2) theoretical dependence. W is the SCR width.
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Fig. 10. The dependence of noise SD on the collection time
at T = 120 K for the elements of 4 × 10–5 cm2 in the area
under illumination with (a) an unmodulated flux (background
flux of 10–6 W cm–2), (b) the noise of photodetectors com-
bined into 2 × 128 array at collection times of 0.65, 1.3 and
2.6 ms. The solid line is the result of theoretical calculation.
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Fig. 11. The noise spectrum of the normal element mea-
sured at T = 120 K and at the collection time τq = 1.3 ms
without background illumination. The noise SD obtained by
integration of the noise spectrum is 13 µV (in the MIS struc-
ture).

Fig. 12. The noise spectrum of an anomalous element mea-
sured at T = 120 K and the collection time τq = 1.3 ms with-
out background illumination. The noise SD obtained by
integration of the noise spectral dependence is 43 µV (in the
MIS structure).
occupation of the MIS-structure potential well by
charges. The accumulated charge is proportional to the
collection time τq. The good agreement of the experi-

mental data and the Un ∝   relation shows that MIS
structures are in the mode limited by the background
fluctuations.

The noise spectrum Sxx(f ) (Sxx is the signal autocor-
relation function and f is frequency) was measured in
typical elements in the collection time range from 40 µs
to 5 ms. An algorithm of the fast Fourier transform with
the following convolution in the frequency band 1/τq

was used to calculate the noise-signal spectral power.
A rectangularly shaped spectral window is chosen. The
spectrum is obtained by averaging five representations
with 1024 samplings in each. To obtain the spectrum
noise density, the array of numbers was inputted into a
computer and was subjected to the discrete Fourier
transform. The spectrum was additionally integrated to
obtain the noise SD. The noise SD and its spectral
power were measured in several thousand MIS struc-
tures. It is possible to separate all the investigated struc-
tures into two types. The first type (>90% of all ele-
ments in linear and two-dimensional arrays) is charac-
terized by a white noise of the MIS structure at
nonequilibrium pulsed depletion (normal elements).
The typical noise spectrum for the collection time of
1.3 ms is shown in Fig. 11. Among the studied ele-
ments, there are those in which the noise SD is several
times (sometimes an order of magnitude or more)
higher than the noise of normal elements. Such ele-
ments are referred to as anomalous. The noise spectrum
of such an element is shown in Fig. 12. The spectrum is
characterized by 1/f noise, which raises the low-fre-
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Fig. 13. Theoretical dependences of the noise SD on the col-
lection time in the dark: (1) band-to-band tunneling is
absent, (2) tunneling is taken into account. The computing
parameters: T = 150 K, S = 3.3 × 10–5 cm2, Vi = 12 V, Cn =

50 pF, Nd = 3 × 1015 cm–3, the diffusion length of the minor-
ity carriers in the InAs quasi-neutral bulk Lp = 5 µm, and the

generation lifetime of the minority carriers τg = 3 × 10–8 s.
SEMICONDUCTORS      Vol. 35      No. 9      2001



ELECTRONIC PROPERTIES 1071
quency part of the spectrum. The origin of 1/f noise is
not quite clear. However, we established two reasons by
indirect evidence. They are local leakages in MIS struc-
tures and the deterioration of contact between the struc-
ture gate and indium pillar (for actual linear and two-
dimensional arrays assembled by the flip-chip method).

It was mentioned above that an additional compo-
nent related to the band-to-band tunneling appears as
the injection-pulse amplitude increases. Theoretical
noise SD dependences on the collection time are shown
in Fig. 13. The plateau related to an excess noise occurs
in the curve at small collection times (10–100 ms) pro-
vided that tunneling is taken into account (curve 2). At
large collection times, the tunnel current becomes
lower than the thermal generation currents in SCR and
the mechanism of the current formation is conven-
tional, i.e., thermal.

CONCLUSION
Physicotechnological studies of InAs-based MIS

structures made it possible to form a nearly perfect
InAs−insulator interface. The lowest possible density
of surface states (<2 × 1010 cm–2 eV–1) enabled us to
fabricate multielement FD linear and two-dimensional
arrays of PDs which are characterized by virtually
white noise in the absence of a background and by the
number of the noise charge carriers (about 75–100 elec-
trons) in the potential well of an element. On the basis
of the structures formed, hybrid PD microcircuits with
the detectivity of 1012 cm Hz1/2 W–1 were fabricated
[24–27]. It should be noted that the InAs-based MIS
detector arrays of IR range operating under nonequilib-
rim depletion have been fabricated for the first time.
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Abstract—The growth kinetics of the {113} interstitial defects in n- and p-Si under in situ electron irradiation
in a JEOL-1250 high-voltage electron microscope was analyzed in detail. The competing effects of the recom-
bination of point defects and their interaction with the surface on the point-defect clusterization were consid-
ered. It is shown that the prevailing interaction of vacancies with the crystal surface is a consequence of the
emergence of an energy barrier for the recombination of point defects in lightly doped Si crystals. Under these
conditions, the drain of vacancies to the surface compensates for an increase in the crystal energy caused by the
separation of the Frenkel pairs. It is assumed that a large difference between the growth rates of the {113}
defects in n-Si and p-Si observed experimentally under the conditions when recombination is dominant is
caused by a difference in the energy barriers for recombination. The barrier heights obtained correlate with the
lattice-relaxation energy of a vacancy in various charge states. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The recombination of point defects and their inter-
action with the surface are the basic reactions that con-
trol the steady-state concentrations of point defects in
Si. It is assumed that the competition between these
reactions specifies not only the dominant type of point
defects in the course of crystal growth but also serves as
the key to controlling the formation of secondary
microdefects [1, 2]. However, gaining insight into the
mechanisms of the above reactions is hampered by the
diversity of contradictory theoretical and experimental
data, including those related to the basic point-defect
parameters such as the activation volumes, diffusion
coefficients, and equilibrium concentrations. It follows
from calculations (reported, for example, in [3, 4]) that
the vacancy-relaxation volume is large and negative;
this volume not only compensates for the positive vol-
ume of an interstitial atom but also ultimately gives rise
to the Frenkel pair formation having a negative volume,
which should have resulted in spontaneous Frenkel pair
generation in Si. This contradicts the data on the large
threshold energy for the formation of a Frenkel pair in
silicon (15 eV per atom [5]); on the low probability of
the pair separation (10–3–10–4 [6]); and, correspond-
ingly, on the low steady-state concentrations of point
defects under irradiation [7]. It is believed that the high
rate of recombination in a closely spaced Frenkel pair
1063-7826/01/3509- $21.00 © 21072
is caused by the charge state of the point defects. How-
ever, even after the Frenkel pair separation, the point
defects in Si recombine efficiently [7]; as a result, the
growth kinetics of interstitial clusters in the surface
region of the crystal is limited by an annihilation reac-
tion of the second order and is controlled by the coeffi-
cient kiv = 4πriv /a, where riv is the radius of a sphere in
which the annihilation of point defects occurs and a is
the interatomic distance. This is hardly consistent with
the well-known theoretical notions about the presence
of an energy barrier with a height of 1 eV for the inter-
action of point defects, which supposedly exist in Si in
extended (split) configurations [3, 4, 8, 9]. These and
many other contradictions do not allow the properties
of point defects generated thermally or by irradiation to
be generalized, nor do they allow a method to be
devised for controlling and improving the structural
quality of Si crystals. The objective of this study was to
consider the competing effects of the recombination of
point defects and their interaction with a surface on
clusterization of these defects in Si. This consideration
is based on a detailed in situ analysis of the defect-
growth kinetics in the {113} plane under irradiation
with 1-MeV electrons in a high-voltage electron micro-
scope (HVEM).

The fact that a focused beam of electrons with an
above-threshold energy is used in a HVEM makes it
001 MAIK “Nauka/Interperiodica”
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possible to attain an irradiation intensity as high as
6 × 1019 electron/(cm2 s), which is comparable with
light-ion implantation in the generation rate of point
defects. In combination with using high-resolution
electron microscopy (HREM) to visualize the crystal
structure, this method becomes very informative in
studying the reactions of point defects. With this
method, much insight into how the point defects inter-
act with each other and with various sinks in the crystal
has been gained [7, 10–14]. In this study, a HVEM is
used to show that there is no basic discrepancy between
the experimental data and theoretical concepts and that
a barrier to the recombination of separated Frenkel
pairs does exist. However, the height of this barrier
depends on the type and concentration of the dopant
and, supposedly, on the structural configuration of the
vacancy and the magnitude of its lattice relaxation.

The notion about a surface as an efficient recombi-
nation center is widely accepted in scientific publica-
tions and implies an equiprobable drain of point defects
to the surface. In fact, the in situ experiments with irra-
diation of Si with electrons in a HVEM indicate that the
surface layers acting as sinks for vacancies and intersti-
tial atoms are relatively thick and extend to 500 and
200–300 nm, respectively, from the surface if the
native-oxide thickness does not exceed 1 nm [7]. How-
ever, as the oxide-film thickness increases to 15–30 nm,
the thickness of the sink layer for vacancies changes
only slightly, whereas that for interstitial atoms
decreases to 10 nm. These data formed the basis for
determining the coefficients of the interaction of point
defects with the surface. It has been shown that the
coefficient of interaction between vacancies and the
oxidized Si surface (kvs = 0.1–1) exceeds the corre-
sponding coefficient for interstitial atoms (kis =
10−3−10–2) by almost two orders of magnitude [7]. This
gives rise to a buildup of interstitial atoms in the surface
layer of the crystal irradiated in a HVEM, which are
clusterized at T < 600°C in the {113} plane in the form
of metastable configurations similar to configurations
of atoms in the dislocation core. Detailed data about the
interstitial-atom configurations in the Si and Ge crys-
tals in relation to the irradiation temperature can be
found elsewhere [7]. At the same time, during ion
implantation, the point defects annihilate so effectively
that only a single interstitial atom per each implanted
ion remains in the crystal and is involved in the forma-
tion of the interstitial-type defects and in impurity dif-
fusion (one of the latest reviews in this field can be
found in the publication by Chason et al. [15]). In this
so-called (+1) model, the drain of vacancies to the sur-
face is ignored and, in fact, excludes vacancies from
involvement in the implanted-impurity diffusion. An
increase in the implanted-ion dose leads to an increase
in the number of interstitial atoms accumulated in asso-
ciations to 4.5 per each ion; i.e., the (+1) model is trans-
SEMICONDUCTORS      Vol. 35      No. 9      2001
formed into a (+4.5) model. This may be assumed as
indicative of both the clusterization of vacancies in the
implanted layer and the origination of a drain of vacan-
cies to the surface. The latter assumption is supported
by the results obtained from in situ irradiation with Si+

ions in ultrahigh vacuum in a scanning tunneling
microscope [16]. In this study, it is shown that the drain
of vacancies to the atomically clean surface at T =
20−500°C precedes the drain of interstitial atoms. It
may be assumed that the drain of vacancies to the sur-
face in the course of growing the silicon ingots also
ensures supersaturation with respect to interstitial
atoms in the growing crystal if the crystallization-front
velocity is low. Using the recent experimental [14] and
theoretical [17] data on relaxation volumes of point
defects, we will show that, when a barrier for the point-
defect recombination emerges, the drain of vacancies to
the surface may compensate for an increase in the crys-
tal energy caused by the Frenkel pair separation.

2. EXPERIMENTAL

In this study, the wafers of P-doped n-Si grown by
the floating-zone method (FZ-Si) and of P- and
B-doped n- and p-Si grown by the Czochralski method
(CZ-Si), with the (110), (001), and (111) orientations
were used; the resistivities ranged from 4000 to
0.005 Ω cm. The oxygen, carbon, and phosphorus con-
centrations in FZ-Si were 1016, 3 × 1015, and 3 ×
1012 cm–3, respectively. The concentrations of oxygen
and carbon in CZ-Si were 1018 and 1017 cm–3, respec-
tively. Disks about 2.8 mm in diameter were then cut
from the wafers. These disks were thinned by etching in
a HF : HNO3 = 1 : 5 solution. The etching was contin-
ued until a hole appeared; variable-thickness regions
transparent for electrons were formed around this hole.
The thickness of the crystal was determined from the
number of extinction contours formed in the image of a
tapered crystal around the hole under the conditions of
dynamic diffraction of electrons. In order to ensure that
the conditions for the interaction of point defects with
the surface were reproducible, all the thinned samples
were coated with 15-nm-thick SiO2 or Si3N4 layers
(a detailed description of experiments in a HVEM can be
found in [7]). The samples were irradiated with 1-MeV
electrons with intensities of 3 × 1018–5 × 1019 elec-
tron/(cm2 s) in the temperature range 20–800°C; a
JEOL-1250 HVEM was used.1 Temperature was mea-
sured using a thermocouple embedded in the sample
holder.

1 Experiments with a JEOL-1250 were conducted by me at the Bel-
gian National Center for Electron Microscopy (the RUCA-EMAT
University, Antwerp) in 1996–1997.
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3. RESULTS

3.1. Clusterization of Point Defects in Si
at T = 20–350°C

The process of clusterization of point defects in this
temperature range, including the in situ irradiation in a
high-resolution electron microscope (HREM), has been
described elsewhere [10–12]. At T = 20°C, this process
involves a joint clusterization of point defects, which
results in the formation of amorphous regions in the
{113} family of planes. Depending on the local con-
centration of interstitial atoms, these regions are trans-
formed either into the well-known interstitial-type
{113} defects with hexagonal structure or into the per-
fect crystal. This made it possible to detect a barrier to
the recombination of interstitial atoms with extended
vacancy clusters (the barrier height is about 1 eV);
owing to this barrier, metastable configurations of inter-
stitial atoms can form within a vacancy defect [12].

1 µm

8 min

15 min

25 min

n-Si–SiO2

(a)

(b)

(c)

1

1

1

Fig. 1. Successive growth stages for the {113} defects in
n-Si–SiO2 (with the Si thickness h = 0.1–0.4 µm and with

the phosphorus concentration CP = 1017 cm–3) in the course
of irradiation with electrons in a high-voltage electron
microscope. The SiO2 thickness is 15 nm. The irradiation

intensity I = 5 × 1018 electron/(cm2 s); T = 500°C. The irra-
diation duration is indicated in the microphotographs. The
numeral 1 in Figs. 1a–1c indicates the same slanting defect.
3.2. Growth Kinetics of the {113} Defects
in Lightly Doped Si Crystals

The increase in the irradiation temperature to 500°C
gives rise to steady-state stages of growth of the {113}
defects; these stages set in after a short period of
enhanced growth of defects in the 〈110〉  direction. The
initial stage of the defect growth is related to the pipe
diffusion of interstitial atoms and is considered in detail
by Aseev et al. [7]. In this stage, the size of the defects
in the 〈110〉  directions may be as large as several
micrometers at T = 500°C; that is why these defects
were originally referred to as rodlike defects. The
steady-state stage of defect growth is accompanied by
an increase in their sizes in the 〈332〉  direction perpen-
dicular to the 〈110〉  defect axis; as a result, the defects
acquire a two-dimensional shape with the {113} crystal
habit. Long steady-state growth stages are observed in
the n-Si–SiO2 and p-Si–SiO2 structures subjected to low-
intensity electron irradiation (I & 6 × 1018 cm–2 s–1) if the
crystal thickness h & 0.5 µm. A series of electron
microscopy images of the {113} defects in n-Si–SiO2 is
shown in Figs. 1a–1c; it can be seen that the growth
with the rate of V332 = 0.1 nm/s in the 〈332〉  direction is
time-independent. The results of measuring the steady-
state growth rates V332 in relation to the irradiation
intensity I in the n-Si–SiO2 and p-Si–SiO2 structures
with the Si thickness h < 0.5 µm are shown in Fig. 2a.
It can be seen that, for n-Si, the dependence V332(I) is
nearly linear (V332 ∝ I), whereas this dependence in p-Si
deviates from linear for I > 6 × 1018 electron/(cm2 s) and
starts to follow a parabolic law (V332 ∝ I1/2).

More pronounced distinctions in the growth kinetics
of the {113} defects and in their spatial arrangement
between n-Si–SiO2 and p-Si–SiO2 are observed if the Si
thickness h * 1.5–2 µm (see Fig. 2b). All defects in
n-Si originate and grow in a thin (0.1–0.2 µm) surface
layer and do not penetrate into the crystal bulk
(Figs. 3a–3c). It follows from the electron microscopy
images that the {113} defects inclined to the surface
virtually do not penetrate into the bulk; these defects
are displayed in the form of thin streaky defects in a
thin n-Si layer (Fig. 1, defect 1). In the initial stage,
some of the defects penetrate into the bulk but immedi-
ately disappear. These defects are completely unob-
served in ultrahigh-purity FZ-Si crystals with a phos-
phorus concentration of 1012 cm–3. The high growth rate
of the {113} defects in n-Si results in the fact that they
rapidly attain a critical size of 200 nm in the 〈332〉
direction and are immediately transformed into perfect
dislocation loops and dipoles; these extended defects
climb with different kinetics controlled by changes in
the configurations of interstitial atoms in the plane of
the loops. At the same time, very long and slanting
{113} defects penetrating deep into the crystal bulk are
observed in p-Si (Figs. 4a–4c). The results of measur-
ing the dependence V332(I) in n- and p-Si–SiO2 and in
SEMICONDUCTORS      Vol. 35      No. 9      2001
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Fig. 2. Dependences of the steady-state growth rates of the {113} defects V332 on the irradiation intensity I in lightly doped struc-
tures: (a) and (b) correspond to the Si–SiO2 structures and (c) is for a Si–Si3N4 structure; the Si thickness was h = (a) 0.1–04 and

[(b), (c)] 1.5–2 µm. The phosphorus and boron concentrations were equal to 1016 cm–3.
n- and p-Si–Si3N4 are shown in Figs. 2b and 2c for the
Si thickness of h = 1.5–2 µm. It can be seen that the lin-
ear dependence V332 ∝ I  is observed for n-Si–SiO2

(Fig. 2b, curve 1), whereas the dependence V332 ∝ I1/2

is observed in n-Si–Si3N4 (Fig. 2c, curve 1). Deviations
from these dependences for small values of I are related
to the fact that only the pipe diffusion of interstitial
atoms along 〈110〉  occurs owing to the low generation
rate of point defects (about 10–7 s–1). In p-Si, the depen-
dence V332 ∝ I1/2 is observed irrespective of the type of
coating deposited on the surface of irradiated samples
(Figs. 2b, 2c, curves 2). It also follows from Fig. 2c that
the steady-state growth rates for the {113} defects are
threefold higher in n-Si than in p-Si.

3.3. Growth Kinetics of the {113} Defects
in Heavily Doped Si Crystals

In silicon with the boron and phosphorus concentra-
tions CB, P * 1019 cm–3, the growth kinetics of the {113}
defects changes drastically. The dependences V332(I) in
n-Si–Si3N4 with the Si thickness of h = 2 µm and CP =
1016–1019 cm–3 are shown in Fig. 5a. It can be seen that
the dependence V332(I) changes only slightly when
CP is varied in a wide range. However, it is worth noting
that, in these crystals, dislocation loops are formed and
slanting {113} defects penetrating into the bulk appear.
The dependences V332(I) for comparatively thick
p-Si−Si3N4 crystals with CB = 5 × 1015–2.5 × 1019 cm–3

are shown in Fig. 5b. The growth rate V332 is seen to
decrease drastically as the concentration CB increases.
Symbol 4 in Fig. 5b corresponds to the growth rate for
the {113} defects in very thin crystals, whereas the
{113} defects are not observed at all in thick p-Si crys-
tals with CB = 2.5 × 1019 cm–3. The process of the clus-
terization of point defects in heavily doped Si crystals
was outlined in detail in [7, 18].
SEMICONDUCTORS      Vol. 35      No. 9      2001
4. DISCUSSION

4.1. Recombination of Point Defects in Si

Clusterization of point defects during in situ irradi-
ation in a HVEM is adequately described in terms of

1 µm

1 min

2 min

3 min

(a)

(b)

(c)

1

1

1

n-Si/SiO2

Fig. 3. Successive growth stages for the {113} defects in
n-Si–SiO2 (with a Si thickness of h = 1.5–2 µm and a phos-

phorus concentration of CP = 1017 cm–3) in the course of
irradiation with electrons in a high-voltage electron micro-
scope. The SiO2 thickness is equal to 15 nm. The irradiation

intensity I = 3 × 1019 electron/(cm2 s); T = 500°C. The irra-
diation duration is indicated in the microphotographs. The
numeral 1 in Figs. 3a–3c indicates the same slanting defect.
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the theory of the rates of quasi-chemical reactions; the
applicability of this theory to Si and Ge has been con-
sidered in detail by Aseev et al. [7]. According to this
theory, the growth rate of the interstitial-type {113}
defects in the steady-state stage of irradiation can be
given by

(1)

Here, a is the interatomic distance, kid = 1–2 is the coef-
ficient of interaction between interstitial atoms and the
{113} defect, Ci is the interstitial-atom (i) concentra-
tion during irradiation in reference to the concentration
of atoms in the crystal, and Di = ν0exp(–Eim/kT) is the
coefficient of interstitial-atom migration. Depending on
which reaction (recombination or drain of vacancies to
the surface) controls the establishment of quasi-equilib-
rium in the crystal, one can obtain simple expressions
for the point-defect concentrations. If recombination
prevails, we have

(2)

V332 akidCiDi.≈

CiDi PDv /kiv( )1/2,≈

n-Si/SiO2

10 min

14 min

1 µm

7 min

(a)

(b)

(c)

1

1

1

Fig. 4. Successive growth stages for the {113} defects in
p-Si–SiO2 (with the Si thickness h = 1.5–2 µm and the

boron concentration CB = 1017 cm–3) in the course of irra-
diation with electrons in a high-voltage electron micro-
scope. The SiO2 thickness is equal to 15 nm. The irradiation

intensity I = 3 × 1019 electron/(cm2 s); T = 500°C. The dura-
tion of irradiation is printed in the micrographs. The
numeral 1 in Figs. 4a–4c indicates the same slanting defect.
whereas, if the drain of vacancies to the surface is dom-
inant, we obtain

(3)

Here,

(4)

is the generation rate of point defects; ka is the coeffi-
cient accounting for direct recombination of Frenkel
pairs with closely spaced components (ka = 10–3–10–4

[6]); z is the number of defects generated by a single
electron (z = 1); σ is the cross section for displacement
of an atom as a result of elastic collision with an elec-
tron (σ = 5 × 10–23 cm2); cs is the surface-sink density;
and kv s is the coefficient accounting for the interaction
of vacancies with the surface (kv s = 0.1–1 [7]). Accord-
ing to [19], the coefficient accounting for the point-
defect recombination that follows the second-order
reaction is written as

(5)

and riv = 4a. It follows from formulas (1)–(3) that
V332 ∝ I if the drain of vacancies to the surface is prev-
alent, whereas V332 ∝ I1/2 if the point-defect recombina-
tion is dominant.

Experimental dependences V332 ∝ I in n-Si–SiO2
(Figs. 2a, 2b) indicate that the growth kinetics of the
{113} defects in n-Si–SiO2 during irradiation is con-
trolled by the drain of vacancies to the surface irrespec-
tive of the crystal thickness. This also indicates that the
recombination of point defects in n-Si is retarded. At
the same time, in both relatively thin and relatively
thick p-Si–SiO2 structures, the dependence V332 ∝ I1/2

prevails; i.e., the growth of the {113} defects is con-
trolled by the reaction of point-defect recombination.
The value of riv in p-Si can be estimated from the
change in the dependence V332(I) in a thin p-Si–SiO2

structure for I = 6 × 1018 electron/(cm2 s) (see Fig. 2a);
this change is indicative of the onset of recombination.
By using (4), we obtain the generation rate P = 3 × 10–8–
3 × 10–7 s–1, which corresponds to the concentration of
generated point defects approximately equal to

1015−1016 cm–3; thus, we obtain  ≈ 50–100 nm. The
latter value is much larger than riv ≈ 15a ≈ 7 nm esti-
mated [6] on the assumption of the Coulomb interac-
tion between the point defects and suggests that the
interaction of point defects is elastic in the course of
their recombination. The fact that the dependence
V332 ∝ I1/2 is observed in n-Si–Si3N4 and p-Si–Si3N4
and that the growth rates of point defects in n-Si and in
p-Si differ by a factor of 3 corresponds approximately
to the tenfold difference between the recombination
rates of point defects; these rates are accounted for by
the coefficients kiv in formula (2).

CiDi P/cskv s.≈

P kazσI=

kiv 4πriv /a,=

riv
p

SEMICONDUCTORS      Vol. 35      No. 9      2001



RECOMBINATION OF POINT DEFECTS 1077
1018 1019 1020

I, electron/(cm2 s)

100

101

V332, Å/s (a)

n-Si–Si3N4

1
2
3

1018 1019 1020

(b)

1
2

3

4

p-Si–Si3N4

Fig. 5. Dependences of the steady-state growth rates for the {113} defects V332 on the irradiation intensity I in (a) n-Si−Si3N4 and

(b) p-Si–Si3N4. The Si thickness h = 1.5–2 µm. In Fig. 5a, the phosphorus concentration CP = (1) 1016, (2) 1017, and (3) 1019 cm–3. In

Fig. 5b, the boron concentration CB = (1) 5 × 1015, (2) 1017, (3) 1018, and (4) 2.5 × 1019 cm–3.
Obviously, both the charge states of defects and
their lattice relaxation can play an important role in the
recombination of point defects. However, it is difficult
to suggest with confidence which types of point defects
are dominant in n- and p-Si at elevated temperatures
and are involved in recombination. It is believed that
the lattice relaxation of point defects is well under-
stood. According to [3, 14], an interstitial atom features

a large positive value of the relaxation volume  =
(0.9–0.94)Ω , where Ω is the volume occupied by a Si
atom in the equilibrium Si lattice. For a vacancy, the

corresponding volume  is negative and varies from
(–0.25)Ω to (–0.97)Ω [3, 14, 17, 20]. Recent calcula-
tions performed ab initio [17] using a large cluster
(incorporating 200 atoms) have shown that the volume
of lattice relaxation of a vacancy and the relaxation
energy depend on the vacancy’s charge state. The relax-
ation energies are equal to 0.33 and 0.45 eV for posi-
tively charged vacancies (V+ and V++) and to 0.90 eV
for a neutral vacancy (V 0). Unfortunately, the data on
negatively charged vacancies are lacking in [17]. How-
ever, it is clear that a large magnitude of lattice relax-
ation for a vacancy is caused by the capture of electrons
by this defect and is a consequence of the Jahn–Teller
effect. The data obtained by Watkins from experiments
with electron spin resonance also indicate that the
Jahn–Teller stabilization energy varies from 0.4 eV for
V+ to about 1 eV for a vacancy–phosphorus complex
[21]. The strong dependence of the vacancy lattice
relaxation on the charge state and the lack of similar
data for interstitial atoms suggest that the recombina-
tion of point defects is largely controlled by the struc-
tural configuration of the vacancy, rather than by this
configuration of an interstitial atom. Taking into
account that an interstitial atom can also exist in the
split configuration [3, 4, 8, 9, 13, 14], we may assume

Vi
rel

Vv
rel
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that the probability of its recombination should
decrease appreciably as the vacancy becomes more
extended. This is indirectly supported by the presence
of a barrier with a height of about 1 eV for the recom-
bination of interstitial atoms with extended vacancy
clusters in Si; these clusters were observed in situ in Si
irradiated with electrons in a HREM [10–14].

Assuming that there is an energy barrier to the
recombination of separated Frenkel pairs, we may write
the expressions for the recombination coefficients in n-
and p-Si as

(6)

where  is the entropy and  is the relaxation
energy.

It follows from the aforementioned estimate  ≈

50–100 nm for p-Si and from expression (5) that  ≈

1000–2000. Assuming that, in expression (6) for ,
the number of possible lattice sites around the vacancy

( )0 = 4 and that the barrier height in p-Si corre-
sponds to one of the values for the lattice-relaxation
energy of the positively charged vacancies (V+ and V++)

 ≈ 0.33–0.45 eV, we obtain  ≈ (10–11)k for the

entropy. Such a large value of  is typically related to
the extended configurations of point defects and testi-
fies that the point defects interact elastically while
recombining. It follows from the experimentally deter-
mined ratio between the growth rates of the {113}
defects in n- and p-Si (Fig. 2c) that the ratio of the

recombination coefficients is given by /  ≈ 10. On

the assumption that the values of ( )0 and  are

kiv
p n, kiv

p n,( )0
Siv

p n, /k( ) Eiv
p n, /kT–( ),expexp=

Siv
p n, Eiv

p n,

riv
p

kiv
p

kiv
p

kiv
p

Eiv
p Siv

p

Siv
p

kiv
p kiv

n

kiv
p; n Siv

p n,
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the same for n- and p-Si, we then obtain the barrier

height for recombination in n-Si equal to  ≈
0.5−0.6 eV. Obviously, a higher energy barrier to the
recombination in n-Si gives rise to higher steady-state
concentrations of point defects in this material and to a
shift of the growth zone for the {113} defects towards

the surface. The value obtained for  is close to

 ≈ 0.6–0.8 eV determined from the nucleation
kinetics of the point-defect clusters in heavily doped
n-Si at T = 200°C [7, 18]. The fact that the values

obtained for  are nearly the same and that the
growth kinetics of the {113} defects depends only
slightly on the phosphorus concentration (Fig. 5a) is
indicative of a unified mechanism of the defect recom-
bination in n-Si. According to the data reported by Wat-
kins [21], this implies that a single type of strongly
relaxed vacancies is dominant in n-Si. At the same time,
the heavy dependence of the growth kinetics of the
{113} defects in p-Si on the boron concentration (see
Fig. 5b) indicates that the bimolecular mechanism for
the point-defect recombination is replaced by recombi-
nation at the boron atoms; i.e.,

According to the data reported previously [7, 18] and to
the results of this study, it may be concluded that only
the reaction Bi + V = Bs causes the drain of vacancies to
the surface to be suppressed; as a result, clusterization
of interstitial atoms in heavily doped p-Si ceases.

4.2. The Drain of Point Defects to the Surface

According to [7], the predominant drain of vacan-
cies to the oxidized Si surface in the absence of a high
boron concentration is related to the fact that kv s @ kis.
The above analysis shows that the growth of the inter-
stitial-type {113} defects is caused by the drain of
vacancies to the surface and manifests itself under the
conditions of the point-defect recombination with an
energy barrier involved. On the basis of the recent
experimental and theoretical data on the relaxation vol-
umes of point defects [14, 17], it can be explained why
it is the drain of vacancies, rather than interstitial atoms
that occurs under the conditions of intense irradiation.
Without going into the details of the theoretical analysis
suggested previously [22] to calculate the activation
volumes of point defects, the total energy of the crystal
can be written as

(7)

where (1/2)  is the crystal energy related to the

lattice potential of interaction between atoms,  is
the energy of the near-boundary region, ac1 is the con-
tribution of the work expended on maintaining the ideal

Eiv
n

Eiv
n

Eiv
n

Eiv
n

Sii Bs+ Bi, Bi V+ Bs.= =

E 1/2( ) ϕ ij∑ ϕ jk∑ ac1 bc1
2,+ + +=

ϕ ij∑
ϕ jk∑
lattice in equilibrium, and b  is the contribution of
displacement of atoms in the crystal to the elastic
energy of the crystal. Eshelby has shown [23] that an
increase in the volume ∆V, which is related to the lattice
configuration in a finite sample and is a linear function
of the elastic variable c1, is given by

(8)

where a1 is the force correction coefficient.
As an extremely simplified variant, let us consider

the variation in the energy E related only to a change in
the crystal volume due to the generation of the Frenkel
pairs. According to the data reported by Fedina [14], the
volume corresponding to the formation of a separated

Frenkel pair  is equal to the sum of relaxation vol-
umes of an interstitial atom and a vacancy; i.e.,

where Ω is the atom’s volume in the equilibrium silicon
lattice. If vacancies do not reach the surface, then

where Ns is the number of atoms in the crystal and Ci, v
is the number of separated Frenkel pairs referenced to
the number of atoms in the crystal. As follows from (7)
and (8), this should result in an increase in the crystal
energy. If a vacancy reaches the surface, the volume
corresponding to the formation of a Frenkel pair
becomes formally equal to the volume of formation of

an interstitial atom; i.e.,  = (–Ω) + 0.94Ω = –0.06Ω .
The change in the crystal volume is then given by

where Cv is the concentration of vacancies that reached
the surface; this concentration is divided by the number
of atoms in the crystal. Such a change in the volume is
much more favorable. The corresponding energy gain
is compensated by the energy of interstitial atoms clus-
terized in the form of the {113} defects; the latter
energy is small and does not exceed 0.7 eV per intersti-
tial atom [24]. If an interstitial atom reaches the surface,
the volume corresponding to the formation of a Frenkel
pair becomes equal to the vacancy-formation volume;

i.e., we have  = Ω + (–0.5Ω) = 0.5Ω . Correspond-
ingly, this results in an increase in the crystal energy, as
in the case of separation of a Frenkel pair in the crystal
bulk. It is only if both a vacancy and an interstitial atom

reach the surface that we have  = Ω + (–Ω) = 0,
which is equivalent to their recombination at the sur-

face. The basic inequality  <  should have
yielded a calculated energy of formation of an intersti-
tial atom lower than that of a vacancy. However, an
analysis of published data shows that variations in these
energies are related to the type of potential used in the

c1
2

∆V 4πa1c1,=

Vi v,
f

Vi v,
f Vi

rel Vv
rel+ 0.94Ω 0.5Ω–( )+ 0.44Ω,= = =

∆V NsΩ 1 0.44Ci v,+( ),=

Vi
f

∆V NsΩ 1 0.06Cv–( ),=

Vv
f

Vi v,
f

Vi
f Vv

f
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calculations, so that the relation between  and 

and, correspondingly, between  and , as well as
between the formation energies of point defects, may
become reversed [3, 4]. Nevertheless, it follows from
the comparison of the data obtained from the first prin-
ciples in terms of the local approximation for the elec-
tron-density functional (LDA) that the interstitial-atom
energy in Si is 3.35 eV, whereas this energy amounts to
3.65 eV for a vacancy [24, 25].

Thus, if there are thin SiO2 or Si3N4 layers at the sur-
face of irradiated crystals (in which case, interstitial
atoms cannot reach the surface), the drain of vacancies
to the surface ensures the compensation for an increase
in the crystal energy caused by the separation of the
Frenkel pairs and by the accumulation of point defects.
It should be noted that the drain of vacancies to the sur-
face is suppressed not only by the high concentration of
boron atoms but also (see, for example, [14]) by large
compression stresses (larger than 0.3%) in pseudomor-
phic SixGe1 – x layers grown over Si. In these crystals,
recombination of point defects occurs even if the layer
thickness is about 10 nm. The data obtained in this
study (Fig. 2b, 2c) also testify that the drain of vacan-
cies to the surface diminishes. Due to the origination of
weak compression stresses at the Si–Si3N4 interface,
the drain of vacancies diminishes, which ensures the
manifestation of recombination in the growth kinetics
of the {113} defects in n-Si.

5. CONCLUSION

The roles of recombination and the interaction of
point defects with the surface in the course of the clus-
terization of point defects in Si were considered on the
basis of a detailed analysis of steady-state growth kinet-
ics of the {113} interstitial-type defects in relation to
the crystal thickness, the type of surface coating (SiO2
or Si3N4), the doping impurity (boron or phosphorus)
concentration, and the intensity of 1-MeV electron irra-
diation in a HVEM. It is shown that the higher growth
rates of the {113} defects in n-Si compared to p-Si
under the conditions of the predominance of recombi-
nation are caused by a difference in the heights of
energy barriers for recombination in these crystals:
0.6–0.8 and 0.33–0.45 eV, respectively. The energy-
barrier heights obtained in n- and p-Si correlate with the
relaxation energies of vacancies in different charge
states. The fact that the growth kinetics of the {113}
defects in n-Si is independent of the phosphorus con-
centration implies the invariance of the point-defect
recombination mechanisms in these crystals. At the
same time, the strong dependence of the defect-growth
kinetics in p-Si on the boron concentration is related to
a change in the point-defect recombination mechanism;
as a result, the drain of vacancies to the surface and the
clusterization of interstitial atoms are suppressed.
Using the data on the relaxation volumes of point
defects, it is shown that the drain of vacancies to the

Vi
rel Vv

rel
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f Vv

f
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surface under the conditions of the existence of a bar-
rier to the recombination of point defects ensures the
compensation for an increase in the crystal energy
caused by the separation of the Frenkel pairs.
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Abstract—The spin orientation of two-dimensional (2D) electrons by a lateral electric field is considered. The
electron dispersion law is assumed to contain linear terms due to the spin–orbit band splitting in an asymmetric
quantum well. The coefficient of spin orientation in a DC electric field is found. The mean electron spin is ori-
ented in the sample plane perpendicularly to the electric field. The interaction of an AC electric field with spins
of 2D electrons is studied. It is shown that transitions between different spin states give rise to a narrow absorp-
tion band. These states are mixed with 2D plasmons in the frequency range related to these transitions, with the
result being that the plasmon spectrum is modified and a new type of oscillations arises (spin-plasmon polari-
ton). The problem of the generation of spin-plasmon polaritons by an external field is solved. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The recent revival of interest in spin nanoelectronics
makes studying the spin effects in low-dimensional
systems an urgent problem. First of all, this is related to
the possible application of the spin degrees of freedom
to create quantum bits. To use the spin degrees of free-
dom in semiconductor devices, it is desirable to control
electron spins electrically since other means of control
(magnetic field, light) are not local enough and, there-
fore, cannot ensure selective action on a comparatively
small modern semiconductor device. Moreover, the
magnetic field needs to be sufficiently strong to cause
an essential redistribution of electrons over spin states,
and such a field cannot be changed fast enough. The
effect of electric field on the spin degree of freedom can
be provided by the spin–orbit coupling. It is well known
that the spin–orbit coupling of two-dimensional (2D)
electrons on an oriented surface1 can be described
using the Hamiltonian proposed by Vas’ko [1] and
Rashba [2]:

(1)

Here, p = (px, py) is the 2D electron momentum, the
z-axis is perpendicular to the system plane, α is the
spin–orbit coupling constant, and σi are the Pauli matri-
ces; hereafter, " = 1.

The Hamiltonian (1) yields the energy spectrum

(2)

1 A physical implementation of an oriented surface is the 2D elec-
tron system with different upper and lower boundaries, e.g., a het-
erojunction or an inversion channel.

*̂0
p2

2m
------- *̂so, *̂so+ α s pn[ ]( ) sW( ).≡= =

εµ p( ) p2

2m
------- µ α p,+=
1063-7826/01/3509- $21.00 © 21081
where µ = ±1 enumerates two branches of the spin-split
spectrum of the 2D electron gas. The splitting of the
branches is usually small, constituting about 10–2 of the
Fermi energy. That is why thermodynamic manifesta-
tions of the spin–orbit coupling are hardly of any inter-
est; however, the spin degrees of freedom may be
essential for some kinetic processes. In this paper, we
consider the effect of the DC and AC electric field with
the vector lying in the plane of the system on the 2D
Fermi gas and take into account the spin–orbit cou-
pling. A DC electric field leads to spin polarization of
electrons. In a high-frequency field, a narrow resonance
emerges in the absorption spectrum, related to transi-
tions between spin–orbit-split subbands (in the absence
of a magnetic field!). The interplay of this transition
with 2D plasmons gives rise to mixed plasmon-spin
waves. The spectrum of these oscillations will be
found, and the possibility of their generation will be
considered.

2. SPIN ORIENTATION OF 2D ELECTRONS
BY AN ELECTRIC FIELD

In this section, we consider the emergence of a mean
spin density S in a 2D system under the action of a lat-
eral electric field E. The phenomenology of the effect
in a system isotropic in the (x, y) plane (z-axis is parallel
to the normal n to the surface) is described by the equa-
tion

(3)

Here, γ is the spin orientation coefficient.

S γ n E×[ ] .=
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The spin orientation coefficient can be written in
terms of the Kubo formalism [3]:

(4)

Here, A is the system area, T is temperature, –e is the

electron charge,  is the total Hamiltonian of the sys-
tem, f(ε) = 1/(1 + exp(ε – ζ)/T) is the Fermi distribution
(ζ is the chemical potential), δ  +0, and (t) and

(t) are the operators of electron velocity and spin in
the Heisenberg representation. The angle brackets
denote averaging over the impurity distribution. For the
sake of definiteness, the electric field is chosen to be
aligned with the x-axis, with the resulting spin directed
along the y-axis.

Averaging over scatterers in formula (4) leads to the
inclusion of the relaxation mechanism. The formula
can be disentangled using the Edwards graph technique
[4]. It can also be interpreted directly without averag-
ing, if δ implies the increment of the electric field (turn-
ing-on by the exponential law ~expδt) or a phenomeno-
logical inverse relaxation time.

One more way to use this formula is to directly cal-

culate the spin density generation rate ( )g instead of
the spin density response. In the case of an electric field
exponentially rising with time, we have

It can be seen from what follows that, in the limit of
slow field turn-on and weak scattering, the quantity δγ
contains neither the rate at which the field rises nor any
relaxation parameters.

In the eigenfunction basis of the Rashba Hamilto-
nian,

(5)

where ϕp is the polar angle of the p vector, and the
matrix elements of the electron velocity and spin oper-
ators are as follows:

(6)

(7)

γ e–
A
----- te δt–d

0

∞

∫=

× λ Sp f *̂( )υ̂ x iλ–( ) 1 f *̂( )–( )ŝy t( ){ }〈 〉 .d

0

1/T

∫

*̂

v̂
ŝ

Ṡ

Ṡ( )g δS δγ n E×[ ] .= =

ψµ
ipr( )exp

2S
----------------------

iµ iϕp–( ) α( )sgnexp

1 
  ,=

vµµ p( ) p
pm
-------- p m α µ+( ),=

vµ µ–, p( ) i α µ p n×[ ]
p

-----------------,=

sµµ p( ) µα p n×[ ]
2 α p

---------------------, sµ µ–, p( ) iµ αp
2 α p
-------------.= =
With scattering disregarded, formula (4) can be written
in the form

(8)

As a result, in the collisionless approximation, we
have

(9)

Using formula (9), we obtain for the rate of spin gener-
ation by static electric field

(10)

The relaxation can be accounted for by the spin density
balance equation

where the spin relaxation rate is determined by the

expression ( )r = –S/τs in terms of the spin relaxation
time τs. This approach is justified if τs is independent of
the electron energy or if only monoenergetic electrons
(those on the Fermi surface) are involved. As a result,
1/τs should be substituted for the quantity δ in (9).

In order to verify and generalize the phenomenolog-
ical result (9), we use the quantum kinetic equation
approach. The electron kinetics is described by a one-
particle spin density matrix (p). The quantum kinetic
equation linearized in the external electric field reads

(11)

where ^ is the field term and St( ) is the collision
term.

It is convenient to use a basis of states with a fixed
spin quantization axis. The field term then reads

(12)

where ε = p2/2m.
Considering the relaxation, we take into account

only collisions with impurities. The collision integral
relying upon the smallness of the parameter λ = α/υF,
which allows one to take into account only scattering
with a conserved spin, can be transformed to

(13)

γ e
A
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---------------------------------------------------
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εµ p( ) εµ' p( )– iδ+
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γ meα
4πδ
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Ṡ( )g
meα
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Ṡ( )g Ṡ( )r+ 0,=

Ṡ
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ρ̇ i *̂so ρ̂,[ ] ^̂+ St ρ̂( ),= =

ρ̂

^̂
e

4mε
----------E 2p 2ε *̂so+( ) f ' ε *̂so+( ){–=

+ i p n,[ ] sn( ) f ε *̂so+( ) f ε *̂so–( )–[ ] } ,

St ρ̂( ) 2πNi Vp' p–
2δ ε ε'–( ) ρ̂ p'( ) ρ̂ p( )–[ ] .
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Here, Vp' – p is the Fourier component of the impurity
potential (with ignored spin–orbit corrections to the
Hamiltonian of interaction with impurities).

To the zero and first orders in the spin–orbit cou-

pling constant, the quantity  =  +  reads

(14)

(15)

The spin density is determined by the trace of the den-
sity matrix with the spin operator. Solving the quantum
kinetic equation to a lower order in the constant α, we
find

(16)

Here,

(17)

is the relaxation time of the nth angular moment of the
distribution function (τ1 is the conventional transport
time of momentum relaxation).

In the low-temperature limit, the coefficient γ is
determined by the contribution from the Fermi surface.
As a result, we obtain

(18)

The relaxation time for scattering on charged impu-
rities in the system plane is proportional (with screen-
ing disregarded) to the electron energy: τ1 ∝  ε. In the
limit of a degenerate Fermi gas with Fermi energy εF,
we have for γ from formula (18)

(19)

which corresponds to formula (9) with  = πα2nsτ1

coinciding with the inverse time of spin relaxation via
scattering on impurities by the D’yakonov–Perel mech-
anism [5, 6]. In the case of scattering on neutral impuri-
ties (also lying in the system plane), τ1 is independent of
energy, with the second term in formula (18) vanishing.
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As follows from formula (19), γ grows with decreas-
ing α. This seemingly paradoxical statement is a conse-
quence of the spin relaxation slowing down at α  0.
Let us explain this in more detail.

A very important feature of the spin degree of free-
dom is that, in the limit under consideration Ωτ1 ! 1,
the spin relaxes relatively slowly in comparison with
the momentum, following the D’yakonov–Perel mech-
anism. Owing to this slowed-down relaxation, electrons
that are transferred from one spin subband to another
are accumulated there, which leads to an increase in
responses dependent on the electron distribution over
the spin subbands. In particular, the D’yakonov–Perel
[5] mechanism gives an inverse spin relaxation time
proportional to the squared splitting of the spin sub-
bands. At the same time, as seen from formula (9), the
rate of spin generation by a static lateral electric field is
proportional to the first power of the spin–orbit split-
ting. As a result, the mean spin induced by the lateral
field increases rather than decreases with a decreasing
spin–orbit splitting.

In the above reasoning, we disregarded a weaker
Elliott–Jafet mechanism of spin relaxation, governed
by the spin–orbit coupling with the impurity potential,
rather than by the spin–orbit splitting. Taking this
mechanism into account changes the dependence of γ
on α in such a way that the coefficient γ vanishes at
α  0.

According to formula (16), the optimal condition for
the effect to be observed is relatively low mobility of
electrons. In addition to an increase in γ, this enables a
higher electric field to be applied without electron or
sample heating.

In conclusion, we estimate the effect for the typical
case of GaAs/GaAlAs heterostructure with an electron
density of 5 × 1011 cm–2 and a mobility of 104 cm/(V s),
α = 4 × 105 cm/s [2]. Substituting these values into for-
mula (19), we obtain γ = 3 × 107 (cm V)–1; i.e., 3 ×
108 spins per cm2 are oriented when a field of 10 V/cm
is applied.

Let us briefly discuss the possibility of observing the
considered effect. The spin polarization of 2D electrons
could be directly detected on the basis of changes in the
magnetic moment of the 2D system in the electric field.
An infinite plane with magnetic moment lying in the
plane does not create a magnetic field.

Let us consider a 2D strip –L < y < L directed along
the electric field. Spins in this strip will be oriented
along the surface and perpendicular to the current
direction (x-axis). Their magnetic moments induce a

magnetic field (z = 0) in the plane of the system
described by the interpolation formula

By
S( )

By
S( ) 2gµBSL y2 L2–( )2

4d2L2+( )
1/2–

,=
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taking into account the finite thickness d of the 2D layer
(g is the Landé splitting factor, and µB is the Bohr mag-
neton).

This field is added to the magnetic field of the cur-
rent j flowing along the strip. Just above and below the

plane, this field has a magnitude of  = 2πj/c. Outside
the strip, in the plane of the system, the field has only a
z-component of about the same order of magnitude. For
the above parameters, we estimate the maximum field

magnitudes to be  ≈ 3 × 10–3 G and  ≈ 10–3 G.

Precision measurements of the magnetic field are
possible with the use of a SQUID formed in the sample
plane. Its typical size is several micrometers. Therefore,
the maximum magnetization field is three orders of
magnitude less at the SQUID. At the same time,
SQUID is mainly sensitive to the horizontal component
of the magnetic field. According to [7], the SQUID sen-
sitivity is good to 10–10 G, which is quite sufficient for
detecting the magnetization.

It is noteworthy that the effect considered in this
study is to some extent an inverse effect with respect to
the appearance of a current under the action of spin-
polarized electrons [6]. The primary spin polarization
induced by optical transitions under the action of circu-
larly polarized light, leading in the end to a steady-state
current, was considered in [6]. In our case, the current
induced by the DC electric field leads to the orientation
of electron spins.

3. SPIN-PLASMON OSCILLATIONS
IN A 2D ELECTRON GAS

Let us study the effect of an ac electric field on the
2D Fermi-gas, taking into account the spin–orbit cou-
pling, and first calculate the dynamic conductivity in

By
j( )

By
S( ) Bz

j( )

Fig. 1. Spin–orbit-split energy spectrum of the 2D system.
Arrows show transitions between spin subbands with the
threshold frequencies 2(|α|pF ± mα2).
the collisionless approximation. The Kubo formula [3]
for the dynamic conductivity reads

(20)

Here, G0 = e2/π is the conductance quantum.
In the collisionless limit, we obtain from formula (20)

(21)

Here,  = –µ, fµp ≡ f[εµ(p)].
In what follows, we assume that the electron gas is

degenerate in terms of the smallness of temperature in
comparison with the Fermi energy εF. At the same time,
the temperature may be comparable with the splitting
between the spin subbands.

Substitution of formulas (2) and (6) into (21) gives
(σij(ω) = δijσ(ω)):

(22)

(23)

Here, ns is the 2D electron density. The quantity σD is
the contribution to the conductivity, which is associated
with the velocity matrix elements diagonal in terms of
µ. We write it in the leading order in the parameter
(α/υF)2 (υF is the Fermi velocity), in which this contri-
bution coincides with the Drude conductivity. The
quantity σs is related to transitions between the spin
subbands.

We are interested in the frequency range close to ω0
(|ω – ω0| ! ω0). In this range, expression (23) for σs
simplifies to

σij ω( )
πG0

S
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1/T
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∞
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(24)

where the following dimensionless parameters are
introduced: temperature θ = T/(αpF) and detuning rela-
tive to the center of the spin absorption band, η = (ω –
ω0)/(2mα2). The symbol  stands for the principal part
of the integral.

In the low-temperature limit θ ! 1, we obtain from
formula (24)

(25)

At T = 0, Reσ(ω) is a step function of ω and is non-
zero within the range

This reflects the energy conservation law for vertical
transitions between spin subbands (see Fig. 1). The
imaginary part of the conductivity has logarithmic sin-
gularities at the ends of this interval. The low-tempera-
ture limit is reached at temperatures lower than the sub-
band splitting 2|α|pF near the Fermi momentum. At
higher temperatures, the absorption peak is broadened
by 2Tmα/pF and the absorption amplitude decreases
because of the equalization of band occupancies.

The electron scattering can be taken into account by
means of the quantum kinetic equation method formu-
lated in Section 2. In order for the plasmon attenuation
to be small near the resonance ω ≈ ω0, the inequality
Ωτ1 @ 1 must be valid. After rather cumbersome alge-
bra, we obtain formula (29) in the collisionless limit
and, in the low-temperature limit θ ! 1, the expression

(26)

In the limit under consideration, the collision-related

broadening of spin transitions,  = (2  + )/4 has
the same order of magnitude as τ1 governing the mobility.

The value of τs is easily found in various particular
cases. For example, τs = (4/3)τ1 for neutral impurities.
If scattering is determined by unscreened charged
impurities lying in the 2D layer plane, then τs = τ1.
Finally, for small-angle scattering (charged impurities,
thick spacer), τs = (2/3)τ1.

Imσs

iG0

16
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4. PLASMON SPECTRUM

Let us consider the problem of oscillations of a 2D
electron gas, taking into account transitions between
spin subbands in the absence of a field electrode and
ignoring displacement currents.

The continuity equation  + ∇ j = 0 for the surface
charge density ρ and the current density j, the Poisson
equation ∆φ = 4πρδ(z) for the potential φ, and the con-
stitutive equation j = –σ∇φ  are to be solved together in
order to find the oscillation spectrum.

After a Fourier transform in the sample plane, the
dispersion equation can be obtained similarly to [8]
(see also [9]). In the simplest case, the dispersion equa-
tion for the plasmon reads

(27)

Here, q is the wave vector; κ is the effective static
dielectric permittivity (if the 2D plane is confined
between two insulators with permittivities κ1 and κ2,
then κ = (κ1 + κ2)/2). Thus, knowledge about the fre-
quency dependence of the conductivity implicitly
determines the spin-plasmon spectrum ω(k).

In the collisionless limit, δD = δs = 0 and the spec-
trum at zero temperature is determined by the equation

ρ̇

2πiσ ω( )q
ω

------------------------- κ .–=
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Fig. 2. Spin-plasmon spectrum in the absence of wave atten-
uation for λ = 0.0259, corresponding to an InAs/GaSb het-
erostructure with carrier density 7.5 × 1011 cm–2. 2mα2 =
0.117 meV. The spectrum shows the square-root behavior

ω ∝   far away from the intersection with spin transi-
tions. Inset: the intersection region. Dotted lines show lim-
iting frequencies for spin transitions, which are asymptotes
of the spectrum; the spectrum branches exponentially
approach these straight lines.
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Fig. 3. Frequency dependence of the absorption coefficient near the spin-plasma resonance for the system presented in Fig. 2. The
dimensionless wave vector takes the values k = 3.2, 3.4, 3.6, 3.8, 4.0, and 4.2. To these values corresponds the shift of the absorption
peak from the left to the right; mobility µ: (a) 106 and (b) 3 × 106 cm2/(V s).
(28)

where the dimensionless wave vector k = qπG0/κmα2

and the parameter λ = α/υF are introduced.
There are undamped plasma waves at η > 1 and η < –1,

which correspond to the frequencies ω < 2αpF – 2mα2

and ω > 2αpF + 2mα2 (see Fig. 2). Within the frequency
range 2αpF – 2mα2 < ω < 2αpF + 2mα2, the plasmon
attenuation is due to collisionless energy transfer to
spin excitations. However, the wave attenuation is
rather weak in this frequency range: Imk/Rek ≈ λ and
the obtained spectrum can be considered exact.

In the same limit in the wave interaction region η !
1/λ, Eq. (28) can additionally be simplified by introduc-
ing the dimensionless variable ξ = (k – 4)/8λ:

(29)

Equation (29) shows that the characteristic range of fre-
quencies and momenta in which the plasmon spectrum
is modified is determined, in order of magnitude, by the
intersection of the plasmon dispersion range with that
of spin transitions, being equal to |ω – 2αpF| ≈ 2mα2 and
(k – 4) ≈ 8λ, respectively.

5. GENERATION OF PLASMONS

As is well known, the plasmon spectrum can be
determined from the absorption of electromagnetic
wave incident on the 2D structure. Since the wave-
length in the free space at appropriate frequencies is
large, the electric field of the wave is commonly spa-
tially modulated with a grating structure [10] (see also

1
k
---

1
16
------ 1

1 ηλ+
---------------- 4

1 ηλ+
---------------- λ η 1+

η 1–
------------ 

 ln+ ,=

η 1–
η 1+
------------ 

 ln 8 ξ η–( ).=
review [11] and references therein). The power density
absorbed by a 2D system is determined by the Fourier
harmonics of the electromagnetic field in the 2D system
plane E(q, z = 0). For a 1D grating with grooves in the
direction of the y-axis and spaced by d, qn = (0, 2πn/d).
These harmonics are linearly related to the zero-field
harmonic E(q = 0, z = 0) by the coefficients cq deter-
mined solely by the grating properties:

(30)

According to [11], the absorbed power can be written as

(31)

where

(32)

(33)

The zeros in the denominator determine the oscillation
spectrum ω(q).

The frequency dependence of the absorption coeffi-
cient at different wave vectors is presented in Fig. 3. We
use the following InAs/GaSb heterostructure parame-
ters: m = 0.055m0 and α = 9 × 10–10 eV cm [12] with an
electron mobility of µ = 106 cm2/(V s) (Fig. 3a) and µ =
3 × 106 cm2/(V s) (Fig. 3b) and electron density ns =
7.5 × 1011 cm–2.

According to Fig. 3, there are two absorption peaks:
narrow plasma-related and broad spin-related, with the
spin resonance being significantly (by several orders of
magnitude) weaker than the plasma-related one when

E q z 0=,( ) E q 0= z 0=,( )cq.=

W
1
2
--- Ex q 0= z 0=,( ) 2Re σef ω( )[ ] ,=

σef ω( ) σ q ω,( ) cq
2,

q

∑=

σ q ω,( ) σ ω( ) 1 2πiqσ ω( )
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the resonances have radically different frequencies. The
frequency of the absorption peak “follows” the plas-
mon spectrum ω(q). For clarity, only plots for the k val-
ues related to plasma resonances lying to the left of or
within the spin transition range are given in the figure.
If the wave vector determined by the diffraction grating
exceeds kc = 4, then plasma peaks are located symmet-
rically to the right of the range of spin-flip transitions.

When approaching the range of spin transitions, the
plasma resonance significantly falls in magnitude and
the intensity of the spin resonance increases. The oscil-
lator strength swapping occurs because of the external
field screening by the polarization of the medium,
which is induced by spin transitions. When the reso-
nance frequency falls within the range of spin transi-
tions, the narrow plasma resonance tends to the bound-
ary of this region in accord with the spin-plasmon spec-
trum in the collisionless limit (Fig. 2).

For the above InAs/GaSb heterostructure parame-
ters, we have "ω0 = 3.91 meV and qc = 2.44 × 104 cm–1.
It is noteworthy that an essential increase in the absorp-
tion coefficient due to spin transitions near the reso-
nance with plasma oscillations makes the experimental
observation of this effect easier.
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Abstract—Arrays of Ge quantum dots in unstrained GaAs/ZnSe/Ge heterostructures were obtained by molec-
ular-beam epitaxy for the first time. Their spatial parameters are examined by scanning tunneling microscopy,
and their electronic structure is studied by Raman spectroscopy. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Investigations of self-organized arrays of quantum
dots (QDs) have attracted much attention in recent
years. Experimental studies in this field are mostly car-
ried out on the basis of heterostructures with a large lat-
tice mismatch, such as GaAs/AlGaAs/InAs and Si/Ge
[1–8]. In this case, spontaneously ordered nanostruc-
tures (equilibrium arrays of three-dimensional (3D)
coherently strained islands [1] or atomic clusters [2])
can be obtained by molecular-beam epitaxy (MBE).
Mechanisms of the Ge island formation were discussed
previously [4].

Self-organization of the QD ensemble can take
place both under equilibrium and nonequilibrium con-
ditions. The thermodynamic approach is used to
describe the first case, and the kinetic approach, the sec-
ond. It is commonly believed that the self-organization
process is driven by the elastic strain fields that appear
due to the lattice mismatch between the substrate and
the epilayer. The underlying assumption is that the for-
mation of 3D coherently strained islands leads to a
decrease in the elastic energy of the system.

Elastic strains in mismatched heterosystems affect
the energy spectrum of the QDs, which may be dis-
torted considerably. It is of interest to study the elec-
tronic structure of a system whose properties are not
complicated by this effect. In this case, the spread in the
spatial parameters and in the energy characteristics of
the QD array can be compared directly. It also becomes
possible to investigate the properties of the QDs com-
posed of the same material but grown in different het-
erosystems to clarify the effects, first, of the energy
structure of the crystalline matrix and, second, of the
elastic strain itself on the QD energy spectrum.

In this paper, we report on the fabrication and inves-
tigation of the QD arrays in the GaAs/ZnSe/Ge/ZnSe
heterosystem. Unlike QD arrays in the
GaAs/AlGaAs/InAs and Si/Ge systems, the lattice mis-
match is small in this case (less than 0.3%) and the self-
organization mechanisms discussed above become
1063-7826/01/3509- $21.00 © 21088
inefficient. It should also be noted that undoped ZnSe
layers possess a high resistivity, which is necessary in
order to fabricate zero-dimensional (0D) objects elec-
trically isolated from the substrate; thus, one may
expect that this system will find applications in nano-
electronics.

1. Ge QUANTUM DOTS IN A GaAs/ZnSe/Ge 
HETEROSYSTEM: FABRICATION

AND CHARACTERIZATION

1.1. Growth Technology

The structures under study were grown in an MBE
unit with a residual pressure of 10–8 Pa; it is equipped
with a high-energy electron diffractometer for the con-
trol of the surface structure in the reflection configura-
tion (RHEED), a quartz gauge for measuring the thick-
ness of the deposited layers, and a manipulator with a
thermocouple to monitor the temperature directly at the
substrate surface. A GaAs wafer with orientations (110)
and (100) were used as substrates. After conventional
chemical treatment, they were mounted onto a molyb-
denum holder using an indium–gallium eutectic. Ther-
mal evaporators were used as Ge and ZnSe sources;
the ZnSe compound was loaded into the source for
growing the ZnSe layers [9]. Technological approaches
to the growth of continuous submicrometer ZnSe and
Ge layers and Ge/ZnSe superlattices on GaAs sub-
strates, as well as their properties, were reported previ-
ously [10–12].

After cleaning the GaAs substrate (an atomically
clean surface is obtained), the temperature was reduced
to 230°C and a ZnSe epilayer with Se-stabilized 2 × 1
surface superstructure was grown. Subsequently, an
array of Ge QDs was formed on top of the ZnSe layer;
the following two procedures were used.

In the first case, the substrate heating is switched off
for 2 h and the surface temperature decreases to 30°C.
After that, a Ge layer of thickness from 1 to 7 nm is
deposited. A RHEED pattern typical of the amorphous
001 MAIK “Nauka/Interperiodica”
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material is observed at this stage. Next, the substrate
temperature is increased at a certain rate. As the tem-
perature increases, the surface Ge layer transforms
from the amorphous to the polycrystalline phase; then,
at T ≈ 200°C, bulk reflections appear and, at T ≈ 300°C,
stretch into streaks. To obtain an array of islands, the
heating should be switched off at the appearance of the
bulk reflections to allow the sample to cool to room
temperature. If the heating is continued, a 2 × 2 surface
structure is finally formed at T ≈ 320–350°C.

The time needed for the transformation from one
type of surface structure to another depends on the
average thickness of the Ge layer on ZnSe. By varying
the angle of incidence of the diffractometer electron
beam on the sample surface, it was found that the solid-
state recrystallization of the submicrometer Ge layer
starts from the heterointerface.

In the second case, the QD array is formed at the
same time as Ge deposition at a temperature of 100°C
and below. In both methods, 3–4 Ge layers of different
thicknesses can be grown on a single substrate with the
use of a movable shutter.

The grown samples were studied by Raman spec-
troscopy and scanning tunneling microscopy (STM);
the STM images, obtained with a RIBER–OMICRON
microscope, were processed using computer graphics
and statistical analysis programs. To prevent oxidation,
the only surface of those samples prepared for the
Raman measurements was covered by a protective
ZnSe layer immediately after the QD formation. The
structures prepared for STM were grown on a thin tun-
neling-transparent ZnSe layer and were selected by
their current–voltage characteristics.

1.2. STM Analysis

In Fig. 1a, an STM image of a QD array on a
(110)-oriented substrate is shown. The islands were
formed during Ge deposition; the average Ge layer
thickness, measured during the growth by a calibrated
quartz gauge, equals 2 nm. One can see that the surface
contains an array of islands; the height profile along the
direction indicated by the straight line in Fig. 1a is
shown in Fig. 1b.

It is well known that the zero level in the profile
obtained by STM is taken to be at the depth correspond-
ing to the maximum deflection of the tip. For a system
characterized by a low island density and a low degree
of the surface coverage by the epilayer material, there
is a high probability that the tip will pass over the sub-
strate surface and, consequently, that the zero level thus
determined is valid. In the case under investigation, the
island density is ~2.5 × 1011 cm–2 (see Fig. 1) and the
validity of the zero-level determination should be con-
sidered more carefully. To test the correctness of the
zero level position, one can compare the average thick-
ness of the deposited layer calculated from the STM
profile with that measured experimentally. If the ratio
SEMICONDUCTORS      Vol. 35      No. 9      2001
of these two values is lower than unity, this means that
there is a continuous sublayer and the zero level is
shifted to coincide with its surface. If this ratio is higher
than unity, the continuous sublayer does not exist and
the most probable reason for such a discrepancy is the
following. In the STM measurements, the height of a
small protrusion over a nearly flat surface is determined
with maximum accuracy, but the depth of a small pit
between the islands is determined with a significant
error caused by the relatively large diameter of the tip
and the appearance of peripheral parasitic currents over
the tip circumference.

The statistical analysis of the surface profiles taken
along different directions yielded an average layer
thickness of 2.5–3.0 nm, well in excess of the value
determined experimentally using the quartz gauge
(2.0 nm); at the same time, the minimum height in the
obtained profiles is not equal to zero. This means that
there exists an array of separate islands, and the depth
of the valleys between them is not determined accu-
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Fig. 1. (a) An STM image of a quantum dot array for the
(110)-oriented sample with the average Ge layer thickness
of 2 nm. (b) The island height distribution along the line
shown in Fig. 1a.
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rately by the STM technique due to the above reasons.
This conclusion is corroborated by the Raman scatter-
ing data: the spectra typical of isolated 0D objects (i.e.,
QDs) are obtained for this sample.

To estimate the size uniformity of the QDs in the
ensemble, the distributions of the QDs over their height
and area were determined. The island height was deter-
mined by the maximum values obtained by profiling
(by the reasons explained above, the height of the peaks
is determined by the STM technique with the minimum
error).

The height distribution for the QD array with the
average Ge layer thickness of 2.0 nm is shown in Fig. 2.
One can see that the height of nearly half of the islands
falls within the range 3.0–3.5 nm, which is evidence of
their high uniformity. Similar distributions were
obtained for other coverage values; the average height
was observed to increase with the coverage.

The distribution of the QDs over their areas was also
obtained from the QD array STM images. The distribu-
tion is asymmetric: it has a sharp edge from the side of
low values and a smooth tail from the side of large val-
ues. It was established that the average area of the
island pedestal increases and the distribution broadens
with increasing coverage. According to the STM data,
the average density of the islands varies from 2.5 × 1011

to 2.0 × 1011 cm–2 for the mean Ge epilayer thickness
increasing from 2 to 4 nm. In the latter case, at the
reduced island density, the calculated mean thickness
of the epilayer (3.8–4.3 nm) agrees well with the cor-
rect value. This coverage corresponds to the onset of
the island merging, which is confirmed by the Raman
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Fig. 2. Distribution of the island heights in a quantum dot
array for the sample with the average Ge layer thickness of
2 nm.
scattering data. For a mean epilayer thickness of 4 nm,
the predominant orientation in the spatial arrangement
and the shape of the nuclei can be clearly seen: they are
elongated in the [110] direction.

STM images of the Ge layers deposited on the
(100)-oriented substrate were obtained for the average
layer thicknesses of 1.7, 3.4, and 5.1 nm. In this case, a
somewhat different picture was observed. The main dif-
ference is that, for the same coverages, the measured
island density for (100) orientation is higher than that
for the (110) orientation and lies in the range from 7 ×
1011 to 9 × 10–11 cm–2. The typical island size is smaller
than that for the (110) substrate orientation and
increases slightly with increasing coverage; viewed
from the top, the islands are round.

The shape of the QDs was determined by the STM.
Fig. 3a represents an STM image with a 100 × 100 nm2

area with an effective Ge layer thickness of 34 Å,
obtained at the tunneling current of 0.2 nA. In Fig. 3b,
the profile recorded along the line A is plotted. One can
see that the QDs have a droplike shape, and there is no
faceting at the surfaces. The typical QD size in the
growth plane amounts to 20 nm, and the height is
~5 nm.
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0 50 100
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Fig. 3. (a) An STM image of a 100 × 100 nm2 area on the
surface of a sample with Ge quantum dots. (b) The profile
obtained along the line A.
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1.3. Electronic Structure of Ge Quantum Dots
in ZnSe Matrix

Optical-phonon Raman scattering spectra of the
grown GaAs/ZnSe/Ge/ZnSe structures were studied at
temperatures of 300 and 77 K. The spectra were excited
by discrete lines of an Ar laser and recorded with a
DFS-52 spectrometer. The lines of longitudinal (LO)
and transverse (TO) optical phonons originating from
the GaAs substrate (LO at 294 cm–1 and TO at
268 cm−1) and the ZnSe matrix (LO at 250 cm–1 and TO
at 226 cm–1) were observed as well as the Ge line
(LO + TO) at 300 cm–1 scattering. The position of the
Ge line and the scattering intensities measured in dif-
ferent polarization configurations coincide with those
of bulk Ge. This indicates that there is no mechanical
strain in the Ge layer, and its misorientation with
respect to the crystallographic directions of the sub-
strate is insignificant. A considerable difference in the
Ge and ZnSe phonon frequencies results in a strong
localization of phonons inside a QD. This makes it pos-
sible to study electron states in the dots by resonance
optical-phonon Raman scattering.

The resonance Raman scattering by Ge optical
phonons in the structures under consideration was stud-
ied in the excitation photon energy range from 2.4 to
2.7 eV. The dependences obtained at T = 300 K for three
different samples are shown in Fig. 4 (curves a, b, c).
Experimental points corresponding to the different
lines of Ar laser are connected by straight lines. Note
that the scattering intensity is normalized to the scatter-
ing volume in each sample. Samples a and b are grown
on the (100)-oriented surface, in which case the diame-
ter of the Ge QDs in the growth plane is 7–10 nm and
QD height is 2.3–2.8 nm. The two structures differ in
the Ge layer effective thickness (3.4 nm for sample a
and 2 nm for sample b). Sample c is grown on the sur-
face with orientation (110), and the size of QDs here is
larger by a factor of 2; the effective Ge layer thickness
is 3.4 nm. For comparison, the resonance dependence
obtained in the region of E1, E1 + ∆1 transitions in the
bulk Ge [13] is also plotted in Fig. 4; the peak of this
curve is also normalized to the scattering volume. The
energies of the transitions E1 and E1 + ∆1 in Ge are
shown by vertical arrows. One can see that resonance
position in the QDs is shifted to higher energies with
respect to the bulk, and its amplitude for sample a is
three times higher. It should be noted that, with increas-
ing effective thickness d of the Ge layer, the QDs merge
into a continuous layer at d = 5–7 nm. In this case, the
intensity of Raman scattering in the region of excitation
photon energies 2.4–2.7 eV drops sharply, and the
shape of the resonance dependence coincides with that
of the bulk Ge. These observations are related to the
quantization of the spectrum of the QD electron and
hole states that are coupled by direct optical transitions
under the conditions of E1, E1 + ∆1 resonance.

Let us consider the nature of the resonance in the Ge
band structure shown in Fig. 5. The dispersion curves
SEMICONDUCTORS      Vol. 35      No. 9      2001
along the direction kz || (111) for the conduction band
(states Λ1) and for both branches of the valence band
(states Λ4, 5 and Λ6) are parallel over most of the Bril-
louin zone. In the plane (kx, ky), perpendicular to (111),
the reduced effective mass for the transitions E1 and
E1 + ∆1 (which are shown by vertical arrows in Fig. 5)
is m = (1/me + 1/mh)–1 = 0.045m0 [14] (here, m0 is the
free electron mass and me and mh are electron and hole
effective masses, respectively). For such a band struc-
ture, there is a two-dimensional (2D) critical point in
the interband density of states [15], which is repre-
sented in the optical spectra. Thus, optical-phonon
Raman scattering is enhanced for the excitation photon
energy in the range of the transitions E1, E1 + ∆1 (see
Fig. 4). The main contribution to the observed reso-
nance comes from the three-band processes, where the
hole states Λ4, 5 and Λ6 are mixed by the optical-phonon
deformation potential [13]. The two-band contribu-
tions, related to the electron–hole transitions with
phonon emission within a single band, are much
smaller due to the low value of the corresponding
deformation potential [13]. The shape of the resonance
dependence is given by the expression |ε+ – ε–|2, where
ε+ and ε– are the contributions of the transitions E1, E1 +
∆1 to the dielectric constant and the resonance peak
occurs between the two transition energies (see Fig. 4).
The contribution of the two-band processes to the
Raman scattering is proportional to ~dε/dω for each of
the transitions [13], and the resonance profile contains
two peaks at energies E1 and E1 + ∆1.

One can see from Fig. 5 that most of the Ge conduc-
tion and valence band states with k || (111) fall within
the ZnSe band gap (the energies of ZnSe conduction
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Intensity, arb. units
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Photon energy, eV

×2
E1 + ∆1

E1

Ge T = 300 K

c

b

a

ZnSe/Ge/ZnSe

Fig. 4. Intensity of the resonance Raman scattering by Ge
optical phonons in GaAs/ZnSe/Ge/ZnSe samples with Ge
quantum dots in the excitation-photon energy range
2.4−2.7 eV. Samples a and b are grown on (100)-oriented
substrates, and sample c is grown on a (110)-oriented sub-
strate. A curve in the left-hand part of the figure shows the
optical-phonon Raman scattering resonance in bulk Ge [13].
The curve labels a, b, and c correspond to the sample notation.
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and valence band edges, Ec and Ev , respectively, are
shown by horizontal lines). For these Ge states, a local-
izing potential barrier exists, whose height is equal to
the energy spacing between these levels and the corre-
sponding ZnSe band edge. This results in the quantiza-
tion of the electron spectrum in the Ge QDs. Quantiza-
tion of the carrier motion along the (111) direction does
not lead to the shift in the interband transition energies,
since the electron and hole dispersion curves are paral-
lel in the region of the transitions E1, E1 + ∆1 (see
Fig. 5). Quantization in the perpendicular plane (kx, ky)
leads to an increase in the energies of the lowest elec-
tron and hole states. The energies of the transitions E1

and E1 + ∆1 increase, with the shift being equal to the
sum of electron and hole contributions. In bulk Ge, the
interband density of states, which determines the reso-
nance profile, is spread in energy over the interval ∆1;
in the QDs, it transforms into a δ-function for all kz. It
follows from the shape of the ε(ω) dependence for the
case of the discrete spectrum [15] that the two-band
term becomes dominant and exceeds the contribution
from the three-band processes by a factor of ~(∆1/Γ)4 ≈
104, where Γ ≈ 20 meV is the broadening of the transi-
tion in bulk Ge. As a result, the Raman resonances at E1

and E1 + ∆1 should manifest themselves as separate
peaks. We attribute the resonance observed in sample c
(see Fig. 4) to the transition E1 + ∆1 within the QDs. It
is shifted by 0.13 eV from the corresponding bulk posi-
tion; the shift is indicated by a horizontal arrow in
Fig. 4. In Fig. 5, the region of the k-space related to the
E1 + ∆1 transitions in the QDs is indicated. With a
decrease in the QD size, the electron (hole) states are
pushed out into the ZnSe continuous spectrum, which
leads to a sharp reduction in the Raman scattering
intensity. When all of the states from region A (Fig. 5)

2

–2

ZnSe

Ec

Ev

kz(111) 0 kx, y

Λ6

Λ4, 5
Λ1

Λ6

Λ4, 5

Λ1

Ge

A
E1

Λ1

E, eV

E1 + ∆1

Fig. 5. Calculated band spectrum of bulk Ge along the 〈111〉
direction [10]. The arrows indicate the direct optical transi-
tions related to the E1, E1 + ∆1 Raman resonance. The dis-
persion curves for electron and hole bands in the plane
(kx, ky) (perpendicular to (111)) in the energy range of E1,
E1 + ∆1 transitions are shown to the right of the vertical axis.

0

are in the continuous spectrum, the resonance E1 + ∆1
no longer manifests itself. Thus, for the QDs in samples
a and b, whose size is half of that in sample c, the reso-
nance in the energy range considered is related to the E1
transition (see Fig. 4, curves a, b). Its shift, marked by
a dashed arrow, is equal to 0.34 eV. The intensity of the
E1 resonance exceeds that of the E1 + ∆1 resonance by
a factor of three due to larger k-space volume (see
Fig. 5). Thus, the modification of the interband density
of states caused by the quantization of the energy spec-
trum results in a change in the optical-phonon Raman
scattering mechanism and in an increase in the scatter-
ing intensity in the QDs in comparison to the bulk
material.

Next, let us consider the energies of electron and
hole states in the Ge QDs. The cross section of a Ge
island by a plane perpendicular to the base and contain-
ing the 〈111〉  direction is shown in Fig. 3b. The direc-
tions of the wave vectors kz || (111) and kx ⊥  (111) in the
plane of the drawing are also shown, and ky is perpen-
dicular to this plane. For the case of the quadratic dis-
persion law, it is conventional to consider the quantiza-
tion of the electron spectrum using the envelope wave
function approximation. In the case under consideration,
the dispersion along z || (111) is described by a nearly lin-
ear function of the momentum, and this approximation
cannot be used. Qualitatively, the effect of the QD size on
the motion along the direction z || (111) is that the
momentum component of electron (hole) states in this
direction is quantized. The spectrum consists of a num-

ber of discrete levels with kz = πn1/ H, where n1 is an

integer, H is the island height, and H is the island
dimension along the (111) direction. The spacing
between the levels can be estimated as ∆Ew = (dE/dkz)kz ≈
0.1 eV. The direct transitions between the electron and
hole states with the same kz (i.e., the same n1) contribute
to the observed resonance, and the quantization along
(111) does not change the resonance spectral position.
The quantization of electron and hole motion in the
(x, y) plane can be described using the envelope wave
functions, since the energy spectrum is quadratic. One
can see from Fig. 3b that the size of the QD cross sec-
tion by the plane (x, y) varies insignificantly near the
top due to the droplike shape of the island. Let us
approximate the shape of this cross section by a rectan-

gle with the sides ~ H and ~d/2, where d is the size
of the QD base. The energy of a particle of mass m in a
2D potential well of infinite depth is given by

(1)

where n2 and n3 are integers. Thus, for each state with a
given kz(n1), a system of levels appears due to the 2D
quantization. The energy shift of the ground state (n2 =
n3 = 1) is given by

(2)

2

2

2

E π2
"

2/2m( ) n2
2/2H2 4n3

2/d2+( ),=

∆E πs
"

2/2m( ) 1/2H2 4/d2+( ).=
SEMICONDUCTORS      Vol. 35      No. 9      2001



GERMANIUM QUANTUM DOTS 1093
Substituting m = (1/me + 1/mh)–1 into this expression,
we obtain the shift of the E1, E1 + ∆1 resonance energy;
both electron and hole energy shift due to quantum con-
finement are taken into account. For the QDs in sample c
(H ≈ 5 nm), the calculated value ∆E = 0.163 eV is in
agreement with the observed shift of the E1 + ∆1 reso-
nance energy (Fig. 4, curve c). For samples a and b, the
average QD height H ≈ 2.5 nm. The energy shift defined
by Eq. (2) is ∆E = 0.66 eV, while the observed shift of
the E1 resonance is 0.34 eV (Fig. 4, curve a). This dis-
crepancy is explained by special features of the hole
dispersion in Ge. The dispersion of the valence sub-
bands and the conduction band in the plane (kx, ky) (per-
pendicular to (111)) in the energy region of E1, E1 + ∆1
transitions is shown in Fig. 5. The dotted lines represent
the dispersion of the hole subbands calculated by the
(kp) method with the spin–orbit coupling neglected
[16]. Consideration of this coupling in a 2D Kane-type
model [17] leads to the lifting of the degeneracy at k = 0,
with both resulting subbands in the coupling region
being characterized by the effective mass mh = 2me

(where me is the effective mass in the conduction band
(Λ1) in the plane (kx, ky)). It can be seen from Fig. 5 that
the dispersion curve of the upper valence band bends at
the energy ∆1/2 = 0.115 eV from its top in such a way
that the effective mass increases; the reduced effective
mass m = (2/3)me corresponding to the transition E1
increases by a factor of 1.5, and the quantum confine-
ment energy is now determined by the electron mass
me. Taking these considerations into account, we obtain
∆E = 0.47 eV. Thus, using a very simple confinement
model and taking into account the features of the bulk
Ge electronic spectrum, it is possible to explain the
observed energy shifts of the E1 and E1 + ∆1 transitions
in the Ge QDs.

2. EQUILIBRIUM STATE IN A SYSTEM
OF UNSTRAINED 3D ISLANDS

Let us consider a simple model demonstrating that
the formation of an island array is possible in
unstrained heterostructures. According to [1], the terms
contributing to the total energy of the system are the
energy of the formation of the new phase (an island),
the energy of the elastic strains between the deposited
material and the substrate, and the energy of the island
faceting. Interaction between the elastic fields of the
islands results in their repulsion, which leads to self-
organization. The existence of a minimum in the total
energy upon the transition of the film from a continuous
layer to an array of islands is a necessary condition for
the formation of such a structure; the abruptness of this
minimum determines, in general, the spread in the
island sizes.

Similar to [1], the suggested model implies that the
material from a certain portion of the continuous film of
area L × L cm2 is collected into an island of area
SEMICONDUCTORS      Vol. 35      No. 9      2001
d × d cm2. Next, it is assumed that the elastic relaxation
energy, faceting energy, and the island interaction
energy can be neglected. Thus, only the term related to
the change in the surface energy is retained in the
expression that describes the variation of the total
energy of the film upon the transition from the continu-
ous layer to the island array. Although this assumption
is definitely incorrect in the general case, experimental
data confirm its validity for the case under consider-
ation. The elastic relaxation energy is very low due to
the small value of the lattice mismatch. The islands
observed were not faceted; consequently, the corre-
sponding energy term can be dropped. The absence of
faceting is, apparently, related to the growth conditions,
specifically, to the low substrate temperature. Under
these conditions, the adatom kinetic energy is insuffi-
cient to form an ordered facet plane. Finally, the high
density of the nuclei indicates that the island repulsion
is small, which means that the interaction energy can
also be neglected. Thus, it was assumed that the varia-
tion in the film energy upon the transition from the con-
tinuous layer to the island array originates only from
the surface changes in the system.

Then, the surface energy can be written as

Here, the subscripts i, i–S, and S refer to the film, the
film–substrate interface, and the substrate, respectively;
γ is the specific energy for the corresponding surface;
and S is the surface area.

Esurf γiSi γi S– Si S– γSSS.+ +=
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4321

Fig. 6. Dependence of the change in the heterosystem spe-
cific surface energy on the island linear dimensions. It is
assumed that the material is collected into an island from an
area L × L = 20 × 20 nm2 and β = (γS – γi – S)/γi = 0.5. The
average Ge layer thickness δ is (1) 2, (2) 3, (3) 4, and
(4) 5 nm.
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For a film of total area A × A cm2, the energy differ-
ence between the island array and the continuous layer
is given by

where δ is the average film thickness.

Obviously, the specific energy difference per unit
area is obtained by substituting A = 1. Numerical calcu-
lations show that, for certain values of the parameters in
the above expression, the dependence of the specific
energy difference ∆E on the island size has a minimum,
and ∆Emin is negative (Fig. 6). This means that the
island structure is preferable.

CONCLUSION

In this study, Ge QD arrays are obtained for the first
time in an elastically unstrained GaAs/ZnSe/Ge hetero-
system. Their spatial parameters and electronic spectra
are investigated. It is shown that the structures are char-
acterized by high island density and lack island face-
ting. The mechanism for the formation of such arrays is
governed, first, by the technological conditions (actu-
ally, by the low temperature of the epitaxy, which
causes low surface diffusion coefficient) and, second,
by the special features of the materials used—specifi-
cally, by the low energy of the Ge–ZnSe bond in com-
parison to the surface energy of Ge. The latter conclu-
sion is corroborated by the possibility of forming the
QD array by the recrystallization of amorphous Ge
under the conditions of increasing substrate tempera-
ture.

The Raman scattering by Ge QD optical phonons
near the E1, E1 + ∆1 resonance was investigated. It is
shown that the modification of the interband density of
states in the QDs leads to a change in the phonon scat-
tering mechanism and to an increase in the resonance
amplitude as compared to the bulk Ge. Application of a
very simple model of quantum confinement taking into
account the features of the Ge electronic spectrum
makes it possible to explain the observed energy shifts
of the E1, E1 + ∆1 resonance in the QDs.
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Abstract—The electronic structure of spatially indirect excitons, multiparticle excitonic complexes, and neg-
ative photoconductivity in arrays of Ge/Si type-II quantum dots (QDs) are considered. A comparison is made
with the well-known results for type-II III–V and II–VI QD heterostructures. The following fundamental phys-
ical phenomena are observed in the structures under study: an increase in the exciton binding energy in QDs as
compared with that for free excitons in homogeneous bulk materials, a blue shift in the excitonic transitions during
the generation of multiparticle complexes (charged excitons, biexcitons), and the capture of equilibrium carriers
to localized states induced by the electric field of charged QDs. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The relative position of energy bands on both sides
of a heterointerface in a heterosystem is determined by
the structure and composition of the constituent semi-
conductor materials [1]. If the lowest energy states of
electrons and holes in the band diagram are located in
one of the two materials forming the system, the system
is referred to as a type-I heterostructure. If the lowest
energy state for electrons is associated with one mate-
rial, and that for holes, with the other, the system is of
type II. Therefore, in type-II heterostructures with two
heterojunctions, a potential well can be formed only for
one type of carrier, electron or hole with a barrier exist-
ing for the other type of carrier. In the literature, the
band diagram of such a structure is often staggered,
implying similar energy steps in conduction or valence
band discontinuities: ascending or descending energy
steps at the heterointerface for each of the bands.

In clusters of a material introduced into the bulk of
another material, the carrier motion is confined in all
three directions. If the cluster size is comparable with
the de Broglie wavelength of an electron or hole, or
with the Bohr radius of an exciton, then the inclusions
are referred to as quantum dots (QDs) [2], and semicon-
ductor structures with such clusters are called QD het-
erostructures [1]. In contrast to quantum-well (QW)
and quantum-wire heterostructures (two-dimensional
and one-dimensional systems), the properties of elec-
trons and holes in QD heterostructures cannot be
described as a gas of quasiparticles. A fruitful concept
in this case is that of localized states. The electron or
hole localization radius in a nanocluster is comparable
with the cluster size, and it frequently exceeds the Bohr
radius of single impurity atoms with shallow levels in
homogeneous bulk semiconductors. On the other hand,
the energy level in a QD may be deep, and this is one
1063-7826/01/3509- $21.00 © 21095
more feature of QDs as deep-level impurity centers.
Owing to specific features mentioned above, the study
of QD heterostructures now constitutes a separate
branch of condensed-matter physics.

Charge localization in a QD modifies the potentials
in the neighboring space. This gives rise to a potential
well for carriers of opposite sign around a QD and leads
to the formation of bound states in this well. In type-II
heterostructures, localized states for holes and elec-
trons emerge in self-consistent potential wells on dif-
ferent sides of the heterointerface. Electrons and holes
in these states are spatially separated, and the transition
between these states is spatially indirect.

Finding the energy spectrum parameters, analyzing
the kinetics of transitions between electron states and the
interaction of elementary excitations, and revealing the
correlation effects constitute the main part of the contem-
porary fundamental studies of QDs. The utmost attention
is attracted by InxGa1 – xAs/AlyGa1 – yAs systems owing to
the prospects for their application in semiconductor lasers
(see, e.g., reviews [1, 3] and references therein). Type-II
QDs formed in (In,Ga,Al)Sb/GaAs, (Al,In,As)/InP,
(Ga,In,As,Sb)/GaSb, Ge/Si, and ZnTe/ZnSe hetero-
structures are less understood [4–11]. Heterostructures
with compound semiconductor QDs are of particular
importance for optoelectronics. Ge/Si heterosystems
with QDs open up new prospects for micro- and nano-
electronics [12–15].

The electronic processes in QD systems have
mainly been studied by optical methods [1, 3, 5, 6]. Our
investigations were the first to apply electrical methods
to reveal the discrete energy spectrum in an array of
self-organized QDs and the Coulomb interaction in
charge transport and to determine the carrier capture
cross sections of localized states [4, 13, 15, 16]. The
existence of a wealth of data concerning the surface and
001 MAIK “Nauka/Interperiodica”
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the phase boundaries for Ge and Si [17], as well as the
possible application of the developed techniques in
modern silicon technology of discrete devices and cir-
cuits, makes investigating the Ge/Si system a priority.
In this paper, we present data obtained in studying elec-
tronic processes, mainly in the Ge/Si system, by means
of a set of optical and electrical techniques. The results
are compared with the available data for other QD sys-
tems.

2. OBJECTS AND METHODS OF STUDY

Presently, the most promising method to produce an
array of QDs is based on the self-organization of semi-
conductor nanostructures in heteroepitaxial systems
[1, 5, 14]. Elastic strains in an epitaxial film and islands
on its surface are crucial both for a morphological tran-
sition from a flat film to island growth (Stranski–Krast-
anow mode) and for further changes in the size, shape,
and spatial distribution of the islands. An important
stage in the sequence of the occurring kinetic transi-
tions is the formation of coherent (defect-free) three-
dimensional (3D) islands with a uniform size, which
gives nanometer islands with quantum confinement
energy of about 100 meV [13, 15]. This value notice-
ably exceeds the room-temperature thermal energy of
particles (26 meV); therefore, the thermal redistribution
of carriers over localized states within an energy win-
dow on the order of k0T (k0 is the Boltzmann constant,
T, the temperature) can be disregarded. These systems
enable the room-temperature operation of QD struc-
tures exhibiting temperature-insensitive device charac-
teristics over a wide temperature range [18].

We have found the conditions of Ge heteroepitaxy
onto (110) Si that provide a 3 × 1011 cm–2 sheet concen-
tration of clusters [14]. The size distribution of germa-
nium islands was studied by STM. The average size of
islands (pyramid base) was 15 nm, and the pyramid
height was 1.5 nm, with deviations being no more than
17%. Typical conditions of Ge/Si structure formation
included homoepitaxy at 800°C onto (100) Si at a rate
of 1–2 monolayers per second (ML/s); Ge heteroepit-
axy at 300°C, 0.2 ML/s; and Si epitaxy over the Ge
islands at 500°C. The effective thickness of the Ge
layer was varied within deff = 0–20 ML. In Ge/Si QD
heterostructures, holes are localized in Ge nanoclusters.
Nonuniform structural strains (resulting from a 4% lat-
tice mismatch between Ge and Si) and the positive
charge created in Ge by holes can induce a potential
well for electrons in the conduction band of silicon in
the vicinity of the heterojunction.

3. SPATIAL DISTRIBUTION
OF ELASTIC STRAINS

Nonuniform elastic strains in heterostructures can
cause significant changes in the electrical and optical
properties as a result of the energy-spectrum modifica-
tion by about 0.1 eV [19, 20]. Furthermore, nonuniform
strains favor the spatial ordering of nanoclusters during
the formation of multilayer structures [21]. Therefore,
determining the fields of elastic strains is a necessary
step in both calculating the band structure of self-
arranged QDs and modeling the epitaxy on strained
surfaces. The elastic strain fields in Ge nanoclusters and
in their environment were calculated by means of an
original method relying upon Green’s tensor of the
elastic problem [22]. The sizes of the QDs studied are
so small that the continuum approximation is inapplica-
ble to a description of the elastic properties of the sys-
tem. The strain was calculated using the Keating [23]
potential, taking into account the atomic structure of
the substance. To reduce the calculation error intro-
duced by the finite crystal volume, we sought the defor-
mational field as a convolution of an auxiliary function
with the Green’s function (Green’s tensor) of the elastic
atomistic problem. This method yields the distribution
of strain at the atomic level for a system containing
inclusions of one material in the matrix of another. The
crystal anisotropy and the different elastic properties of
the medium with inclusions of another phase are taken
into account.

The problem was solved for the objects studied in
our experiments: germanium QDs had the form of tet-
rahedral pyramids with an 11° slope on their lateral
faces, a base size of 15 nm (in the growth plane), and a
height of 1.5 nm. A QD sheet located on top of a
0.7-nm-thick wetting Ge layer was embedded in bulk
crystalline silicon. The solution was obtained for a sin-
gle QD, which means that the superposition of elastic
strain fields from the array of surrounding QDs was dis-
regarded.

It was established that the strain inside a Ge nano-
cluster is tensile in the direction of structure growth
(z direction) and compressive in the lateral direction
(xy plane) (Fig. 1). The highest strain exists along the
outline of the pyramid base in the growth plane, and the
most relaxed is in the vicinity of the apex. The highest
strain in the silicon environment of a QD is located in
the vicinity of the pyramid apex. Calculations show that
the strain in the central part of the pyramid is practically
independent of the Ge nanocluster size for the pyramid
base within 6–15 nm. Near the edge of the pyramid
base, the strain grows as a logarithm of the base size.

Recently, results obtained in calculating the strain in
the Ge/Si QD system with the use of two empirical
potentials—Keating and Stillinger–Weber—have been
compared [24]. Both methods yield similar results for
the lateral tensor components, with a quantitative dif-
ference found for the normal tensor components. As a
result, the authors of [24] recommended that the Still-
inger–Weber potential should be used for Ge nanoclus-
ters with a pyramid base smaller than 10 nm.
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Fig. 1. Distribution of elastic energy in a QD and its neighborhood in the (100) plane passing through the pyramid axis. The figures
indicate the energies per atom in units of 10–4 eV. Arrows show the directions of increasing energy [22].
4. ELECTRONIC STRUCTURE OF A SPATIALLY 
INDIRECT EXCITON

For homogeneous bulk semiconductors, the term
“indirect exciton” is applied to an excited electron state
formed upon indirect optical transitions [25]. In type-II
QDs, there exist optical transitions that are indirect in
real space. The same transitions may either be indirect
in the k-space, where k are the wave vector components
(e.g., in Ge/Si and GaAs/AlAs, the latter system being
type II for a QD size less than 56 Å and type I for QDs
larger 56 Å [8]) or direct (e.g., in the InAs/GaSb system
with InAs QDs, belonging to type II for QD size less
than 87 Å [8], and in GaSb/GaAs [6]). The excited
states formed upon optical transitions, with the electron
and hole localized on different sides of the heterointer-
face, are called spatially indirect excitons.

To obtain the absorption spectrum of a nanocluster
containing N electron–hole pairs, it is necessary
to solve the Schrödinger equation with a Hamiltonian
that includes the kinetic and potential energy of a non-
interacting electron and hole and the energy of their
interaction [26].

Wave functions and the energy spectrum of elec-
trons and holes in spatially indirect excitons were sim-
ulated numerically for a Ge pyramid in Si, with dimen-
sions specified in Section 3. The band offsets at the
Ge/Si heterojunction were calculated on the basis of the
obtained spatial distribution of elastic strains both
inside and outside the pyramidal QD as well as on the
known strain potentials for Si and Ge [27]. The elastic
strains in Si lift the sixfold degeneracy of the ∆ valleys,
with four and twofold-degenerate valleys being
formed. The twofold degenerate valleys are oriented

along the [001] and [ ] directions and lie lower in
energy than states in the conduction band of Ge (the
minimum of the conduction band). The maximum of
the valence band is formed by heavy holes from Ge
nanoclusters.

001
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The states of spatially indirect excitons and exci-
tonic complexes are described in terms of the effective
mass method. A system of 3D Schrödinger equations
was solved: two equations for a single exciton, three
equations for an exciton–hole complex, and four equa-
tions for two excitons in a QD.

The interaction between charged particles was sim-
ulated by a static screened Coulomb potential. The con-
duction band offset between the corresponding ∆ min-
ima of unstrained Ge and Si was 340 meV, and the
valence band offset was 610 meV. The electron effec-
tive masses in the Si conduction band were mxy =
0.19m0 in the QD growth plane, and mz = 0.92m0; the
hole effective masses in the valence band were mxy =
0.39m0 and mz = 0.2m0. Only heavy holes were consid-
ered, because the light-hole states were close to the
valence band edge of Si. The exciton wavefunctions
were taken in the Hartree approximation as a product of
the electron and hole wavefunctions.

For the case of a single exciton, the calculations
demonstrated that the electron is localized in the region
of the maximal strain in Si (in the vicinity of the Ge pyr-
amid apex), and the hole is confined near the pyramid
base. In a two-exciton complex, the repulsion of elec-
trons causes their spatial separation; therefore, the sec-
ond electron is bound near the interface between Si and
the continuous Ge layer, on which the pyramids lie
(Fig. 2). In this region, there exists a second local min-
imum of the conduction band induced by elastic strains
originating from the lattice mismatch between Ge and
Si. In the vicinity of the pyramid apex, this local extre-
mum is shallower than the first one.

The calculations also demonstrated that the electron
binding energy in exciton formation is Et = 38 meV.
The main contribution to the electron localization
energy near the Ge/Si heterointerface comes from the
electron–hole Coulomb interaction (the exciton bind-
ing energy is 29 meV). The remaining part (9 meV) is
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Fig. 2. (a) Calculated potential profile (along the z-axis passing through the apex of a Ge pyramid) in which electrons and holes
move, constituting an excitonic complex. (b) 2D image of the modulus of electron and hole wavefunctions (|ψe| and |ψh|) in the cross
section of a QD and its neighborhood. The extents of black denote regions at whose boundaries the wavefunctions decay to 75, 35,
and 10% of the maximum value |ψ|max [26, 28].
due to the contribution from the nonuniform distribu-
tion of strains to the potential well formation at the
Ge/Si interface. In fact, the latter value is the energy of
the electron state in the potential well of a neutral Ge
nanocluster.

5. EXCITONIC ABSORPTION

The absorption peak related to the electron transi-
tion from the Ge QD valence band to the Si conduction
band with the formation of an exciton is observed at
760–770 meV [26, 28]. This transition yields the
ground state of a spatially indirect exciton (a hole is
formed in the H0 ground state in a Ge nanocluster, and
an electron passes into the E0 ground state in Si at the
heterojunction). A weaker absorption peak in the range
850–860 meV is attributed to an excited exciton, with
an electron and a hole in both the H1 and E1 excited
states. The band width of 50–70 meV is presumably
due to fluctuations of the shape and size of Ge clusters.

5.1. Single Exciton

The oscillator strength f of the excitonic transition in
Ge/Si was determined from the optical absorption data.
The obtained value of 0.5 is about 20 times less than the
oscillator strength for direct (in real and k space) exci-
tons in InAs/GaAs QD structures having f = 10.9
[29, 30]. The oscillator strength of an excitonic transi-
tion is proportional to the squared overlap integral of
the electron and hole wavefunctions. In InAs/GaAs QD
structures, the electron and hole are localized within the
same nanocluster. Therefore, the overlap of their wave-
functions is relatively large, about 80% [31]. The solu-
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tion of a self-consistent problem for the Ge/Si system
yields a 15% overlap of the electron and hole wave-
functions [28]. The smaller overlap in Ge/Si (compared
with that in InAs/GaAs) is a direct consequence of the
spatial separation of the electron and hole in type-II het-
erostructures. At the same time, the overlap in type-II
QD structures depends on the height of the barrier sep-
arating the electron and the hole as well as on the QD
size. Evidently, an infinite barrier corresponds to com-
plete separation of wavefunctions and zero overlap.
This situation virtually does not occur in the discussed
structures with finite barrier height.

Of more interest is the dependence of the overlap
factor on the QD size at a constant (finite) barrier. The
wavefunction is “squeezed out” of the QD volume with
a decreasing QD size or barrier height. This enhances
the overlap of the electron and hole wavefunctions and
makes the correlation of their motion stronger. Accord-
ing to calculations made in [9], the overlap factor starts
to grow dramatically when the ratio of the QD size to
the Bohr radius of the hole becomes less than four. The
overlap factor decreases with an increasing QD size (in
Bohr radius units). The conclusion that the oscillator
strength may become appreciable in type-II QDs was
also made on analyzing the kinetics of the photolumi-
nescence decay in an array of pyramidal GaSb/GaAs
QDs [7].

The measured absorption probability (α = 1.6 × 10–4)
allows the evaluation of the effective interband absorp-
tion cross section in Ge QDs to be σph = α/2σqd = 2.5 ×
10–16 cm2, where σqd is the density of QDs. This value
exceeds the typical photoionization cross sections of
deep levels in Si (~10–17 cm2 [32]) by more than an
order of magnitude. This fact is an indication that the
absorption band at 750–850 meV is not associated with
defects or impurities in Si. Another argument in favor
of the developed concept is furnished by experiments
on annealing Ge/Si QD structures. The absorption band
at 750–850 meV is not affected by a 30-min annealing
at 500°C, whereas many point defects in Si are
annealed at this temperature, being transformed into
more intricate complexes.

5.2. Multiparticle Excitonic Complexes

The existing methods for studying QD structures
make it possible to create conditions under which sev-
eral charged excitons are formed in a single QD. For
example, holes are accumulated at the top of the
valence band in Ge nanoclusters when holes are
injected into the Ge/Si QD structures [28]. An 11-meV
blue shift of the line of main excitonic absorption
(H0−E0) was observed in single-charged Ge QDs. Fig-
ure 3 shows the shift of the excitonic absorption peak in
relation to the average number of holes per QD. The
transition energy increases sharply when an extra hole
appears in the QD ground state, thus enabling the for-
mation of a charged (〈2 holes〉–electron) excitonic com-
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plex on photon absorption. The observed blue shift is
accounted for by the dependence of the excitonic transi-
tion energy on the QD charge state: the generation of an
exciton in a hole-containing a QD requires more energy
than that in a neutral QD. The positive sign of this effect
is a specific feature of type-II QDs, which means that the
energy of the hole–hole Coulomb interaction in a QD—
Ehh (repulsion)—exceeds the hole–electron interaction
energy Eeh (exciton binding energy).

This result contradicts the previous data for spatially
direct excitons in InAs/GaAs QD arrays, when the
energy of the excitonic transition decreases upon the
formation of excitonic complexes [29, 30]. In the case
of direct excitons, the electron–hole interaction domi-
nates and the absorption line of a charged exciton is
redshifted [29]. For type-II QDs, it would be natural to
expect that Ehh > Eeh, owing to the spatial separation of
an electron and a hole. This will cause a shift of the
excitonic line to shorter wavelengths upon the forma-
tion of a charged complex.

The additional energy of the charged exciton as
compared with a neutral one is determined by the dif-
ference Eex-h = Ehh – Eeh, equal to the experimentally
found 11-meV shift of the optical transition. Taking
into account that Ehh = 36 meV [33], we obtain the elec-
tron–hole interaction energy Eeh = 25 meV, which cor-
relates with the solution of the self-consistent problem.
The obtained Eeh exceeds the free exciton binding
energy for Ge by nearly an order of magnitude and is
twice that for Si.

The optical absorption peak of the excited exciton
state is shifted to a shorter wavelength to a lesser extent
upon the appearance of a hole in the QD ground state
(Fig. 3). This is due to a weaker electron–hole interac-
tion because of the smaller overlap of their wavefunc-
tions in states with large localization radii.

An alternative way to produce excitonic complexes
in a single QD consists in the additional illumination of
a structure with interband light when measuring the
absorption spectra [28]. Additional illumination leads
to the filling of hole levels in a Ge QD and the electron
levels in Si in the vicinity of the heterojunction with
nonequilibrium carriers. Thus, optical absorption of
radiation causing H0–E0 excitonic transition in a struc-
ture containing a single exciton gives rise to a biexci-
ton, whereas the injection of holes in optical absorption
yields an exciton–hole complex.

A stronger blue shift of the excitonic absorption line
was observed under additional illumination as com-
pared with that in the case of injection of holes into a
QD. If we assume, during the formation of an exciton–
exciton complex, that a pair of holes is in the ground
state of the Ge QD and a pair of electrons is in one QW
at the phase boundary, then the energy of exciton–exci-
ton interaction increases by

∆Eex-ex Ehh Eee 2Eeh,–+=
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where Eee is the energy of electron–electron interaction
in the QD. Using the experimental values ∆Eex-ex =
20 meV (the blue shift of the excitonic absorption line
under additional illumination), Ehh = 36 meV, and Eeh =
25 meV, we obtain Eee = 34 meV, i.e., Eee ≈ Ehh.

However, this result contradicts rather obvious con-
cepts. The localization radius of a hole (localized
within a Ge nanocluster) must be considerably smaller
than the radius of the electron localization at a QD.
Since the interaction energy is inversely proportional to
the characteristic radius of the wavefunction, the rela-
tion Eee < Ehh must always be valid. The estimated value
Eee = 34 meV indicates that the above assumption
where two electrons are present in the same QW is
wrong. If the second electron is in another potential
well at the heterointerface, additional single-particle
energies E1, E2 for each electron in its own potential
well must appear in the relation for ∆Eex-ex, and the cor-
responding potential wells are not equivalent (see
Sec. 4). In this case, the expression for ∆Eex-ex must
include one more positive term (E2 – E1) and the Eee
value obtained using this relation may be substantially
smaller than Ehh. As shown by calculations for the elec-
tronic configuration of the exciton (Sec. 4), the first of
the two electrons is localized in Si at the apex of the Ge
pyramid; the second, under the pyramid base.

The calculated interaction energy of two electrons
Eee = 19 meV. Then, using the known interaction ener-
gies Ehh = 36 meV and Eeh = 25 meV, we obtain ∆Eex-ex =
5 meV. This means that, if the electrons had equal sin-
gle-particle energies, the excitonic absorption line
would shift by only 5 meV upon the formation of an
exciton–exciton complex. The experimental value of
this shift is 20 meV. Therefore, the “blue” shift
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Fig. 3. Shift of excitonic absorption peak vs. the average
number of holes per QD in a Ge/Si structure (1) under illu-
mination and with injection of holes for (2) the ground state
and (3) excited state of exciton.
observed upon the formation of two excitons in a single
QD is related to the higher quantum-confinement
energy of the second electron as compared to that of the
first, with the difference in energies arising from the
localization of two electrons in nonequivalent potential
wells.

6. NEGATIVE PHOTOCONDUCTIVITY

Along with the spatial separation of the exciton
ground state in Ge/Si QDs, solving the self-consistent
problem to determine the electron and hole energy
spectrum yielded results that allowed us to predict and
experimentally find the effect of negative interband
photoconductivity [34, 35] consisting in that the con-
ductivity of the QD layer decreased under additional
illumination. For most data on the photoconductivity in
semiconductors, the conductivity of a material
increases under interband illumination. It was found
that a QD containing N holes can trap N + 1 electrons,
with the energy of the extra electron dependent on the
number of holes. Figure 4 shows the calculated binding
energy of the (N + 1)-th electron in the vicinity of a Ge
island containing N holes in relation to the number of
holes in a QD. Since interband illumination generates
electrons and holes in pairs (i.e., at equal concentra-
tions), such an additional (and, consequently, unfilled)
state would be a trap for the equilibrium conduction-
band electrons.

Let us consider n-Si with undoped Ge nanoclusters
introduced into it (Fig. 5). The dark conductivity of the
system is determined by free electrons excited into the
Si conduction band via the thermal ionization of
donors. As mentioned above, even in the absence of
holes in the QDs, a shallow electron level with the bind-
ing energy Et ≈ 9 meV exists at the Si/Ge heterointer-
face owing to nonuniform strains that create a potential
well for electrons (Fig. 4). Therefore, the equilibrium
concentration of electrons in the conduction band is
lowered because of the electron capture to this level. In
the absorption of light, which induces interband transi-
tions to form electron–hole pairs, holes are accumu-
lated in Ge QDs, charging them positively. Conse-
quently, the potential wells for electrons appear in Si at
the Ge/Si heterointerfaces, with photoelectrons accu-
mulated in these wells (Fig. 5b). With an increasing
number of holes in the islands (on raising the illumina-
tion intensity), the energy depth of the “excess” elec-
tron level increases (at N < 3) (Fig. 4). Since the elec-
tron filling of the level increases as its energy becomes
lower, the electron concentration in the conduction
band must decrease with the conductivity of the system.

Negative photoconductivity in semiconductors was
first observed by A.F. Ioffe and A.V. Ioffe. They dem-
onstrated that, under conditions of strong surface
absorption of light, such conductivity is possible when
the majority carriers recombine in the surface layer and
the inward diffusion of minority carriers enhances the
recombination in the bulk, i.e., suppresses the bulk con-
SEMICONDUCTORS      Vol. 35      No. 9      2001
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ductivity [36]. Since, in our case, the recombination
time in the surface layer with QDs is longer than that in
the bulk [35], this mechanism is inoperative.

Another known mechanism of the negative photo-
conductivity observed earlier in bulk p-Ge samples is
the modulation of the mobility of hot holes upon carrier
excitation of carriers from a heavy- to a light-hole band
[37, 38]. However, this situation only occurs under
intraband illumination (photon energy ≈120 meV).

Negative photoconductivity associated with the
recharging of scattering centers by light was also
observed in layered GaSe and InSe crystals [39].

It should also be noted that a decrease in the carrier
concentration in 2D subbands and an increase in the
structure resistance under illumination with hν > Eg

photons has been observed in 2D systems based on
In0.25Ga0.75Sb/InAs [40], InAs/Al0.5Ga0.5Sb [41], and
ZnS1 – xSex/Zn1 – yCdySe heterostructures [42]. The
effect was ascribed to the capture of photoexcited elec-
trons from the quantum valley to electronic traps within
the barrier. The presence of electronic traps accounted
for the negative photoconductivity in PbTe [43] and
Pb1 – xSnxTe〈Ι n〉  films [44].

The nature of a trapping center is specific to each
particular material. For example, the traps in GaAs
structures are, presumably, DX-centers [45]. We were
the first to demonstrate [34] that it is possible for pho-
toinduced traps in type-II QD arrays of one type of car-
rier to be unrelated to structural defects but to arise
from fundamental quantum effects.

To verify the proposed concepts, we studied the
photoconductivity of epitaxial Ge/Si structures grown
on (001) Si substrate with phosphorus concentration
Ns ≈ 1015 cm–3. The substrate thickness was Ls =
300 µm. The structures comprised ten layers of Ge
islands interspersed with 30-nm-thick Si layers. The
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Fig. 4. Binding energy of the (N + 1)-th (excess) electron at
the Ge/Si interface vs. the number of holes in Ge nanoclus-
ter, N [28].
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overall thickness of the epitaxial layer was Lepi ≈
0.3 µm. The donor (Sb) concentration in the epitaxial
Si was Nepi ≈ 2.5 × 1016 and 8 × 1016 cm–3. The sheet
nanocluster density was σqd = 3 × 1011 cm–2.

A GaAs LED with peak emission at ~0.9 µm was
used as a light source. The LED emission intensity was
modulated at a frequency of 2 kHz. The lateral photo-
conductivity was recorded at the modulation frequency
in the linear (Ohmic) region of the current–voltage
characteristic (at electric field strengths no more than
0.5 V/cm). Electric contacts were fabricated by Al sput-
tering, with subsequent heating of the structure to
450°C in an N2 atmosphere. To preclude the illumina-
tion of contacts, which could induce spurious negative
photoconductivity [46], the contacts and the adjacent
region were screened with an opaque coating.

Figure 6 presents the relative photoconductivity
∆G/G as a function of the illumination intensity (P) for
Ge/n-Si QD structures at different temperatures (solid
and dotted lines) and for a sample having no epilayer
with QD-islands at 77 K (dashed line). In this sample,
the photoconductivity is positive and increases practi-
cally linearly with P. A negative photoconductivity is
observed in the structures with Ge nanoclusters at illu-
mination intensities P < 100 mW/cm2.
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Fig. 5. Band diagram of Ge/n-Si heterostructure with Ge
QDs (a) in the dark and (b) under illumination. Solid circles,
electrons; open circles, holes.
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The negative photoconductivity is not observed in
p-layers with Ge QDs. Figure 7 shows the photocon-
ductivity of a Ge/p-Si structure as a function of the illu-
mination intensity. The conditions of sample growth
were similar to those for the Ge/n-Si structures, with
the exception of the conduction type of the substrate
and the top epitaxial Si layer with Ge islands (boron
acceptor concentration ~1015 cm–3). As can be seen,
there is no region of negative photoconductivity in
these curves. Instead, an extended region with a small
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Fig. 6. Relative photoconductivity vs. the interband illumi-
nation intensity in n-Si with QDs, at temperatures T:
(1, 1', 1'') 77, (2) 87, (3) 99, (4) 102, and (5) 180 K. Anti-
mony concentration: (1–5) 2.5 × 1016 and (1'') 8 × 1016 cm–3.
(1') Structure without QDs.
positive photoconductivity is observed, after which
there occurs a sharp rise in the photocurrent. Such
behavior at small illumination intensities is associated
with the capture of both types of nonequilibrium carri-
ers to bound states in the vicinity of Ge islands (holes
tied to states inside the islands; electrons tied to states
at the Ge/Si heterointerface). The rise in photoconduc-
tivity at high illumination intensities is due to the filling
of electronic levels and the generation of free nonequi-
librium electrons. This result also indicates that the
observed negative photoconductivity is not related to
the carrier mobility modulation under illumination.

The described mechanism of negative photoconduc-
tivity is only operative in type-II QDs, since both elec-
trons and holes are localized in one semiconductor in
type-I heterostructures irrespective of the QD charge
state.

7. COMPARISON OF PARAMETERS
OF PHOTOSENSITIVE QD STRUCTURES

It is of interest to compare the available data on the
photon absorption cross sections and detectivity for
structures with both types of QDs. For the Ge/Si sys-
tem, the wavelength range 6–20 µm corresponds to
interlevel transitions [47, 48], and the range 1.7–3 µm,
to indirect (in real and k-space) interband transitions.
As can be seen, the larger cross section corresponds to
transitions between states related to the vertical con-
finement of particle motion (in the z-direction). The
exceptions are the InAs/InAlAs and Ge/Si systems, in
which large cross sections of photon absorption have
also been observed in laterally polarized transitions
(light beam polarization in the xy-plane of the QD
sheets). This property allows us to regard these systems
Parameters of photosensitive structures with QDs and superlattices

QD systems 
(QD/matrix) T, K λm, µm n σph, 10–15 cm2 D*, 108 cm Hz1/2/W Source

InAs/GaAs 300 6 z 3 [51]

InAs/GaAs 90 7 z 3 [52]

InAs/GaAs 120 11 xy 0.16 [53]

InAs/GaAs 120 6–8 xy 0.25 [53]

InAs/InAlAs 300 13.8 xy 15 [54]

InAs/GaAs 300 10.6 xy 0.3 [55]

InGaAs/InGaP 77 5.5 xy 0.47 [56]

Ge/Si 77 6 xy 200 [50]

Ge/Si 300 10–20 xy 0.8 0.7–1.7 [57]

Ge/Si 300 1.7–3 xy 1 [57]

2D systems

Si1 – xGex/Si 77 9 z 10 [58]

InAs/GaSb 77 10.3 z 13 [59]

Note: T is the temperature of the experiment, λm is the wavelength in the spectral sensitivity peak, n is the radiation polarization, σph is
the cross section of photonic absorption, and D* is the detectivity.
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as good candidates for the fabrication of photodetectors
ensuring the absorption of radiation under normal inci-
dence of light onto a structure [49, 50] (see table).
A similar conclusion for the Ge/Si heterostructures fol-
lows from a comparative analysis of the detectivities
D* of photodetectors with different kinds of QDs, pre-
sented in the table. It is seen that the room-temperature
D* for the Ge/Si system is more than twice as large as
the value obtained for InAs/GaAs QDs (type-I hetero-
system).

A comparison of the detectivities of photodetectors
based on structures with 2D electron gas and QD struc-
tures (see table) shows that the D* for 2D systems is
about an order of magnitude higher than the values that
have been achieved in QD structures. We believe that
this is due to the higher carrier concentration in 2D
superlattices (~1012 cm–2). The photosensitive struc-
tures in this study contain no more than ten QD layers.
Simple evaluations show that raising the number of Ge
QD layers must bridge the detectivity gap.

8. CONCLUSION

The performed investigations of type-II QD systems
were aimed at determining the electronic spectra of
excitations and their interactions and finding the physi-
cal parameters characterizing the class of zero-dimen-
sional structures under study. The fundamental physical
phenomena specific to type-II QDs are as follows:

(1) The exciton binding energy is higher than the
free exciton binding energy in homogeneous bulk semi-
conductors, which results from the confinement of an
electron and a hole, and a higher contribution of the
overlap of their wavefunctions, resulting from their
mutual penetration into a potential barrier of finite
height. 
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0.4

0.2

0

∆G/G, %

0 50 100 150 200

P, mW/cm2

Ge/p-Si 77 K

160 K

Fig. 7. Relative photoconductivity vs. the interband illumi-
nation intensity for a Ge/p-Si structure with Ge QDs.
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(2) A blue shift of the excitonic transition occurs in
the formation of exciton–hole and exciton–exciton
complexes; spatial separation of electrons occurs in a
biexciton in the Ge/Si structure.

(3) Negative photoconductivity under interband
illumination occurs due to the capture of equilibrium
carriers to localized states formed by the field of
charged QDs.

Further, there exist a number of phenomena that
have been discovered in type-II QDs but which may
also be characteristic of type-I QDs:

(1) the larger cross section of photon absorption as
compared with that associated with point defects in
bulk semiconductors;

(2) the blue shift of the interlevel absorption line in
QDs at a higher carrier concentration (lateral depolar-
ization effect) [26, 47, 48, 57];

(3) the larger cross section of carrier trapping into
QDs [60];

(4) the oscillatory behavior of conductivity in an
array of tunnel-coupled QDs when varying the extent
their filling [61, 62];

(5) the universal character of the preexponential fac-
tor in the temperature dependence of conductivity
along the tunnel-coupled QD sheets equal to e2/h [63].

We should also mention the most important (as
regards application in semiconductor devices) results
the studies performed:

(1) the “single-electron” FET with a channel of tun-
nel-coupled QDs [61, 62];

(2) absorption of light in its normal incidence onto a
QD structure [49];

(3) IR photodetectors operating on optical transi-
tions between the quantum confinement levels and on
interband transitions; control by means of external bias
over the spectral range of light absorption [49].

Important technological features associated with the
development of this line of research consist of self-
organization in low-temperature epitaxy, the investiga-
tions of controlling the nanocluster formation by means
of irradiation with low-energy ions during molecular-
beam heteroepitaxy [64], and the application of silicon-
on-insulator structures.
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Abstract—MOS-controlled thyristors (MCTs) were designed and fabricated. The effect of electron irradiation
on static and dynamic characteristics has been studied. Electron irradiation was found to substantially reduce
the MCT turn-off time. An increase in the controlled current density was observed. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

A new generation of bipolar-field-effect devices for
power electronics with a blocking voltage of up to
4.5 kV is developing vigorously. These devices include
the MOS-controlled thyristor (MCT), the emitter-
switched thyristor (EST), the insulated-gate bipolar
transistor (IGBT), and the injection-enhanced gate
transistor (IEGT). A combination of the low forward
drop with the advantages offered by field control make
these devices the most promising in power electronics.
In contrast to the gate turn-off (GTO) thyristor, the
MCT and the IGBT need no cumbersome control cir-
cuits. The turn-off process is very complicated for
power devices, the current densities being as high as
100 A/cm2. Local inhomogeneities leading to current
pinching and the resulting device breakdown may arise
at these current densities. The turn-off time is another
critical parameter, determining the power dissipated by
the device as it is turned off. The main ways to reduce
the turn-off time are anode shunting and controlling the
carrier lifetime by introducing recombination centers.
The latter can be done, e.g., by electron irradiation.
This technology is being successfully used to reduce
the switching losses in GTO thyristors. In bipolar-field
devices, such irradiation deteriorates the parameters of
control MOSFETs and may reduce the controlled cur-
rent, and, consequently, make the safe operation area
(SOA) of the device narrower. The goal of the present
study was to investigate the possibility of controlling
the turn-off time of an MCT with anode shunting and to
analyze the static and dynamic characteristics of
devices with different carrier lifetimes in the N-base.

2. EXPERIMENT

2.1. Anode Structure

To achieve a blocking voltage of 2.5 kV at a low for-
ward drop across a MCT, we used an n-type anode
1063-7826/01/3509- $21.00 © 1106
buffer layer in combination with anode shunts, as in
power GTO thyristors [1–3] (Fig. 1). Floating-zone sil-
icon wafers 420 µm thick with a resistivity of
2000 Ω cm were used to fabricate the devices. The
buffer N layer of the anode was produced by phospho-
rus diffusion to a depth of 15 µm. The anode P+ emitter
was formed by the implantation of boron through a
photoresist mask with its further spreading to a 1-µm
depth. Open windows were left in the anode P+-emitter
layer for depositing the anode metal contact onto the
anode buffer layer. In this way anode shunts were
formed. The ratio of the anode emitter contact area 

to the area of N-buffer contact Sn was 100 : 1. The pro-
cedure of anode fabrication has been described else-
where [4–6]. The anode metallization was multilay-
ered. The first layer consisted of 1000-Å-thick Ti. Fur-
ther, Ni and Ag layers of total thickness 1 µm were
deposited. Such metallization is necessary for mount-
ing the crystal into its package with tin–lead solder. The
anode structure is shown in Fig. 1.

2.2. Cathode Structure

MCT is a field-controlled bipolar device. Therefore,
the N-channel MOSFETs used to turn the thyristor on
(on-FETs) and P-channel MOSFETs used to turn it off
(off-FETs) are located on the planar surface of the
MCT.

The cathode has the form of a matrix of 80 × 80-µm
unit cells consisting of 24 N emitters placed in a
P pocket. A well into the N– base is fabricated at the
center of a unit cell, serving as the drain of an N-chan-
nel on-FET. Cathode emitters are 10 × 10-µm squares
of N+ layer. Circular P+ regions on the emitter periphery
serve as sources of the P-channel off-FETs. A contact
to the cathode metallization is located at the center of
an emitter. Circular P+ sources also have contacts to the
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Fig. 1. MCT structure.
cathode metallization. The channels of P-channel
MOSFETs are 0.8 µm long. The P pocket serves as a
drain. The distance between the N emitters is 6 µm. The
N emitters are fabricated by implanting phosphorus
through a polysilicon mask, using the technology of
self-alignment. The P+ source is also implanted through
a polysilicon mask. The polysilicon simultaneously
serves as a mutual gate for N– and P-channel
MOSFETs. Polysilicon is doped with phosphorus to
resistivity Rs = 12 Ω/h. The P pocket is common to all
the N emitters and has the form of a 7820 × 4820 µm
rectangle. The total number of N emitters is 144042.
The length of the emitter perimeter is 40 µm, and,
therefore, the W/L ratio for the P-channel MOSFETs is
50. The aggregate width of the channels of all the
P-channel MOSFETs is 5.76 m. The total number of
the N-channel MOSFETs is 5901. The channel is 9 µm
long, its aggregate width is W = 0.354 m. The contact to
the polysilicon gate of the transistors is on a separate
pad. Phosphosilicate glass is used as an interlayer insu-
lation between the cathode aluminum and gate polysil-
icon. The MCT cathode structure is shown in Figs. 1
and 2.

2.3. Equivalent Circuit

To simplify the description of the processes occur-
ring in MCT, we consider the equivalent circuit in
Fig. 3. In this circuit, bipolar transistors T1 and T2 rep-
resent a vertical NPNP structure. Physically, this struc-
ture consists of the MCT layers: N+ emitter–P pocket–
N substrate–P anode. It is simulated by a tandem NPN–
PNP transistor, with the base of the T1 transistor con-
TORS      Vol. 35      No. 9      2001
nected to the collector of T2. The N-channel MOSFET
M2 serves as an on-FET. With a positive voltage
applied to the gate, the transistor M2 injects carriers
into the N substrate, which is the drain of the transistor
M2, a positive current feedback arises between the T1
and T2 transistors, and the thyristor is turned on. To turn
it off, this positive feedback should be broken. In a
MCT, this is achieved by making the P channel conduc-
tive in the off-FET M1, whose drain is the P pocket.
The hole current flows through this channel into the
P+ source connected to the N+ emitter by metallization.

Fig. 2. MCT cathode structure.
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This creates a bypass channel for excess carriers to pass
into the cathode, and the thyristor is turned off. The
turn-off capability of a thyristor depends crucially on
the parameters of the P-channel off-FET. The resis-
tance Ras between the base and the emitter of the tran-

M2

Ug

Ras

T2

T1

Ug
M1

Ua

Uk

Ic

+Ug

+Ua–Ua

–Ug

0

4

8

12

16

20

10 20 30 40 50
Time, µs

Cathode current, A

Fig. 3. Equivalent circuit of MCT.

Fig. 4. Static I–V characteristics of an MCT with a shunted
anode; gate bias Ug = 1–15 V is positive for the forward por-
tion of the curve and negative Ug = –5–(–20) V for the
reverse portion.

Fig. 5. Dynamic characteristic of unirradiated MCT.
sistor T2 is the same as the resistance of the anode
shunts.

2.4. Static I–V Characteristics of a MCT

The MCT with an anode shunt is a unipolar device.
Figure 4 presents the static current–voltage (I–V) char-
acteristics of an MCT. With the positive anode voltage
Ua and the negative or zero gate bias Ug, the MCT
blocks the cathode–anode current. With a positive (rel-
ative to the cathode) bias applied to the gate, we obtain
a family of characteristics of the N-channel on-FET.
When the cathode current achieves a value equal to the
thyristor holding current, the thyristor is latched. This
portion of the cathode I–V characteristic is determined
by the dynamic resistance Rd of the thyristor. Let us dis-
cuss the reverse portion of the characteristic at negative
Ua and negative (relative to the cathode) gate bias –Ug.
Since the thyristor anode is shunted, the 〈anode P+

emitter〉–N-buffer junction is not a blocking one. In
this case, the cathode current flows through the channel
of the P-channel off-FET, forward-biased P-pocket–
N−-base junction, and the resistance of the anode shunts
flows into the anode. The voltage drop across the for-
ward-biased P-pocket–N–-base junction is seen in the
I–V characteristics at Ua < 0. This portion of the I–V
characteristic is not the operating one, but it allows con-
trol over important parameters of the P-channel off-
FET. A blocking voltage as high as 2500 V at leakage
currents Ileak = 100–200 µA was obtained in the work-
ing mode (at positive Ua) with gate voltage Ug ≤ 0. The
voltage drop across the device in the on state was 2.8 V
at a current of 32 A.

2.5. Dynamic Characteristics

Figure 5 shows a dynamic characteristic of an unir-
radiated MCT. The anode current rises to 19 A in
3.5 µs. The turn-off front consists of two phases: fast
and slow. During the fast phase, the anode current drops
to 10% of the maximum value in 1.5 µs. In the slow
phase, the residual current drops in 30 µs. This is due to
the long carrier lifetime in the high-resistivity N– base
(~50 µs). Several methods of suppressing the carrier
lifetime to reduce the turn-off tail are used. One of these
is to introduce radiation defects acting as recombina-
tion centers. Irradiation with gamma quanta [7], elec-
trons [8, 9], and protons [10] has been used. Each of
these methods has its specific physical and technologi-
cal features. While the proton irradiation is performed
prior to wafer partitioning into chips and mounting into
a package, the irradiation with gamma quanta and elec-
trons is possible for packaged devices. In our case, the
MCT was placed in a TO-218 package, so that only the
electron and gamma irradiation was possible. Electrons
with an energy of 2 MeV were used at an irradiation
dose of 5 × 1013 cm–2. After irradiation, the MCTs were
annealed at 250°C for 2 h. The forward drop of irradi-
SEMICONDUCTORS      Vol. 35      No. 9      2001
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ated MCTs was higher—8 V at an anode current of
33 A, which corresponds to a current density of
100 A/cm2. The turn-off tail was 2.5 µs long at a current
of 33 A. The maximum turn-off current density
exceeded 150 A/cm2. A dynamic characteristic of an
irradiated MCT is presented in Fig. 6.

3. DISCUSSION OF RESULTS

As shown above, the forward drop increases upon
irradiation. To account for this increase, we use the
model of a p–i–n diode, whose applicability to a thyris-
tor was demonstrated in [11]. In a steady conducting
state, a thyristor is similar to a p–i–n diode with holes
flowing from the P emitter, and electrons, from the N
emitter. The high density of electrons and holes leads to
conductivity modulation, with a substantial decrease in
the N-base resistance of the thyristor. The voltage drop
across the N base is described by the expression [11]

(1)

where Da is the ambipolar diffusion coefficient, b =
µn/µp is the ratio of electron and hole mobilities, d =
WN/2 is half the N-base width, q is the electron charge,
and τeff is the effective carrier lifetime. According to
[12], we assume that Da ≈ 1 cm2/s, d = 2.2 × 10–2 cm,
b = 3, τeff = 50 µs, and T = 100°C. For an unirradiated
thyristor, expression (1) yields VN = 1.17 V, which is
two times lower than the observed voltage drop of
+2.8 V. It is worth noting, however, that we disregard
here the voltage across the forward-biased N+-emitter–
P-pocket junction, and the voltage drop across the con-
tacts. For an irradiated thyristor with a lifetime in the N
base of τeff = 5 µs, relation (1) yields VN = 5.4 V, whereas
the observed value is 8 V. This shows that the forward
drop for an irradiated thyristor is to a large extent deter-
mined by the carrier lifetime in the N base, τeff.

In addition to the increased voltage drop, a rise in
the maximum controlled current density was observed.
No evidence of increase in the controlled current upon

V N 8kTbd2/q 1 b+( )2Daτeff,=

0

10

20

30

40
0 10

Time, µs
30 40 5020

Cathode current, A

Fig. 6. Dynamic characteristic of irradiated MCT.
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irradiation and annealing could be found in the litera-
ture. A possible explanation of this effect is as follows.
The decrease in the lifetime shortens the hole diffusion
length Lp. At τeff = 5 µs, Lp is comparable with the dis-
tance between the N emitters (~10 µm), which reduces
the probability of the switching of the hole current
among the neighboring N emitters. This suppresses the
effect of current pinching at large cathode areas and
raises the controlled current density, which becomes as
high as ~150 A/cm2 for irradiated and annealed MCTs,
with the overall controlled current exceeding 50 A.

4. CONCLUSION

The presented results demonstrate the possibility of
controlling the turn-off tail of a high-voltage MCT
within the limits from 50 to 1 µs and improving the
dynamic characteristics of the MST by lowering the
dynamic switching losses. An important result of this
study consists in a two to threefold increase in the con-
trolled current density and the widening of the device
SOA. We believe that the latter effect is due to a more
uniform distribution of the hole current. However, the
higher voltage drop in the on-state and the resulting
higher power loss in the steady-state mode should be
taken into account in optimizing the turn-off tail length.
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Abstract—A technology has been elaborated and photodetector modules based on Hg1 – xCdxTe/GaAs hetero-
structures and GaAs/AlGaAs multiquantum-well structures grown by molecular-beam epitaxy were fabricated
for the 3–5 and 8–12 µm spectral ranges. The photosensitive HgCdTe layers were grown on the GaAs substrates
with the intermediate buffer layer of CdZnTe. To decrease the surface effect on the recombination processes,
the graded-gap Hg1 – xCdxTe layers with x increasing towards the surface were grown. A silicon multiplexer was
designed and fabricated by CMOS/CCD technology with a frame rate of 50 Hz. The hybrid microassembly of
the photodetector array and the multiplexer was produced by group cold welding on indium columns while
monitoring the connection process. The fabricated 128 × 128 modules based on HgCdTe layers with the cutoff
wavelengths 6 and 8.7 µm had a temperature resolution of 0.02 K and 0.032 K, respectively, at a temperature
of 78 K and a frame rate of 50 Hz. The photosensitive GaAs/AlGaAs multilayer quantum well structures were
fabricated by MBE. It is shown that the technology developed allows 128 × 128 multielement photodetector
arrays (λpeak = 8 µm) to be produced with a temperature resolution of 0.021 K and 0.06 K at operating temper-
atures of 54 K and 65 K, respectively. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The following basic technologies are necessary for
the development and fabrication of photodetecting
modules:

(a) Molecular beam epitaxy (MBE) is needed for the
growth of Hg1 – xCdxTe layers and GaAs/AlGaAs multi-
layer structures;

(b) The capability to fabricate multielement photo-
sensitive structures;

(c) The capability to fabricate a silicon multiplexer;
(d) A hybrid microassembly of photosensitive struc-

tures and a multiplexer;
(e) Development of the equipment and methods for

testing and estimating the parameters of photodetecting
modules.

In what follows, the main features of these technol-
ogies are considered and the parameters of the photode-
tecting modules fabricated are presented.

2. THE TECHNOLOGY OF MOLECULAR BEAM 
EPITAXY FOR Hg1 – xCdxTe LAYER GROWTH

The most important initial parameters of material
for producing high-sensitive infrared (IR) photodetec-
tors are the electrical parameters (concentration of the
1063-7826/01/3509- $21.00 © 21110
majority charge carriers and their mobility, lifetime of
the minority charge carriers) and the structural quality
(the lowest dislocation density). To obtain the p–n junc-
tion, the optimal concentrations of carriers in the corre-
sponding regions and a long lifetime are necessary. The
latter, as a rule, is limited by the existence of traps in the
film, which are caused by dislocations. This is espe-
cially important for the photodetectors operating in the
8–12 µm spectral range. The dislocation density in the
material for such IR photodetectors should not exceed
105 cm–2. For the detectors operating in the range
3−5 µm, the dislocations begin to affect their electrical
characteristics for densities higher than 106 cm–2.

MBE makes it possible to reduce significantly the
cost of fabrication of CdHgTe material for large IR
photodetectors by using alternative Si substrates with
an intermediate CdZnTe layer. The advantages of MBE
in the fabrication of epilayers in comparison with other
methods make this method very easy to implement [1].
The application of analytical methods of monitoring
based on the optoelectronic effects allows the epitaxial
processes to occur with the parameters being monitored
in real time. The best methods are the optical ones.
Among them, ellipsometry has gained acceptance
recently. This method makes it possible to measure the
growth rate at the initial stage, the composition of the
001 MAIK “Nauka/Interperiodica”
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growing layer for the complex compounds, variation in
the growing surface relief, and the growth temperature.

The CdHgTe epilayers on the CdZnTe substrates are
matched by the crystal lattice parameters and have a
perfect crystallinity, which is mainly determined by the
high crystal quality of the substrate. At present, these
layers are used to fabricate multielement photodetector
arrays with good photoelectric parameters. However,
an increase in the photodetector sizes results in a sharp
increase in their cost. The use of Si and GaAs substrates
permits large-area epitaxial CdHgTe layers to grow.
The structural quality of such layers turns out to be
lower than that of similar layers on CdZnTe. Neverthe-
less, such layers are used to fabricate photodiode arrays
with up to 256 × 256 elements for the wavelength range
of 8–12 µm and arrays of larger sizes (up to 1024 ×
1024) for the middle IR range.

An important parameter of the CdHgTe layers for
the multielement photodetectors is the uniformity of
the composition over area. In this case, for the photode-
tectors operating in the range of 8–12 µm, the variation
of the composition should not exceed ∆x = 0.0002 over
10 mm on the wafer with a diameter of up to 76 mm.
For the growth of CdHgTe epitaxial films homoge-
neous over the thickness, it is necessary to develop
molecular sources with almost unvarying molecular
fluxes over a long period and to know the subsequent
changes (resulting from a decrease in the material in the
crucibles) to correct the temperature of the sources in
order to maintain stable molecular fluxes [2].

We have developed and fabricated MBE equipment
with an automated system for controlling the techno-
logical processes and facilities of the layer quality con-
trol in the growth process (in situ); this equipment is
designed for the large-scale production of CdHgTe
material on various substrates. The MBE setup repre-
sents a technological line designed on the basis of phys-
icochemical studies of epitaxy from molecular beams
on CdTe and GaAs substrates [3]. The technological
module has a unique design and is intended for use in
layer growth by MBE, including mercury-containing
layers. The system developed for the automated control
of the technological process precisely maintains the
buffer layer growth conditions on the GaAs substrate
and CdHgTe films. The use of an automated ellipsome-
ter allows us to change the layer composition across the
thickness according to the preset program and main-
tains this composition unchanged with a high accuracy
by correcting the temperatures of the molecular
sources. The heterostructure based on CdHgTe layers is
shown schematically in Fig. 1; this structure is designed
for the fabrication of multielement photodetectors.
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3. PHOTODETECTOR 128 × 128 ARRAYS
BASED ON CdHgTe HETEROEPITAXIAL LAYERS 

FOR MIDDLE AND FAR INFRARED RANGES

MBE which allows the CdHgTe layer composition
in the growth process to be varied is a versatile method
for fabricating photosensitive structures for infrared
photodetectors. Variation in the operating-layer compo-
sition allows one to fabricate photodetectors possessing
a high sensitivity in a wide spectral range. We have
shown previously [4] that the introduction of a wide-
gap layer at the boundaries allows one to eliminate the
surface effect on the charge carrier recombination and
to obtain high effective lifetimes.

When using multielement photodetecting devices
based on CdHgTe layers obtained by MBE, the series
spreading resistance of the substrate is an important
parameter. A total current from individual n–p junc-
tions, which flows in the CdHgTe p layer towards the
base contact, can reach a magnitude when the voltage
drop across the layer changes the operating point (the
voltage bias) of the photodiodes. It has been shown
recently [5] that MBE can be used to fabricate individ-
ual photodiodes with a low (down to 10 Ω) series resis-
tance by means of layer growth with a specified profile.
We have developed a technology for the fabrication of
128 × 128 photodetector arrays with a low series resis-
tance; this technology ensures a uniform operating
mode for each array element.

The photosensitive CdHgTe layers were grown on a
GaAs substrate with a diameter of 76 mm and orienta-
tion (103) using an intermediate buffer CdZnTe layer.
The growth temperature of the CdHgTe layer was
180−190°C, and that of the buffer layer, 240–300°C.
The composition nonuniformity over the area of 1 cm2

was no higher than ∆x = ±0.002. The as-grown layers
had n-type conductivity. After annealing at 230°C for

CdHgTe
with varying gap

x = 0.22…0.3 d = 0.5–1 µm

Homogeneous
layer of CdHgTe

x = 0.22 d = 6–10 µm

CdHgTe
with varying gap

x = 0.22…0.3 d = 0.5–1 µm

Buffer layer of CdZnTe d = 3–4µm

GaAs substrate d = 300–400 µm

Fig. 1. Schematic representation of the CdHgTe-based het-
erostructures grown by MBE.
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20 h, n-type conductivity converted to p-type. The hole
concentration p and mobility µp in the film bulk at T =
77 K were 7 × 1015 cm–3 and 320 cm2 V–1 s–1 (for a sam-
ple with λc = 6.0 µm) and 1.6 × 1016 cm–3 and
300 cm2 V–1 s–1 (for a sample with λc = 8.7 µm).

The 128 × 128 photodetector arrays with spacing
between the photosensitive elements of 50 µm were
prepared on the CdHgTe layers using low-temperature
planar technology [6]. Photodiodes were obtained by
the ion implantation of boron with the ion energy of
120 keV. The area of n–p junctions was 17 × 17 µm2.

Prior to the assembly with a multiplexer, the cur-
rent–voltage characteristics and differential resistance
dependences on the voltage bias were measured for
arbitrary elements of photodetector arrays. The mean
values of the product R0A of elements of photodetector
arrays were 6 × 103 and 22 Ω cm2 for the middle and far
IR regions, respectively.

4. TECHNOLOGY AND PHOTODETECTOR
128 × 128 ARRAYS BASED ON MULTILAYER 
STRUCTURES WITH GaAs/AlGaAs QUANTUM 

WELLS

Photodetecting elements based on multilayer struc-
tures with GaAs/AlGaAs quantum wells (MSQW) con-
stitute a periodical structure of narrow-gap doped GaAs
and wide-gap AlxGa1 – xAs solid solution surrounded by
conducting GaAs layers. For a GaAs layer thickness
smaller than or comparable to the electron free-path
length, a quantization of electron motion in the direc-
tion of the growth axis and splitting of energy states in
the GaAs conduction band into minibands occurs; the

miniband energies are given by En ≈ /2m* +
(h2π2/2m*a2)n2, where p is the electron momentum in
the layer plane, m* is the effective mass, a is the width
of the GaAs quantum well (QW), h is the Planck con-
stant, and n = 1, 2, … are integers. Photoconductivity in
such a structure is effected by the optically active tran-
sitions (only allowed for the light polarization perpen-
dicular to the quantum-confinement layers) between
the lower occupied miniband and (i) bound states
within the GaAs quantum well or (ii) the unbound
states above the potential barrier (the conduction band
edge of AlGaAs). The parameters of a photodetector
(the quantum efficiency and the dark current) depend
on the position of the quantized level with respect to
each other and with respect to the potential barrier, on
the value of the pulling electric field, on the electron
concentration in the GaAs well, on the operating tem-
perature, and on the size of an individual photodetector
element.

Photosensitive structures were fabricated by MBE
using a Riber 32P setup. As a substrate, the semi-insu-
lating AGCHP-10 GaAs wafer with a diameter of 2 in.
was used. The calculated thickness of the GaAs layers
and the composition of the AlxGa1 – xAs barriers were

p||
2

chosen so that the second level in the GaAs QW was
below the AlxGa1 – xAs conduction band edge by
5−15 meV. In this case, a maximum value of the ratio
of the photocurrent to the dark current was attained for
bias voltages of 2–4 V at the structure. The accuracy of
obtaining the prescribed AlxGa1 – xAs barrier composi-
tion and its uniformity over the area are of paramount
importance in this case. A high uniformity of the layer
thickness across the sample area in this setup (within
(x – x0) < 0.01) was achieved owing to the determina-
tion of an optimum angle of the manipulator position
with respect to the sources and the substrate rotation
axis during the growth process. It was established that
the nonuniformity of the GaAs layer thickness over the
wafer area did not exceed 1.5% for the optimum angle
position of the substrate axis with respect to the molec-
ular sources.

The specificity of Al evaporation implies a unifor-
mity over the area no lower than for GaAs, which was
confirmed by the measurements. In addition, we have
used a method of growth interruption (which has been
described in the literature) at the stage of completion of
the GaAs well growth; this stage was characterized by
smoothening of the surface. The smoothening time var-
ies in the range of 10–30 s. The smoothening process
was monitored by observing the intensity of the mirror
reflection at the high-energy electron diffraction pat-
tern. Studies of various MSQWs, which were grown
under optimized conditions, by the methods of high-
resolution transmission electron microscopy, low-tem-
perature photoluminescence, and Raman scattering
showed that the roughness of heterointerfaces does not
exceed 1 monolayer. The thickness of the AlxGa1 – xAs
barrier layer was 400–500 Å and was chosen so that the
tunneling component of the current between the ground
quantum-confinement levels in the neighboring wells
would be negligibly small compared to the thermal
activation current in the temperature range of 60–80 K.
The photosensitive layer consisted of 50 periods of
GaAs QWs and AlxGa1 – xAs barriers. The 1-µm-thick
GaAs:Si conducting contacts were formed on both
sides of a photosensitive layer. The Si concentration in
the conducting contact layers was 2 × 1018 cm–3. The Si
concentration in quantum-confinement GaAs layers
was selected in the range of (4–5) × 1011 cm–2, which is
close to the optimum concentration of MSQW for pho-
toresistors. To eliminate the accumulation of Si impuri-
ties at the GaAs/AlGaAs interfaces, the doping of QWs
was carried out in the central parts of GaAs at a distance
of 2 monolayers from the heteroboundaries.

The reproducibility of the MBE-growth parameters
of AlGaAs, homogeneity, the high structural quality of
layers, and the accuracy of maintaining the AlxGa1 – xAs
composition allow one to fabricate structures with pre-
assigned parameters. The calculated and experimental
plots of dark current for MSQW structures with differ-
ent spectral photosensitivity are shown in Fig. 2. It was
assumed in calculations that the electron mobility µe =
SEMICONDUCTORS      Vol. 35      No. 9      2001
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2 × 103 cm2 V–1 s–1 and the saturation velocity v s = 7 ×
107 cm s–1 in AlGaAs with x ≈ 0.3. The energy of a
donor state in QW ED ≈ 11.6 meV.

The photodetector array was fabricated by photoli-
tography and constituted periodically arranged mesa-
structures obtained by wet etching, with a size of
40 × 40 µm and a period of 50 µm. The lower contact
layer GaAs:Si is common to all the elements [7]. The
nonrectifying contacts to the conducting GaAs:Si lay-
ers were obtained by the fusion of Ge/Au/Ni/Au. In
order to ensure the IR radiation absorption in MSQW
for a normal incidence of light at the photodetector
array from the substrate side, a staggered two-dimen-
sional diffraction grating with a period of 2.8–3 µm was
formed at each photodetector-array element by electron
and optical lithography. The etching of the grating was
carried out in the CCl2F2 plasma to a depth of
0.7−0.8 µm. For the hybrid assembly of the photode-
tector array with a silicon multiplexer, the In-pillars
5−7 µm in height were prepared at the surface of a non-
rectifying contact.

5. SILICON MULTIPLEXER

Two types of silicon multiplexers were developed.
The first one featured direct access to the arbitrary ele-
ments of the photodetector array elements, had external
storage, and was used for the detailed examination of
the parameters of the array element massive: current–
voltage characteristics, spectral sensitivity, noise
parameters, etc. However, the multiplexer can also be
used independently for obtaining an IR image for a low
(no higher than 10 Hz) frame rate. Its advantage is the
ability to operate with photodetectors for high dark cur-
rents (for a photodetector with a sensitivity cutoff larger
than 12 µm) and elevated temperatures (up to 200 K).

The second type of multiplexer was designed and
fabricated using CMOS/CCD technology with an n
pocket. This multiplexer is used to read out photosig-
nals from the array of CdHgTe photodiodes and from
the array of GaAs/AlGaAs QW photoresistors. The
readout scheme allows one to control the collection
time for a fixed frame time, which provides the
enhancement of the dynamic range of the IR photode-
tector device under a high level of input currents.

Its scheme is presented in Fig. 3. The multiplexer
consists of 128 × 128 array readout cells, horizontal and
vertical registers, a collection time controlling system,
and an output unit. Each readout cell of the multiplexer
is directly connected with a photodiode through an
indium pillar and contains an input transistor; accumu-
lation capacitance; and two switches T1 and T2, whose
gates are connected to the address bus. With the use of
an input transistor, the voltage bias is set at the photo-
detector (PD) and the photocurrent is read out. The
photocurrent is integrated at the CCD capacitance
under the accumulation gate. The accumulation capac-
itance is about 1 pF.
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The minimum collection time is equal to the readout
time of two lines, and the maximum one, to the frame
time. The mode of the electronic shutter provided in the
multiplexer makes it possible to widen the dynamic
range of input signals 64 times in comparison with the
photocurrent integration during the entire frame time.
The maximum input current of the multiplexer ranges
from 0.3 to 20 nA for the maximum and minimum col-
lection times, respectively.

6. HYBRID MICROASSEMBLY OF THE ARRAY 
PHOTODETECTOR MODULES

The assembly of the array photodetector modules
based on HgCdTe was accomplished by cold welding
of indium micropillars under pressure [6, 7]. The crys-
tals of the multiplexer and photodetector array were ori-
ented with respect to each other along the axes of the
connected arrays so that the deviation from the ideal
coincidence of the edge indium micropillars was no
larger than 2 µm in the planar plane (XY), and the mis-
alignment along the Z-axis did not exceed ±1 µm. In the
course of crystal compression, the autoplanarization of
their surfaces was provided. At the moment of comple-
tion of the cold welding, the planar surfaces become
fixed at a preset distance with respect to each other. The
lateral drift of crystals was no more than 2 µm in the
course of welding. The limiting mechanical load is
determined from the measurements of plastic-flow
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Fig. 2. Calculated (lines) and experimental (dots) depen-
dences of the dark current of the MSQW GaAs/AlGaAs
photoresistors with various positions of the photosensitivity
peak. Hatched region represents the operating ranges of
temperatures and currents for an array photodetector mod-
ule with a charge capacitance amounting to 4 × 107 elec-
trons.
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Fig. 3. Schematic diagram of the silicon multiplexer.

(a) (b)

Fig. 4. Examples of the thermal images with CdHgTe-based 128 × 128 modules with a photosensitivity cutoff of (a) 6 and
(b) 8.7 µm.
curves for the indium pillars [8], their height and area.
The pressure necessary for the plastic flow of indium
pillars ranges from 0.3 to 0.9 kg mm–2. The studies of
the effect of vertical compression on the p–n-junction
parameters in the CdHgTe layers showed that their deg-
radation starts at a pressure higher than 1.5 kg mm–2

[9]. Therefore, for reliable welding of indium pillars
during the assembly of HgCdTe modules, we use a
SEMICONDUCTORS      Vol. 35      No. 9      2001
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pressure no higher than 1.0 kg mm–2; in this case, the
fraction of the cells connected reaches 99.9%. The
assembly of GaAs/AlGaAs MSQW modules was per-
formed by a similar technology, but, as opposed to
HgCdTe, degradation was not observed for the electri-
cal characteristics of the photoarrays when the pressure
was increased to 5–6 kg mm–2.

7. PARAMETERS OF THE PHOTODETECTOR 
MODULES BASED ON CdHgTe

Electrical parameters of the photodetecting modules
were measured at the operating temperatures of 78–80 K
and a background temperature of 293 K. The back-
ground flux was limited by the cooled diaphragm and,
in the photosensitivity range, it amounted to 4.43 × 1015

and 2.97 × 1016 photon cm–2 s–1 for the first (λc =
6.0 µm) and for the second (λc = 8.7 µm) modules,
respectively. The integration time of a signal for the first
module was about 900 µs (collection during the lines
for the frame rate of 50 Hz), and for the second module,
130 µs. In this case, for obtaining of an integration time
shorter than the duration of a single line, the application
of the bias at the photodiode was accomplished by a
pulse, the duration of which actually determined the
collection time. The measurement of the electrical sig-
nal was performed by a high-speed analog-to-digital
converter (14 bit) with a fairly low intrinsic noise (less
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Fig. 5. Histograms of (a) the dark-current distribution in the
photodetector module and (b) the photosensitivity for the
array elements based on GaAs/AlGaAs MSQWs with the
array size of 128 × 128.
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than 0.5 of the least significant digit), that allowed us to
minimize the error in the noise determination.

In the table, the main parameters of the photodetec-
tor modules based on CdHgTe for the middle and far IR
range are given.

The examples of the thermal images obtained with a
lens F/1.6 at a frame rate of 50 Hz are shown in Fig. 4.

8. PARAMETERS OF THE PHOTODETECTOR 
MODULES BASED ON THE MULTILAYER 

STRUCTURES WITH GaAs/AlGaAs QUANTUM 
WELLS

As opposed to CdHgTe, the main source of the
excess currents and noise is the thermal activation cur-
rent in GaAs/AlGaAs MSQW, which makes it desirable
to reduce the operating temperature of the module
down to 45–65 K depending on the spectral range of the

Main parameters of the photodetecting modules

Long-wavelength sensitivity
cutoff, µm

6 8.7

Array size 128 × 128 128 × 128
Interelement spacing, µm 50 50
Frame rate, Hz 50 50
Operating temperature, K 78 78
Temperature resolution, K 0.02 0.027

Fig. 6. The dark image obtained using a photodetector array
module based on the GaAs/AlGaAs MSQWs with the size
of 128 × 128. Spectral range is 7.5–8.5 µm, frame rate is
50 Hz. Operating temperature is 65 K.
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photoarray (Fig. 2). In our case, the modules with a
photosensitivity peak near 8 µm were studied. The
operating temperature of the module in the assembly of
the silicon multiplexer described above was 60–65 K.
In Fig. 5, the histograms of the photocurrent distribu-
tion of the photoarray and the dark current for a module
with a photosensitivity peak near 8 µm are presented.
The histogram of the dark current was measured in liq-
uid nitrogen to minimize module overheating by the
controlling currents of the switches and to provide pre-
cise monitoring of the temperature.

We relate the nonuniformity of the dark currents
over the array elements to the growth defects, whose
nature and intrinsic structure are not yet clear; however,
we observed a correlation between the number of
defects in the individual elements and the dark currents
for several samples. Direct calculation shows that, for
the photosensitivity values given above, the tempera-
ture resolution is 0.06 K at a temperature of 65 K. The
example of a thermal image obtained with a lens F/1.6
for the frame rate of 50 Hz is shown in Fig. 6.

9. CONCLUSION
It is shown that the technologies developed for MBE

growth of the CdHgTe/CdZnTe/GaAs heterostructures
and multilayer structures with GaAs/AlGaAs quantum
wells, the fabrication of the multielement photodetec-
tors, and the fabrication of a silicon multiplexer and the
hybrid microassembly make it possible to manufacture
photodetector modules for the middle and far IR range
with good photoelectrical parameters.
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I met Anatoliœ Vasil’evich Rzhanov for the first time
in 1954 when I was assigned by the Moscow Power
Institute to the Lebedev Physical Institute, first, to gain
practical experience and then to do graduate studies. It
is only now that I realize how young Rzhanov was at
that time. Then, the 10-year difference in age gave the
impression that the elder belonged to a quite different
generation and embodied the image of a man engaged
in activity in a mysterious field referred to as “science”.
Later, this image was complemented by new traits,
sometimes unrelated to Rzhanov’s main line of activity;
however, these impressions always enhanced my posi-
tive opinion of him. Prior to my coming to the Lebedev
Physical Institute, I had completed my undergraduate
projects at one of the oldest semiconductor institutions
(NII-35, later renamed Pul’sar), and I was greatly
surprised by the situation at the Lebedev Physical Insti-
tute. Practically without any preliminaries, I was
assigned to the task of translating several papers from
English, to form an understanding of them, and to
design and build the setup and develop a scheme for
measurements. The task to study the surface properties
of germanium in experiments with the field effect was
given to me (still a student) without any doubts in the
accomplishment of this study. I understood later that
such an impromptu approach served in fact as a test of
my ability to perform an experimental study at the Leb-
edev Physical Institute. In Rzhanov’s team, there was a
custom to convene weekly informal meetings. Each
Thursday, all the research workers reported on the
results obtained during the last week. Rzhanov used to
form an understanding of the essence of the performed
studies and drew all the other members of the team into
the discussion. Such a collective method of discussing
results and, of course, of planning the week ahead was
very efficient. The task formulated and its deadline for
completion were strictly observed, although they might
be altered taking into account the opinions of members
of the team and the external circumstances. Generally,
it was very difficult to force Rzhanov to change his
mind. Once a decision was made, he defended it to the
end and brought it to fulfillment. Notwithstanding the
fact that he was able to directly tell a person the truth
(not always pleasant), Rzhanov was highly respected at
the laboratory of semiconductor physics headed by
B.M. Vul and, generally, at the entire Lebedev Physical
1063-7826/01/3509- $21.00 © 0981
Institute. It is only many years later that I became aware
of Rzhanov’s injuries and, to my complete surprise, of
the fact that he was missing an eye.

The history of Rzhanov’s arrival at the Lebedev
Physical Institute and of the successive progress in his
scientific career (as reconstructed from recollections of
scientists that worked with him and from a few pre-
served official papers) can be confidently considered as
heroic. In 1943, after a serious wound (the loss of an
eye!) and a bad contusion, Rzhanov arrived in Moscow
in order to draw up his papers for demobilization.
There, he saw an announcement for students to enlist
for postgraduate studies at the Lebedev Physical Insti-
tute and he decided to take a chance. Rzhanov had
received his degree certificate from the Leningrad Poly-
technical Institute in December, 1941. The entrance
2001 MAIK “Nauka/Interperiodica”
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exams were not easy, the examiners included well-
known scientists such as Vul and G.S. Landsberg. At
the beginning of a bleak winter, Rzhanov recovered
from pneumonia with croup and then decided to go to
his unit and get at least a greatcoat and boots, of which
he was denied when he had been sent to hospital from
the front. The marine’s brigade in which he had served
was deployed at the Oraniebaum bridgehead. An offen-
sive was started at that time—a battle aimed at breaking
the siege of Leningrad. The brigade suffered heavy
losses, especially in officers, so that Rzhanov, although
he was a “guest” and was officially discharged from the
army on account of his injuries, had to take the com-
mand of his former reconnaissance company. Rzhanov
was caught in heavy mortar shelling and was again
heavily wounded and contused. For this battle, Rzha-
nov was awarded an order of Patriotic War. Having left
hospital after a rather short time, he was once again in
Moscow in January 1944, this time wearing a greatcoat
and having spare boots, which was quite a treasure at
that time.

In the spring of 1944, Rzhanov passed a postgradu-
ate exam in electrodynamics. The examiners were
again quite prominent scientists. In addition to those
present at the exam, the list of examiners included
S.L. Mandel’shtam, D.V. Skobel’tsin, and I.E. Tamm.
Unfortunately, almost immediately after the exam,
Rzhanov’s head and hip wounds reopened. He suffered
from the latter wound all his life; however, there were
only a few who noticed and knew that, because Rzha-
nov never gave any indication. Rzhanov again spent
many months in hospitals and sanitariums and only at
the end of 1945 was he able to start his postgraduate
studies. He defended his thesis on June 22, 1948. The
results of Rzhanov’s dissertation devoted to a new
ceramic piezoelectric, barium titanate, were of much
interest from the standpoint of both basic research and
practical applications. Everything changed after his
serious conversation with S.I. Vavilov who was at that
time both the director of the Lebedev Physical Institute
and the President of the Academy of Sciences of USSR.
Vavilov persistently recommended Rzhanov to start
research in the field of semiconductors. Thus started the
period of Rzhanov’s scientific activity related to semi-
conductors.

When I first appeared at the Lebedev Physical Insti-
tute, Rzhanov was in charge of a team of research work-
ers experienced in growing germanium single crystals
and involved in the development of a germanium tran-
sistor; by that time, he had started studies aimed at sta-
bilizing the parameters of semiconductor devices, relat-
ing the causes of instability mainly to the surface prop-
erties of semiconductors.

Rzhanov was invariably friendly in his relations
both with colleagues and subordinates. It was interest-
ing, difficult, but somehow enjoyable to work with him.
After parting with him late in the evening having dis-
cussed in detail all the problems, we were encountered
in the next morning with his invariable question “Have
you anything new to tell me?”. Rzhanov always whole-
heartedly participated in the parties organized at the
laboratory and at the institute, in pranks and practical
jokes; he astounded me once when I watched him danc-
ing classical Charleston.

Rzhanov’s ability to discuss competently any paper
reported at seminars was incomprehensible for a young
researcher like myself. Only much later, when I have
looked through Rzhanov’s archive and come across his
notes of the books and monographs he read, I realized
the amount of effort and time it took for Rzhanov to
change his field of research from piezocrystals to semi-
conductors. Apparently, this thoroughness formed the
basis of Rzhanov’s great erudition in diverse fields of
semiconductor physics and physics of semiconductor
devices.

A specific feature of Rzhanov’s personality was his
ability to face dangers and difficulties. The first occa-
sion that helped me to recognize this trait of Rzhanov’s
character was related to his doctoral dissertation. In
1962, having prepared the thesis, he decided to defend
it in Kiev. However, Ukrainian scientists led by
V.E. Lashkarev and V.I. Lyashenko disagreed with cer-
tain concepts forwarded by Rzhanov in his dissertation.
His decision was of cardinal importance: Rzhanov was
ready to defend his thesis in the home territory of his
opponents, to argue the correctness of his conclusions
then and there, and to face possible defeat. However,
Rzhanov was sure that he was right, he proved it and
won.

In the same year, rumors started to circulate about a
possible transfer to Novosibirsk.1 When asked whether
I was willing to go to Novosibirsk, I replied affirma-
tively and soon forgot about it. There was a lot of work
to be done at the Physical Institute and elsewhere, and
this completely erased from my memory the vague
prospects of transfer. In July, while spending my vaca-
tion on the Black Sea coast in Simeiz at a sports camp
of the Lebedev Physical Institute, I received a telegram
from the Presidium of the USSR Academy of Sciences;
I was informed that I had been appointed the deputy
director of the new Institute of Solid-State Physics and
Semiconductor Electronics in Novosibirsk and that I
was requested to come and start my new job right away.
Naturally, I considered it as a practical joke, which
were quite popular among my friends and colleagues at
the Lebedev Physical Institute and in which I often par-
ticipated myself. Having completed a wonderful vaca-
tion and returned to the Lebedev Physical Institute, I
was astonished to get a harsh reprimand from Academi-
cian Vul, who had been repeatedly bothered with
inquiries from the departments in the Presidium of the
USSR Academy of Sciences about my whereabouts. I
found out that Rzhanov, having been acquainted with

1 At that time, the Novosibirsk Scientific Center of the just founded
Siberian Division of the USSR Academy of Sciences was being
organized (note added by the English version’s editor).
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the government’s resolution concerning the founding of
the aforementioned institute and without waiting for
the corresponding decision of the Academy of Sci-
ences, had gone on a long-planned and quite extended
scientific commission abroad. Before his departure,
Rzhanov left a paper at the Presidium, in which he sug-
gested my appointment and listed a large number of
tasks to be performed by me. He did not doubt in the
slightest that I would not change my mind, he was com-
pletely sure that I would run all his errands; therefore, I
could do nothing but follow his instructions. Once
again, I became aware of Rzhanov’s astonishing ability
not only to make decisions but also to plan ways to ful-
fill them completely.

Later, the Council of Ministers officially approved
Rzhanov’s suggestion to erect a thermostatted block,
i.e., a building with clean rooms built according to a
completely new design. The layout designed by Rzha-
nov made it possible to combine the required clean-
room conditions with a pleasant view of the forest from
the window. This layout is still admired by guest scien-
tists at the Institute of Semiconductor Physics.

Having succeeded in getting an appointment with
A.N. Kosygin (at that time, the Chairman of the Coun-
cil of Ministers), Rzhanov managed to secure substan-
tial hard-currency funding, which formed the basis for
a large amount of the Institute’s experimental equip-
ment and technological facilities.

Rzhanov (in collaboration with S.I. Stenin) orga-
nized the production of installations for molecular-
beam epitaxy (MBE), first at the Institute and then at
the experimental plant of the Siberian Division of the
USSR Academy of Sciences; these installations were
virtually the first to be manufactured in the Soviet
Union. The Institute of Semiconductor Physics has not
only been awarded a State prize for this activity, but
also remains an acknowledged leader in using MBE to
produce diverse thin-film structures.

All this became possible only because Rzhanov had
immediately realized the capabilities of MBE, made the
decision to concentrate most of the efforts of the Insti-
tute on this problem, and again saw the matter through
to the end.

No effort was spared in designing and developing
diverse instrumentation and installations. As an exam-
ple, I mention a series of ellipsometers, the design and
production of which was honored with a prize from the
Council of Ministers; this line of research is success-
fully developing at present. K.K. Svitashev, a follower
of Rzhanov, has played an outstanding role in solving
this problem.

This was the case in many situations. For example,
studies aimed at stabilizing the characteristics of
metal–insulator–semiconductor (MIS) transistors
resulted in the conclusion that these characteristics can
be stabilized by using a two-layer insulator composed
of silicon oxide and silicon nitride layers. However,
when the hysteresis properties of a metal–nitride–
SEMICONDUCTORS      Vol. 35      No. 9      2001
oxide–semiconductor (MNOS) system were simulta-
neously uncovered, Rzhanov immediately organized an
able team of researchers and technologists from the
members of the staff of our Institute, the Institute of
Inorganic Chemistry of the Siberian Division of the
USSR Academy of Sciences, and the NPO Vostok. The
result consisted in the development of nonvolatile
memory elements that form the basic components of
the computers existing at present; in addition, the NPO
Vostok became a leading industrial institution active in
the above field.

In just the same way (by concentrating large scien-
tific and technological resources), a solution to the
problem of multielement photodetector arrays designed
to operate in the infrared region of the spectrum was
found and was then transformed into an impressive
practical application; this achievement was also
awarded with a State Prize.

I would like to emphasize that almost all the afore-
mentioned examples (as well as other projects on which
I cannot enlarge owing to limited space) were based on
an enormous amount of preliminary efforts in the field
of the surface physics of semiconductors and from
studies of the interfaces of a semiconductor with a
metal, insulator, vacuum, gas media, and other semi-
conductors. It is the Rzhanov school in this field of
semiconductor physics, also including studies in the
field of physics and technology and in the development
of thin films and thin-film structures, that has formed
the basis of past, present, and future achievements of
the Institute of Semiconductor Physics, Siberian Divi-
sion of the Russian Academy of Sciences.

It was also of interest for me to watch how Rzhanov
used to squash from the outset attempts at spreading
malicious gossip and at starting squabbles. If a person
(X) came to him and started to tell tales about some-
body (Y), X immediately heard “Just a minute, I shall
ask Y to come here, and then you can tell him every-
thing to his face.” Most often, the conversation was
completed at that point. However, if someone came
with serious complaints and agreed to a three way dis-
cussion, then all the problems were solved quickly and
in a businesslike manner.

Rzhanov spent much energy and time educating the
younger generation. I do not only mean his work as a
lecturer and a tutor. Rzhanov was always ready to dis-
cuss any problem troubling young people, be it scien-
tific, housing, or personal problems. It should be added
that Rzhanov could easily and professionally discuss
topics of literature, art, and nature (nowadays, we
would refer to the last topic as ecology). He knew about
all the latest publications in respectable journals and in
newspapers, about new movies, and so on. If we add to
this his phenomenal memory, then it will be under-
standable why any conversation with Rzhanov involved
always attracted interest. He took part with pleasure in
“philosophical seminars”, which were regularly con-
vened at that time; it was a rare occasion when some-
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body managed to shake his leading position in any
problem. It is my opinion that Rzhanov was a typical
representative of professors, who, as we know from lit-
erature, always had encyclopedic knowledge.

The same knowledge allowed Rzhanov to behave
very confidently during his scientific trips abroad and
not only at official conferences but also during private
meetings, where discussions about political, ethical,
and other issues often arose. His excellent command of
the English language and his feeling for the weak spots
of an opponent should be added to this. From all points
of view, trips abroad with Rzhanov were not only
extremely productive professionally but were also
enjoyable for his companions.

When Rzhanov had spare time (which was rare), he
spent it hunting and boating on the Ob and the Ob sea.
In spite of the fact that he had poor eyesight, Rzhanov
was usually a leader in hunting; as for boating, I never
knew a more daring and skillful “captain”. I know that
well because I repeatedly had to follow his boat dashing
through high waves in stormy weather.

Summing up Rzhanov’s life, his military exploits,
his scientific achievements, and his relations with
young scientists, friends, and colleagues, we can confi-
dently consider this man as great scientist, mentor, and
soldier.

The collection of papers offered here to readers and
written by his direct followers and coworkers, who
belong to the Rzhanov scientific school of the physics
of semiconductor surfaces and the physics of thin semi-
conductor films is intended to introduce specialists to
the latest achievements in this field of semiconductor
physics.

Translated by A. Spitsyn
SEMICONDUCTORS      Vol. 35      No. 9      2001



  

Semiconductors, Vol. 35, No. 9, 2001, pp. 985–987. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 35, No. 9, 2001, pp. 1029–1031.
Original Russian Text Copyright © 2001 by Smirnov.

    

ATOMIC STRUCTURE AND NONELECTRONIC PROPERTIES
OF SEMICONDUCTORS

       
Atomic Processes in Semiconductor Crystals
L. S. Smirnov

Institute of Semiconductor Physics, Siberian Division, Russian Academy of Sciences,
pr. Akademika Lavrent’eva 13, Novosibirsk, 630090 Russia

Submitted February 14, 2001; accepted for publication March 1, 2001

Abstract—The formation of a new field in the radiation physics of semiconductors and semiconductor tech-
nology under the general guidance and with the direct participation of the late A. V. Rzhanov is reviewed his-
torically. This line of research gave rise to a multitude of practical applications; however, most importantly, it
forced scientists to radically change the established concepts of reactions in semiconductor crystals by taking
into account the mobile defect–impurity subsystem susceptible to external factors. The concepts developed
form the basis for considering the processes at the atomic level, especially during the formation and modifica-
tion of active clusters and nanoobjects. © 2001 MAIK “Nauka/Interperiodica”.
In this paper dedicated to the memory of Anatoliœ
Vasil’evich Rzhanov, I relate the history of the forma-
tion and development of a promising line of research,
the radiation physics and technology of semiconduc-
tors; this is one of the basic research fields at the Insti-
tute of Semiconductor Physics, and is what our institute
is known for and is proud of. As the leader of a large
team of scientists, Rzhanov exerted a deciding effect on
the problem as a whole, and also on sections of it such
as the effect of accelerated particles on the surface
properties of semiconductors and heterointerfaces, the
doping of thin layers using ion implantation, the resto-
ration of equilibrium in crystals by irradiation, and the
formation of metastable states using pulsed treatments;
for all the above subfields, Rzhanov acted as the initia-
tor and as an active participator.

When observing radiation effects in semiconduc-
tors, researchers came across a number of unexpected,
seemingly contradictory phenomena related mainly to
the generation of crystal-structure defects with an
accompanying modification of all the basic semicon-
ductor characteristics, rather than to the excitation of
the electron subsystem. The diversity of, and the spread
in, the experimental data for various, especially multi-
component, semiconductors was so large that we would
have drowned in these data had we restricted ourselves
to reliable results in certain special cases. Looking
back, I remember with much gratitude how Rzhanov
tactfully and insistently encouraged us to change from
germanium to silicon; he believed that adequate models
and the basis for promising technological methods in
microelectronics and nanoelectronics could be formed
only when dealing with a pure and structurally perfect
material.

When, in the 1950s, the problems of developing
“atomic” semiconductor electric cells and doping the
crystals using irradiation with particles were formu-
lated, it seemed to many scientists that these problems
1063-7826/01/3509- $21.00 © 20985
could be solved easily because the foundations of solid-
state physics had been well developed.

The reality was found to be much more complex and
interesting; it took decades to form correct concepts of
radiation-induced processes in semiconductors. Actual
crystals with their nonequilibrium properties and high
concentration of background impurities caused great
difficulties to experimenters and necessitated the devel-
opment of new experimental methods and the transition
to a higher materials-science level.

The modern concepts were reached quite slowly.
There are many reasons for this; however, in my opin-
ion, the main reasons are the following.

First, it was wrongly (although, widely) accepted
that elementary point defects, i.e., vacancies (the vacant
crystal-lattice sites) and interstitial atoms (the atoms
pushed from the sites), had low mobility.

Second, the concept of the dominant role of elec-
tronic excitations in the defect formation was automat-
ically transferred from the physics of dielectrics to that
of semiconductors.

The situation was found to be so tense and mysteri-
ous that international conferences on radiation effects
in semiconductors in the 1960s–1980s were dominated
by discussions of the “vacancy paradox” and “the mys-
tery of interstitial atoms.”

The first steps were the most difficult; these were
related to substantiating the hypothesis that the domi-
nant role in the processes of the formation of active irra-
diation-induced centers in crystals belongs to second-
ary reactions between the atoms forced by radiation out
of the crystal-lattice sites (interstitial atoms) and vacan-
cies and between these defects and the imperfections
existing already in the crystal (impurities, dislocations,
interphase boundaries, quenched-in defects, and tracks
of heavy particles). The formation of complexes
accounted for the appearance of many types of active
radiation-induced centers with corresponding changes
001 MAIK “Nauka/Interperiodica”
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in electrical, photoelectric, optical, luminescent, and
mechanical properties of crystals; however, this
implied a high mobility of interstitial atoms and vacan-
cies even at room temperature and below and, thus,
contradicted the totality of traditional concepts of solid-
state physics, especially the data on the thermal treat-
ment of materials. Many scientists attributed this dis-
crepancy to a difference between the mobility of vacan-
cies generated by thermal treatment and by radiation.
However, the standpoint according to which the vacan-
cies are no different from each other irrespective of the
method of their generation was found to be correct.
However, the previous concepts of vacancy mobility
were proved to be erroneous. For example, in crystals
of germanium, silicon, and many other semiconduc-
tors, vacancies are found to be in a free state only dur-
ing their transition from one trap (a complex) to
another; the vacancy migration energy amounts to sev-
eral tenths of an electronvolt and depends heavily on
the vacancy charge state. It is this circumstance that led
to a wrong conclusion about the low mobility of vacan-
cies, which resulted in serious fallacies and wrong con-
cepts.

The development of notions about the role of the
second component of a Frenkel pair (the interstitial
atom) was no less dramatic. The high mobility of inter-
stitial atoms (even higher than that of vacancies), their
neutrality, and the relatively low activity of interstitial-
containing complexes formed the origin of a long-
standing belief in (and the problem of) the “unobserv-
ability” of products of reactions involving interstitials.
We had studied in detail the interaction of interstitial
atoms with dislocations and interfaces and explained
the effect of pushing the impurities out of lattice sites
by self-interstitials; electron microscopy made it possi-
ble to observe the interstitial clusters. As a result, inter-
stitial atoms were shown to be equal participants of the
secondary radiation effects alongside vacancies; the
aura of mystery around interstitials disappeared
because it originated from lack of knowledge.

These were, perhaps, the most difficult and paradox-
ical situations and solutions to them. There were also
others. It is only the discoveries of the role of energy
barriers for the complex formation, the annihilation of
Frenkel pairs at certain centers, and the dependence of
all energy parameters and the mobility of point defects
on their charge state (which, in turn, is a function of
irradiation conditions and temperature) that made it
possible to devise the models (at first, qualitative, and
then, in certain special cases, quantitative) of radiation-
induced processes.

All the aforesaid is related to structural rearrange-
ments in crystals; these rearrangements encompass
merely several atoms. Most often, the sizes of active
centers generated by radiation prevent them from being
directly observed. It is only the use of a combination of
methods, both already known and those just developed,
that made it possible to obtain the fairly comprehensive
information about the properties of the primary, sec-
ondary, mobile and stable defects, and defect–impurity
complexes. It is not an easy matter to list all the meth-
ods whose employment was found to be necessary to
solve the problems stated above. These methods
involve studies of electrical conductivity and the Hall
effect; infrared spectroscopy; studies of luminescence,
electron spin resonance, and photoconductivity; deep-
level transient spectroscopy; studies of Rutherford
backscattering and the channeling of light particles and
of microhardness; electron microscopy; and so on.

At present, we have a new line of investigation that
emerged at the interface between solid-state physics,
the physics and chemistry of semiconductors, and
atomic physics. This line, with its powerful basis of the
theory of radiation-induced modifications and the
methods for forming the metastable systems, gave rise
to numerous practical applications. The latter include
ion implantation; pulsed treatment of materials (which
won the State Prize in 1988); ion-implantation synthe-
sis; the introduction of active centers, especially, using
high-temperature irradiation; the formation of disor-
dered systems; radiation-enhanced diffusion; control-
ling the properties of a metal–insulator–semiconductor
system; the doping of semiconductors using neutron-
induced nuclear transmutations; and the enhancement
of the stability of materials and devices.

Original experimental results and generalizations of
them were published in several books [1–5] written by
teams of authors and translated into foreign languages.
The relevance of all the problems listed continues to
heighten as the knowledge about actual crystals
becomes more profound and as the requirements
imposed on the developed devices and technologies
become more stringent.

The aforementioned basic facts radically changed
the established notions about reactions in crystals with
the elementary structural defects involved. The modifi-
cation of a defect–impurity subsystem in semiconduc-
tors became an important field of research and techno-
logical efforts.

We believe that an urgent task at present consists in
extending the results of radiation physics of semicon-
ductors to a wide field of problems in the physics of
actual crystalline materials. This requires deep theoret-
ical insight and the continuous improvement of experi-
mental methods. Below, I dwell on two of the afore-
mentioned problems, which have a complex history and
are most general.

The first problem is related to diffusion in crystals.
If experimentally observed point defects are mobile
even at low temperatures, we may assume that any
impurity atom at an interstice and any elementary com-
plex of this atom with vacancies or self-interstitials (an
impurity atom at the lattice site may be also considered
as trapped) are relatively mobile. In this respect, diffu-
sion is the result of repeated events of trapping and of
the trapping-complexes dissociation stimulated ther-
SEMICONDUCTORS      Vol. 35      No. 9      2001
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mally. As a result, the results of diffusion depend
heavily on the presence of observed and, especially,
unobserved potential participants in the complex for-
mation; these results also depend on the diffusant’s
chemical activity and on the charge state of reactants. In
practice, we encounter here serious difficulties related
to the fact that the initial impurity–defect composition
of a crystal is, as a rule, inadequately known and the
energy parameters of the defect–impurity reactions
depend heavily on the experimental conditions; in addi-
tion, the same impurity may be involved in forming dis-
similar trapping centers.

The processes of diffusion in actual materials are
very complicated, and it is difficult to gain deep insight
into these processes; this is also typical of these pro-
cesses in crystals. As a result, we have requirements
imposed on the reliability of experimental data and the
necessity of taking into account the relative value of
models.

The second problem is related to the nonequilibrium
properties of a defect–impurity system. The crystals,
especially synthesized, are found to be in a nonequilib-
rium state at the technological and operation tempera-
tures; the defect–impurity subsystem of these crystals
is rearranged when the mobile point defects are gener-
ated by irradiation and tends to a more equilibrium
state. This effect is most pronounced when the initial
matrix subsystem is far from equilibrium. The kinetics
of the transition depends on both the initial parameters
and new conditions (temperature, the generation rate of
defects, and the ionization level). The process is com-
mon to all solids, even for those as perfect and ulti-
mately pure as silicon of state-of-the-art quality. I now
illustrate this using the example of doped silicon. The
equilibrium solubility of impurities decreases rapidly
upon transition to operating conditions, and silicon
crystals are found to be supersaturated even at a low
level of doping. The supersaturation is removed by irra-
diation, and the impurity–defect subsystem tends to
equilibrium under the given new conditions; the transi-
tion is fairly complicated, because the process involves
not only the dopant but also the entire set of impurities;
the crystal boundaries and the entire history of mechan-
ical and chemical treatments should be also taken into
account.

The above is related to the actual structure of a semi-
conductor crystal and to the complexity of atomic-level
processes occurring in this crystal; understanding these
processes amounts to solving the many-body problem,
with the bodies endowed with individual properties. It
is because of this that a correction of conventional
notions about reactions in crystals is usually met with
SEMICONDUCTORS      Vol. 35      No. 9      2001
resistance. It is pertinent here to cite the following sim-
ple (radiation-related) example. It has been proven that
the formation energy of a Frenkel pair (Ed) decreases
severalfold as the temperature of irradiated materials
increases, which is related to introducing oscillations
into the crystal lattice and to the “collective” mecha-
nism of the primary event. However, in the majority of
cases, researchers are still reluctant even today to con-
sider Ed as a variable, although they deal with a wide
temperature range. This fallacy becomes basic when we
attempt to devise quantitative models for ion implanta-
tion or transmutation-induced doping.

The technological capabilities of radiation-related
methods when applied to semiconductor crystals and
structures are wide and the implementation of these
methods is apparently just beginning. The term “defect
engineering” has appeared in recent publications; this
term implies a nonequilibrium modification of the
impurity–defect subsystem with the aim of obtaining
new characteristics of the crystal, structure, or devices
by forming the required active centers or nanoclusters.
It may be expected that the most interesting results
should be obtained when forming a system with
nanoobjects by radiation-related methods; of course,
this requires new experimental and theoretical efforts,
an improvement in the general technological level, and
the development of new methods and techniques. We
envisage in this the realization of Rzhanov’s ideas and
principles in creating the component basis for solid-
state electronics of a new generation.
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Abstract—A diagram of the structural and morphological state of a Ge film on a Si(100) surface is constructed
using in situ recording of the reflection high-energy electron diffraction patterns. The diagram involves the fol-
lowing regions: the continuous film, hut- and dome-shaped clusters, and dome-shaped clusters with misfit dis-
locations at the interface. The variation in the lattice parameters of the Ge film during MBE growth on the Si(100)
surface is measured for the first time, and the oscillations of the variation in the lattice parameter for the (100) plane
during two-dimensional layer-by-layer growth are found. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Interest in Ge nanoclusters is related to advances in
the development of the technology for obtaining an
array of islands fairly uniform in size. Researchers suc-
ceeded in diminishing the nanoclusters to sizes permit-
ting the manifestation of quantum-well effects up to
room temperature [1]. The Ge-on-Si heterostructure is
ideal for investigating the transition from the layer-by-
layer film growth to the formation of three-dimensional
(3D) islands (the Stranski–Krastanov mechanism). At
relatively low synthesis temperatures, there are no mis-
fit dislocations (MDs) in such islands even if their
thickness significantly exceeds the critical one [2].

Several stages of island evolution are experimen-
tally observed for the Ge–Si system in the course of
increasing the effective film thickness. The appearance
of islands is observed subsequent to the formation of
the continuous Ge film. The onset of the formation of
3D clusters is accompanied by the appearance of elon-
gated spots in the reflection high-energy electron dif-
fraction (RHEED) patterns. These spots correspond to
electron scattering at the {105} faces. Owing to their
configuration, such islands were termed hut-shaped
clusters [3]. As the average film thickness increases, the
{113} and {102} faces manifest themselves in the
RHEED patterns in addition to the {105} faces. This
stage is characteristic of the formation of dome-shaped
clusters. The last stage of morphological and structural
evolution of the GexSi1 – x islands on Si(001) is the for-
mation of 3D plastically strained islands with MDs at
the layer–substrate interface, which is accompanied by
a rapid increase in the island size (see, for example,
[4−6]).
1063-7826/01/3509- $21.00 © 20988
The dependence of the island parameters on the con-
ditions of a technological process calls for the continu-
ous monitoring of the growth surface. A conventional
technique suitable for this purpose is RHEED. The
comparative analysis of RHEED patterns and surface
images obtained by scanning tunneling microscopy,
which was aimed at correcting the interpretation of dif-
fraction patterns in the course of film growth, was car-
ried out previously [7]. This approach may be used, for
example, to determine the critical thickness of the
pseudomorphic film and the orientation of island faces
[6]. Through using RHEED, the phase diagrams of the
structures existing on the surface during Ge-on-Si epit-
axy were constructed. The data on strains in the grow-
ing layer are of special interest, since these strains con-
stitute the major driving force for the morphological
transformations observed [8]. These strains can be eval-
uated from the variation in the lattice parameter of the
growing Ge film with transition from the layer-by-layer
growth to the island growth as well as with changes in
the island shape. The variation in the lattice parameter
in the course of heteroepitaxy may be determined from
reflection positions in a RHEED pattern [9, 10].

The purpose of this study was to refine the struc-
tural-phase diagram and to determine the structure of
the crystal lattice of the growing Ge film on the Si(100)
surface for various stages of morphological transforma-
tion.

RESULTS AND DISCUSSION

The synthesis was carried out in a Katun’-S MBE
installation provided with two electron-beam evapora-
tors for Ge and Si. The dopant (Sb and B2O3) was evap-
orated from effusion cells. The analytical part of the
001 MAIK “Nauka/Interperiodica”
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chamber consists of a quadrupole mass-spectrometer, a
quartz thickness gage, and a high-energy (20 keV) elec-
tron diffractometer. During growth, the diffraction pat-
tern is recorded with a CCD camera, and the image is
fed to a personal computer. The software allows us to
monitor both the image as a whole and selected parts of
the diffraction pattern at a rate of 10 frame/s. The
growth rate of the Ge layer was 10 monolayers (ML)
per minute, and the temperature (T) was varied from
200 to 700°C. The Si (100) wafers with a misorienta-
tion less than 0.5° were used as the substrates. Prior to
the growth of the Ge film, a high-temperature annealing
of the wafer with the Si buffer layer growth was carried
out to recover the initial surface.

The variations in the diffraction pattern qualitatively
represent the variation of the growing film morphology.
Quantitative information may be obtained from mea-
suring the diffraction pattern intensity. The analysis of

01
–

00 01
(a)

(b)

(c)

Fig. 1. The RHEED intensity variation during Ge film
growth on Si(100): (a) and (c) are initial and final RHEED
patterns, and (b) demonstrates the intensity variation during
growth along the line shown by an arrow.
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the intensity variation in the azimuth [110] along the
zero streak permitted us to separate the regions of two-
dimensional (2D) growth and the growth of hut-shaped
and dome-shaped clusters [8]. To determine the instant
of the plastic relaxation of the dome-shaped clusters,
the variation in the diffraction pattern intensity along
the line intersecting the streaks and bulk reflections was
also recorded (Fig. 1). The distance between them cor-
responds to the size of a 2D atomic cell a|| in the sub-
strate plane. The initial and final diffraction patterns are
shown in Figs. 1a and 1c. The arrow indicates the line,
along which the intensity was recorded. The variation
in intensity along this line with variation in the thick-
ness of the Ge film deposited is shown in Fig. 1b. From
the variation in the distance between the bulk reflec-
tions, which correspond to dome-shaped clusters, the
instant of the plastic relaxation of the Ge film, which
contains the MD network at the interface, was deter-
mined. The variation in the a|| quantity is 4% and coin-
cides with the Ge–Si lattice mismatch. Based on these
experimental data, the refined structural-phase diagram
was constructed (Fig. 2). The diagram demonstrates the
regions of the existence of stressed and plastically-
strained continuous and island films depending on
the Ge layer thickness dGe and the deposition tempera-
ture T.

As was demonstrated above, recording the variation
in the diffraction pattern intensity can yield valuable
quantitative information on the variation of the growing
film morphology.

It can be noted from Fig. 1 that the distance between

the spots of the  and 01 reflections changes during
growth. This may correspond to the variation in the
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Fig. 2. Phase diagram of the Ge film structural state on the
Si(100) surface.
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interatomic spacing a|| of the Ge film in the (100) plane.
Reflections from the (2 × 1) superstructure also
undergo a similar variation in their angular position.
The variation in the lattice parameter a|| relative to the
lattice parameter for Si aSi with variation in the effec-
tive thickness of the deposited Ge layer dGe is shown in
Fig. 3. As can be seen from the dependence demon-
strated, the lattice parameter undergoes substantial
variations. From the comparison of the dependence
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Fig. 3. Variation in the lattice parameter during Ge film
growth on Si(100).
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Fig. 4. Oscillations of the lattice parameter and specular
reflection intensity in relation to the Ge film thickness. Dot-
ted lines specify the position of peaks and valleys.
obtained with the phase diagram and a diffraction pat-
tern, we can separate the regions corresponding to var-
ious stages of Ge film growth on the Si(100) surface.
During the 2D-layer growth and the initial stage of the
appearance of the hut-shaped clusters, the variation in
the parameter a|| is as large as 8%. The next region cor-
responds to the formation and growth of elastically
relaxed Ge islands in the form of hut-shaped clusters. In
this case, the a|| magnitude for the island surface
decreases to a value characteristic of the bulk Si crystal.
Then, the hut-shaped clusters transform into dome-
shaped clusters, which grow further. It is known that the
MD network is formed at the Ge/Si interface during the
growth of dome-shaped clusters. This network relieves
the stresses caused by the Ge–Si lattice mismatch.
Actually, it can be seen from Fig. 3 that the lattice
parameter for the Ge film gradually approaches the
value for the bulk material.

The variation in the lattice parameter for the plane
parallel to the interface is measured continuously by
in situ recording diffractometry. The reflection from the
surface introduces the major contribution to the diffrac-
tion pattern. In this case, we may assume that an
increase in a|| the during growth of the wetting layer
indicates that the elastic relaxation begins to play a
noticeable role even for 2D islands formed during the
2D-layer growth. Similar processes on the growth sur-
face were observed previously [9]. The 2D Ge island
rather than the continuous Ge layer on the Si surface is
more likely to undergo elastic distortions in the growth
plane. With an increase in the thickness of the continu-
ous pseudomorphic Ge film, the elastic strain energy
increases. This causes a progressive increase in a|| com-
pared to the lattice parameter for Si. At the initial stage
of the formation of a hut-shaped cluster, its size is com-
parable to the size of 2D islands. For this reason, no
abrupt change in the thickness dependence of the lattice
parameter is observed. As the cluster grows, the contri-
bution of the surface to the intensity of the diffracted
electron beam decreases, whereas that to the intensity
of the beam passing through the bulk increases. Thus, a
decrease in a|| down to the initial value apparently indi-
cates that the lattice parameter for the bulk of the Ge
island tends to a value equal to that for Si. Elastically
strained regions may be found only in the (100) plane
constituting a part of the faceting plane {105} of the
hut-shaped cluster, which may be represented as the
step a0/4 in height and 5a0/4 in width, with the terrace
lying in the (100) plane. The variation in the lattice
parameter for the growth plane is confirmed by a peri-
odic variation in the a|| value during the 2D growth sim-
ilar to oscillations of specular reflection intensity. The
variation in the lattice parameter a|| and the specular
reflection intensity depending on the growing Ge film
thickness are shown in Fig. 4. The periodic variation in
the lattice parameter for the (100) plane is similar to the
intensity oscillations, but is shifted by a half-period.
The largest increase in the lattice parameter coincides
SEMICONDUCTORS      Vol. 35      No. 9      2001
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with the minimum of the oscillation intensity. Such
behavior is caused by the fact that the largest increase
in a|| is observed for the roughest surface. A similar
dependence for the growth of metals was observed pre-
viously [11]. The variation in the lattice parameter for
the growing Ge layer is schematically shown in Fig. 5.
The region of the 2D growth of the Ge layer (island and
continuous film) and the initial stage of formation of the
hut-shaped cluster are illustrated.

CONCLUSION

Thus, this study demonstrates the possibility of
obtaining quantitative information about the atomic

2D islands

continuous layer

2D islands

continuous layer

hut clusters

Fig. 5. Schematic representation of film growth.
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structure of the growing epilayer using the in situ
recording of RHEED patterns. The refined diagram of
the structural and morphological states of the Ge film
on the Si(100) surface, which includes all transitions
known, is constructed. The variation in the lattice
parameter of the Ge film on the Si(100) surface during
MBE growth is determined for the first time, and oscil-
lations of the variation in the lattice parameter during
2D growth are observed. During 2D growth and the for-
mation of hut-shaped clusters, the increase in the lattice
parameter for the (100) plane is controlled by the elastic
strain, whereas, for dome-shaped clusters, it is gov-
erned by a plastic relaxation due to MD network forma-
tion at the interface.
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Abstract—The magnetic-field dependences of the Hall coefficient and the conductivity of n-type CdxHg1 – xTe
epitaxial structures were measured at 77 K. The structures were grown by molecular-beam epitaxy with a pre-
scribed solid solution composition profile across the thickness. A specific feature of the obtained dependences
is that the conductivity and the absolute value of the Hall coefficient decrease with an increasing magnetic field.
The obtained experimental dependences can only be described in terms of a model including low-mobility elec-
trons. It is shown that anodic oxide deposited onto the CdxHg1 – xTe film surface makes the concentration of
low-mobility electrons higher and that of anodic fluoride lower. The possible reasons for the appearance of low-
mobility electrons are discussed. The most probable sources of such electrons are surface layers and electrical
microheterogeneities in CdxHg1 – xTe films. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The solid CdxHg1 – xTe (MCT) solution is widely
employed in developing high-efficiency IR detectors
operating in the 3- to 5- and 8- to 14-µm spectral
ranges. Successful use of this narrow-gap material as a
sensitive IR cell requires that the electrical parameters
of carriers should be determined with high precision.
Commonly, the parameters are calculated from the
dependences of the Hall coefficient and electrical con-
ductivity on the magnetic field and temperature. How-
ever, these calculations encounter severe difficulties
associated with the complex structure of the electronic
spectrum and with the manner in which electrically
active centers are formed in the bulk and at the bound-
aries of the layers: the existence of several kinds of car-
riers, the possible formation of two-dimensional layers
at interfaces, microscopic heterogeneities, a large elec-
tron to hole mobility ratio, a pronounced nonparabolic-
ity of the conduction band, etc. [1]. The most important
question concerns the number of different kinds of free
carriers. Without having an answer to this question, it is
impossible to determine the electronic transport param-
eters and, consequently, to assess the quality of the
material grown. In the n-type material, the problem of
unambiguous and adequate characterization is made
even more complicated by the presence of low-mobility
(“heavy”) electrons, leading to a strong dependence of
the Hall coefficient and conductivity on the magnetic
field. Heavy electrons are observed in MCT in bulk
crystals [2] and films grown by liquid-phase epitaxy
(LPE) [3] and molecular beam epitaxy (MBE) [4]. The
1063-7826/01/3509- $21.00 © 0992
reasons for the appearance of low-mobility electrons in
a particular material are not always clear.

The most frequently mentioned reason for the field
dependence of the Hall coefficient and conductivity in
MCT is the compensation of the material by holes.
However, this kind of compensation is absent in many
cases and, in particular, measurements of the mobility
spectrum suggest the presence of low-mobility elec-
trons [5].

The aim of this study was to analyze the influence
exerted by various treatments and techniques employed
to prepare boundaries of n-type layers in MBE-grown
MCT structures on the galvanomagnetic phenomena
relied upon to determine the kinds of charge carriers
and evaluate their electrical parameters.

LAYER GROWTH AND EXPERIMENTAL 
PROCEDURE

The MCT layers used in this study were grown by
MBE [6] on GaAs substrates. A unit for MCT growth
in the multiunit MBE machine is equipped with a set of
annular sources ensuring a high composition unifor-
mity on substrates up to 76 mm in diameter and a built-
in fast automated ellipsometer for measuring the
growth rate and continuously monitoring the MCT
layer composition during the growth process. This
monitoring allows the fabrication of structures with a
prescribed composition profile across the thickness [7].
The MCT layers were 7–10 µm thick.
2001 MAIK “Nauka/Interperiodica”
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The concentration and mobility of carriers in MCT
layers were measured using the van der Pauw method.
Samples 1 × 1 cm in size were cut for measurements from
wafers 50.8 mm in diameter with heteroepitaxial MCT
structures. Gold-plated pressure contacts were used.
Control measurements on classical Hall structures with
a strip width of 100 µm, fabricated by means of photo-
lithography, yielded similar results. In measurements,
the samples were submerged in liquid nitrogen in a spe-
cial holder with a screen precluding background illumi-
nation. The current through the sample was in the range
0.1–3.0 mA; the results of measurements were inde-
pendent of the current.

EXPERIMENTAL RESULTS
AND DISCUSSION

Immediately after growth, MCT layers with cad-
mium telluride content x = 0.2–0.4 are n-type [8].
Annealing the structures at 200–300°C makes these
layers p-type. In annealed p-type MCT layers, the Hall
coefficient RH is independent of magnetic field B
(Fig. 1). This indicates that only carriers of a single
kind are present, and the p-type MCT with a single kind
of carrier [9, 10] is more likely to be prepared. An
n-type MCT with a single kind of carrier can also be
prepared [11], but in most cases n-type materials
exhibit a field dependence of the Hall coefficient RH and
conductivity σ (Fig. 2). Points in Fig. 2 represent the
experimental Hall effect data, and lines, the results of
calculations for two kinds of carriers: mobile electrons
with concentration n1 = 4 × 1014 cm–3 and mobility µ1 =
86000 cm2/(V s) and electrons with concentration n2 =
5 × 1015 cm–3 and low mobility µ2 = 600 cm2/(V s).

When a field dependence exists, the Hall effect data
were processed in terms of the model including two
kinds of carriers. The following expressions were used
for the Hall coefficient RH and conductivity σ [12]:

(1)

(2)

In expressions (1) and (2), RH1, RH2, σ1, σ2 are the Hall
coefficients and conductivities associated with the first
and second kinds of carriers, respectively, and B is
magnetic induction.

It should be noted that the accuracy of determining
the parameters of low-mobility carriers is very poor.
For example, if electrons are taken instead of holes, the
results of fitting the calculated field dependences to
experimental points remain virtually unchanged. To
improve the accuracy, it is necessary to measure the
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field dependence in a wide range of magnetic induction
values.

The hole conductivity in MCT is due to vacancies in
the metal sublattice [13]. The concentration of donors
in MBE-grown MCT layers must be at a minimum
because of the low growth temperature; indeed, this
method does produce MCT layers with a low concen-
tration (on the order of 1014 cm–3) and a high mobility
of conduction electrons. It follows from calculations of
the equilibrium concentrations of donor centers intro-
duced both by intrinsic point defects and by the most
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Fig. 1. Field dependences of the Hall coefficient for an
MBE-grown p-type CdxHg1 – xTe film with x = 0.22.
(1) Experimental data and (2) results of calculation for hole
concentration p = 1 × 1016 cm–3 and mobility µp =

585 cm2/(V s).

Fig. 2. Field dependences of the Hall coefficient and con-
ductivity for an MBE-grown n-type CdxHg1 – xTe film with
x = 0.22. (1–1) Measured Hall coefficient, (2–1) measured
conductivity, (1–2, 2–2) calculated Hall coefficient and con-
ductivity, respectively, for n1 = 4 × 1014 cm–3, n2 = 5 ×
1015 cm–3, µ1 = 86000 cm2/(V s), and µ2 = 600 cm2/(V s).
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probable impurities that the equilibrium concentrations
of donor centers are no higher than 107−1010 cm–3 under
MBE conditions. As shown in [14], the most probable
donor center in MBE-grown MCT layers is antisite tel-
lurium, whose concentration is determined by the MCT
crystallization conditions deviating from equilibrium.
Calculations of the concentration of antisite tellurium
in MBE-grown MCT with account of the deviation
from equilibrium predict an increase in this concentra-
tion to 1014−1015 cm–3. The high concentrations of low-
mobility electrons cannot be related to the bulk doping
of a MCT film, being in all probability associated with
the surface. It should be noted that low-mobility elec-
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Fig. 3. Field dependences of the Hall coefficient and con-
ductivity for an MBE-grown n-type CdxHg1 – xTe film with
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of anodic oxide.

Fig. 4. Field dependences of the Hall coefficient and con-
ductivity for an MBE-grown n-type CdxHg1 – xTe film with
x = 0.22 before (1–2, 1–1) and after (2–1, 2–2) deposition
of anodic fluoride.
trons observed in bulk MCT crystals [2] had a lower
concentration, which is quite natural if these electrons
are associated with the surface, since the films with low
carrier concentration, studied in the present investiga-
tion, are rather thin (7–10 µm) and, therefore, the rela-
tive contribution of carriers from the surface layer is
large.

If low-mobility electrons exist in the surface layer,
then compositional changes in the surface layer must
change the mobility of these electrons. For example,
the mobility of low-mobility electrons must fall with
increasing CdTe content in the surface layer.

Structures with graded bandgap layers on the sur-
face were grown with the CdTe content at the surface
varying from x = 0.4 to x = 0.95. However, no influence
of the surface layer composition on the mobility of low-
mobility electrons could be revealed. On etching off the
graded bandgap layer (whose growth ended with the
deposition of virtually pure CdTe), no noticeable
changes in the field dependences of the Hall coefficient
and conductivity were observed.

At the same time, various surface treatments affect
the parameters of low-mobility electrons. For example,
the deposition of anodic oxide leads to characteristic
changes in the field dependences of the conductivity
and Hall coefficient, shown in Fig. 3. The processing of
the measurement results shows that the concentration
of low-mobility electrons increases from 5 × 1015 to
3 × 1016 cm–3 at invariable characteristics of high-
mobility electrons.

The deposition of anodic fluoride (by a procedure
described in [15]) also affects the field dependences
(Fig. 4). An anodic fluoride film lowers the rate of sur-
face recombination and affects the band bending at the
surface [16]. A sample onto which anodic fluoride was
deposited was cut from the same wafer with MCT het-
eroepitaxial structure, which was used to prepare a
sample for the deposition of anodic oxide. Processing
of the obtained field dependences of the conductivity
and Hall coefficient in terms of the model with two
kinds of electrons shows that the anodic fluoride exerts
the opposite influence to that of the anodic oxide, with
the concentration of low-mobility electrons decreasing
from 5 × 1015 to 1 × 1015 cm–3 and their mobility grow-
ing from <1000 cm2/(V s) to >4000 cm2/(V s).

The MBE technique employed to fabricate the
structures allows the complete insulation of the n-layer
from the surface. CdxHg1 – xTe with x > 0.19 is easily
made p-type by annealing at 200–220°C. At the same
time, at a lower content of cadmium telluride, the layers
remain n-type upon annealing of this kind. Therefore,
since there are no surface electrons in p-type layers, it
is possible to prepare a MCT structure having a layer
with x < 0.19 confined between layers with a high CdTe
content and to anneal this structure, with n-type con-
duction preserved in the layer with low CdTe content.
This was actually done. Figure 5 shows the composi-
tion profile across the thickness d, measured ellipso-
SEMICONDUCTORS      Vol. 35      No. 9      2001
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metrically during structure growth. Prior to annealing,
the structure had n-type conduction with field depen-
dences of the conductivity and Hall coefficient similar
to those presented in Fig. 3. The field dependences
obtained upon annealing are shown in Fig. 6.
A transition to p-type conduction is clearly seen at a
high magnetic induction. Processing of the measure-
ment results in terms of the model with two kinds of
carriers (electrons and holes) satisfactorily describes
the experimental data and gives the following concen-
trations n = 8.4 × 1013 cm–3, µn = 125000 cm2/(V s) for
electrons and p = 1 × 1017 cm–3, µp = 200 cm2/(V s) for
holes. No contribution from low-mobility electrons was
revealed. This experiment not only excludes the surface
as a factor leading to the appearance of heavy electrons
but also eliminates, because of the low electron concen-
tration, other reasons for the possible formation of
heavy electrons (density-of-states tails [17]) and, even
more importantly, an impurity band with hopping con-
duction. However, at high concentrations of donor
impurity these factors cannot be eliminated.

The field dependence of conductivity was measured
on long narrow samples cut from wafers with MCT het-
eroepitaxial structures, with the current flow direction
coinciding with that of the magnetic field. Since the
Lorentz force is zero in this case, there must be no field
dependence of conductivity in a homogeneous isotro-
pic sample. It follows from the experiment that, with
the magnetic induction increasing from 0.05 to 1 T, the
conductivity is changed to a varied extent (by up to
30%) in different samples. This indicates the presence
of electrical heterogeneities in the samples studied.

The possible reason for the influence of the surface
is the existence of a surface charge whose density
depends on surface treatment. According to the theory
of local electroneutrality, a foreign inclusion in MCT
of, e.g., tellurium or cadmium, or a surface contami-
nant, shifts the Fermi level in MCT at the interface with
the inclusion toward the electroneutrality level. In
MCT, especially at low CdTe content, the Fermi level
lies high in the conduction band [18], which means that
the electron concentration near the inclusion is higher.
The same result is obtained if the band structures of the
inclusion material and MCT are considered—the Fermi
levels of tellurium, cadmium, and mercury lie much
higher than the local electroneutrality level, when their
matching with the band structure of MCT shifts up the
Fermi level in MCT at the boundary with the inclusion.

Low-mobility electrons may be present for at least
the following four reasons:

(i) additional valleys in the conduction band;

(ii) enriched layers at the surface, which seems to be
quite reasonable if account is taken of the high electron
work function of MCT and the position of the local
electroneutrality level above the conduction band bot-
tom [18];
SEMICONDUCTORS      Vol. 35      No. 9      2001
(iii) modulation of the conduction band bottom, due
to random distribution of electrically charged centers
giving rise to density-of-states tails;

(iv) formation of an impurity band with the appear-
ance of hopping conduction.

The first factor is an inherent property of MCT itself
and must be manifested irrespective of the MCT prepa-
ration technique or surface treatment. However, the
specific features of the electronic structure must not
give different concentrations of low-mobility electrons
in samples with the same position of the Fermi level. In
other words, if the presence of low-mobility (heavy)
electrons results from the specific features of the band
structure of MCT, then their concentration must unam-
biguously correlate with the concentration of light elec-
trons (in the absence of holes, i.e., without compensa-

0.35

0.31

0.27

0.23

0.19

0.15
0 2 4 6 8

x

d, µm

5

4

3

2

1

0 0.2 0.4 0.6 0.8 1.0
–18

–16

–14

–12

–10

–8

–6

–4

–2

0

2

1
2

B, T

RH, 10 3cm3 C–1σ, Ω–1 cm–1

Fig. 5. Composition profile across the thickness of a MCT
structure with narrow-gap interlayer, measured ellipsomet-
rically during growth.

Fig. 6. Field dependences of (1) Hall coefficient and
(2) conductivity of a p-type MCT structure with an n-type
narrow-gap interlayer.



996 VARAVIN et al.
tion) and be independent of the method or growth con-
ditions of MCT preparation. The results reported in [2]
indicate unambiguously that, in the absence of pro-
nounced compensation, the concentration of heavy
electrons in bulk MCT [MCT crystals] falls with an
increasing concentration of light electrons. This means
that the experimental results obtained on bulk MCT
crystals do not confirm the decisive influence of the
band structure on the appearance of heavy electrons.
Moreover, experimental investigations of the optical
absorption spectra of MCT at photon energies exceed-
ing the energy gap revealed no features related to the
complex dispersion law [17].

If the free MCT surface is not (at least for the most
part) the origin of low-mobility electrons, then it is nec-
essary to consider the formation of regions in the bulk,
in which the electron mobility is lower for some reason.
The inclusion boundaries may well be regions of this
kind. The density and size of inclusions must depend on
the method of MCT preparation (bulk crystallization,
LPE, MBE), since these techniques differ in relative
component activities, growth temperatures, and growth
rates reduced to temperature. However, MCT grown by
any technique is characterized by the presence of low-
mobility electrons and, consequently, the material
should be characterized by the ratio of concentrations
of high- and low-mobility electrons as a function of the
concentration of high-mobility electrons. The higher
this ratio at one concentration of high-mobility elec-
trons, the smaller the number of inclusions with regions
of low-mobility electrons around them. If, despite dif-
ferent conditions of MCT preparation, this ratio varies
solely with the concentration of high-mobility carriers
and is the same for different preparation techniques at
equal concentrations of mobile carriers, then this is a
fundamental property of the material.

CONCLUSION

The investigations performed indicate that the type
of surface treatment of MCT films exerts strong influ-
ence on the results of Hall-effect measurements. There-
fore, to clearly characterize n-type MCT films with a
low concentration and a high mobility of conduction
electrons, it is necessary to form a state of the surface
with a known band bending and surface charge density
and high uniformity of the charge density over the sur-
face. The quality of the material can be characterized by
the concentration ratio of high- and low-mobility elec-
trons—films become more perfect when this ratio
increases at a constant concentration of light electrons.
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Abstract—The electronic structure of major intrinsic defects in SiO2 and Si3N4 was calculated by the
MINDO/3 and the density-functional methods. The defects that are of interest from the standpoint of their abil-
ity to capture electrons or holes were considered; these centers include the three- and two-coordinated silicon
atoms, the one-coordinated oxygen atom, and the two-coordinated nitrogen atom. The gain in energy as a result
of capturing an electron or a hole with allowance made for electronic and atomic relaxation was determined for
these defects. The experimental X-ray spectra for both materials are compared with calculated spectra. © 2001
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Amorphous silicon oxide (a-SiO2) and silicon
nitride (a-Si3N4) are the most important insulating
materials in modern microelectronics. The oxide has a
low surface-state density at its boundary with silicon
and high chemical stability and features low leakage
currents and a high breakdown voltage [1]. Silicon
nitride is used in masks during the diffusion of impurities
into silicon and its oxidation and has a high concentration
of electron and hole traps (~5 × 1018 cm–3) [2].

A reduction in the channel length of a metal–oxide–
semiconductor (MOS) transistor is accompanied with a
decrease in the gate-insulator thickness. An increase in
the field in the channel leads to the heating of electrons
and holes in the channel and to their injection into the
insulator. The capture of electrons and holes by traps in
the insulator results in the accumulation of charge in the
insulator, a shift of the threshold voltage, the insulator
breakdown, and the degradation of a MOS transistor.

Oxide–nitride–oxide (ONO) structures are widely
used in silicon-based devices; these structures have a
higher effective dielectric constant compared to silicon
oxide. Silicon nitride is used as an active medium in the
Si–SiO2–Si3N4–SiO2–Si memory structures. At present,
the arrays of electrically programmable read-only mem-
ories (EPROMs) are being developed on the basis of
ONO structures with a capacity of 1012 bit/chip. The
lifetime of electrons and holes at the traps in Si3N4 is as
long as ~10 years at 300 K. The silicon-based EPROMs
replace the magnetic and optical memory media.

Many experimental and theoretical studies have
been concerned with gaining insight into the identity of
the traps (their atomic and electronic structure) in SiO2
and Si3N4. However, only the origin of one type of trap
1063-7826/01/3509- $21.00 © 0997
has been identified so far. It has been shown that the
oxygen vacancy in SiO2 acts as a hole trap [3].

In this paper, we report the results of theoretical
studies on the electronic structure of intrinsic defects in
SiO2 and Si3N4; the defects of interest from the stand-
point of their ability to capture electrons or holes were
considered. The main task consisted in determining the
energy gain ∆E resulting from the capture of an elec-
tron or hole by the defect with allowance made for elec-
tronic and atomic relaxation. Calculations were per-
formed by the MINDO/3 method and that based on the
density-functional theory (DFT) in the cluster approxi-
mation. The MNDO method was used in a number of
cases.

Calculations using the MINDO/3 method were per-
formed in the approximation of the unrestricted Har-
tree–Fock method using the same parameters as were
used previously [4, 5]. Calculations using the DFT
method were performed using an ADF software pack-
age [6]. We used the double zeta basis of the Slater-type
functions including the polarization functions for all
atoms. We considered both the valence and shell elec-
trons of atoms. Geometric parameters were optimized
at the GGA level using the Becke formula for exchange
interaction [7] and the Lee–Yang–Parr (LYP) formula
for electronic correlation [8].

The α-quartz structure was used as the initial struc-
ture in forming the SiO2 clusters; the β-Si3N4 structure
was used in the case of silicon nitride. In all the clusters
that were calculated, the dangling bonds of the bound-
ary atoms were saturated with hydrogen atoms. For the
clusters simulating the defects, the relaxation of atoms
in the vicinity of the defect was taken into account for
all charge states.
2001 MAIK “Nauka/Interperiodica”
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Fig. 1. Experimental X-ray emission spectra (solid lines) and the partial densities of states (dashed lines) calculated for atoms in the
vicinity of the center of a Si47O52H84 cluster that simulates the SiO2 bulk.
The energy gain resulting from the capture of a hole
or electron by the defect was calculated using the for-
mula [9]

(1)

where  and  are the total energies of clusters
that simulate the volume or defect in different charge
states (0, ±1).

Previously [10–12], the energy gain (“electrical
level”) for certain defects in SiO2 was calculated by
almost the same method, but the experimental values of
the band edges (rather than their theoretical estimates)
were used. However, in this case, it is necessary to take
into account the polarization energy of the external
medium in calculating the charged clusters, which was
not carried out in [10–12]. If formula (1) is used, the
polarization energy of the external medium for two

∆Eh e, Evol
0 Edef

±+( ) Evol
± Edef

0+( ),–=

Evol
0 ±, Edef

0 ±,
charged clusters is reduced under the condition that
clusters close in size are used for simulating the bulk
and the defect. The difference is appreciable. The cal-
culation of electron capture by the ≡SiO* defect in SiO2
using the MINDO/3 method may serve as an example.
The energy gain of ∆E = 1.44 eV was reported in [11],
whereas the calculation with formula (1) yields 2.3 eV.

2. ELECTRONIC STRUCTURE
OF THE SiO2 BULK

The electronic structure of silicon oxide has been
considered by us previously [4]. In Fig. 1, the dashed
lines represent the partial densities of one-electron
states (PDOESs) calculated by the MINDO/3 method
for a Si47O52H84 cluster, which contains 183 atoms. All
the PDOESs were calculated for the atoms located in
the vicinity of the cluster center. The calculated
PDOESs and the experimental spectra were normalized
SEMICONDUCTORS      Vol. 35      No. 9      2001
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to the maximum value (separately for the valence and
conduction bands).

The solid lines in Fig. 1 represent experimental
a-SiO2 X-ray emission spectra (XES) L2, 3 (Si), K (Si),
and K (O); the X-ray photoelectron spectrum (XPS, the
lowest spectrum); and also the quantum-efficiency
spectra (QES). These spectra have been reported previ-
ously [4]. The energy origin was taken equal to the elec-
tron energy in free space. The experimental positions of
the edges of the EC and EV bands are indicated by verti-
cal lines in Fig. 1.

It is typical that only the one-electron transitions are
considered in interpreting the X-ray emission spectra.
In this case, the intensities of the transitions allowed in
the dipole approximation are proportional to the den-
sity of electronic states in the valence band and to the
transition probability. If the transition matrix element
depends only slightly on the energy, the XES approxi-
mately represent the PDOES in the valence band.

The plots represented in Fig. 1 show that the silicon
dioxide valence band consists of two subbands sepa-
rated by a gap. The lower narrow subband includes
mainly the 2s oxygen states with a small addition of the
3s and 3p silicon states. The upper subband incorpo-
rates the 2p oxygen orbitals and the 3s and 3p silicon
states. The valence-band top is mainly formed of 2pπ
oxygen orbitals.

The L2, 3 (Si) XES represents the transitions from the
Si 3s and 3d states to the 2p Si level. It is notable that
the peak B in the vicinity of the valence-band top is not
present in the calculated PDOES for the 3s Si state (see
Fig. 1), although this peak is clearly pronounced in the
experimental spectrum. This is characteristic of all cal-
culations that use only the 3s- and 3p-silicon basis func-
tions [4]. A similar situation occurs in silicon nitride
[5].

It has been shown in a number of studies (see, for
example, [13, 14]) that the 3d silicon state can make an
appreciable contribution to the B peak. However, from
a general standpoint, the L2, 3 (Si) spectrum is caused by
transitions of electrons to the 2p Si state from the bulk-
related extended states rather than from purely atomic
states [5]. The transitions from the Si 3d and 4s states
contribute to peak B, as do non-single-center transitions
of electrons to the 2p Si states from the atomic 2p states
of the nearest oxygen atoms.

We calculated the X-ray emission spectra using the
DFT method and taking into account both the one- and
two-center transitions. The emission spectra corre-
sponding to one-center transitions have been calculated
previously [13] using the self-consistent pseudopoten-
tial method.

In order to simulate the SiO2 bulk by the DFT
method, we used a 33-atom Si5O16H12 cluster that was
centered around the silicon atom and included three
regular coordination spheres of the oxide.
SEMICONDUCTORS      Vol. 35      No. 9      2001
The results of these calculations are compared with
experimental spectra in Fig. 2. All the curves were sep-
arately normalized to a unit peak height; theoretical
curves were shifted along the energy scale in order to
ensure the coincidence of the calculated and experi-
mental peaks (for the L2, 3 (Si) spectrum, the coinci-
dence with peak A was ensured). The transition intensi-
ties were calculated in the frozen-orbital approxima-
tion: both the initial state (a hole at the inner orbital)
and the final state (a hole in the valence band) were
composed of molecular orbitals obtained as a result of
the same calculation of the ground neutral state. The
transition energies were assumed to be equal to the dif-
ference between the corresponding one-electron ener-
gies (thus, Koopmans’ theorem was used). The matrix
elements of transitions were calculated in the dipole
approximation.

The theoretical curves represented in Fig. 2 were
calculated with the introduction of the polarized Si 3d
functions, except for curve 3 in the L2, 3 (Si) spectrum,
which was calculated without introducing the above
functions. Thus, the calculations indicate that the polar-
ized 3d functions of Si contribute appreciably to
peak B.

The experiment gives no way of separating the con-
tributions of antibonding and bonding 2p oxygen states.
However, it is important that the 3p Si states and, con-
sequently, the related 2p O states are observed up to the
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calculated by the DFT method for a Si5O16H12 cluster are
shown by the dashed lines if the polarized 3d Si functions
were used in the calculations and by the dotted line if these
functions were not used.
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atoms near the center of a Si61N74H76 cluster that simulates the Si3N4 bulk.
valence-band top. This means that not only the anti-
bonding 2pπ O states but also the weakly bonding
2p(O)–3s,3p,3d(Si) states exist in the upper part of the
valence band. It has been argued [4] that this corre-
sponds to the presence of the light and heavy holes in
SiO2. This assertion is based on the assumption that the
rapid transport of holes in SiO2 is accomplished via
transport over the Si–O–Si bonds rather than via hops
between the antibonding 2pπ orbitals of oxygen atoms.

3. ELECTRONIC STRUCTURE
OF THE Si3N4 BULK

Electronic structures of the Si3N4 bulk have been
considered previously [5]. The results of calculating the
energy-band structure for the α and β phases of silicon
nitride were reported, for example, by Xu et al. [14].

Figure 3 shows the PDOESs calculated for a
Si61N74H76 211-atom cluster. Both the calculations and
experimental data indicate that the Si3N4 valence band
consists of two subbands. The lower narrow band is
mainly formed by the 2s nitrogen orbitals, whereas the
upper wide band is formed by the 2p nitrogen orbitals,
which overlap the 3s and 3p silicon orbitals. The
valence-band top is mainly formed by the nitrogen 2pπ
orbitals.

Peak B in the upper part of the valence band in the
L2, 3 (Si) spectrum (Fig. 3) has the same origin [5] as
that of the peak B for SiO2 considered above. This is
supported by the DFT calculations of the Si3N4 emis-
sion spectra shown in Fig. 4.

In the vicinity of the Si3N4 valence-band top, a nar-
row band of antibonding 2pπ nitrogen orbitals is found.
In addition, there is a nonzero density of states formed
by the bonding 3s,3p,3d(Si)–2p,2s(N) orbitals; holes
with higher mobility may correspond to this density of
states. The energy-band calculations yield a high
SEMICONDUCTORS      Vol. 35      No. 9      2001
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anisotropy of the effective mass of holes, both for SiO2
and Si3N4 [14]. An appreciable component of the hole
effective mass is attributed to unshared pairs localized
at the 2pπ (N) or 2pπ (O) orbitals.

4. ELECTRONIC STRUCTURE
OF TRAPS IN SiO2

At present, the models of defects responsible for the
localization of electrons and holes in SiO2 continue to
be discussed intensively [15–18].

4.1. The Three-Coordinated Silicon
Atom O3≡Si* (the E' Center)

The main paramagnetic defect in SiO2 is an oxygen
vacancy that has captured a hole [1, 10, 17–20]. The
atoms closest to the vacancy experience an asymmetric
relaxation, and an unpaired electron is mainly localized
at one of two three-coordinated silicon atoms. It has
been assumed that the O3≡Si* group in this defect gives
rise to transitions in the absorption spectra in the vicin-
ity of 5.8 eV [17, 20, 21]. Several types of paramagnetic
E ' centers are recognized in relation to different atomic
surroundings of the O3≡Si* group [17, 20, 21].

The basic clusters used to simulate the defects in
SiO2 are represented in Fig. 5. In order to simulate an
isolated ≡Si* defect, we used a Si4O12H9 25-atom clus-
ter that was centered at a three-coordinated silicon atom
and included three coordination shells of the oxide
atoms. The defect is paramagnetic in its neutral state.
Calculations by the MINDO/3 method have shown that
47% of the spin density of an unpaired electron is local-
ized at the three-coordinated silicon atom and 25% is
localized at the three nearest oxygen atoms.

The neutral defect introduces a one-electron level
into the band gap; this level is located at 3.5 eV above
the “cluster” valence-band top (the last but one occu-
pied level). In publications, Koopmans’ theorem has
been often used to estimate the energies of capture of an
electron or hole by a defect. However, Koopmans’ the-
orem may give rise to large errors for highly localized
states. Thus, our use of a more consistent (∆SCF)
method expressed by formula (1) yielded an energy
gain of 2.9 eV for electron capture by the ≡Si* defect,
which is lower than the value estimated above using
Koopmans’ theorem by 0.6 eV. The energy gain as a
result of the capture of an electron by the isolated ≡Si*
defect was equal to 1.4 eV.

4.2. Two-Coordinated Silicon Atom ≡Si:
(a Sililene Center)

This defect in SiO2 is often related to the absorption
band peaked at 5.0 eV and to luminescence bands
peaked at 2.7 and 4.4 eV [18, 22–24].

In order to simulate this defect, we used a Si3O8H6
17-atom cluster, which was obtained from a Si5O16H12
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cluster that simulated the oxide bulk by breaking two
Si–O bonds of the central silicon atom and by removing
the two corresponding groups of atoms.

Calculations show that the defect is diamagnetic in
the neutral state. Two electrons of a two-coordinated
silicon atom form an unshared pair that resides at the
hybrid orbital lying in the O–Si–O plane. In calcula-
tions employing the MINDO/3 method, this hybrid
orbital consists of 61% of the s atomic orbitals and 39%
of p atomic orbitals of the silicon atom. Hole capture at
this orbital transforms the defect into a paramagnetic
state. As a result, 60% of the spin density becomes
localized at the two-coordinated silicon atom. Calcula-
tions of the positively charged state performed by
Dianov et al. [12] by the MNDO method indicated that
70% of the spin density is localized at the two-coordi-
nated silicon atom.

The calculations employing the MINDO/3 method
show that this defect is a trap for holes with a capture
energy of about 1.5 eV. The calculation employing the
DFT method shows that this defect is a hole trap with
∆E = 3.2 eV. The calculation employing the MNDO
method yields a hole-capture energy of ∆E = 3.9 eV. No
electrons are captured by this defect.

The ability of the =Si: defect to capture a hole indi-
cates that this defect, in addition to the oxygen vacancy,
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Fig. 4. X-ray emission spectra for silicon nitride. Experi-
mental spectra are shown by solid lines. The spectra calcu-
lated by the DFT method for a Si19N26H36 cluster are
shown by dashed lines if the polarized 3d Si functions were
used in the calculations and by the dotted line if these func-
tions were not used.
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Fig. 5. Clusters used to simulate the defects in silicon oxide. Hydrogen atoms are not shown. The atoms forming defects are repre-
sented by shaded circles.
may be responsible for the accumulation of positive
charge in the MOS devices subjected to radiation.

4.3. Silicon–Silicon Bond ≡Si–Si≡ ,
Oxygen Vacancy

Experiments and theoretical calculations have
shown that a neutral oxygen vacancy can capture a hole
and, thus, give rise to the E ' paramagnetic center [1, 10,
11, 18, 20]. The absorption band peak observed at
7.6 eV is typically related to the oxygen vacancy
[17, 18]. It is assumed that the transition occurs
between the bonding and antibonding states of the
Si−Si bond formed.

As an initial cluster for forming the Si–Si bond, we
chose a Si8O24H18 50-atom cluster that simulated an
oxygen vacancy in the dioxide. The remote oxygen
atom formed an angle of 144° with two neighboring sil-
icon atoms. The Si8O24H18 cluster consisted of two
25-atom halves, the distance between which was varied
along the Si–Si bond. By choosing the distance L
between these two halves, we then optimized the two
silicon atoms in the Si–Si bond, with the positions of all
other atoms remaining unchanged. The oxygen
vacancy in dioxide corresponds to the initial distance of
L = 3.1 Å. Calculations using the MINDO/3 method
showed that, for L = 2.35 Å, this defect is an electron
trap with ∆E = 1.0 eV. A hole can be also captured with
∆E = 3.0 eV. As the distance L increases, the gain in
energy as a result of capturing an electron increases to
1.4 eV, which corresponds to an isolated ≡Si* defect.
The gain in energy as a result of capturing a hole is vir-
tually independent of the distance L.

The structure of neutral and positively charged oxy-
gen vacancies has been theoretically studied in [10, 12,
18]. Snyder et al. [10] used several semiempirical
methods: MINDO/3, MNDO, AM1, and PM3. A com-
parison of the results obtained by these methods shows
that the MINDO/3 method is preferable [10]. The cal-
culations yielded two local energy minima in the relax-
ation of the positively charged vacancy. One of the min-
ima corresponds to an almost symmetric relaxation of
atoms with a nearly symmetric electronic structure. The
other minimum is deeper than the first one by 0.17 eV
(MINDO/3). The transition to this state corresponds to
an increase in the energy gain to 3.2 eV, which occurs
when a hole is captured by an oxygen vacancy. This
second minimum corresponds to the transfer of a sili-
con atom through the plane formed by three oxygen
atoms bonded to the above silicon atom, with an
accompanying formation of a weak bond with another
(more remote) oxygen atom. The barrier height for such
a transition is 0.4 eV (MINDO/3). An unpaired electron
is localized at another three-coordinated silicon atom.
Experiments with electron spin resonance (ESR) have
shown that an unpaired electron is almost completely
localized at a single silicon atom [20].
SEMICONDUCTORS      Vol. 35      No. 9      2001
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Fig. 6. The clusters used in simulating the defects in silicon nitride.
4.4. One-Coordinated Oxygen Atom ≡SiO*
(a “Nonbridging” Oxygen Atom)

In order to reduce the amount of positive charge
trapped in SiO2, an empirical method has been devel-
oped; this method consists in the compensation of the
above charge by a positive charge captured by electron
traps, which are formed as a result of the wet oxidation
of silicon [25]. However, the nature of such electron
traps has not been clarified yet. It is believed that this
electron trap may be attributed to a center that corre-
sponds to the red luminescence line peaked at 1.9 eV
and is related to the ≡SiO* defect [26]. This identifica-
tion is supported by quantum-chemical calculations
[17, 18]. It is assumed that this defect is responsible for
the radiation resistance of oxide produced by wet oxi-
dation.

In order to simulate a one-coordinated oxygen atom
≡SiO*, we used a Si4O13H9 26-atom cluster obtained
from a “bulk” Si5O16H12 cluster by breaking the outer
O–Si bond of an oxygen atom in the first coordination
sphere and by removing the corresponding atomic
group.

The calculations using the MINDO/3 method [27]
showed that this defect is only a trap for electrons with
an energy gain of 2.3 as a result of electron capture. The
defect is paramagnetic in its neutral state. An unpaired
electron is localized at the 2pπ orbital of a one-coordi-
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nated oxygen atom. The calculation using the DFT
method showed that the ≡SiO* defect is an electron trap
with ∆E = 3.9 eV. The calculation by the MNDO
method yields the value of the capture energy ∆E equal
to 3.2 eV.

Thus, the three simulation methods that we consid-
ered verify the ability of the ≡SiO* defect to capture an
electron; therefore, this defect may be used to interpret
the electron traps with energies of 2.4–2.5 eV, which are
observed in experiments with oxide depolarization [28].

5. ELECTRONIC STRUCTURE OF TRAPS
IN Si3N4

Amorphous silicon nitride and oxynitride are con-
sidered to be alternatives to silicon oxide in silicon
devices for the near future [29]; a-Si3N4 has a high con-
centration (~5 × 1018 cm–3) of electron and hole traps.
It is believed that the capture of electrons and holes in
a-Si3N4 is related to the defects induced by excess sili-
con atoms [30, 31]. The ESR signal was not detected
either in the initial a-Si3N4 samples or in the samples
subjected to the injection of electrons and holes
[30, 31].



1004 GRITSENKO et al.
5.1. Three-Coordinated Silicon Atom N3≡Si*
(the K Center)

In order to simulate this defect, we used a Si10N18H27
55-atom cluster that is centered at the three-coordinated
silicon atom and includes the atoms of three coordina-
tion shells of silicon nitride. The main clusters used in
simulating the defects in Si3N4 are represented in Fig. 6.

Calculations by the MINDO/3 method show that an
isolated ≡Si* defect captures an electron with an energy
gain of 1 eV. The energy gain as a result of capturing a
hole amounts to a mere 0.1 eV, which is within the
model’s error. The ≡Si* defect, which is paramagnetic
in the neutral state, becomes diamagnetic after captur-
ing an electron (a hole).

The absence of an ESR signal in the initial a-Si3N4
samples indicates that there are in fact no neutral iso-
lated ≡Si* defects in these samples. In order to explain
the absence of an ESR signal, it has been assumed that
a pair of neutral defects ≡Si* gives rise to a pair of
charged defects: ≡Si: and ≡Si* (the K– and K+ centers)
as a result of the following reaction:

(2)

This model of “negative correlation energy” [30, 32,
33] implies that the energy gain (–U) is attained owing
to the lattice relaxation.

We used the MINDO/3 method to calculate the
characteristics of this defect in various charge states
with allowance made for the relaxation of only the
three-coordinated silicon atom. These calculations
show that reaction (2) corresponds to the positive cor-
relation energy equal to 4.0 eV. Nonempirical calcula-
tions at a level of 6-3G*/MP2 for a Si(NH2)3 10-atom
cluster yield a correlation energy of ~5.5 eV. Taking
into account the polarization energy of the external
medium according to the “classical model” [34], we
obtain the following estimates for the correlation
energy U: +2.7 eV (MINDO/3) and +3.5 eV (ab initio).

Recent DFT-based calculations for reaction (2) [34]
yielded a positive correlation energy of U = +0.9 eV for
isolated ≡Si* defects in silicon nitride. This compara-
tively small value is accounted for by a pronounced
relaxation effect observed [34] for the positively
charged ≡Si defect.

Thus, the calculations do not support the widely
accepted model of negative correlation energy for the K
centers in a-Si3N4.

5.2. Silicon–Silicon Bond ≡Si–Si≡ ,
the Nitrogen Vacancy

The ≡Si–Si≡ defects can be most easily formed in
the silicon nitride bulk by introducing a nitrogen
vacancy. The latter was simulated using a Si18N16H36
70-atom cluster centered at the nitrogen atom to be
removed.

≡Si* ≡Si* ≡Si: ≡Si.+ +
As follows from calculations using the MINDO/3
method, a nitrogen vacancy serves as a trap for elec-
trons (∆E = 1.6 eV) and holes (∆E = 1.0 eV). In its neu-
tral state, the defect is paramagnetic. When a hydrogen
atom is trapped by this defect, a dangling bond of one
of the silicon atoms becomes saturated. The capture of
an electron by such a center is accompanied by the dis-
sociation of the Si–H bond and by the escape of the
hydrogen atom to the nitride bulk. As a result, the total
energy gain amounts to about 1 eV.

If a three-coordinated silicon atom (together with
other atoms bonded to it) is removed from a Si18N16H36
cluster, we obtain a Si14N12H30 56-atom cluster, which
may be considered as a model of the Si–Si bond with an
initial 2.9-Å distance between silicon atoms. Such a
defect is an electron trap with ∆E = 1.76 eV. The cap-
ture of a hole is unlikely because a small electron-cap-
ture energy of ∆E = 0.34 eV may be related to errors in
the model.

5.3. Two-Coordinated Nitrogen Atom (≡Si)2N*

Experimental data reported by Yount and Lenahan
[35] indicate that the (≡Si)2N* is an electron trap in sil-
icon oxynitride. In order to eliminate the electron traps
in the gate oxynitride of silicon devices, the oxynitride
is repeatedly oxidized. Assuming in this situation that
the electron traps are (≡Si)2N* defects, we may easily
explain the elimination of the traps in this technological
stage by the replacement of a two-coordinated nitrogen
atom by a regularly coordinated oxygen atom [27].

The (≡Si)2N* defect was simulated using a
Si13N11H28 cluster that incorporated the coordination
shells of nitride atoms. Calculations by the MINDO/3
method indicate that this defect is an electron trap with
∆E = 0.8 eV and acts as a hole trap only in silicon
oxynitride enriched with oxygen [27]. The ability of the
(≡Si)2N* defect to trap an electron is corroborated by
the recent DFT-based calculations [34]. In its neutral
state, this defect is paramagnetic. The unpaired electron
is localized at the 2pπ state of the nitrogen atom, which
is consistent with the ESR data [20, 35].

6. CONCLUSION

In order to identify the traps in SiO2 and Si3N4, we
used quantum-chemical methods to calculate the
energy gain that results from the major intrinsic defects
in these materials trapping an electron or a hole. The
calculations were performed in the cluster approxima-
tion with allowance made for electronic and atomic
relaxation. It is shown that the ≡Si* defects, oxygen
vacancies, and the ≡SiO* centers are electron traps in
SiO2, whereas the ≡Si*, nitrogen vacancies, and the
(≡Si)2N* centers act as electron traps in silicon nitride.
The hole traps are ≡Si*, oxygen vacancies, and the
(=Si:) defect in SiO2; in Si3N4, the nitrogen vacancy
acts as a hole trap.
SEMICONDUCTORS      Vol. 35      No. 9      2001
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