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The effect of hydrostatic pressure on the resistance and resistive transition to the superconducting
state in YBaCu;O;_ 5 single crystals with different oxygen contents is studied

experimentally. It is found that, following the applicatiéor remova) of pressure, the resistance
relaxes to an equilibrium value that depends on pressure, the relaxation time at room

temperature being about two days. It is shown that the value of the superconducting transition
temperature depends on the pressure, but the width and shape of the transition depend

mainly on the degree of resistance relaxation to the equilibrium value. It is concluded that the
decrease in resistance under hydrostatic pressure is associated with the ordering of labile

oxygen in the Cu—0O plane. The possible mechanisms of variation of the superconducting transition
temperature are discussed. 1®97 American Institute of Physid§1063-777X97)00110-2

As hydrostatic pressure is applied to the highsuper- was measured in a constant current by the standard four-
conductor YBaCu;,O;_ 4, its transition temperatur&, in- probe technique. A transport curreht=0.1-10u A was
creases but its resistanBedecrease$.® The magnitude of passed through thab-plane. The value ofl; was deter-
variation|d T, /dP| of transition temperature andR/dP| of  mined at the middle of the resistive transition to the super-
resistance under a pressuPedepends significantly on the conducting state, i.e., at the lev@kE Ry/2, whereRy is the
oxygen index and increases with A characteristic feature electrical resistance in the normal state. The widfh. of
of samples with a reduced oxygen concentration is a broadhe superconducting transition was determined as the differ-
ening of their resistive transitions under hydrostaticence in temperatures corresponding to the values R95
pressuré:® The reason behind such a behavior has not beeand 0.05R, of the resistance.
established so far. Isothermal measurements of resistance at room tempera-

In all the works mentioned above, investigations wereture in YBaCu;O,;_s crystals with oxygen deficiency
carried out on monocrystalline samples having an oxyge~0.5 showed that after cooling of the samples from 620—
deficiencyd<0.1*° For a significant oxygen defic8~0.5, 650 °C, the resistance relaxes to the equilibrium value over a
measurements were made on ceramic sanipfeBhe aim of ~ few days® Hence all measurements were made after holding
the present work is to study experimentally the effect of hy-the samples at room temperature for four days. Test measure-
drostatic pressure on resistance in #teplane and on the ments show that the sample resistance did not change with
superconducting transition temperature of Y80, s time after such a holding.
single crystals with an oxygen indeX-0.4-0.6. Temperature dependences of the resistéheere mea-

The YBaCu;0,_ s single crystals were grown by the sured during heating of the multiplicatéat first, under the
solution—melt technique in a gold crucifleThe crystals atmospheric pressuteThe pressure was then raised slowly
were subjected to thermal treatment in oxygen flow at temat room temperature, the multiplicator was cooled to a tem-
peratures 420-650 °C for two—three days. Measurementgerature below the superconducting transition temperature,
were made on three crystals. The resistivity of the crystal and measurements &(T) were started. The pressure was
at room temperature wag,~200u ) -cm, the transition decreased to the atmospheric level after the attainment of
temperatureT;=92 K and AT,=0.3 K. The corresponding maximum pressure, ang(T) dependences were measured
characteristics for crystals2 andK3 arep, =750 u)-cm,  again.

T.=50K,AT.=2.4Kandp,=7 uQ)-cm, T,;=46 K,AT.=4 In some cases, isothermal measurements of resistance as
K, respectively. A comparison with the data available in thea function of time were made. The following procedure was
literature on the dependence of the transition temperaturadopted: after the applicatidremova) of pressure, the mul-

and resistivity on the oxygen index leads to the estimatesiplicator was placed in a thermostat and resistance was mea-
6<0.1,6<0.5, ands<0.6 for the value of5 in the crystals sured after the attainment of a particular temperature. The
K1, K2 andK3, respectively. time interval between measurements was 100 h.

The hydrostatic pressure was created with the help of a Curvesl, 2, 3in Fig. 1 show the temperature depen-
multiplicator by using the technique described in Ref. 7. Thedence of the reduced resistance of the samidlesK?2 and
pressure in the multiplicator was measured by a manganin€3, respectively. The upper and lower insets to Fig. 1 show
probe placed in the vicinity of the sample. The resistancehe transition to the superconducting state for the crystals
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FIG. 1. Temperature dependence of the reduced resistance of single crystal
K1 (curvel), K2 (curve2), andK3 (curve 3). The upper inset shows the
resistive transition to the superconducting state for the critstaiwhile the
lower inset shows the corresponding transition for the crystl 0.8
andK2, while Fig. 2 shows the corresponding transition for § 0.6
the sampleK3. It can be seen that the width of the resistive
transition increases with decreasing concentration of oxygen. >~ 04l
This is in accord with the results available in the literattire. ’
Figure 2 shows the evolution of the superconducting 1
transition for the crystaK3 under hydrostatic pressure. The 02}
results of measurements made under the application of pres
sure are shown by light circles on curteCurve2 shows the
R(T) dependence measured directly after the application of a 00}
pressure of 4.2 kbar. Measurements were repeated after hold 40

ing the sample under pressure at room temperature for three
days. The results of these measurements are shown by curv
3. The pressure was then removed, and the measurements at ) ) o )
atmospheric pressure were made immediately after thi :c?éezsé E}";':Sﬁ:a%:ﬁzrfgﬂifging g;”smst&the crysl in the
(curve 4). After this, the sample was held at room tempera-
ture for three days, and the resistance was measured repeat-
edly. The dark circles on curvkecorrespond to the results of temperature. However, the additional holding of the sample
measurements made three days after the removal of pressuat.room temperature does not change the valu€_ oflt is

It can be seen from Fig. 2a that the results of measureinteresting to note that as the pressure is lowered to the at-
ment of R(T) depend not only on pressure, but also on themospheric level and the sample is held at room temperature
time of holding of the sample at room temperature under dor three days, th&k(T) dependence coincides with the de-
constant pressure. A comparison of cundeand 2 shows pendence obtained before the application of pressure. Thus,
that the shape and width of the resistive transition does ndhe observed variation oR(T) is reversible during the
change upon the application of pressure, and only the magpplication—removal of pressure. This is also confirmed by
nitude of resistance and transition temperature changeghe results of measurements of resistance relaxation to the
However, a comparison of curv@sand3 shows that holding equilibrium value corresponding to the room temperature
of a sample under pressure at room temperature changes rmaeasurement.
only the resistance of the sample, but also the width and The dependence of the resistance of the sar@eon
shape of the superconducting transition, while the transitiotime, measured after the application and removal of pressure,
temperatureT, remains unchangeésee Fig. 2lh Such a is shown in Fig. 3.Before the application of the pressure, the
regularity was also observed as the pressure was reduced gample resistance was 3.22 The following sequence of
the atmospheric level, at which the resistance and transitiomeasurements was adopted. After mounting the sample, a
temperature change, but the width and shape of the supepressureP=4.2 kbar was produced in the high-pressure
conducting transition remain unchanged. The resistance ahamber. Curvd shows the results of measurements of the
well as the width and shape of the superconducting transitioR(T) dependence made at 293 K about one hour after the
change as the sample is held for another three days at rooapplication of pressure. The pressure was then increased to
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FIG. 3. Isothermal relaxation of resistance of the cry&tal during appli- 501 2
cation of pressureP=4.2 kbar (curve 1) and removal of pressure
P=6.3 kbar(curve 2).
6.3 kbar and the sample was held at room temperature for
three days under this pressure. Test measurements show the 451
the sample resistance after such a holding w&s 2nd did . . : . .
not change subsequently with time. The pressure was then 0 2 4 6 8

reduced to the atmospheric value, and the time dependence P, kbar
of the resistance was measuredrat293 K. Curve2 shows
the results of these measurements. It can be seen that afféf. 4. Pressure dependence of the superconducting transition temperature
the passage of 50 hours, the resistance attains its equilibriuffh ystalsk1 (a , K2 (curve1) andK3 (curve2) (b).
value equal to the resistance value before the application of
the pressure.

It can be seen from Fig. 3 that the time of relaxation ofsamples quenched from high temperatures show that the or-
the resistance to the equilibrium value is about 50 hours at dering of oxygen in the Cu—O plane is accompanied by a
temperature 293 K. It must be remarked that the relaxation oflecrease in the lattice paramet&fBhus, a higher degree of
the resistance after the applicatiopmova) of pressure was oxygen ordering corresponds to lower values of the lattice
also observed at low temperatures. However, the relaxatioparameters. The reverse relation also seems to be logical, i.e.,
rate decreases rapidly with temperature, and no variations ismaller values of the lattice parameters must correspond to a
the resistance were observed at liquid nitrogen temperatut@gher ordering in the oxygen—vacancy system. The modulus
for a period of seven days, which points towards the thermabf hydrostatic compression of YB&u;O_ 5 single crystals
activation mechanism of resistance relaxation. is estimated at 230 GP&.Hence the application of a pres-

The above peculiarities in the temperature and time desure of 2 kbar must lead to a decrease in the unit cell volume
pendences of resistance under hydrostatic pressure were alsp 0.09 %. The application of a pressure of 2 kbar followed
observed during investigations of crystédd andK2. The by the relaxation of resistance to its equilibrium value re-
relative variations of the critical temperature and resistanceluced the resistance of the sample® and K3 by about
for K2 and K3 crystals were nearly identical, while the 15 %. Hence a decrease in the volume of a unit cell by
variation for the crystaK1 was considerably smaller. By 0.09% under a hydrostatic pressure of 2 kbar corresponds to
way of an example, Fig. 4 shows the dependence of tha decrease in resistance by 15%. In the course of oxygen
critical temperature on pressure. ordering in samples with an oxygen defiéit- 0.6, the lattice

The ordering of oxygen in Cu—0O planes may be the mosparameterg anda decrease by 0.04 % while the parameter
plausible reason behind the decrease in resistance with tintedecrease by 0.004 %ln other words, the decrease in the
under hydrostatic pressure. Such an assumption is supportedit cell volume amounts to about 0.09 %. The decrease in
by the thermal activation nature of the process of resistancthe sample resistance in the course of oxygen ordering is
relaxation. Moreover, the time of resistance relaxation to thebout 20 % Thus, there is a satisfactory agreement between
equilibrium value at room temperature is approximatelythe decrease in the unit cell volume and the decrease in the
equal to the time of oxygen ordering in single crystals withsample resistance, which are associated with the oxygen or-
oxygen deficiencys~0.58 Finally, neutron diffraction stud- dering and the application of hydrostatic pressure. In the
ies carried out during room-temperature annealing ofight of the above arguments, it can be stated that the de-
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crease in resistance upon the application of hydrostatic preshucting state in crystals with an oxygen defiéit 0.5 indi-
sure is associated with oxygen ordering in the Cu—O planecates the existence in such crystals of at least two phases
Magnetic*™*?resistive® optical**and structurdistud-  characterized by different concentrations of oxygen and dif-
ies of monocrystalline and ceramic samples offerent types of ordering in it, and hence having different
YBa,CwyO;_ 5 with §=0.4-0.6 cooled rapidly from tem- transition temperaturésdence the most plausible reason be-
peratures 500— 650 °C show that the resistance and crysthind the change in the width and shape of superconducting
lattice parameters decrease in the course of annealing @nsitions is the redistribution of oxygen between these
room temperature, while the superconducting transition temphases. For example, a part of oxygen from the phase with a
perature increases. These variations are associated with oXgwer transition temperature migrates to the phase with a
gen ordering in the Cu—O plane at room temperature. Thigigher T, upon an increase in pressure, while the opposite
raises the question about the basic reason underlying the desdistribution occurs upon a decrease in pressure. The diffu-
crease in the transition temperature. According to Wlddegmn |ength|_o:(Dt)1/2 of oxygen at room temperature over
et al,"*'*the increase in the transition temperature and thene day is estimated at 30—300°AThis is comparable with
decrease in resistance are due to an increase in the carrigle distance 50—400%ver which oxygen ordering oc-
concentration which is attributed to a change in the oxygeryrs at room temperature in single crystals Witk 0.5.
environment of copper atoms in the Cu-O plane, i.e, 10 & |t should also be observed that the absence of steps on
change in the occupancy of the oxygen position)@nd  resistive transitions of crystaké1 andK2 does not rule out
O(5) which in turn causes a redistribution of charge betweenne possibility of the existence of two or more phases having
Cu-O planes and chains. On the other hand, neutron diffragjtferent transition temperatures. For example, the existence
tion studies reYea'that annealing of samples at room tem- ot percolation channels for current flow in the phase with the
perature practically does not change the occupancy of thgighest transition temperature means that a transition to the
positions @1) and A5). This raises doubts about the validity g nerconducting state of just this phase will be observed on
of the assumption that the transition temperature and carrigfe registive transition. Hence it cannot be stated unequivo-
concentration increase due to a redistribution of charge b&s, v from the available experimental data that the crystals
tween the Cu-O planes and chains. K1 andK?2 are single-phase structures.

Another reason behind the increase in the valud of It was mentioned above that the derivativEg./d P and

may be a decrease in the lattice parameters. It can be Se8m/ 4P are much smaller for thi 1 single crystal than for

from Fig. 2 that the application or removal of a pressure OfcrystaIsKZ andK3. For example, it can be seen from Fig. 4
4.2 kbar leads to a variation of about 10 % in the transitior&hat dT./dP~0.15 K/kbar for, the crystal K1 and
c .

temperature and resistance if we do not take into conS|derd.|_C/d P~ 0.85 K/kbar for the crystalk2 andK3. The rela-

ation the thermally activated relaxation of resistance to itst. "

o . ; .. lively weak effect of pressure on the transition temperature
equilibrium value. After relaxation of the resistance to its s . .

o . o and conductivity of crystals witl<0.1 may be explained
equilibrium value following the application or removal of a . .

. by using the model based on the existence of a van Hove
pressure of 4.2 kbar, its value changes further by 20 %. The'n ularity in the electronic spectrum which is characteristic
transition temperature does not change in this case, althouajﬁ 9 ¢ yd' onal latii P ith i i F
the onset and termination of the superconducting transitio Of a two-dimensional 1atlice with a strong coupling. ~or

are displaced by about 1 K. Thus the change in the transitio rystals with -I(;ng.o K’f the Fermlklevel (;'eﬁ "; thg valfley
temperature is determined mainly by a change in the applie etween two density of states peaks, and the density of states

pressure, and not by a redistribution of oxygen. This mean%‘(EF) at the Fermi level depends significantly on the ratio
a

_ 16,17 . . . . .
that the value ofT . depends primarily on the crystal lattice b)/a. . An increase in the v_aIue of this ratio increases
the separation between the density of states peaks, and hence

parameters rather than the degree of oxygen ordering.
The correlation between the magnitudes of variation indecreases the valuesK{Eg) andT,. On the other hand, a

the transition temperature and resistance associated with dgcrease in this ratio brings the peaks closer, which leads to
change in the unit cell volume following the application or & increase in the values Bi{Eg) andT.. Such a variation
removal of pressure may suggest that the variation of thesg’ Tc Was indeed observed in the studies of the effect of
characteristics has the same origin. The resistance variatigflliaxial compression along andb axes on the supercon-
under pressure may be due to a change in the electronducting transition temperature of single crystals with
phonon interaction constant and carrier concentration. In thdc~90 K'® the application of a load along thee axis in-
latter case, it is presumed that the variatioriTgfand resis- creases the transition temperature, while the application of a
tance changes the density of stat{€) at the Fermi level: load along theb axis decreases the transition temperature.
an increas@lecrease in pressure causes an incre@se 1he ratio @—b)/a changes weakly under hydrostatic pres-
creasg in the value ofN(Eg). sure since it is determined only by the difference in the
It was mentioned above that relaxation of the resistancgoduli of compression along the and b axes. Hence the
to the equilibrium value is followed by a variation in the variation of the transition temperature under hydrostatic
width and shape of superconducting transitions. For expressure is relatively small.
ample, it can be seen from Fig. 2 that, following the relax- ~ For crystals withT.~60 K, the Fermi level is displaced
ation of resistance due to an increase in pressure, the st&om the middle of the band, and lies on the side of the van
shape of the superconducting transition becomes more prddove singularity. Hence, if the transition temperature is de-
nounced. The step on the resistive transition to the supercomermined primarily by the number density of charge carriers,
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the application of hydrostatic pressure must move the FermPVv. N. Kachinsky, V. N. Kochetkov, I. N. Makarenket al, Physica C

level towards the density of states peak.
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Nonlinear microwave properties of epitaxial HTS films
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The surface resistand®, of epitaxial HTS films of YBaCu;O;_ 5 on sapphire is studied
experimentally at a frequency of 8.95 GHz in the presence of an additional powerful microwave
signal of frequency 9.4 GHz ensuring the ac magnetic field amplitude up to 20 Oe on the

film. It is found that the surface resistanRg of the HTS film increases with the amplitude of

the additional signal. The value &; of the HTS film virtually coincides with the value

of the nonlinear surface resistance of the film at the same amplitude of the ac magnetic field. In
other words, the surface resistances of the film for a weak signal in the presence of an
additional powerful signal and for the powerful signal alone are close. The observed phenomena
are explained under the assumption that the HTS film is a Josephson medium containing
various types of Josephson junctions. Under the influence of a powerful microwave signal, the
properties of this medium can vary due to switching of a part of the junctions, causing a
transition of the medium to a new state which is manifested identically both for a weak and for a
powerful signal. ©1997 American Institute of Physids$§1063-777X97)00210-7

INTRODUCTION sponding to regions with ideal conductivity as well as ele-
ments responsible for various types of weak links shunted by
The most promising application of HTS films at presenta perfect superconductor which, as a rule, is a small induc-
is the creation of a passive linear resonant structure in théve reactance. We assume that weak links formed in a natu-
microwave range.The application of HTS films instead of ral way during deposition of an HTS film can be classified
copper analogs makes it possible to improve considerablinto two different types. The first-type links are formed at
both electric parameteffsses in the transmission band andlow-resistanceSNSor bridge junctions, while second-type
steepness of fronts at the band edgesid mass and size links are formed at high-resistanteg., tunneljunctions. In
parameters of instruments. However, an HTS-based deviage linear mode for small amplitudes of a microwave signal,
must satisfy a number of requirements, among which is théhe main contribution to the surface resistance of epitaxial
absence of noticeable nonlinear changes in parameters up TS films comes from low-resistance junctichahose re-
powers of a few watts, which corresponds to high microwavesistance is smaller than the inductive reactance of the regions
magnetic fields in resonant systems, which are of the order ajf the perfect superconductor shunting them. According to
tens and even hundreds of oerstéde situation is compli- the nonlinear resistive model of tunnel junctidhan in-
cated even more by the fact that in actual practice an HTSrease in the signal amplitude causes a transition of these
film is subjected to the action of several signals with differ-junctions to a low-resistance state, which increases their con-
ent frequencies and amplitudes. The nonlinearity problentribution to the surface resistance; such a switching is re-
can be solved successfully only if we know the physicalsponsible for nonlinear properties of real HTS films. The
reasons behind its emergence for the development of technewitching of junctions starts when the signal amplitude ex-
logical conditions for obtaining epitaxial HTS films with an ceeds a certain threshold value for which the voltage across
extended linearity range and for creating devices whose conhe junction shunted by the inductive reactance of a perfect
struction would ensure the lowest values of maximum amsuperconductor attains the value of the gap voIngf Ob-
plitudes of microwave magnetic fields and currents for aviously, the voltage across the junction increases with the
given power frequency for the same exciting currents in the film in view
In Ref. 4, a model of an epitaxial HTS film taking into of the presence of the shunting inductance. This clarifies the
account both linear and nonlinear properties was proposedlegularity observed but not explained by Nguyenal?:
According to this model, an HTS film is an aggregate ofnonlinearities are exhibited by epitaxial HTS films for sig-
series-connected regions with different physical parametensals with a higher frequency for smaller amplitudes of ac
(Fig. 1). Some of these regions are perfect defect-free supeeurrents or smaller values of ac magnetic fields in the film
conductorgregions I, lll, and V in Fig. 1, while others(ll corresponding to these currents.
and 1V) contain various defects shunted by regions with ideal  Thus, the linear surface resistance in the model proposed
conductivity, like regions of a superconductor deoriented inin Ref. 4 is mainly due to the presence of low-resistance
the basal plane and surrounded by large-angle boundarieseak links, while nonlinear surface resistance is associated
Such boundaries form weak links of various types and makevith switching of high-resistance links to the low-resistance
a decisive contribution to the surface resistance of epitaxiadtate. However, the former statement should apparently be
HTS films? For this reason, an equivalent circuit diagram of corrected in the case when two or more microwave signals
a real superconducting fifthrmust include elements corre- are acting on the film if the amplitude of at least one signal is
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FIG. 1. A model of epitaxial HTS film. 8

o o . . . . FIG. 2. Block diagram of experimental setup: low-power microwave gen-
sufficient for switching the junctions. In this case, some linkSerator (1), microwave modulato(2), magnetron generatd), precision

are transformed to low- resistance state even for anothettenuator(4), low-frequency pulse modulatdb), waveguide switch),

(also weak signal irrespective of its amplitude as a result of band transmission filt(_af?), running wave _valve microwave ar_npliﬁer and
. . . . pulse detector(8), oscillograph(9), precision attenuato¢10), directional

the action of a strong S'gnal’ and the effective surface I’es'%visor (11), two-directional divisor(12), measuring section in a magnetic

tance for the weak signal in the presence of the strong signakld (13), and magnet14).

must increase.

This research aims at experimental investigation of the
linear surface resistance of an epitaxial HTS film for a weaksurements, we used an ODR prepared from a thermostable
signal in the presence of a powerful additional microwaveceramic with permittivity £~80, whose size was
signal whose frequency and amplitude differ from those of3X2.6X3.5 mm, which ensured resonance at frequencies
the first signal. The obtained experimental dependencess/(27)~8.95 GHz andw,/(27)~9.4 GHz.
proved that the linear surface resistance increases indeed The block diagram of the experimental setup is shown in
upon an increase in the amplitude of the additional signal; irfFig. 2. The maximum amplitude of magnetic field of fre-
this case, the linear surface resistance for the weak signguencyw, at the HTS film attains a value of 20 Oe. All the
virtually coincides with the nonlinear surface resistance ofmeasurements were made in a pulsed mode to avoid film
the additional powerful signal. overheating by the electromagnetic power. The pulse dura-
tion was 2us and the pulse repetition frequency was 50 Hz.

Figure 3 shows the relative change in the linear surface
resistanceRg(h)/Rg(0)—1 of the HTS film at a frequency

We studied the surface resistance @foriented HTS w¢/(27)=8.95 GHz in the presence of an additional micro-
films of YBaCuO;_s on sapphire, obtained by laser wave signal of frequencw, /(27)=9.4 GHz as a function
sputtering’ The film thickness varied from 0.1 and 0.4%n,  of the amplitudeh of the microwave magnetic field of the
the critical current in the helium temperature range exceededdditional signal. Her&Rg(h) andRg(0) are the linear sur-
10’A/lcm?, the critical temperaturd@, was of the order of
89 K, and the residual surface resistance varied from 100 to
500 for different films in the 3-cm wavelength range. 0,10
According to Landermaret al,® the volume fraction of
large-angle boundaries in the films under investigation did
not exceed 0.3—4%.

We determined the relative change in the surface resis-
tanceRg of an HTS film in the presence of an additional
signal of a finite amplituddn by using the method of open
dielectric resonato(ODR)*® consisting of measuring the
Q-factor of an ODR with an HTS film pressed against one of
its faces. The size of the rectangular resonator was chosen so 0,02
as to ensure resonance simultaneously at the frequepay
which the surface resistance is measured for a weak signal
and at the frequency, corresponding t dditional signal 0 10 15 20

| ponding to an additional signa h, Oe

of large amplitude. W used the lowest magnetic type oscil-
lations H 51; and H, 5 whose magnetic fields on the film FIG. 3. Relative linear surface resistance of an epitaxial HTS film at a
were orthogonal to each other. The film with the ODR Wasfrequency 8.95 GHz as a function of thg amplitidef an additional pow-
placed at the middle of a standard 3-cm rectangular waveS|! Signal of frequency 9.4 GHé, solid curvg; the dashed curvety)

. . . shows for comparison the experimental dependence of the nonlinear surface
guide at the antinode of the ac magnetic field of the wavesegistance of the same HTS film for a signal of frequency 9.4 GHz on the
guide, which was tangential to the film surface. In our mea-amplitude of the signal.

EXPERIMENT

0,08

0,04

Rs(h)/RS(O)-1

1 i 1 2 1

ol
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similar conclusions. The effect of constant magnetic fields on
05+ the surface resistance of epitaxial HTS films in the presence
of an additional signal turned out to be similar to the effect
04t of these fields on the nonlinear impedance of HTS films,
which was studied in Refs. 4 and 8.
03 r In addition to the switching of Josephson weak junctions
to a new state by an additional microwave signal described
02+ above, an attempt was made to carry out a similar switching
! with the help of a power videopulse. For this purpose, ohmic
0,1 contacts required for the transmission of low-frequency cur-
! rent pulses were deposited on an HTS film. As in the case of
o L ! 1 I microwave signals, the duration of pulses wag<and the
40 50 60 70 80 90 current amplitude was-5 A, which ensured the magnetic
T,.K field in the film of the order of 10 Oe. This value is close in
order of magnitude to the parameters ensured by an addi-
FIG. 4. Tem_peratu_re dgpendence of the relative su_rface resistance of t'l?onal powerful microwave signal. However, we did not ob-
same HTS film as in Fig. 3 for frequency 8.95 GHz in the presence of an . L. . .
additional signal of frequency 9.4 GHz with the microwave magnetic field serve any noticeable effect of the additional signal on linear
amplitudeh= 20 Oe. microwave properties of films even when the low-frequency
current parameters were close to the parameters of the maxi-
mum current produced by the additional microwave signal.
face resistances of the HTS film in the presence of an addiThIS fact can also be gxplamed by using thg proposed model
of the epitaxial HTS film. It was mentioned in the Introduc-

tional power signal of amplitudér and without it. The . : .
dashed curve in the same figure shows for comparison thttlzo_n that the voltage across Josephson junctions is deter-

experimental dependence of the relative change in the no,ﬂ")'”ed by shunting inductances and increases in proportion to

linear surface resistance of the same HTS film for a signal o“he S|gnal frequency. Th? frequgncy Of spectral components
of a videopulse of duration 2s is obviously much lower

frequency 9.4 GHz as a function of the amplitude of this

signal. It should be recalled that such dependences wefdan the frequency of an additi_onal microwave signal, which
studied in detail in Ref. 4. In our casBg(h) is the surface amounts to 9.4 GHz. This confirms the strong dependence of

resistance of the HTS film for the magnetic field amplitudenonline"’lr propert.ies OT epitaxial HTS .fiIms on the signal fre-
equal toh, which is measured with the same sigiahich quency: the nonlinearity increases with the frequency of the

played the role of the additional signal in basic measure-s'gnal'
ments. It can be clearly seen from Fig. 3 that the linear
surface resistance of the HTS film in the presence of ar?ONCLUS'ON
additional power microwave signal of amplitutteand the It has been proven experimentally that the linear surface
nonlinear surface resistance of the film for the same ampliresistance of an epitaxial HTS film can be changed with the
tude virtually coincide quantitatively; the qualitative type of help of an additional powerful external microwave signal,
the dependences on the ac magnetic field amplituidealso ~ which differs from the weak measuring signal in frequency
the same. These results are in complete agreement with tlead amplitude. It was found that the linear surface resistance
model of epitaxial HTS film proposed in Ref. 4 and with the for a weak signal in the presence of a strong signal as well as
arguments presented at the beginning of this paper, accorthe nonlinear surface resistance for the latter signal are simi-
ing to which any real HTS film is in fact a Josephson me-lar both quantitatively and qualitatively. This matching is
dium. The properties of this medium depend on the state gbreserved in the presence of constant magnetic fields also.
weak links forming it, which are switched from one state toThe effect of an additional signal on the linear surface resis-
another by the measuring signal itself as well as with theance depends on the frequency of the additional signal and
help of an additional powerful signal. In the former case, wewas not observed for videopulses of duratiop 2
have a nonlinear surface resistance, while in the latter case The reason behind the observed phenomena lies in the
we are dealing with an equivalent linear surface resistancact that an epitaxial film is a Josephson medium consisting
independent of the amplitude of the measuring signal andf various Josephson junctionSNS bridge, tunnel junc-
determined by the amplitude of the additional signal. tions, etc. For small amplitudes of the microwave field, the
Another proof of the correctness of the assumption madsurface resistance of the film is mainly determined by low-
here and in Ref. 4 is the temperature dependence of the releesistance $NSand bridgé junctions. For large amplitudes,
tive surface resistance of an epitaxial HTS film in the pres-high-resistance junctions are switched to the low-resistance
ence of an additional powerful signal, which is presented irstate and start to make a contribution to the surface resis-
Fig. 4. This dependence resembles in many respects the tetance, which begins to increase as a result. This increase is
perature dependences of the nonlinear surface resistance wftually the same for a strong signal and for a weak signal in
epitaxial HTS films measured in Ref. 8. Our analysis of thethe presence of a powerful signal which is responsible for a
effect of a constant magnetic field up to 4 kOe applied partransition of the Josephson medium to a new state in both
allel as well as at right angles to the surface of an HTS filmcases. Such a transition is determined by the frequency of the
on the dependences shown in Figs. 3 and 4 also leads mowerful signal due to the shunting of Josephson junctions

Rg(h)/Rg(0) -1
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LOW-TEMPERATURE MAGNETISM

Activation spin waves in the Landau theory of Fermi liquid
A. |. Akhiezer, N. V. Laskin, and S. V. Peletminskii

National Science Center “Kharkov Physicotechnical Institute,” 310108 Kharkov, UKraine
(Submitted April 10, 199y
Fiz. Nizk. Temp.23, 1046—1053October 199y

The activation spectra of collective oscillations with a quadratic energy—momentum relation are
studied for magnetically ordered Fermi liquid. It is shown that the spectrum of activation

spin waves depends considerably on the structure of the Landau interaction amplitude as a function
of the angle between quasimomenta of fermions. The existence of activation spin waves is
manifested in neutron and light scattering processes as well as in the transformation of waves in
magnetically ordered media. @997 American Institute of Physid$€1063-777X97)00310-1]

1. INTRODUCTION 2. SMALL OSCILLATIONS IN A MAGNETICALLY ORDERED
FERMI LIQUID
The Landau theory of Fermi liquid is one of the widely

used methods of self-consistent fiéldhe Landau Fermi Let “S.f'TSt .recall the basic concept Of the !_andau theory
of a Fermi liquid. The state of the Fermi liquid can be de-

liquid theory is _suc_cessfully employed in analysis of thermo-Scribeol by the one-particle density matrfy, .., where
dynamic and kinetic processes for systems of strongly inter- :

ting fermi h I fuid Eermi I _dK=p, i, p being the momentum of a quasiparti¢fermion)
acting fermions such as a hormai or superfiuid Fermi liquid,y 4 e quantum numbers associated with internal degrees
electrons in metals, and nuclear matter.

oS ) ) of freedom of the fermion. The Landau theory describes a
Landau and Silih? were the first to study collective pro-

) o= HE quantum liquid at low temperatures, whose energy spectrum
cesses in a normal Fermi liquid, such as zero sound and Spjg similar to the spectrum of an ideal Fermi dasnsisting of

zero sound, which are characterized by a linear energy— Mqsarticles with a spin 1)2 The starting point of the theory is
mentum relation. Later, Abrikosov and Dzyaloshin3kip-  that the energy spectrum of the ideal gas is in one-to-one
plied the theory of Fermi liquid for studying spectra of 0s- correspondence with the spectrum of interacting fermions. In
cillatory modes in a magnetically ordered Fermi liquid. other words, the role of particles forming the gas is played
These authors established the possibility of existence of oy elementary excitationgjuasiparticles whose number is
cillations with a quadratic energy—momentum relation, viz.,equal to the number of particles and which obey the Fermi-
spin waves in a magnetized Fermi liquid. It should be notedirac statistics. It should be emphasized, however, that the
that, according to Silid,a normal(disorderedl Fermi liquid  total energy of the liquid in this case is not equal to the sum
in a magnetic field is also characterized by a quadrati®f the energies of quasiparticles, but is a certain functional
energy-momentum relation. E(f) of the one-particle density matrif, . .

However, Abrikosov and Dzyaloshinskistudied only In view of the coincidence of the energy spectrum of the
one case of collective oscillations with a quadratic energyliquid and the ideal Fermi gas, we can describe the equilib-
momentum relation. In actual practice, the spectrum of spifium properties of the Fermi liquid proceeding from the com-
waves in a magnetically ordered Fermi liquid is richer. ThisPinatorial definition of entropy
work is devoted to an analysis of this problem. It will be S=Tr(f In f+(1—f)In f)), (1)
shown that along with the activationless spectrum of spin (k)
waves established in Ref. 3 on the basis of Fermi liquidyhere the trace is taken in the space of quantum numbers
theory, collective oscillations with an activation energy and a  The equilibrium density matrix ..’ corresponds to the
quadratic energy-momentum relation also exist, their activamaximum of the entropys for a fixed energyE(f) and a
tion energy being determined to a great extent by the strudixed spinS;/2,
ture of the Landau interaction amplitude as a function of the _

. i ) S=Tr af, (2)
angle between quasimomenta of fermions. In the simplest ()

case when the Landau amplitude is constant and independenF1 . .
! ) .~~~ Whereg; are the Pauli matrice$WWe assume that the energy
of the angle between quasimomenta of fermions, an infinitel

L ) . . ¥E(f ) is invariant to spin rotation.
degenerate activation mode also exists along with the activa-" | .4 of determining of the conditional maximum of

tionless mo.de.. . . entropy, we can find the unconditional minimum of the po-
The activation spectra should be taken into account in a?entialﬂ(f Y)

analysis of neutron and light scattering processes as well as s

Idr}athe transformation of waves in magnetically ordered me- Q(f,Y)= —S(f)+Y0E(f)+§i: Y.s. 3
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where Y, and Y; are thermodynamic forced.agrangian Formula (5) and Eq.(9) form a closed self-consistent
multipliers) conjugate to the integrals of motion. Solving this system of equations, which will form the basis for a analysis
problem, we arrive at the following nonlinear equation for of small oscillations in a magnetically ordered Fermi liquid.

determining the equilibrium density matrix: For solving equatior{9), we choose for the equilibrium
1 state the spin-ordered state, assuming Yhat0. This means
f:{ex;{ Yoe(f)+ 2> Y;S +1] , (4  that we are dealing with a second-order phase transition,
! while for Y;#0 the phase transition to the magnetically or-

where the self-consistent Hamiltoniaiif ) of a quasiparti- dered state is a first-order phase transition.
cle is connected with the energy functional through the fol-  According to(4), this state can be described by the den-

lowing relation: sity matrix
JE(f 1+o-n l1-o:n
e(f)= ( ). (5) @) =(e Y+ =m0 —f.+ ———1f_, (10
Thus, assuming that the energy functior&{f ) is  where
given, we can consider expressigdgand(5) as a system of Y 1
equations for determining the equilibrium properties of the fe=(e'0m 7T+ 1) =1(e2), (1D
Fermi liquid. 1400 1—on
An analysis of nonequilibrium properties of a Fermi lig- e= e, + e_. (12

2 2

uid is based on the time-dependent one-particle density ma-
trix f(t) whose evolution obeys a kinetic equation of the type  In this case, Eq(9) has a solution corresponding to os-

ot (t) cillations of density and spin over the spin-ordered state. The
i ——=[e(f),f] (6) one-particle density matrix(t)=f describing such oscilla-
ot tions can be written in the form
if we disregard the collisions between quasiparticles.
. ; . . . ~ 14+0n- l-on. 1
Since the energy function@(f ) is invariant to spin f= f, f_+=-of, nf=0. (13
transformations, we have 2 2 2
E(UfUT)=E(f), U=¢%"i 7) It can be easily seen that the quantities and f are
(g; are arbitrary real-valued parameterBy varying the lat- connected withf through the relations
ter relation ing;, we obtain ~ 1 .~ 1 .
fo=-Trf+=Trfon, (14)
Tr oi[e(f),f]=0. (8 2 2
f=Tr ?o—nni Tr aif. (15

This equation together with the kinetic equati@) lead to

the law of conservation of the quanti§y. It should also be In this case, the energy functiorﬁ(?) has the form
noted that relationé7) together with definitior{5) lead to the
relation E(f)=Eo(f)+E'(f),

te(UfUT)U=¢g(f). whereE,(f) is the functional of the fermion kinetic energy:

For a specific choice of the function&a(f), Eqs.(4) and - - A A
(6) form a system of equations for an analysis of the oscil- Eo(f):z ep TT fzz ep(fit+fo)
lator modes in a Fermi liquid.

Going over from the description in terms of the one-andE’ (f) is the functional of fermion interaction energy:
particle density matrix to the description in terms of the

Wigner distribution function E’ (f)_ 2 (Tr fF(p p/)Tr tr

X 1Py t)— 2 é p+q/2,pfq/2
+Tr ofFy(p,p’)Tr of’ b=y E {(f.
(which is a function in the space afandp and a matrix in

indiceso), we obtain from(6) the following equation in the +?_)F(p,p’)(h+f’_)+(?+—%_)Fs(p,p’)
approximation of small gradients: L
' ot =[e(f).f]- 2| ap " ax This allows us to write the Hamiltonian of a quasiparticle in
] the form
N i [as(f) af] ©
" —1 o ) A 1+ a-'n 1_ U'n 1
2| ox 'ap E=—5 e+ > s,-l-zas, ne=0, (17
where[...,..] and{...,..} denote the commutator and anticom-
mutator, respectively, in the “spin space:” where
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aE(?) 1 L transverse oscillationgpin oscillates in a plane orthogonal
£ =—a'f-—=sp+v E {F(p,p")(fL+f_)+Fg(p,p’) to the directionn) for whichg#0,n-g=0,g9,=9g_=0.
+ p Before analyzing transverse modes, let us find out how
x(f;— £, longitudinal modes are modified in the case of magnetic or-
dering. For this purpose, we note that E@). has a solution

55(?) 1 R for which g=0 (longitudinal oscillationsand =0, while
e-= =ty 2 {F(p.p")(FL+T1)—Fyp.p’)  g. satisfies the equations
— p/
A A of
X(flL.—f1)}, (19 (w—k~v)gt—k&—p6.si=0, (26)
1 1 , ,
Te=_ 2 F(p,p)f’. (19) oe . bel_ng cqnnected withy . _through formulas(22) and
2 Vo (23), which will be presented in the form

Sincef.=f., f=0 in statistical equilibrium, formulas 1 , o
(18) and (10) form a closed system of equations for deter- %€=~y E {F=(p.p")g’ +F=(p,p")g"},
mining the equilibrium density matrik(e). P

Putting f(t)=f+g in Eq. (9) and linearizing ing (f is F.(p,p")=F(p,p’)*F«p,p’).
the equilibrium density matrix10) andg~e '“*"'k'" is the
small deviation from equilibrium we obtain

(27)

Oscillations described by E¢26) will be referred to as lon-
gitudinal relative to the direction of magnetization

. a A i ae(f) . Noting that of . /dp=v.(df./de.) (vo=nv.), and
—iwgtile,g]+ilde,fl+ 5|k p ] introducing the notation
i _of K _fdg cosd  of. o
—5[6s,k %}:o, (20 +(S+)= pSi—COSﬁ&Si’ Si_kvt:
where we arrive at the dispersion equation in the case when the
amplitudesF . are constant quantities independent of mo-
. l1+o-n 1-o-n 1 ta:
de=—F— et ——5— de_+5 0 b, (21  Mmenta
N _ 1+(K,+K_)F, +K,K_(F2-F2)=0 (28)
and the quantitiee, , de_, and de are defined by the
formulas or
1+ (K, +K_)(F+Fg+4K K_FF.,=0. (29

1
de. =y 2 {F(P.P)(GL+91) +Fy(p.p')(g} —g")}, , ,
p' In the absence of magnetic ordering, whepn=s_=s,
(22 K,(s)=K_(s)=K(s), these equations split into the two

1 equations
8o =y 2 {F(p,p")(9%+90) ~Fu(p,p)(9% ~g )}, . .
p' S S
(23) K(s)=—35. K(&=—3¢ (30

1 1 Nt in accordance with the results of the Landau théofhe

= se=1 > F(pp)g, (24) [ 2ccordan | theomhe

2 \% o first dispersion equation corresponds to acoustic oscillations
h of density, while the second corresponds to oscillations of

where spin density.
1+o-n 1-o0-n 1

9= g+t > g_+§o--g, n-g=0. (25

The system of equation®0)—(25) will serve as the ba- 3. ACTIVATION SPIN WAVES

sis for finding the oscillatory spectra of density and spin | ot us now go over to the description of oscillations
density over the spin-ordered state of the Fermi liquid. It snsverse relative to the direction of magnetizatiorfor
should be noted thatsee below Egs. (20)—(25) in the ab-  \ypich g.=g_=0, and hencess . = ds_=0. In this case,
sence of magnetic orderinff . =f_, see(11)] describe o haveg=1o-g, n-g=0, de=0ode, Nde=0. Since
acoustic oscillations of a normal Fermi liquid. In a magneti- R R
cally ordered Fermi liquid, additional transverse oscillations  [g,b]=i(b,—b_)[g,n]o, {g,b}=(b,+b_)g-o,
branches (spin wavey appear along with longitudinal A
branches. Note that one of transverse branches is activatioere the matrib has the form
less(Goldstone’s theorein -~ 14n-o 1-n-o

The system of equation&0)—(25) has two classes of b= 5 b,+ > b_,
solutions, viz., longitudinal oscillations(spin oscillates
along the directiom) for which g=0, g, #0,g_#0 and we can write the kinetic equatiof20) in the form
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gti(es—e)[g-n]—i(f.—f)

1
0= k-(vi+v_)

AR DA
p T ap) 0

Equations(26) and (31) form a complete system of

><[§s,n]+%k (3D

equations for finding the spectra of oscillatory modes for a

Let us first analyze the solution of E(33) in the case
when the spin amplitudg does not depend gmp’. In this
case, forT<u(u=—Y/Yq is the chemical potential of the
Fermi systerny Eq. (33) assumes the form

(0—ku)g+2B9+2(f, —f_)Fg—Fsq(kv. (e,

magnetized Fermi liquid. Let us show how this system isyhere
transformed in the absence of magnetic ordering. Equations

(26) are transformed into the following two equations:

k kaf 6e=0
(0—k-v)g— op %60

of
(0=kV)g=k 75 8e:=0, (32)

where

2
de=1y; 2 F(p.p)g(p),
pI

2
des=y; 2 Fs(p.p")9(P").
p/

The first equation from(32) describes oscillations of
density of a Fermi liquidzeroth sounyg while the second

equation is one of the three equations describing triply de-

) kv_o(e—p)) =0, (36)
p=—F.| artt, 1),
— ! ! _1
0= [ argw). w5 v, 37

This equation shows that far#0 the following dispersion
equation holds:

dr
1/F5=f m (kvyd(e,—p)+kv_6(e_—p)

—2(f,—f_)), (39

whose solution for small values &fhas the form

_Jdn{(t ) B — )+ e —p}
“” 68/dr(f,—f ) '

(39

generate acoustic oscillations of spin density. Two othefye have used relatiof87) in this case.In addition to this
equations for spin oscillation@nd having the same form as gq|ytion, fork=0 we have an infinitely degenerate activation

the second equation froig32)) can be obtained in the limit
of zero magnetization from Eq$31).
Thus, we have proved that Eq26) and (31) describe

acoustic and spin-acoustic oscillations for a normal Fermi

liquid in the absence of magnetic orderifif), =f_, see
(1D].

Let us return to Eq(31). Going over in this equation to
the circular components of the vectaysand de relative to
the vectorn (z-axis),

9(+)=09:1%195,
and noting thafg,n](+)=*ig+), we transform Eq(31) to

58(45): 58]_ii582

g(i)i(8+_8—)g(i)1(f+

af _
6'_p 58(i):0,

1
0= K-(vi+v_)

1 (of.
—f,)ﬁs(t)-l-i k —+

D (33

where

2
ﬁsm:vE Fs(p,p’>g<’i>52f dr'Fs(p,p")g (=),
pl
(34)

and in statistic equilibrium state we have, accordingl®),

s+—s,=2f dr'Fy(p,p’)(fL—1f"). (35

Obviously, the solutiorg(..) can be obtained from the
solutiong_y=g by changing the signs of the frequenay
and the wave vectdk.
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solutionw=—28, q=0.

Solution (38) corresponds to Goldstone spin waves
emerging due to spontaneous symmetry breaking.
In the range of large values &f(and largew), Eq. (38)
assumes the form

=

Fs
and its solution corresponds to the spin sound sk trans-
verse relative tk in a magnetically ordered state.

In the weak magnetism approximatiéor near the tran-
sition temperaturg solution(39) assumes the form

d
[V 8o~ )V Be —wIK (40

2
2 ZUF

Sar (41)

w=Kk
where the quantityar is connected with magnetization
through the relation

QpVE= —ZJ dr Tr fon,

ve=2 [ drale(p)-u] @
Equation(40) is transformed in the case of weak magnetism
to the ordinary equation for spin soufisee(30)].

Let us now analyze Ed33) in the case when the Landau
amplitudeF¢(p,p’) is a function of the angle betwegnand
p’. We will use the weak magnetism approximation, i.e.,
assume thaf , —f_=(dfy/de)(e,.—€e_). In addition, as-
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suming that the wave vectdr is small, we neglect the dif-
ference betweer ., ande_ is the corresponding terms in
Eq. (33), which assumes as a result the form

afg
(w—k-v)g—(s+—s_)g+£ (e.—&_)de_

afg
+k-v— 8s_=0.
de
Noting that

587=2f dr'Fs(p,p’)d(p’)

in accordance witt{34) and using(35) for T<y, i.e.,

—ZJ dr'Fy(p,p’) (e~ )

(this equation defines the chemical potentidor T=0), we
obtain

(w—kv)g—(scsf)zf d7'Fg(p,p") (e’ —w)g(p’)
—(8+—s_)5(s—u)2f d7'Fg(p,p")g(p’)

—kv(s(e—u)zf dr'Fo(p,p')g(p')=0.

It follows hence that the solution of this equation should

be sought in the form

_dafg N
a(p)= Te g(cos ),

(9 is the angle between the momentum vegaf a particle
and the wave vectdk). The quantityg(cos) in this case
satisfies the equation

(w—kv)g(cosﬂ)—a,:g(cosﬁ):—;Jdo’FS(cosa)
Vg
+aFEfdo’Fs(cosa)g(cost}’)

14
+kvifdo’Fs(cose)g(cosﬁ’)= (43
where 6 is the angle between the vectopsand p’, and
notation(42) is used.

We expandg(cosd) and veFg(cos#)=B(cosb) into
power series in the Legendre polynomials:

g(cos¥)= Eg| P,(cos ),

o)

B(cos 6)= lzo B,P,(cos 6), (44

whereg, andB, are expansion coefficients.
Taking into account the summation rule

P,(cos 6)=P,(cos¥)P(cos ')
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' 2(1-m)!
E (I+m

m=1

P"(cos )

P"(cosd')cosm(o—¢'),

as well as the orthogonality condition for Legendre polyno-
mials

fdoH(cosﬁ)Pp(cosf}):—
we obtain

f do’'B(cos #)=4wB,,

P/ (cos ).
(45

Substituting(44) and (45) into Eqg. (41) and taking into ac-
count the fact that Legendre polynomials satisfy the relation

fdo’B(cose)g(cosﬂ 4772 2|
B

XPy(x)= Pi1(x)+

l+1 |
21+1 2151 - 1(%),

we can write Eq(43) in the form

(0o—w)g=ag-1+ 01911, (46)
where the following notation has been introduced:
B
o= ap| Bo= 577 (47)
kvt [ D 48
ST 48
[+1 B4
bi=k-v 2|+3( T 2+3) (49)

Expression(47) defines the frequencies of transverse os-
cillations fork= 0. It can be seen that the mode with 0 is
activationless ¢o=0), while the frequenciesw, for
I=1,2,... differ from zero. It should be noted that, if the spin
Fermi amplitude is independent pfandp’, expression(47)
assumes the form

= apBo(1- 5 o). (50

Obviously, in this case we have far=0 and infinitely
degenerate activation mode

L()|:CYFBo, |:1, 2, . (51)

Degeneracy is removed by taking into account the depen-
dence of the Landau spin Fermi amplitude on the aryle
betweenp andp’.

We can seek the solution of E¢46) in the form of a
power series ink| (it should be recalled that according to
(48) and (49), a,~ |k| andb,~k]):

0=+ oM+ @+ .

0 2 3
9i=9/"+g"+g¥+....
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Let us fix a certain nonnegative integerFor the solu- The oscillatory brancti54) is a Goldstone branch emerging
tion of Eq.(46) in the zeroth approximation, we have in this in the case of spontaneous symmetry breaking in statistical

case equilibrium, which is associated with the emergence of mag-
0) (0)_ (0) netization. IfF= const, the spectruntb4) is defined by the
oV=o, ¢ '=0"6.
formula
Taking this into account, we can write the equation for de- 2(kve)?
termining the first approximation in the form w= 3—F Bo=—1,
aF

D4 wa®— waP=aa®. +ba®.
@G el e 191-17 DG+ which coincides with formuld41) as expected.

Puttingl =r, we obtainwﬁl)zo, while forl#r we have The activation frequency53) in the spectrum is deter-

A b mined by the value okw,. For Fs=const, the activation

1Z-r T AT (520  frequencyw, = apB, [see(51)] is the same for all values of
Wy~ r (see abovg For this reason, formula®3) forr=1, 2, 3,...

It follows hence that the spectrum of transverse oscillationdecome invalid ifFs=const. In order to find the range of
in a magnetically ordered Fermi liquid does not containapplicability of these formulas, we assume tBat-B,_;. In

1 0
git'=g!”

terms that are linear ifk|. this case, w,— w,_1~agB,, o~ ag, a|~b|~_ka_(_1

In the second approximation in the perturbation theory in+B;). Consequently, the condition for the applicability of
the wave vectok, Eq. (46) assumes the form formulas(53) has the form

o250 + 0,07~ gl =gl b2, (1+8) (ko) <3 |
for | =r, this equation can be written in the form If the amplitudeFs is close to a constan{B,[<1, and this

condition can be written in the form

2)~(0) _ 1 1
o200, o P
Vg dp|Dy|.

r

Noting that, according t¢52),
J g It can be seen that formul&53) become applicable only

W _o P10 @1 for anomalously smalk.
r—l_gr wr_wrfl’ gr+1_gr wr_le'
] The authors are grateful to INTAS for supporting this
we obtain research(grant No. 94-3941 Thanks are also due to the
ab,_; a, . 1b; International Soros Program Supporting Education in Sci-
w=o+ + +..., (53)  ence(ISSEB.

W= Wr—1 Wy~ Wryg

; _ *E-mail: nlaskin@kipt.kharkov.ua
\évg]:égvaélyand b, are defined by formUIas48) and (49) re YNote that the second term in the numerator of a similar fornilifa in

) ) ) ) Ref. 3 contains incorrect coefficient.
Expression(53) is valid forr=1, 2, 3,... . However, it
follows from the derivation of this equation that fo=0 we 1| p. Landau, zh. Esp. Teor. Fiz30, 1058(1956 [ Sov. Phys. JETB,

have the formula 920(1956]. |
2 V. P. Silin, Zh. Eksp. Teor. Fiz35, 1243(1958 [ Sov. Phys. JETB, 870
a by (1958)]. ,
== w_lv (54 SA. A. Abrikosov and |. E. Dzyaloshinskii, Zh.ksp. Teor. Fiz.35, 771

(1958 [ Sov. Phys. JETR, 535 (1958].

according to whichy ~ k2. Consequently, for=0 we arrive 4A. I. Akhiezer, V. G. Bar'yakhtar, and S. V. Peletminsk8pin Waves
at an activationless spectrum of spin waves, which was es-\°r-Hofland Publ. Co., Amsterdar1.968.

tablished in Ref. 3 on the basis of the Fermi liquid model.Translated by R. S. Wadhwa
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Electron density of states and spin fluctuations in weak itinerant magnets
A. A. Povzner, A. G. Volkov, and P. V. Bayankin

Ural State Technical University, 620002 Ekaterinburg, Russia
(Submitted September 30, 1996; revised May 5, 1997
Fiz. Nizk. Temp.23, 1054—-1059October 199y

The influence of zero-point and thermal spin fluctuations on the electronic structure and magnetic
properties of weak itinerant magnets is considered. The possibility of considerable complex
reconstruction of electron state density in fluctuating exchange and charge fields is demonstrated
for Fe,_,Co,Si. The temperature dependence of paramagnetic susceptibility is in agreement

with experimental data obtained for F¢CqSi. © 1997 American Institute of Physics.
[S1063-777X%97)00410-9

1. Weak itinerant magnets include a group of com-g, is the energy of band motion of electrors, ,(ay ,) is
pounds of transition metals characterized by anomalouslyhe creation(annihilation operator for electrons in a state
small values of the Curie and MetemperaturesT;~ 10 K) with the quasimomentumk and spin o=*+1/2,1 the

and magnetization in the ground statey(0)=0.1lug,  electron—electron spin and charge interaction parameter,
where wg is Bohr's magneton This group of substances

contains wegk itinerant ferroma_gnéEanz, N|3AI,_ (latzc.) as Nq,UZZ a;f,,,amq,g 3)
well as helimagnetge.g., MnSi and Fg ,Co,Si)™“ with K

small magnitudes of wave vectors qof~10 -
1073 A~1),23 which become weakly ferromagnetic in com-
paratively weak applied magnetic fields
(ho>hg,hg~10 kOe). In addition to thermal spin fluc-
tuations (with an amplitude (m);=(m?)¥?<T23) 1 weak
itinerant magnets are characterized by another important and
insufficiently studied peculiarity, viz., zero-point spin fluc-
tuations whose amplitud@n),=(m?)$? depends weakly on
temperature and can become comparable to or even largBPNeNts, andg
than the amplitude of magnetization in the ground staté'ong thez-axis. _
mo(0).4~8 The results of experiments on inelastic scattering N Ref. 5, this model was used for a self-consistent cal-
of neutrons in MnSi can serve as an experimental evidencgulation of the electron thermodynamic potential. The for-
of realization of such a possibiliﬁ/. mallsm of the Stratonovich—Hubbard functlona}l trgnsforma—

In this publication, an approach to the theory of a weaklions, WhICh re_duce the model_ under |nyestlgatlon to an
itinerant magnetism is developed, which describes the influ@n@lysis of motion of electrons in fluctuating excharige
ence of thermal and zero-point spin fluctuations on the elec@d chargg(7) fields, was developed. Here we shall apply
tron density of states for weak itinerant magnets. An analysid'€ formalism developed in 'Ref. 5 for calculating the Mat-
of this effect as well as estimates of the spin fluctuationSubara one-electron Green's f“'?Ct'H”Wh'Ch is directly
amplitudes were made for Fe,Co,Si alloys in which the connected with the electron density of states:
renormalization of the electron density of states is significant 1
according to experimental results on magnetic, magnetoelas- Gk,azf <TTa|:r,(rak,0'0-(1/T)>O1 (4)
tic, and bulk characteristids?

2. We shall analyze the influence of thermal and zero-whereT , is the operator of ordering over the imaginary time
point spin fluctuations on the electron density of states ofr, K= (K,wzn11),@zn11=(2n+1)T is the Fermi-Matsubara
weak itinerant magnets by using the Hubbard model infrequency(n is an integer, o(1/T) the scattering matrix]
which intraatomic repulsion of electrons at a lattice site isthe temperature in energy units, afd.), the quantum-
taken into account in addition to their motion in the bandstatistical mean with the Hamiltoniat, .

the operator of the Fourier transform of the electron density
with the wave vector and spino, S, the vector of the spin
density operator,

Z __ + +
Sq_ E O-Nq,tr' Sq - ; ak,o—ak+ q,—o—éo,i1/2
o

are its longitudinalparallel to theZ-axis) and circular com-
the strength of a magnetic field directed

(see, for example, Ref.)1The Hamiltonian of the electron In order to calculatg5), we introduce the generating
system can be written in the form functional

H=Ho+ 2 INgoNg-o—hoSt”, (N Qo) =0T In<exr(—[H—H0

q
where +k2 M.o@ o8k o /T)> (5)
T 0
Ho= O @ . a ) (Qy is the thermodynamic potential of noninteracting elec-
0 oSy KRS trong and write the required Green’s function in the form
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Gy o= lim QN )Ny - (6) f(e—pu) is the Fermi—Dirac functiorp(g’w the Pauli nonuni-
A,o—0 form susceptibility,ve the velocity of the Fermi surface,
Expressing now5) in terms of functional integrals with andb are the parameters that can be determined from neu-
respect to¢ and » variables, we obtain fof2(\ ) an ex-  tron diffraction experiments or from direct band calculations,

pression which differs from that obtained in Ref. 5 for ther-anddc is the cutoff vector. _
modynamic potential in the substitutien— &, + X\ ,. Ap- The obtained relation$8)—(10) not only describe the
plying the saddle point method in the variabm§= |'§§| and effect of spin fluctuations on the electron density of states,
7q (@=(q,wz), Where w,,=2nT in the Bose-Matsubara but also contain the renormalized density of states

frequency®d) for estimatingQ (A, ,) and using(6), we ob-  9s(&,&,Mo) in the expressions for their amplitudes, or its
tain the electron Green’s function componentg(e+o'£). In the paramagnetic case and for

hy=0, we have
1 do,

Gro=5~ 2 11 T (iwgns 1~ 8 1
2No , =iy J @y 27 " g(s,g,m0=0)=§ E g(e+o’é).
2 o'=*1
—d'é) Y 1+200’ —V) . (7) Using formula(8), we can find equations of the magnetic
& state and electroneutrality equations renormalized by spin
Here fluctuations:
T uT
2 (D= X fo (..)dr v=(v7); me= 2 7| Gole&mo)f(e—p)de, (12

¢, is the magnitude of fluctuating exchange field at the site

in the representation of the imaginary timegé&? the compo- N:U:Zl/z 9o(e,€,mo)f(e—p)de, (13

nent of the exchange field vector along the axis N

Y(y=x.y.X), Oq,=argél, & is the Fourier transform of whereN is the number ofi-electrons.

&7 in the variabless and 7 (see Ref. 5 andN, the number of Differentiating magnetization with respect to external

crystal lattice sites occupied mratoms. magnetic field, we obtain the expression for uniform para-
Continuing expressioti7) analytically to the real axis Mmagnetic susceptibility,

(iwon+1—w+i6) and going over to two-time temperature _ —91_p-1 -1

Green's functiond? we obtain the following expressions for X 7o/ Ioln,=0=2(1 =D (£)I7D(E), (14

the electron density of states and the amplitude of spin flucaccording to whichD(&) is a factor of exchange enhance-

tuations: ment of magnetic susceptibility, and and y* correspond to
1 the longitudinal and transverse Pauli susceptibility renormal-
O,(g,&,mg)= > gle+o’ &)[1+(200" ' my/m,) ized by spin fluctuations.
o'=x1 It should be noted that the derived expressi@i® and
X (1+(m2))/3m2], 8 (14 differ from those obtained earliel®in that it takes into

account not only transverse, but also longitudinal spin and
1 0 charge fluctuationgassociated with a change in the magni-
I 7N, qzy fo tude of exchange field at a lattice git&his combined influ-
ence of three types of fluctuation of electron density ensures,
XIm{D~Y(&)+X(q,w)} "*dw, (9  along with change in the number of states in subbands cor-
responding to different spin directions, leads to the emer-
gence of the termy' and the weight factor 2.3 in the trans-
verse component of nonenhanced susceptibility in formula
(20). In the case when eithep( £€) or (u— £) is beyond the
d-band or a narrow peak on thige) curve, the system of
d-electrons acquires temperature-induced local magnetic mo-
ments. As in Refs. 1, 15, local moments are induced at

T>T* such that
/[1+(a/2)],

where u* is the chemical potential counted from the lower
(for N>5N;) or upper(for N<5N,) edge of thed-band and
xr= 2 (0128) | gle+0d)f(e—p)de, is determined from the electroneutrality conditioh3) at
o==1 T=T*, £=&(T*), my=0, and N* is the number of vacant
(N>5Ng) or occupied N<<5N;) states in the initial (=0)
five-fold degeneratel-band. The expression for the charac-
—velq)]6(q—qe), (1)  teristic temperaturd* in this case virtually coincides with

fa(w/ !

.
()= 3 mi=

whereg(e) is the density of states for noninteracting elec-
trons(i.e., forl =0), é&=Im_; mZ=m3+(m?), my(T) is the
uniform magnetization{m?) =(m?),+(m?); the square of
spin fluctuation amplitude,m?), corresponding to the term
with the coefficient 1/2 in(9), while {(m?); corresponds to
the term with the Bose—Einstein functiofig( w/T)),

DO =1- £ (- 2yt 10
(&) =l-3x (X — 3 x (&), (10)

2
T*=(lb) ™! u* = 3 IN*

X(§)=29(M+§)9(M—§)/ 21 g(u+0é),

Xa0=1X0—1x3 ,=[a0%—(ilbw/ve|a]) 6w
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that given in Ref. 15to within the substitution —21/3).

Calculating the amplitude of zero-point and thermal spin <
fluctuations in accordance witt9), we find that the ampli- )
tude of zero-point fluctuations decreases with increasing a
temperature, while the amplitude of thermal fluctuation in- >
creases with it. The decrease in the amplitude of zero-point
fluctuations of spin density in approximatiofil) is de-
2 £

N

go , (eV-spin)~

[v]

scribed by the relation 1 F 14,2
6=1/2
/ﬁj I

£,eV
(MP)7=(TITo)*?, (16) 12 £, eV 1L(0) 14,2

N

(m?)o=(3/mlb)[1—(aD(&)) 2]
X{1+In(1+bep(D(¢) t+a)~ 1}, (15

the amplitude vanishing fob (¢) “*=a. The amplitude of
thermal spin fluctuations fof<T* andD(¢) !<a is cal-

(o]

g _, (eV-spin)!
o

culated by the formula

|
N

while in the temperature rande>T* and forD(¢) "'=a it - 2
satisfies the relation = /\/\f\,\
S

(m?)r=(bT?’D HH[D 1 & +a] ™, (17) 2 c
where 2

To=a3%2% bI{4/3)£(4/3)}] ¥4, © 0

. . 12 €, eV nTe) 14,2

I'(x) and{(x) being the gamma and zeta functions. It can be 2
seen that the temperatui® of formation of temperature- -
induced local magnetic moments can coincide approximately =
with the temperature of vanishing of zero-point spin fluctua- 'g d
tions. This is confirmed by an analysis of the properties of =
weak itinerant magnets and strong paramagnefg>al™, A4
which was carried out in Refs. 8, 10, 12, 15, 16. o 0

3. A quantitative analysis of the effect of spin fluctua- 12 Y, u(-rt) 14.2
tions on the electron density of states and paramagnetic sus- ! ’
ceptibility of weak itinerant magnets will be carried out for FIG. 1. Electron density of states as a function of energy and temperature:

alloys in which temperature-induced local magnetic mMo-the model curve plotted according to the results obtained in Ref. 12 for

ments were studied earligt21%We shall estimate the am- electron density of states for FgCa,Si, which is not renormalized by
plitudes of zero-point spin fluctuations on the basis of Eqs?xcg"’"‘ge fieldgthe ‘k’)";'uedOf thti E_ef;mi etnz_rgyti_s i”diiatedgg-i) (a)(,j

. . or | INn subbands wi Iirerent airections or spin an
(.11) .and (12) by using the experlmgntal data on the magne_ferrozggr?;i orderingb), for Fe, /Cq,5Si in subbands ;;':TC (c) and
tization of the weakly ferromagnetic states of these ali‘tﬁys, T* (d) (without degeneracy in spin
induced by an applied magnetic field. We usedfe) curve
shown in Fig. 1a and the parameler0.76 eV(see Ref. 12

The values of m), obtained in this way are given in Table I.
The same table contains the results of experiniéfiend of Fe,_.Ca.Si alloys from the experimentally obtained depen-

earlier calculation$® of other magnetic and spin- den ¢ macnetization on th lied maanetic figkd
fluctuation parameters of the alloys under investigation. Ith cfes r?d thatgthe ?f ot ? ne itriptien f a? aeti Cn n.th
was found that the calculation of the value(afi), by for- s fou atthe efiect ot concentration fiuctuations on e

mula (15) involves the replacements of the frequency SIOec_magnetlc and electronic properties of the samples under in-

trum parameterb corresponding to thermal spin fluctuations vestigation can be neglected sinkp”~10"%.
by the quantitied’ whose values are also given in Table |.

In the quantitative analysis, we must also take into ac-
count the effect of concentration fluctuations associated byABLE |- Experimentat®2'®'7 and theoretical magnetic and spin-
the substitution of Si atoms fat-atoms and vice versa on the uctuation parameters for e, CoSi alloys.
magnetic properties. For this purpose, it is sufficient to carry
out the following substitution in the formulas containing the
enhancement factdf: X

Following Ref. 18, we estimate the value afp? for

ﬂ 8|:, ch <l>0
2pup eV K 2 T*, K ax1®® Ib Ib’

. . ) 0.10 0.050 13220 150 0.000 650 30 555 0.00
D H(&—D (H[1+Ap°D(8)], 0.30 0075 13294 440 0.106 350 36 480 980

. e 040 0100 13.324 390 0439 275 40 460 238
where the parameteXp®=1/No=(p,—p) p, is the prob- oy 50e5 13356 340 0536 200 44 440 195

ablllty of OCCUpation of a given lattice site kﬂymetal atoms, 0.60 0.050 13.391 4.8 0.049 150 4.0 1.14 21.36
andp is the mean value gb, .
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with the data obtained in Ref. 16 on the basis of a rougher
approaclr based on a slightly different model g{¢) (ob-
tained as a result of the substitutibn- 2/3).?)

Thus, spin fluctuations lead to a considerable renormal-
ization of the electron density of states and chemical poten-
tial of weak itinerant magnets, which should be taken into
account not only in the description of their magnetic proper-
ties, but also while estimating the amplitude of spin fluctua-
tions themselves. The spin-fluctuation reconstruction of the
electron band determines the amplitudes of zero-point spin
fluctuations, which are the smaller, the closer the Fermi level
to the left or right edge of the upper subbagid,0,0) (see
Table ). For T>T*, the amplitudes become equal to zero,
which is accompanied by the formation of temperature-
induced local magnetic moments.

We believe that the effects of spin-fluctuation renormal-
ization ofg(e) may be especially significant for studying the
low-temperature singularities of bulk magnetic, thermal, and
thermoelectric phenomena in weak itinerant magnets.

0 300 T ?(00 900 This research was partly financed by a grant from the
! Competition Center for Fundamental Natural Sciences, Rus-

FIG. 2. Temperature dependences of the paramagnetic susceptibility atian Ministry of Public and Professional Educatigroject

Fep {C0y;Si (curve 1) and Fg;Coy5Si (curve2) alloys. Solid curves corre-  NO. 95-0-7.2-16%

spond to the results of theoretical calculatio@sand X are experimental

datal®'’

*E-mail: pav@alfa.e-burg.ru
Figures 1b—d show the energy dependences of the e|e(1:’[\lote th_at the critigal field of formation of a weakly ferromagnetic state in
. . . weak itinerant helimagnets tends to zeroTas T, .

tron denSIty of states CaICUIa_‘ted b¥4 form"ﬂﬁ taklng Into 2The model curvey(e) used in Ref. 16 was not confirmed by direct band
account the data on the functigge), ™ as well as the values .5 culations.
of {m)y, mg and (m); for several characteristic tempera-
tures. It can be seen that the renormalization of the electron
density of states due to magnetization and zero-point spin
fluctuations leads to redistributions of the number of eIec-lT- Moriya, Spin Fluctuations in Itinerant Electron Magnetisf@pringer
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Hydrodynamic asymptote of Green’s functions of a weakly anisotropic multisublattice
magnet

A. A. Isayev

National Science Center “Kharkov Physicotechnical Institute,” 310108 Kharkov UKraine
(Submitted February 21, 1997
Fiz. Nizk. Temp.23, 1060—-1066October 199y

The hydrodynamic asymptote of Green'’s functions is determined for weakly anisotropic
multisublattice magnets whose reduced description parameters are the total spin density and the
matrix of rotation in the spin space. Spectra of spin waves are obtained and the number of
Goldstone and activation modes is determined. 1897 American Institute of Physics.
[S1063-777X97)00510-0

1. INTRODUCTION. DYNAMIC EQUATIONS IN AN 1
EXTERNAL FIELD ©all(Q)= 5 EapynyVidag- 2

The method of two-time Green’s temperature functionsi can pe easily verified thab,(a) =aw,(a). The definition

has been widely used for determining the spectra of collecat cartan’s forms leads to the Maurer—Cartan identities
tive oscillations and kinetic coefficients, and also for obtain-

ing the system response to an external fleldh the present Vi@4i = Vi k= € apy @ pk@yi
work, we shall obtain the hydrodynamic asymptotes of
Green’s functions of a weakly anisotropic multisublattice
magnet and use them for determining the spectra of spiin the general case, the energy density of the system is an
waves that may propagate in the system. It is well knowrarbitrary functional of variabless,(x), a,g(x):e(X)

that high-frequency processes in a multisublattice magnete[x;s,(x'),a,5(x")], which is invariant to uniform spin
can be described by the Landau—Lifshitz equétiam sub-  rotationss—s’ =cs, a—a’ =S¢ (c is the rotation matrixif
lattice spins. However, such a description is no longer appliwe neglect by weak relativistic interactions. In the local
cable at the hydrodynamic stage of evolufisince sublat-  limit, when spatial inhomogeneities are small, this property
tice spins ceases to be approximate integrals of motion imeans that(x) is a function of variables=as, w,=awy
view of a strong exchange interaction between sublatticesonly:

Earlier, it was shown by dshat, owing to exchange inter-
action, rigid spin complexes whose orientation is defined by
the rotation matrixa,z(x) are formed in times>7, (7, is  However, if anisotropy is taken into consideration, the de-
the relaxation timg Thus, the low-frequency dynamics of a pendence on the rotation matrix is preserved:
multisublattice magnet is described by the total spin density

(©)

Voo = Viwy=— EaByWpk® i -

e(s,a,0)=¢e(as,aw,l)=¢e(s,0y).

s.(X) and the rotation matrixa,g(x). We shall derive hy- e=e(8,0,a). (4)
drodynamic equations for just these quantities. In order to obtain the equations of dynamics of the mag-
~ The rotation matrixa, is introduced formally by con-  netic systems under consideration, we use the Hamilton ap-
sidering the local spin rotatiod, through an angle,(X):  proach in which the equation of motion for an arbitrary
- - hysical quantityA has the form
U 8,00U,=a,5(¢)35(%), physical quantibs
A={A,. 7}, )
— H 3 o
U«a—eXF{_'J' d X(pa(X)Sa(X)). where 7 is the Hamiltonian of the system. The Poisson

) _ _ . brackets for the dynamic variableg(x),a,s(x) were ob-
Using the commutation relations for the operatsgéx) of  tsined in Ref. 6 and are defined by the formulas
spin density components, viz.,
~ ~ . ~ {Sa(X),SB(X/)}:Saﬁ S (X)5(X—X/),
[84(%),85(X ) ]=1.4,8,(X) S(x—x) n

So(X),a5,(X" )} =€ 4y,85,(X) S(X—X"), (6)
we can obtain a relation between the mataix; and the t s X} veebe
rotation anglesp, (exponential parametrizatigin {a,p(x),a,,(x")}=0.
a(p)=exp(—e@), (£@)up=Eap,Py- (1) In the following, we shall obtain Green'’s functions for a

_ _ _ _ multisublattice magnet as the response of the system to ex-
With the rotation matrix there are related the right.() and  ternal a perturbation. Taking this into consideration, we can
left (w.) Cartan’s differential forms: write the Hamiltonian77 in the form

1
wak(a)z E SQByaﬁ)\Vkay)\ y = f d3X(8(X) +U(X))E]/O+V, (7)
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V:f d3x&(x,1)b(s(X), w(X),a(x))=V(t) n.{ hs%— 0—8
! 1K ! EapyNy| NS~ Pk dw gy

de
=0. (12

+ =
@,

where V is the interaction Hamiltonian with the external

field, £(x,t) the field potential, and is an arbitrary local ~2- HYDRODYNAMIC ASYMPTOTIC FORM OF GREEN'S

physical quantity. We assume that the external field varie§UNCTIONS

quite slowly, and the characteristic frequency of its variation

is small in comparison witl°r,‘1. Hence, fort> 7, the sys-

tem can still be described in terms of the quantitigs a, . R
Using the general functional expressigh and the sys- Gap(X, X ) =—i6(t—t")Tr w[a(x,t),b(x’,t")].

tem (6) of Poisson brackets, we can obtain the equation of (13

motion for dynamic variables of a multisublattice magnet.pyere v is the equilibrium statistical operator which can be

Since the energy density depends only on the quantities \onresented in the following form according to the method of
s, w if we neglect by the anisotropy, we can formulate thequasiaverages:

equations of dynamics in terms of the variabgsw, a o

(such a choice of variables is convenient for a transition to W= Ilim limw,,

the isotropic caseIn this case, taking Eq$5)—(7) into con- i

sfidera_\tion, we obtain.the following system of dynamic equa- WV:equV_YO'—%O_YaASa_ Vé)_ (14)
tions in an external field:

We introduce Green’s two-time retarding function for
arbitrary quasilocal operatogs and b:

In this equation, the thermodynamic forc¥g andY, are

Lo 98 de. de connected with the temperatufeand the magnetizing field
So= Vi ——teq,| S + wgk : -
Wk s, W h, through the relation¥,=1/T, —Y,/Yo=h,, while the
P potential(}, is determined from the normalization condition
+a, i) B Tr w,=1. In accordance with the conditioris1), the equi-
" oa,, librium statistical operatof14) satisfies the following rela-
PR tions:
Aup= a,z—+ , 8 - ~ A~ -
8™ Sarrop G e ® WwhI=IwAI=0, P=pind,
where the sources,, , 7,z are defined by the relations ,q:}//o_h S (15)
7= Es (s ﬁ+w ) b +a b where@k is the momentum operator. The dependence of
SR g5, EP g TP G, quasilocal operatora andb on coordinates and time in Eq.
b (13) is defined by the expressions
_Vk(§@>’ M= £ apr@pp 5 ©) a(x,t)=expi(Ht—P-x)a(0)ex —i(Ht—P-x)],
The equation of motion for the rotation matrix leads to the B(x’,t’)zexpi(Ht’—P-x’)B(O)exp:—i(Ht’—P'x’)].
following equation of motion for Cartan’s right forma , : (16
) de de In this case, the Green'’s functi@y,, possesses properties of
ak= " Vi 5o+ Eapy@pk a_s,/+ Nak: translational invariance in space and time:
- ) (10) Y ! !
ob ob Gap(X, X", 1) = Gap(x— X', t—t").
Nak= €€ apy®@pk E‘Vk< 35, If the interaction of the system with the external figigk,t)

i fi f 1d7), the li f th tit
Let us now derive the time-independent solution of Eqs.IS defined by formuld7), the linear response of the quantity

) ; t t | perturbati d
(8), (10) in the absence of an external field. It follows from a fo external periurbation reads
Egs.(3), (8), and(10) that the following expressions can be N St eror o1 T
written for the steady-state values of the rotation maafix dagx,t)= %dt d*x (X7, 1) Gap(x =X, 1= 1),
and Cartan’s formpy :

o o or, if we use the Fourier representation,
a“(x,t)=a(e)ale(Xt)],  @u(x,t)=n,(—p-x+ht);

dag(k,w)=Gyp(k,w)é(K, ). (17

0 _
@ak™ NaPi; (1D Let us linearize the system of equatidBg, (10) with respect
where¢? are the uniform rotation angles, to deviations from equilibrium values;,, aj ;:
de 83,(X,t)=S4(X,1) — 82,
he=2 =hn.; 260 =801 7 (18
2alg 8a,5(X,1) = = & 4, 00, (X, 1)@05(X,1).

andpy is the spiral vector. Taking into consideration formu- The variation of Cartan's . form associated with the trans-
las (1), (8), and (11), we obtain the following relation be-  formations(18) has the form

tween the steady-state values of the quant'g;&s px, and

h,: 5@ak:Vk6¢a_8aﬂy@%k5(P'y-

-
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Going over to the Fourier representation, we arrive at thaVe now consider the fact that in the main approximation in
following system of equations for determining the deviationsk and o (w7, <1, kl<1, | being a quantity of the type of

5s(k,w),00(k,w):

19

Laﬁégﬁ_zaﬁa()o[i: Nas

Here, the sourcesy, and 7, can be presented in the

following form in accordance with the relatid®):

_ [ b o, , b
Ta= 8 G, N G T oue| % G5 T 0l Gy ]|
b -
ﬂa—fa- (20)

The matriceK, L, Z are defined by formulas
K=io—hN—if+f'N-T,
L=—iw+if+hN—=Me—Nf' -T,
Z=D+iD'N+iMf~Mf'N+iND’~ND’N—iG

+G'N—i(Q—Q)—Q'N+NQ +H+MT, (21
where
e &€ e
Suﬁ:m' faB:kiMY f;/}:pim,
D op=Kkik ﬁz—s D, s=kip) (92—8
JW4i 0w Jw4idwpg
e

D!s=pipi ————, Nyz= n,,
af Pip &@ai&('_‘)ﬁl aB™ €ayplly

de
M. s=¢€,.58.,, G,z=¢€,.,.K —,
ap ayp2y ap ayBhi (9@yi

, de
GaB: sayﬁpi &@yi

and the effect of anisotropy is taken into account through the

terms
b de L _ e
B dpaipg’ P 05,004
#e , 9%e
Qo™ iy P Gwaiey

Using Eqgs.(19), we obtain

1 .
8s=— & YKS(n+Le 1n)—An},

A
22
o s e (22)
¢=7 (ntLe "n),
where
1
Sw:E & apy® yurP axPpu
P=Le K-2Z, (23
A=detP.
798 Low Temp. Phys. 23 (10), October 1997

mean free path the response of the quantigy (which is a
function of dynamic variablgsto the external perturbation
&(x,t) can be presented in the form

oa

Ja
8a(k,0)= 2= 88,(k,0) + ——— 6w (k,w)

Wy

da
P,

—+

op,(K,w).

Comparing this formula witf17) and taking(22) into con-
sideration, as well as the fact that

6a_)a|(k!w):(ik|5a,3_ plNaﬁ) 5§Dﬁ(k1w)1

we obtain the following expression for the low-frequency
asymptote of Green'’s function of arbitrary dynamic quanti-
tiesa andb:

1| oa ) f0a
Gab(kaw):K £+(|k|+NP|)a,L—+(M

d(i)/d

+L(—k -1y 8 S 7
( ’ (.U)S )a,u ’?§,u. (] &(PB
) b

+(_Iki+Npi),BVE+[M

b

T €.8 -1 -
a§a B a§[3

(24)

This formula is invariant to the substitutian—b, k— —k,

w— — w. If the anisotropy is neglected, the asymptotic form
(24) of Green’s function coincides with the corresponding
expression presented in Ref. 7. Among other things, formula
(24) leads to the asymptotes for the basis of Green'’s func-
tions:

B db Ja
+L(kw)e g, o

1 ~
Gs,5,(Ki0)= K00y [e™ K (k,0)S(k,0)K(—k,

- -1
—w)e l]aﬁ_aaﬁ’

1
Gsa’(pﬂ(k,(U):m[871K(k,w)s(k,(1))]a5, (25)

1

G%"P/;(k'w): m Sa/i(kiw)'
These formulas contain a dependence on matkgek and
Z [the dependence on matrix is effectively contained in
asymptotic forms through the matr& and the quantity\,
see EQq.(23)], which is simplified considerably for the case
when the energy density has the special form
e[s.w,a(¢)]=5(s,0) +&(ale)), wheres(s,0)=&(s% 0?
Sw). In this case, we arrive at the following expression for
the matriceX, L, andZ:

K=io—hN—if+f'N,L=—iw+if,
Z=D+iD'N+H.
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The effect of anisotropy is now considered through the ma-

trix H.

In order to illustrate the obtained results, we choose the

energy density in the forfn
2
Se

T2y

where y is the magnetic susceptibilityp is the magnetic

psw’y . Be?
2 2

&

€
@ 0% ay a(Py

which leads to the following condition for the hermite matrix
P:

de de

Nuy G =8ass 55-=0,

(28)

rigidity constant,3 is the anisotropy constant, and the anglei-€-, the anisotropy should be such that rotations about the
¢ is measured from a certain direction defined by the anisotdirectionn,=h,/h do not change the energy functiorallf

ropy axis. In this case, formuld&5) assume the form
:8+Psk2

Gs, sk @)= 2= (B+pkD) X Sap:
iw

Coums O P pd) X0
Oap

Cowes )= 3= Tp i)

It can be seen that, in the absence of anisotrgpy 0),

the Green’s functionG, . has the singularity ¥? for
a?p

w=0 in accordance with Bogoliubov’s theorehfror k=0,
the singularities 1% 1/» belong to Green’s functions

G 5 andG 5 respectively. Fok=0, =0 and in the

@@ Sy @

presence of anisotropy, the anisotropy singularity of the type

1/p belongs to the Green’s functios, , .

3. SPIN WAVE SPECTRA

In order to obtain the spin wave spectra, we must define

the poles of Green’s functior@,,. This leads to the disper-
sion equatiom (k,w) =0. Taking into account the definition
(23) of the matrixP, we can represent this equation in the
form

def w?a+ w(ib;+b,)+ic,+c,]=detP=0,

-1

a=—e" !, b,=M—aRN-NRa+aT-Ta, (26)

R=f'—Ih, b,=—af—Ta,

¢;=—G+(D'+faRIN+N(D'+Raf)+Taf—faT
-Q+Q,
_ _ _ _ (@
c,=D—ND"N+faf—NRaRN+TaT+NQ —Q'N
+H+(G'—hM)N.

It can easily be seen that the matrigeandb, are symmet-
ric, while the matriced,; andc, are antisymmetric. In ma-
trix c,, all terms are obviously symmetric with the exception
of (G’ —hM)N. The symmetry of this matrix can be studied
by using formula (12). In the absence of anisotropy,
deldp=0, and hence we can easily verify by using formula
(12) that [(G'—hM)N],z=[(G'—hM)N]gz,. Hence, in
the absence of anisotrop¥, is a hermite matrix and this
leads to real values for spin wave frequenéids.the pres-
ence of anisotropy, we obtain

[(G'=hM)N],s—[(G'—hM)N]g,

799 Low Temp. Phys. 23 (10), October 1997

the energy functional does not satisfy the conditi@8),
matrix P is no longer hermite and the spectrum acquires
frequencies with imaginary components in the general case.
This indicates the instability of the corresponding state.
Hence if the matrixP is not hermite, the exchange and an-
isotropy constants must satisfy certain inequalities for the
spin wave spectrum to be real. In the following, we shall
assume that the conditiq28) is satisfied,

For the model energy density

e[s,w,a(e)]=e(s,0)+e[a(e)],
e(s,0)=&(s% 0% s0)

the expressions for matricés andc; in (27) are simplified
considerably.In this case, we obtain

b;=—aRN, b,= —af—?a, c1=(D’+7aR)N,
cz=?af+H

and the corresponding symmetry properties of the matrices
b; andc; are ensured by a special form of the energy density.
We can write the dispersion equati¢26) in the form

6

2, Ay(k)e"=0,

(29

where the coefficientd,, (n=0,...,8 in terms of the convo-
lution

1
|abC| = é saﬁysuvtaaubﬁvcyt

are defined by formulas
Ao=]C2C2Co| —3[C1CoC4 ],
A;=—6|b;c1C,| —3|bycicq| —3[b,C,Cy,
A,=—3lac,Cy|+3[acycy| +3|bybycy| —6[bibyc |
—3|b;bycy,
Az=|b,byb,| + 6|ab,c,| — 6labycy| —3|byby, by,
A,=3|aacy|—3|ab;b,|+3|abyb,,
As=3|aab,|,
Let us confine our analysis to the small wave vectort®
analyze the possible spin wave spectra. In the absence of
anisotropy andv=0, k=0, we have deP(0,0)=detc,, and
in view of the explicit form of the matrixc, in (27),
detP(0,0)=0. This means that, in the isotropic case, the
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system has at least two Goldstone modgsince tive integrals of motion, expansion in spatial gradients begins
A, +1(k=0)=0]. The situation changes in the presence ofwith terms linear in gradients, while the expansion in the
anisotropy: deP(0,0)=detc,#0, which means that all equation of motion for the rotation matrix begins from the
modes of the anisotropic magnet are activation modes in theeroth order gradient terms. This corresponds to precession
general case. However, the degree of anisotropy of activatiowith the corresponding activation frequencies. A simple
frequencies may vary from first to third. Since we are con-model example describing such a situation is presented in
sidering the case of small anisotropy, we confine the analysiRef. 6.

to a consideration of anisotropy in the linear approximation  3.s#0, h#0, p,=0.

only. In this approximation, the modes whose activation fre-  Equation(29) assumes the form

guencies are quadratic or cubic in anisotropy become activa- L oan L an b oanL2
tionless. We shall consider some particular cases for the Agw®+ (Ai+ AZK%) 0+ (Agt AZK?) w®+ Ag+Agk?=0.

s (32
equilibrium values o8, h, py.
1.s=0, h=0, p,=0. In this case, all branches correspond to activation modes:
The dispersion equatiof29) assumes the form w?=w§i+ci2k2, i=1,2 3
6 ’ ",2 4 ",2 2 m,a__
Asw”+ (Ag T AkT) 0™+ Ak ™+ Agk™=0. (30 where the activation frequencieg; are determined from the

Here, we have explicitly isolated the dependence on th&ubic e;quation_obtaine(_j froit82) for k=0. In this case, we
modulus|k| for the coefficientsA,, in Eq. (29). The solution  obtaint? two pairs of activation modes and one pair of Gold-
of Eq. (30) leads to two pairs of Goldstone modes and oneStone modes for an isotropic magnet:

pair of activation modes: wi,zz w2¢+#~tk2, wgz'%kz_

wf=F1 K’ w3=wj+Fak?, 4.5#0,h#0, px#O0.
where This is the most general case. An analysis of the disper-
, sion equation shows that there exist six activation branches
wzz_ﬁ = :i{_ 1+ J(ADZ—4ATAL with spatial anisotropy associated with the existence of a
0T Ayt M 2A) 2m Ve 074l spiral structure
AAL— ALAY ;= wgi+Ci(p-k) +d; (p-k)?+dK2.
8 AA, In this case, we obtafrthe following expression for an iso-
For comparison, let us consider the form of the spin wavetrOpIC magnet:
spectra for an isotropic magngt! for the case w1 = a(p-K)+ B2+ y(p-k)?,
w?=N?K?, i=1,2,3 ;= wgi+ N (p-K) + ! (p-K) 2+ u'k? (i=3,....6).
under consideration. In conclusion, it should be remarked that dynamics of a
2.8#0,h=0, p,=0. multisublattice magnet with a complete violation of symme-
The dispersion equation assumes the form try relative to spin rotations is in many ways similar to the
Agw®+ (A + ALK2) w+ (Ap+ ALK?) -+ ALKA=0. spin dynamics of the superfluid B-phase’bie.*14Both are

(31) described by the same set of hydrodynamic variables, viz.,
) . o spin density and real rotation matrier the corresponding
For smallk, we obtain two pairs of activation modes and one qation angles Hence the formulas obtained for the asymp-
pair of Goldstone modes: totes of Green’s functions can also be used for the B-phase

0l ,=wi+R.K%,  wi=Rgk* of *He. In particular, if we neglect Fhe anisotropy and put
' s’=0, h=0, and p=0, the obtained expressions for
where asymptotic forms coincide with the results obtained in Ref.

15 if the quantitiesa andb are replaced by the variablgs

1
wr=—{—A,+=\(A})?—4AAs), and ¢.
2Aq

A+ A 2 A" The author is grateful to S. V. Peletminskii and
Ri=F——— 5, Rg=——. M. Yu. Kovalevskii for a discussion of results and for fruit-
Ag( 0 —0%) Az ful remarks.

In the analogous case for an isotropic madfiét,we obtain
wiz V1k4, w§= v2k2, w§= w(2)+ v3k2. E-mail: isayev@Kkipt.kharkov.ua
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Formation of long-range ferrimagnetic order in dilute spinels Li osFess5_,Ga, 0,
near the multicritical point
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The influence of spatial inhomogeneity of short-range exchange on the formation of long- range
ferrimagnetic order in dilute spinels is investigated. The objects of investigation are two

types of polycrystalline samples of Jd~e, :Ga, 40, differing in the extent of heterogeneity in

the distribution of magnetic (Bé) and nonmagnetic (G4) ions in the lattice. The

heterogeneity was created by using two regimes of thermal treatment, i.e., slow a&@)led
guenching(Q) of samples from 1550 to 300 K. The results of analysis of magnetization
isothermso(H) at T=4.2 K, (77-300 K, H<16 kOe and temperature dependences of initial
susceptibilityxo(T) show that the long-range ferrimagnetic order near the multicritical

point (xo=1.5) of thex—T phase diagram is stable to variations of the degree of spatial
heterogeneity of the exchange. ®97 American Institute of Physid&§1063-777X97)00610-5

INTRODUCTION erogeneous magnetic states existing in the vicinityclpfs
important and required further analysis.

Spatial heterogeneity in the exchange interaction is al-
ways observed to a cgrtajn extent in diIuFe. magne_ts .Wm])ROBLEM AND OBJECTS OF INVESTIGATION
short-range exchange in view of a nonequilibrium distribu-
tion of atoms of different species in the latti@@mposition This research aims at an analysis of magnetic states
disordej.} > As a result, cluster magnetic states are formedormed nearcy(c>c;) in dilute Heisenberg ferrimagnets
for a sufficiently high extent of dilutiofincluding those with ~ with short-range interaction. The influence of spatial ex-
a long-range magnetic ordeif the concentration of mag- change heterogeneity on the formation of long-range ferri-
netic atoms is higher than the percolation threstigld The ~ Magnetic(FM) order is of special importance.
exchange interaction in a cluster whose size is approximately We analyzed the magnetization isotherrag(H) at
equal to the size of a region with a higher concentration of =4-2 K, (77— 300 K, and for H<16 kOe as well as the
the magnetic component is stronger than the exchange in tgmperature dependences of the initial susceptibiffT).
surrounding space. For this reason, structures of the clustdi€S€ characteristics make it possible to determine the pres-
type can be regarded as two exchange-coupled subsysterfilCe Of the FM ordering and its main paramefée values
viz., clusters and the matrf€ Destruction of the long-range of the Curie tempergtuﬁéq and sppntaneous magnefuzafuon
magnetic order in such systenis.g., under the effect of ;Se((-:rr:gnisamngo provide information on magnetization
temperaturg facilitates the breaking of exchange coupling The obje.cts of investigations were two types of poly-
between clusters while the ordering is still preserved in them

. . crystalline samples of dilute spinel 46 5 ,Ga0, with
(short-range. static ord}erFor.tms reason, states of the super, — 1.4, which were subjected to different thermal treatments:
paramagnetic type are realized in the paramagriBtit) re-

. | o the ¢ tion t LR slow cooling or quenching from 1550 to 300 K. Two regimes
gion close 1o the transformation temperature. of thermal treatment were used in order to obtain samples
Theoretical and experimental studies of the concentrag wv Gifferent degrees of composition disorder

tion phase diagrams of dilute ferro-, ferri-, and antiferromag- The chosen concentration of nonmagnetic ions
nets(FM and AFM proved that the type of the long-range G+ (x=1.4) is close to the multicritical pointy=1.5 of
order changes above the percolation thresiogloh the pres- o x_T phase diagrart For x>x,, no long-range FM or-
ence of competing exchange interaction and frustrate@er is observed at any temperatdfe=4.2 K, but the spin-
bonds: the FM or AFM order is replaced by the spin glassyjass order with the Edwards—Anderson parameter is present
(SG order at a certain concentratiar)>co of magnetic jn the interval 1.5:x<2.012 The concentratiox= 1.4 cor-
atoms®® However, the available experimental data pertainresponds to the reentrant region of tkeT diagram, in

ing to the concentration range closedpare contradictory, —which a transition to the FM state occurs initially at the Curie
which is primarily due to the spatial heterogeneity of stétes. point upon cooling, followed by a transition to the ferrimag-
Not only the type of these states, but also the possibility ohetic spin glass(FSG state at the freezing temperature
the formation of the long-range magnetic order of any of theT,<T.. For a slowly cooled sample witk=1.4, the tem-
known types are disputable. For example, according to theerature T;=25 K. The concentration transition to disor-
results of neutron diffraction experiments, a phase with anlered states of the SG-liIKESG or SG states is induced by
infinitely large correlation length, but with zero spontaneousa change in the relations between competing short-range
magnetization can exi§tThus, the problem of spatially het- inter- and intrasublattice antiferromagnetic interactions. In
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this case, the probability of formation of frustrated states for
Fe* ions with a weakened exchange increases with
According to the results of neutron diffraction experi-
ments(in the temperature range from>T. to T=4.2 K)
and the results of magnetic measurements in the PM region,
i.e., atT>Tc for FM or T>T; for SG, magnetic states with
a cluster-type structure are formed in the vicinityxgf'! 13
The average size of a cluster, e.g., for 1.35, amounts to
600 A and does not depend on temperature in the interval
T{<T<Tc." For any type of low-temperature statédV,
FSG, or S@, ferrimagnetic ordering is preserved in
clusterst?!® Thus, the results of previous investigations of
the dilute system lgisFe, 5 ,GaO, speak in favor of the
model of heterogeneous states “clusters—matrix,” in which
the type of the long-range magnetic order of the cryGti
or SG as a whole is determined by the state of the matrix.

SYNTHESIS AND THERMAL TREATMENT OF SAMPLES.
MEASURING TECHNIQUE
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Polycrystalline samples of the spinelglske 1Ga; 4O, FIG. 1. Temperature dependences of the initial susceptibifgfT) of
were obtained by a method similar to that described in RefSamples of Lise,,Ga .0, spinel recorded after different thermal treat-

: : . ent conditions: quenching in ait)) and slow cooling k) in the tem-
11, e, from carbonates and oxides of corresponding meta'gerature interval = (1550—-300)K. The results marked by dark squares and

of the AR_ gr"_ide thrOUgh_ the 50|_id'phase reaction akriangles correspond to the same sample subjected to cyclic thermal treat-
T=1550K in air. After holding at this temperature for 7 ment S-Q—S—Q.... Theinset shows the temperature dependence of

hours, some samples were quenched in die=800 K), spontaneous magnetization(T) for a quenched sample, determined by the
while other samples were cooled slowffor 10 h) to the ~ B~A method.
same temperature (300 K).

X-ray diffraction analysis was carried out in order to test
the one-phase composition of the sample and to clarify thd cq) determined by extrapolating of the high- temperature
influence of thermal treatment conditiosiow cooling or ~ Se€gments of thg(T) curves with the maximum derivative
quenching on the degree of composition disorder. Both (¢x/dT) to theT-axis. The obtained temperature values are
types of samples corresponded to one-phase spinels to withincs= 160 K andTco=242 K. A distinguishing feature of
the experimental error of the x-ray diffraction method. Inthe temperature dependengg(T) of the quenched sample
both cases, x-ray diffraction patterns contained lines correlS the sharp decrease in the valuexgfnearT,; ~Tcs as well

sponding to superstructural ordering in the octahedral subla@$ in the emergence of a broad pealat Tcq. o
tice of the type 1LT:3Me®" (Me**—Fé*,Ga+). It should be noted that the results presented in Fig. 1

The specific magnetization isotherras(H) were re- ~Were obtained for different S and Q samples as well as on the
corded on a ballistic magnetometéwith a sensitivity of ~S@me S sample upon multiple cycling of thermal treatment
103G-cmP-g~ 1) at T=4.2 K and on a pendulum magneto- conditions $~Q—S....This means that the observed ef-
meter (with a sensitivity of 3x 10 'G-cn- g™ 1) in fields fects are not accidental, but are a direct consequence of the
H=<16 kOe atT=77 K. Temperature dependences of initial change in the thermal treatment conditions. At the same

susceptibilityyo(T) in the fieldH =10 Oe were measured by time, aging effects were observed for Q samples: the mag-
the ballistic methodwith a sensitivity 104cm®-g~1). netic properties of these samples changed after 6 months and

became the same as for S samples. Therefore, the spatial
distribution of metal ions in quenched samples corresponded
to nonequilibrium states of the spinel lattice.

According to the results of x-ray diffraction studies on The values ofT : and spontaneous magnetizatiog(T)
slowly cooled(S) and quenchedQ) samples, the two re- were also determined from the results of analysis of magne-
gimes of thermal treatment give samples with different typegization isothermso(H), some of which are presented in
of composition disorder. An increase in the lattice constanfigs. 2a(S) and b(Q). In accordance with the Belov—Arrott
for M and Q samples froma=(8.2700+0.0005)A to (B—A) method of thermodynamic coefficients, the magneti-
a=(8.2740+0.0005)A, respectively indicates an enhance-zation isotherms were reconstructed in thér—o? coordi-
ment of the nonuniformity in the distribution of metal ion nates as shown in Fig. Gample Q. Using the standard
(F€* and G&") in the lattice as a result of quenching. This procedure, we determined the temperature dependences
leads to a change in the magnetic properties; the results @fg(T) and the thermodynamic coefficiea{T), which van-
analysis of these properties are presented in Figs. 1 and 2ish atT=T.%° The values of the Curie temperature deter-

The temperature dependences of the initial susceptibilitynined for both types of samplé¢S and Q in high fields by
xo(T) (Fig. 1) for S and Q samples differ significantly both using the B—A method and in low fields from thg(T)
in shape and in the values of the Curie temperatligg;@nd  dependences coincide to within the experimental etrarK.

DISCUSSION OF EXPERIMENTAL RESULTS
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0 4 a KOe 12 16 FIG. 3. Magnetization isotherms(H) for a quenchedQ) sample.
T=42K o *°* . .
40k b . .. c_hanges, Ie_t us analyze the fleld_dependences of magnetiza-
. ot tion o1(H) in greater detailsee Fig. 2
] RO ;*7‘ First of all, it can be seen that the shape of thgH)
“‘0‘ isotherms in Fig. 2 obviously differs from that for soft mag-
30 |- ot * netic materials including nonsubstituted Li-spinel. The field
£ ‘33: paa?® 08 interval corresponding to technical magnetization region for
o | . . ek these samples extends (b2—16)kOe, while the technical
M'E . nnnu" saturation fielq for Li-spinel i$13~§2—3)kpe aff=4.2 K
(.50 20l6a0® o 190 _que s Such a be_havu_)r cannot be asgomated Wlth_a chang_e in crys-
. . e = tallographic anisotropy determined by one-ion contributions
© i AP RN . of FE* and becomes lower upon the substitution
Lt L L Ga&"—Fe" at all temperatureg=0.'* Nevertheless, the
10 | =® ox X% xx shape of ther(H) curves shown in Fig. 2 is similar to the
o shape of magnetization curves due to rotations typical of
XX 294 v hard magnetic materials as well as of an ensemble of one-
Y eevry vy Y YV domain or superparamagnetic particté® In this connec-
0 ! A L |8 L 1‘2 L 116 tion, the following circumstance is important: it can be seen
H, KOe clearly from Fig. 2a that the shape of(H) isotherms does
not change on the whole upon a transition through the Curie
FIG. 2. Magnetization isotherms(H) for a slowly cooled(S) sample. point Tcs=160 K. However, only the ordering in clusters is

preserved aT >T.g, and the sample is magnetized due to

independent rotation of their magnetic momehts It fol-

lows hence that the same type of magnetization also exists in
This coincidence shows that long-range FM order initiallythe magnetically ordered region at<T.s. At the same
exists in the samples under investigation and is not inducetime, the absence of saturation in strong fidlas to 40 kOe
by a magnetic field. Such kind of arguments were used byt T=4.2 K in our casg' indicates the presence of disor-
some authorgsee, for example, Ref) ho doubt the exis- dered spins in the magnetic structure. Their orientation in the
tence of a long-range FM order negg in systems with a field is associated with the work done against exchange
heterogeneous magnetic structure of the cluster type. forces, and hence complete saturation can be attained only in

Thus, the variation of thermal treatment conditions didfields of the order of hundreds kilooersteds. Fo< 16 kOe,

not lead to a change in the long- range order which remainethe contribution of such spins to the total magnetization of
ferrimagnetic. However, it resulted in a noticeable change inhe sample is apparently small. Thus, the difference in the
magnetic properties. In addition to an increaselTgnand a  shape of isotherms for S and Q samples should primarily
change in the temperature dependence of the initial suscepeflect changes in the cluster subsystem caused by quench-
tibility, quenching resulted in another effect. The results pre4ing. Consequently, we can conclude that the similarity of
sented in the inset to Fig. 1 show that the temperature depemagnetization curves(H) at T=4.2 K (both in shape and
dence of spontaneous magnetizatiog(T) determined by in the values ofo at H=const) is due to the fact that the
the B—A method for Q samples changes in the region ofotal number of spins (Fé ions) combined is virtually the
T,~Tcs. Before considering possible reasons behind suclsame in clusters in S and Q samples.
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On the other hand, a comparison of the results presentegtrangement of G4 and Fé* ions also increases in the
in Figs. 2a and 2b shows that the cluster subsystem exper@bsystem of disordered spifratrix), leading to a change
ences changes as a result of quenching.TA77 K, the  in magnetic properties which directly determine the long-
or(H) curves in fieldsH<4 kOe differ significantly. The range FM order.
magnetization of the sample S increases graduallsnost The nature of changes caused by quenching, i.e., an in-
from zerg with the field, while for the Q sample it has a crease inT¢ as well as specific features of temperature de-
large value even foH=0.5 kOe. AtT=77 K, the methods pendences of the initial susceptibility(T) and spontaneous
of measurements were virtually identical in both caBes,  magnetizationrg(T) is in accord with the conclusions of the
without preliminary demagnetization of the sampleSon-  phenomenological theory. According to Ref. 17, some pe-
sequently, the peculiarities of the magnetization curves fotuliarities in thermodynamic behavior must be observed for
sample Q under investigation should be naturally attributedcheterogeneous substances with coexisting ferri- and antifer-
to the presence of a residual magnetic moment which is virromagnetic phase$FM—-AFM) coupled through the ex-
tually equal to zero in the sample S according to the resultshange interaction. The existence of clearly manifested spa-
presented in Fig. 2a. This means that clusters in S and @al boundaries between FM and AFM phases is not
samples(but not the samples as a whplare in different necessary in this case: the role of the AFM subsystem can be
states. played by two sublattices weakly interacting with other sub-

The behavior of each individual cluster in a magneticlattices, which can be singled out in the structure of FM with
field is determined by whether its spontaneous magnetic mesomplex composition& If we denote byTy and T the Neel
mentM is fixed in space by anisotropy forces or fluctuatesand Curie temperatures of hypothefie., isolated AFM and
under the action of temperatute Accordingly, it (clustep FM) subsystems, the following situation is observed for
plays the role of a one- domain or a superparamagnetity>Tc. The system as a whole experiences only (fee
(SPM) particle! A transition from the one-domain to the rimagnetig phase transition at a temperatdig>Tc . In the
SPM state during periods of time typical of static measuretegion of temperatures close Tg. of the “pure” FM phase,
ments (100s) occurs under the conditittl=25kgT, a strong(but not jumpwise as in the case of a phase transi-
whereK is the anisotropy constan¥, the volume of a clus- tion) change in the relevant thermodynamic parameters must
ter, andkg the Boltzmann’s constant.In the presence of the be observed. For example, the valueogfT) nearTc must
field H, the energy barrier becomes lower, and the transitiorlecrease, but not to zero. In the regiop<T<T¢, weak
from the one-domain to the SPM state occurs at a loweFM order with a spontaneous magnetizatiog¥= 0 must be
temperaturé>® Since remanence preserves only for one-preserved due to the exchange interaction with the AFM sub-
domain clusters, peculiarities of tlwg-(H) dependence indi- system.
cate that a large number of clusters in the sample Q remain in  If we identify Tcg with T¢ and Tcq with T¢ for the
the one-domain state up to high temperatures. The fact th&@@mples under investigation, it follows from Fig. 1 that the
irregularities in theor(H) dependence observed for the Q value ofx,(T) decreases sharply, and the dependenygd)
sample is more pronounced that for the S samplE=a77 K changes significantly for the sample Q in the temperature
is also in accord with this conclusion. This is manifestedrangeT,;~Tcgs. The existence of correlation between these
most clearly aff =77 K. The magnetization of the S sample characteristics obviously follows from the fact theg(T)
. . . 2 H 2
increases smoothly with the field up k=16 kOe. At the ~og/K (one-domain stajeand xo(T)~od/(3kgT) (SPM)
same time, therr(H) dependence changes noticeably in thefor rotations'® Taking into account the fact that the exchange
sample Q forH =12 kOe: the magnetization increases morebetween magnetically active ions (F¢ in Li—Ga spinels is
strongly in the field intervaH = (12—14)kOe. The irregular- antiferromagnetic, and the matrix contains’Féons with a
ity in the shape of isotherms can be due to the fact that somi@rge number of broken exchange bonds, we cannot rule out
of one-domain clusters go over to the SPM state under ththat quenching can lead to changes in the matrix which are
action of the field aT = const. The same mechanism can alsofavorable for the realization of the mechanism considered in
explain the emergence of a low peak on jh€T) curve for ~ Ref. 17.
the Q sample nedfcqo. Such an effect was predicted theo-
retically and studied experimentally by Pfeifer and
Schuppef? CONCLUSION

Thus, the cluster subsystems of samples S and Q are
different although the total number of spins combined in  The influence of spatial heterogeneity of the short-range
clusters in S and Q samples virtually remains uncharigged exchange on the formation of the long-range FM order in
aboveg. The difference is obviously manifested in a changefrustrated ferrimagnets was analyzed by studying magnetic
in the size distribution function for clusters. If we estimate properties of dilute spinels hitFe :Ga 4O, with the con-
the linear size of a cubic one-domain particleTat 100 K centration of nonmagnetic ions &a(x=1.4) close to the
andH=0, it must be not smaller thafi50—-320)A for val- multicritical pointx,=1.5 of thex—T diagram. The degree
ues ofK =(10°-10" erg/cn? (Li—Ga spinel$.** The order of  of composition disorder, and hence the spatial heterogeneity
magnitude of this quantity is in accord with the results ofof exchange and magnetic structure were changed by using
neutron diffraction experiment$. Taking into account the two regimes of thermal treatment of the samples, viz.,
changes occurring in the cluster subsystems, we have a basjgenching and slow cooling in the temperature range 1550—
for proposing that the degree of spatial heterogeneity in th&00 K.
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A study of Nd, (Ca, /MNO5 shows that the application of a magnetic field at 4.2 K induces a
transition from the insulating antiferromagnetic state to the conducting ferromagnetic

state, which is accompanied by a decrease in the sample volume by 0.1%. The replacement of
Nd ions by Bi ions leads to stabilization of the antiferromagnetic state, while the

substitution of Sm and Eu ions results in manifestation of properties typical of spin glasses.

© 1997 American Institute of PhysidsS1063-777X97)00710-X|

INTRODUCTION the conventional four-probe method, and Young’s modulus

by the resonance method.
In Refs. 1-3, it is shown that the compounds y

Pr’,Cq MnO5(0.3sx=<0.5) and P§ySGsMnO; in an oo iaqion OF RESULTS

external magnetic field experience a metamagnetic transition

from the antiferromagnetic to the ferromagnetic state. As a It was found that doping of NdMnQwith Ca ions leads
result, the electrical conductivity decreases by 6—8 orders dp @ transition from a weakly ferromagnetic state of the
magnitude, and the compounds become a metal. BeloWzyaloshinskii—Moriya type to the ferromagnetic state for
30 K, the transition is irreversible. It was proposetithat  the Ca concentratior=0.2, accompanied by an increase in
the transition is due to “melting” of the charge-ordered the critical temperature from 89 to 128(kig. 1). A further
phase under the action of the magnetic field. Thé Mand  increase in the concentration of Ca lowers the magnetization,
Mn** ions in the antiferromagnetic state are structurally or-and compounds withx=0.4 become antiferromagnetic. A
dered in the rati 1 : 1, while in the ferromagnetic states qualitatively similar behavior was also observed for
these ions are disordered. The loss in energy during a met&t - xCaMnO; (see Fig. 1 However, the magnetization of
magnetic transition as a result of disordering of ions andamples withx=0.2 from the europium series is lower than
orbitals is compensated by an energy gain during stabilizathat expected in the case of ferromagnetic ordering of Mn
tion of the metallic and ferromagnetic states in an externa@nd Mrf* ions (the total orbital momentum of Bd is equal
magnetic field. In addition, the antiferromagnetic phase igo zero, and the contribution of the rare- earth sublattice to
characterized by smaller structural distortions. Anotheithe magnetization can be neglegte@n the other hand, the
mechanism of this phenomenon, which is based on fieldmagnetization of Eu-based compounds with 0.3 and 0.4
induced magnetic states of the “ferron” type, was proposeds higher than the magnetization of similar Nd-based com-
by NagaeVt pounds.

In this publication, we report on the results of a study of ~ Figure 2 shows temperature dependences of magnetiza-
samples of A «Ca, MnO; (A=Nd, Bi, Eu, Sm in magnetic tion of samples of p¢CaqMnO; (A = Nd, Sm and
fields up to 120 kOe. (Ndp 45Big 19 C&sMNO; in a magnetic field of 200 Oe. At
low temperatures, the magnetization of the Sm-based sample
is considerably higher, and of the Bi-based sample is much
lower than that for Nd-based sample. Above 200 K, the mag-
netization of Nd- and Bi-based samples increases with tem-

The samples were obtained from simple oxides of ARperature. A similar behavior was also observed for
grade according to the conventional ceramic technology. Ther, {Ca ,MNO; and was explained in Refs. 1 and 2 by
final synthesis was carried out at 1720 K. In order to obtaircharge ordering leading to antiferromagnetism. At 4.2 K, an
stoichiometric samples, the samples were cooled slowly at axternal magnetic field induces in hgCa sMnO; a transi-
rate of 100 K/h. tion from the antiferromagnetic to the ferromagnetic state

Magnetization was measured on a vibrating sample mag#¥ig. 3), which starts in fields above 30 kOe. The transition is
netometer, magnetostriction was measured by the strainrreversible, and a reverse transition to the antiferromagnetic
gauge technique, electrical conductivity was determined btate requires a heating of the sample to a temperature ex-

EXPERIMENT
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FIG. 1. Concentration dependence of spontaneous magnetiZdtjocend
critical temperatureT, in Nd;_,CaMnO; (A,M) and Ey_,CaMnO;
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zation depends on past history.

FIG. 3. Field dependence of magnetization foryNga, ,MnO; at 4.2 K:
irst cycle of measurementsurve 1) and second cycléurve 2).

In (Nd, 5Big 5) Cay 4MNO3, N0 metamagnetic phase transfor-
mations were observed up to 120 kGee Fig. 5.
ceeding 50 K. The transition is accompanied by negative A different behavior was observed for the systems
striction approximately by 0.1% of the sample volume Eu,_,CaMnO; and Sm_,CaMnO; (Fig. 6). In these com-
(BAL/L~AVIV) (Fig. 4). In the field range 30-120 kOe, pounds, the magnetization increases nonlinearly with the
the resistivity decreases from %@ 1072Q-cm. The con-  field, which is typical of superparamagnets and spin glasses.
ducting state remains stable after the removal of the field. ITAS the Ca concentration increases] the magnetization be-
a sample of (Ngl4Big 19 Cay 4MnO3, the transition is shifted comes smaller.
towards Stronger fields and is also reversible in f(ﬂ@ 5) The measurements of Young’s modulus revealed a crys-
tal structure phase transition at temperatures slightly lower
than the room temperatuf€ig. 7). The transition tempera-
ture changes insignificantly with the composition. In
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FIG. 2. Temperature dependences of magnetization fog¢Seg,MnO; 0 40 80 120
(curvel), Ndy ¢Ca sMnO; (curve?2), and (NG 45Big 15 Cay.MnO; (curve3d) H, kOe
in a field of 200 Og(cooling inH=200 Oe). The inset shows the behavior
of o(T) at temperatures above 200 K. FIG. 4. Magnetostriction isotherms for blgCa ,MnO; at 4.2 K.
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However, the magnetic properties of the compounds

Nd, (Ca, MnO; (see Fig. 2 has the maximum value as in Ao.6C@.4MnO; (A = Bi, Eu, Sm, Nd differ basically. In
Pr, Ca 4MNO5.2 Consequently, we can assume that the tranBi-based samples, antiferromagnetic exchange interactions
sition in Sm- and Eu-based samples near the room temperé—re stabilized, and ferromagnetic clusters are virtually absent

ture is also due to the ordering of the Rfhand Mrf* ions.

(see Fig. 5. In Ndy (Ca& sMnO;, the antiferromagnetic struc-

As in the case of Rt ,CaMnO;, ordering takes place over a ture is stable below 30 kOgee Fig. 3 while Eu- and Sm-
wide range of concentrations of Ca ions, which leads to dased compounds exhibit properties of spin glasses. For this

drop in the spontaneous magnetization in compounds witf€ason, we believe that 3rCa MnO; and Ey ¢C8 MnO;

x>0.2.
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consist of small antiferromagnetic and ferromagnetic clus-
ters. The magnetic structure of antiferromagnetic clusters is
stable in fields up to 120 kOe. Chemical analysis did not
reveal any significant deviations from the stoichiometrical
composition in Sm- and Eu-based samples. Consequently,
the change in the properties in the serigg®@a, MnO; (A
= Nd, Sm, Eu is due to increasing mismatching in the ionic
radii of Mn and the rare-earth ion. In all probability, the
system does not preserve a strictly homogeneous composi-
tion, but splits into microscopic domains with different types
of crystalline structure.
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ELECTRONIC PROPERTIES OF METALS AND ALLOYS

Relaxation and effects of potential gradient in a Bi point contact
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It is shown that electron relaxation in an emitter-type point contact strongly affects the position
of the first line of transverse electron focussifitf) in Bi on the magnetic field scale. As

a result, the energy of electrons leaving the point contact region is lower than the enérgy
determined by the voltage applied to the point contact. In the case of strong currents, the
intrinsic field of the current also affects the position of the EF line. The additional shift of the
EF line under the action of this factor depends\omonlinearly in view of strong

nonlinearity of the current—voltage characteristics of Bi point contacts. It is shown that this
nonlinearity can be explained by an increase in the concentration of charge carriers in the point
contact region under the action of the gradient of potential distribution and interband
tunneling. These mechanisms give an accurate description of the nonlinearity of the
current—voltage characteristics of Bi point contacts. 1@97 American Institute of Physics.
[S1063-777X97)00810-4

Electron focussing by a transverse magnetic fidcho-  commensurate with the point contact sizethe emission of
ticeably affected by relaxation of nonequilibrium chargephonons is observed not only after the attainment of super-
carriers>~* This makes it possible to use the method of elec-sonic drift, but also for an infinitely small value of the excess
tron focussing(EF) for studying the electron—phonon relax- energy for electrons. After the attainment of the Debye en-
ation on a cyclotron trajecto?)and in a point conta&® In ergy, phonons are emitted in the entire spectral region. As a
these regions, relaxation processes occur differently. Theesult of partial electron energy loss due to electron—phonon
electron—phonon relaxation on a cyclotron trajectory takegelaxation in a point contact, the energy of electrons emitted
place under the conditions of ballistic motion of electrons infrom the point contact to a ballistic trajectory is lower than
a pure metal and leads to a decrease in the amplitude of tHBe energyeV determined by the voltage applied to the point
EF line. This circumstance was used in Ref. 5 for determincontact. As a result, an EF line appears for a magnetic field
ing the dependence of electron—phonon relaxation time in Byalue smaller than that calculated for the eneedy How-

on the excess electron ener@y upon a Change in the latter ever, this is not the Only reason behind the deviation of the
quantity in a wide rangéup to e~ 3er). EF line from the calculated position. Among possible rea-

The electron—phonon relaxation in a point contact oc-SONS, we can also mention the e_ffect of intrinsic m_agnetic
curs under a strong elastic scattering of electrons. If the voltfield of the current through the emitter. Here we consider the
age across the point contact ensures that the electron enerE ect of relaxation and other factors on the position of the
is higher than the limiting Debye energy, the drift velocity of EF line. At the same time, we consider another peculiarity in
electrons becomes higher than the velocity of sound, leadin§'€ Properties of Bi point contacts, which is interconnected
to the emission of the Cherenkov radiation of nonequilibriumy‘“'[h the gbove problentsee belo na}mgly, the nonlinear-
phonons The EF method makes it possible to determine thd® Of their current-voltage characteristics.
phonon modes emitted in such a process. The emission of
phonons of preferred frequencies is accompanied by thBOSITION OF EF LINE
emergence of additional peaks against the background of the |n our experiments on bismuth, we used the classical
first EF line. These peaks appear due to the fact that discreffiethod of electron focussing in a transverse magnetic field.
relaxation leads to the formation of group of electrons withThe experimental technique used by us is described in detail
an energy differing from that of the main group of injectedin Refs. 8 and 9. A point contact was created on a perfect
electrons by the phonon relaxation energy. A manifestatiorigonal face of Bi by the “needle to anvil” method. The
of discrete phonon relaxation on the EF curve was called theple of the needle was played by copper wires of diameter
“cyclotron” spectroscopy of the electron— phonon relax- 0.1 mm sharpened by electrochemical polishiimga 10%
ation in a point contact® It was found that longitudinal  solution of KOH to a diameter~1 um. The point contact
optical phonons with energy-12 meV dominate in the was in the form of a hole or a very short channel of lergjth
spectrum of emitted nonequilibrium phonons in the case oEfommensurate with or smaller than the hole diamdter
supersonic drift in a Bi point contact. In the EF method, the electrons injected through a point

If the inelastic energy relaxation lendthfor electronsis  contact(emitten to a perfect metallic single crystal perform
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eV 1/2

1+ —
EF

Hor=Hor (3

It was proved in Ref. 10 that f&@V=¢, the EF line is
blurred to a certain extent, and the position of the peak on the
curve may not satisfy relatiof2). However, the magnetic
field corresponding to maximum electron orbits in the real
space from the emitter to the collector and corresponding to
the sharp descent of the EF line must correspond to formula
(2). The experimental curves in Fig. 1 are plotted on the
basis of recording of the derivativeldJ./dl,(H), which de-
termine just the field of the sharp descent of the EF line; for
! this reason, the blurring of the EF line for large values/of
cannot be responsible for the discrepancy between the ex-
perimental and theoretical curves in Fig. 1. It should be
noted that this discrepancy is observed starting from very

; — 4 small values of the applied voltage.

Y 40 80 120 160 200 We assume that the reason behind the decrease in the
v, mv excess energy of electrons emitted from the point contact as

L ) . ) ) compared t@V is partial energy relaxation occurring in the
FIG. 1. Magnetic field corresponding to the position of the first EF line as a

function of the voltage applied to the emitter: experimental cufye the point contact region. In this case,

dependence predicted by formuld (curve 2), calculated taking into ac- eV 12

count relaxation in the point contact according4efor |, = const(curve3) 14+ — (4)
andl, «&~ %2 (curve4), and taking into account the change in the effective eF !
concentration of charge carriers in the point contaatve5).

le

Hor=Hor a

where |, =(Dr,)Y? is the energy relaxation lengtta, the

length of the point contact chann®,=vZ7/3 the diffusion
cyclotron motion in a magnetic field parallel to the crystal coefficient for electronss; the elastic relaxation time, ang,
surface and create a potential across another point contagfe inelastic relaxation time. The ratlp/a takes into ac-
(collectoy. The collector potential recorded as a function of count the fact that the applied voltayecreates an electric
the magnetic fieldJo(H) has a sharp peak at the field value field over the lengtta (V=E/a), but an electron gains en-
Ho for which the largest group of electrons with the maxi- ergy in the fieldE over the length, . In the hole model of a
mum radius of trajectory in the real space participates in theyint contacta~d. The appearance of the rafip/a in (4)
formation of the signal. For Fermi electrons, the EF ”necorresponds to a decrease in the valueHgk relative to

corresponds to the magnetic field Hor .
2Cp,e Let us introduce a certain valug_(a), for the initial
HOF:T’ (1)  segment of experimental dependenkeggV). It can be eas-

ily determined from a comparison of the applied voltage
wherep,¢ is the component of the Fermi quasimomentum,and the effective voltag¥,® which give the same value of
the z-axis is directed along the normal to the surface, Bnd magnetic field corresponding to the position of the EF line
is the separation between the emitter and the collector. In then the experimentdll) and theoretical2) curves. Curve in
EF method, use is made of nonequilibrium electrons whictFig. 1 is plotted in accordance with formu(d) for the ob-
have a correctioide to the Fermi energy due to the voltage tained value K, /a),.” It coincides with the experimental
applied to the emitter. The focussing fidit is determined  dependencel,(V) only on the initial segment, and then de-
by a relation similar to(1), but p, corresponds to the viates noticeably from the experimental curve upon an in-
constant-energy surfacer+dJe and has the valuep, crease inVv. This increasing difference can be explained by
=p,e(1+ deleg) ™ (Here and below, we will use a qua- two possible reasons: either the effect of relaxation processes
dratic energy—momentum relation as a approximation suithecomes weaker upon an increase in the electron energy, or
able for analyzing the problems formulated abovihe fo-  there exists another factor responsible for the difference be-
cussing field Hy increases with the excess energy oftween the experimental values Hf, and theoretical values

electrons in accordance with the relation for a noticeable excess energy of electrons. The intersection
Se\ 12 of experimental and theoretical dependences for large values
Ho=Hgg| 1+ — (2) of V also points to the existence of an additional reason.
€F

Indeed, the theoretical value bfyr in the relaxation model

It was found*® that the actual increase in the focussingis the maximum possible value fé=eV.
field is slightly smaller than predicted by formu(d) if we The suppression of relaxation upon an increase in energy
assume thabe =eV. Curvelin Fig. 1 is the dependence of is possible in the case of a special energy dependence of the
Ho on the voltageV across a point contact experimentally elastic relaxation time. Indeed, the velocity appearing in
observed for one of the samples, while cu/és the theo- the expression fdr, increases with the energy= e+ de in
retical curve calculated by using the relation proportion toe'2, while the value ofr, obviously changes
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with energy in the same way as the valuergf changes with 240

temperaturdsee, for example, Refs. 11-913e., in propor-

tion to e “2. An increase in the value df with energy can

be observed whenm; is a function of energy and is described 200

by the dependencexeP, wherep>1, as, for example, in

semiconductors in the case of scattering by charged impuri-

ties (p=3/2). We will return to the energy dependencerpf

later. <
An additional factor responsible for the difference be- E- 120

tween the experimental values b, and those calculated o

according to formuld4) in the relaxation model is the pos-

sible influence of thermoelectric effects emerging during

heating of the emitter in the case of a strong current. The

polarity of the thermoelectric field in a heated Cu—Bi contact 40

coincides with the polarity of the applied electric field ensur-

ing the electron flow to bismuth. The presence of such a field

would lead to an increase in the observed focussing field. o a0 BlO : 1é0 * 160 ‘ 20'0

According to estimates, however, this changeHin should V, mv

not be significant. In Ref. 9, the temperature increase in the '

point contact region under the action of current is estimate@c. 2. current-voltage characteristics for Bi point contactd a®.2 K

on the basis of the thermal conductivity equation and it isand for different point contact resistandegfor V—0), Q: 0.55(curve),

shown that the increase in temperature near the point conta@f6 (curve2), 1.21(curve3), and 1.38(curve ).

boundary of radius ~1 xm amounts to~1.5 K for typical

values of the Bi point contact resistariRe-1 () and for the

current1~0.1 A. The thermoelectric voltage in this case and holes as well as of acoustoelectric flows generated by

amounts to 10°-10* V. them occurs in opposite directions; the generation of
A more realistic factor leading to an increase in experi-phonons is accompanied by an increase in the differential

mental values ofH, relative to the expected dependenceresistance of the sample. Such a nonlinearity must also be

Hor(V) for the relaxation model is the intrinsic magnetic present in the IVC of Bi point contacts since supersonic elec-

field of the current flowing into the crystal through the point tron drift is attained foreV>hvp, but this nonlinearity is

contact:* In the region of maximum current concentration, apparently insignificant in comparison with the dominating

i.e., at the boundaries of the point contact aperture, the insmooth nonlinearity presented in Fig. 2 and having a differ-

trinsic magnetic field of the current can attain a noticeablent origin.

value (according to our estimates, the field can be as high as  The nonlinearity of the IVC of Bi point contacts under

~10 Oe for a current-~100 mA), but it decreases rapidly investigation can be associated, in accordance with the ideas

with increasing distance in proportionto’. The magnitude developed in Refs. 19 and 20 with the dependence of the

of the intrinsic magnetic field of current is proportional to the elastic relaxation time; on the electron energy. ShekHter

currentl, which is a nonlinear function of applied voltage in proved that the differential derivativai/dV(V) in semicon-

160

80

the case of Bi point contacts. ducting point contacts in the diffusive conduction mode and
in the case of a small contribution of inelastic relaxation
NONLINEARITY OF THE CURRENT-VOLTAGE reflects the energy dependencerpf It can be reconstructed
CHARACTERISTIC from an analysis of the nonlinearity of the IVC for a point
The current—voltage characteristi®/C) of Bi point  contact® by using the relatiof
contacts are nonlinedFig. 2). We are speaking of a consid- T(e) 3 (¢ 1, R(0)
erable nonlinearity of IVC of a point contact rather than of W: 58 fo duu R(U)’ ()

local nonlinearities which are observed while recording the
second derivativel?l/dV?, and serve as the basis of point- whereR=(d1/dV) ! is the differential resistance ad,) is
contact spectroscopy of the electron—phonon interaction ithe mean value of; .
metal? 1> (it should be noted, by the way, that the appli-  Proceeding from the assumption that the nonlinearity of
cation of this method to bismuth proved to be ineffectlye  the IVC for Bi point contacts is completely determined by a
The IVC measured by Bogaet al '8 with the help of the  special dependence(e), we made an attempt to reconstruct
pulse method on Bi single crystal whiskeisf diameter 3  the form of this dependence by using Ef). Calculations
pm and length 0.3-0.6 cnindicated a nonlinearity of the led to an odd result: the ratig /{ ;) remains close to unity
opposite sign as compared to that observed for point cordp to a voltage of 80 mV, and then increases within
tacts. This nonlinearity of the fracture type, which appears omproportion tos?, or rather to exg, the increase being not
the current—voltage characteristics for an electric fieldvery strong(by 20—40% for the maximum energy value of
strength of the order of I¢ V-cm™tis due to generation of ~200 me\j. Functional dependences afon energy of this
phonons by electrons and holes in Bi, which drift in thetype are unknown. Besides, the dependen¢e) obtained
electric field at a supersonic velocity. The drift of electronsfor point contacts with different resistances did not coincide
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in contrast to what should be observed in the case of a unifhe model considered above describes the final pattern of
versal physical reason behind the nonlinearity. Thus, the verspatial redistribution of charge carriers under a time-
sion concerning the reason behind the emergence of nonlinrdependent nonuniform potential. For a time-dependent
earity on IVC being verified proved to be nonrealistic. situation in the current mode, we must apparently introduce a
Similar assumptions made above in connection with a coneertain coefficientk; <1 in the second term irf9), which
siderable increase iH, at large voltages as compared to thetakes into account the extent to which the actual spatial dis-
dependenceHz(V) taking relaxation into account should tribution of charge carriers is close to the expected distribu-
also be rejected since the obtainede) dependence fail to tion. It should also be noted that the proposed idealized
describe this discrepancy. If we assume in the limit thas  model cannot correspond completely to the heterojunction
independent of energ\as in the case of metaland take into  used by us.

account the most realistic functional energy dependences of In the approximation of energy-independence of the
the parameters appearing lip (i.e., vexe'? and 7, e 2, probability of elastic scattering of charge carriers, a change
relation(4) assumes the form in the point contact resistance as a result of an increase in the

"™ carrier concentration due to the effect of potential nonunifor-

Hor=Hor| 1+ ﬂ/ (I_a) (1+ ﬂ/) e 6) mity can be described by the following relation:
er 18/, F y [eV|?] 1
The dependencel or(V) constructed according t6) for RV)=Ro| 11k 35 (; (10

the samples under investigation proved to be still weaker
(see curved in Fig. 1) than the dependences plotted for the
initial value (./a)q (curve3).

Let us now consider other versions of explanation o
nonlinearity on the IVC for point contactsIn view of spe-

The theoretical dependencBgV) plotted according to
(10) (dashed curves in Fig.) 3uccessfully describe the ini-
ftial region of experimental dependendgesesented in Fig. 3
by different symbols for three sampjesn some cases, a

cific band structure of Bismall band overlappingthe pas- satisfactory description of the entire experimental curve can
Il?e obtainedsee, for example, curv®. In this case, we had

sage of current through a point contact, i.e., the stabilizatio K Il value for th Hicidniz 0.05+ 0.01
of a certain potential distribution in it, can be accompaniedto take a very small value for the coefficidnt=0. :

by a change in the number of charge carriers. Zhpkoved for all the experimental data under consideration. As the
that the presence of a potential relléfz) of any form in a voltage V increases, the experimental dependences deviate

semimetal leads to an increase in the average concentrati(gr m those gﬁl(t:)ulated bé’ for;m:)[&lox thi reason Ibeh|hnd this I
of charge carriers. Under the condition of nonuniform poten- eviation will be considered below. Apparently, the sma
tial, the concentration of electrons and holes is a positioﬁ’alue of the' coefficienk, reflects the real eff|C|enc_y of 'the
function. If the potential at a certain point of the samplemomeI considered above as applied to a heterojunction as

differs from its average value, this leads to a displacement o‘fvellsa_slgfe hassumlptlom ma:cdfe by lIJS'7ng_ thi results o?tamed
the Fermi level relative to the band edges and to an increa ! (It' edappflcanon 'OI orr_nu_e( ) mdt E case ot a

in the concentration of charge carriers of one polarity and arge amp Itu €o pot_enpa _vanatlon an t_e _assumpt!on
decreases in the concentration of charge carriers of the OF9_oncern|ng the linear distribution of the potential in the point

) ) . ) . . : ontact channgl
posite polarity at this point. Since the density of states is arf i . :
increasing function of energy, the total concentration of The evolution of the idea about the effect of potential

charge carriers increases, but the condition of compensatio(ﬂs‘t_”bult'or:j In & point contact on the.cuar%efcarner con;:en—
of charge carriers of opposite polarities is preserved. It wa ation leads to one more statement: the deformation of po-

shown in Ref. 21 that the in the case of a small amplitude OFentiaI for large values o¥ can be so strong that interband
potential variation, we have tunneling becomes possible. The latter is accompanied by an

exponential increase in the charge carrier concentration in
3 U2—U2 the conduction bandn the case of semiconductors, this ef-
) (7)  fect is known as the Zinner breakdowin the case of bis-
muth, the model of interband tunneling presumes that tunnel-

We assume that the potential distribution in the point contactnd of electrons from the valence band to states with the
channel is linear, i.elJ(z) =eEz and choose the reference Fermi energy begins when the quantiy/ attains values
point for the potential so that the mean valuelbfs equal to ~ €xceeding the electron energy measured from the top of

zero, i.e., we measure tlzecoordinate from the center of the the valence bandi.e., the sum of the Fermi energyt for
channel. In this case, we have electrons and the widtiA_ of the energy gap between the

valence band and the conduction band at the pojnfThis
~ al2 1 leads to generation of holes in the valence band.
2_ = 204, 2,2~ 2
U T a f,a,z(eEz) dz 12(eE) a 12(e\/) G The idea of interband tunneling was used for the first
time for explaining the nonlinearity of IVC in three-
For convenience, we putf=(1/y)e&(y~2) in (7), which  dimensional Bi bridges by Vdovin and Kasum&vAccord-

gives ing to these authors, the nonlinear correctidnto current is
Vi2 correctly described by the lawl «xexp(—Vy/V), whereV is

n=ne| 1+ e e_) } (9) the effective field determined by the geometrical size of the

32\ & nanoconstriction. Similar observations were made by van der
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Hilst et al? for two-dimensional nanoconstrictions in films
of Big g55hy 5/Bi/Big 95Sky 05. The measuring technique used
by these authors provided information concerning the change
in the charge carrier concentration in the constriction region.
The authors of Refs. 22 and 23 proceeded from the assump-
tion that the interband tunneling is the only reason behind the
nonlinearity of the IVC of the objects under investigation,
and hence disregarded the possibility of an increase in the
charge carrier concentration under the effect of nonuniform
potential. In Ref. 23, the relative rate of generation of addi-
tional charge carriers was introduced in the form
exp(—Ey/E), whereE, is the characteristic field which has
the following form in the theory of interband tunneling:

* 1/2_3/2
Eoz%ze&. (11) M 1 " 1 - 1 N 1 " 1 s
2°%eh 0 40 80 120 160 200
Vv, mV

An analysis of experimental data on the basis of this concep-

tion made it possible to determirt&, and the recombination _ _ _ _
| thL~. According to van der Hilset al.23 the obtained FIG. 3. Resistances of point contacts as functions of applied voltage; sym-
eng 0- M- g N 1 bols correspond to experimental data, dashed curves describe dependences
value of E, increases(from 1.2<10% to 5xX10* V-cm™)  calculated according t6L2) taking into account the nonuniform potential,
with the magnetic field strength under the effect of the for-and solid curves are calculated accordind16) taking into account inter-
mation of the Landau levels, but is close on the whole to théand tunneling. The point contact resistafice V—0), 2: 0.86 (curve1),

. . 1.21(curve?2), and 1.38(curve3) at 4.2 K.
value of E, calculated according t@ll). Van der Hilst
etal?® assumed that m*=(4+2)x10°m, and

€9~ ep+ A =27.6+ 15'3:i2'9 meV for bismutf' and ob- carrier concentration under the influence of the field gradient.
tainedEy=2.2x 1.04 V-cm ’ —_ It was mentioned above, however, that the coefficignas-
The mechanism of interband tunneling is supplementar%umes a small value 0.05+0.01 as compared to the experi-
relative to the mechanism of increase in the charge carrief o ial value. On the contrary, the coefficiéntshould be
concentration under a nonuniform potential. Let us estimat pproximately equal to 40-50. In this case, the experimental
its relative effect on the process in general. The interban ependenceR(V) can be described to a high degree of ac-
tunneling probability is determined by a function of the form curacy by relation13) and(14) (solid curves in Fig. B In

exp(—_EO/E). Consequently, the charge carrier coqcentratiocr{lihis case, the coefficients; andk, for point contacts with
must increase under the effect of interband tunneling accor ifferent resistances are very close.

ing to the relation

n=no(1+k, exp(—Eqo/E))=no(1+k;, exp(—Vo/V)).  oNCE AGAIN ON THE POSITION OF THE EF LINE
(12

. . L It would be interesting to estimate whether the positive
The total change in the charge carrier concentration in a . : o ; .
; holr . result obtained while describing the nonlinearity of IVC for a
point contact with increasiny has the form

Bi point contact on the basis of the model taking into account
vy [eV\? potential gradient in the point contact can be used for ex-
1+ki g5 (; tka exp(=Vo/V) | =nofc(V),  plaining the dependence of the focussing fielg on the
(13)  Vvoltage applied to the point contact and creating a spatially
, ) ) ) nonuniform distribution of charge carriers with different po-
wh|_le the change in the point contact resistance must be deI"é\rities. Such a dynamic concentration gradient results in the
scribed by the dependence emergence of a certain intrinsic electric field directed against
R= Rofgl(v)_ (14) the applied field. The intrinsic field is probably a reason be-
) ) hind the decrease in the efficiency of the voltage applied to
In formula (12), we introducedvo=Eoa, assuming that the e noint contact. This idea requires a special theoretical
applied voltagev generates an electric field over the length analysis.
a. This length is unknown, and in our calculations we used At the same time, we made an attempt to estimate the
tentative values o corresponding to the configuration of maximum possible contribution of the increase in the charge
the curve specified by the function exp{o/V) for V<Vo.  caprier concentration in a point contact to the process of fo-
It was found that the most realistic valueVg~1 V," which cussing. Excess charge carriers can directly affect the posi-
corresponds to a quite reasonable point contact lengtfon of the EF peak in the case when they reach the collector.
a~0.4 um. Besides, the coefficients, andk; are fitting | order to estimate the new position of the EF line, we use

parameters. It should be noted that in the case when thesge familiar relation between the concentration and the
coefficients are close to unity, the contribution of '”terba”dboundary value of quasimomentum:

tunneling to the resistance becomes negligibly small as com- o 1313 13 13113 13
pared to the contribution of the effect of change in the charge ~ Pz=%(37°) " n""=A(37%) "Ny T (V) = prof (V).

n:no
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Curve5 in Fig. 1 illustrates the theoretical dependeiical-
culated by using formuld6)) with the cofactorfX3(V) in
which we have used the valuesiqgf andk, obtained above.

It can be seen that cungeis far from the experimental curve h 1
1 and fails to explain the rapid increase in the latter curve €
relative to the theoretical curvfor the relaxation model. y

The assumption concerning the possible contribution of 4 7 ! § ’
excess change carriers generated in a point contact to the e .
focussing curve is problematic. On one hand, electrons and F 2 /
holes emitted from the point contact move in opposite direc- ‘

tions and are spatially separated. Consequently, “recombina- “¢

tion” of charge carriers of opposite polarities on a ballistic A L

trajectory from the emitter to the collector is hardly possible. E,

However, recombination can take place in the region adjoin-

ing the point contactfor example, according to estimates, ' ;

the recombination length for excess charge carriers in Bi

does not exceed 2—6m), and hence excess charge carriers

probably do not reach a ballistic orbit. We also verified the A B

hypothesis on the effect of excess charge carriers in a point

contact on the relaxation process in it. If we assume that thE!G. 4. The change in the mutual arrangement of energy bands in Bi in the

cofactor appearing i in formula (&) change with the con- =5 ° POl rdent, e omaion o slecton o pave s

centrationn according to the familiar relation®r=n*~and  tunneling(curve2).

Tep™N 1 Of Toen” 3 in the “pure” and “dirty” limit

respectively,?® the theoretical curve deviates from curde

only slightly. silver single crystal. According to calculations, the relative
At the same time, the models considered above and leadlisplacement of the EF peak amounts-td % for a current

ing to an increase in the charge carrier concentration in a BL.5 A. In the case of Bi, this value must be considerably

point contac{to be more precise, the nonlinearity of the IVC larger. If we take into account the ratio of microscopic pa-

for the point contact associated with this effesave an in- rameters for electrons in silver and bismuth, the relative dis-

direct influence on the displacement of the EF line upon arplacement of the EF curve in Bi for a current 150 mA must

increase in the applied voltage. It should be noted that th&€ ~10%. In actual practice, the shift of the EF line was

increasing discrepancy between the experimentally observdarger than according to the estimates. The decisive role of

values ofH, (curve 1) and the values oH g calculated in the intrinsic magnetic field of current in the displacement of

the relaxation mode{curve 4) resembles the change in the the EF line in question is confirmed by the fact that the

current through the point contact with the applied voltagerelation between the currehtand the displacememntH, is

(cf. curve3in Fig. 2. Such a similarity was observed by us close to linear. An analysis of the entire body of experimen-

for all the samples under investigation with different valuestal data leads to the empirical relatichHo=Al+BI?,

of the initial resistanc®, and with different degrees of non- Where the coefficient&\ and B assume the average values

linearity. Moreover, it was found that the same values of9% 10° and 6x 10~° respectively(herel is measured in mil-

current flowing through point contacts with different resis- llamperes and\H, in oersteds Thus, the additional nonuni-

tances correspond to approximately the same displacemef?frm magnetic field generated by current in a point contact

AHo=Hy—Hgg. This leads to the assumption that the dis-effectively affects the ballistic trajectories of electrons and

placement\H,, is due to the intrinsic magnetic field of cur- Iead_s to a noticeable displacement of the leading edge of the

The intrinsic magnetic field of the current through a The authors are grateful to Yu. A. Kolesnichenko for
point contact bends the electron trajectories in the initial Se0pitful discussions of the results

ment and must produce a “defocussing” effect on the elec-
tron flow since the polarity of this field relative to the applied
magnetic field is different for electrons emitted from the
point contact at angleg with opposite signgthe angleg is We give a visual description of the physical models used
measured from the axis of the point contact channBhe  for explaining the nonlinearity of the current—voltage char-
electrons emitted along the channel axis and forming a peakcteristic for Bi point contacts.

on the EF curve experience the influence of the intrinsic _ _
magnetic field only in the periphery region relative to the Potential gradient model

contact axis, i.e., on the initial segment of a ballistic orbit. A Bi sample contains electron and hole valleys located
This leads to a displacement of the peak on the EF curvat pointsL andT of the Brillouin zone. We assume that the
towards larger values of the applied magnetic field. Van Somotential varies linearly between point A and B in the real
et al1* analyzed theoretically the effect of intrinsic magnetic space(Fig. 4). In the presence of a potential gradient, the
field on the position of the EF peak for a point contact on aconcentrations of electrons and holes is a position function.

APPENDIX
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The potential gradient leads to spatial redistribution of%The description of the physical models will be given in Appendix.
charge carriers of opposite polarities and to the stabilization

of a certain level of chemical potenti@CP) in this region. In )

the case under investigation, this level must be exactly at théV. S. Tsoi, Pisma zh. Esp. Teor. Fiz19, 114(1974 [ JETP Lett.19, 70
middle between the positions of CP at the initial staeand 21(31954)\]@ Son. H. van Kempen. and P. Wyder. Phys. Rev. §8(1567
B (bold curve in Fig. 4. For the sake of clarity of presenta- (1'98'-,)_ T pen. - yaen FIyS. Rev.

tion, we consider the change in the number of electrons andv. v. Andrievskii, E. I. Ass, and Yu. F. Komnik, Pis’ma ZhkEp. Teor.
holes only at the extreme poinésandB. Electrons occupy- 4FiZ- 47,103(1988 [ JETP Lett.47, 124(1988)]. ,

ing states afA above the new level of CP move to states B ;; g‘i 'é‘;'g?{‘é%h;?ksoé\l' gﬁ E”'B‘ET""Q;’ Fgé J'(lsghseé‘]hter' Zhkdp. Teor.
lying above the initial level of CP. However, the density of sy v andrievski, E. I. Ass, a?l]d-Yu. F. Komnik, Fiz. Nizk. Temp6, 326
states is an increasing function of energy, and the electrons(1990 [ Sov. J. Low Temp. Phys6, 179(1990].

arriving from A fill the states to a certain level lying below °V- V. Andrievskii, E. 1. Ass, and Yu. F. Komnik, Fiz. Nizk. Temps, 513
the new level of CP. Additional electrons appear as a resul&i}g\?r‘) A[niz‘é'vikiiLo\"("uTimEbEﬁ:ﬁfinfé(l\?ggizhok Physicazis, 7
of creation of an additional number of holes. Indeed, holes (199q o ' o '

move in the opposite direction, and the number of holes ar®yu. F. Komnik, V. V. Andrievskii, and S. V. Rozhok, Fiz. Nizk. Temp.
riving at A from B is insufficient for filling the hole states at 9\2/2'\/142%%2?/2'(% L%V TFefE%-mF::&’S;ﬁa 136(\5/(1323]@ o Nk, Tem
A.up to the new CP level. ThIS inevitably leads to the cre- 2é, 1'418(199@ ['LOW' Témp_ phy'szz, 10'76{199@]. o ' >
ation of additional holes which ensure the emergence of adoyy. A. Kolesnichenko, R. I. Shekhter, and V. A. Buldovskii, Fiz. Nizk.
ditional electrons af\. This process is associated with inter- Temp.14, 263(1988 [ Sov. J. Low Temp. Physl4, 144(1988].

valley transitions between points and T of the Brillouin EC N Eredman, Pys Re S8 53 90, e Teor. Fis. 264
zone. Thus, the presence of a potential relief in a semimetal (i968 [a;'E?,i Lg{tg‘ 162“(1968??n°\" 's'ma Zlksp. Teor. Fiz8,
leads to an increase in the average concentration of electroms,. v. Andrievskii, E. I. Ass, and S. V. Rozhok, Fiz. Nizk. Teng0, 1057

and holes while preserving the equality of charge carriers 01‘4(1994) [ Low Temp. Phys20, 832(1994].

opposite polarities. P. C. van Son, H. van Kempen, and P. Wyder, J. Phys.: Met. Affys.
1471(1987.
151, K. Yanson, Fiz. Nizk. Templ1, 854(1985 [ Sov. J. Low Temp. Phys.
2. Interband tunneling model 11, 465(1989)].

. . 18], K. Yanson and A. V. KhotkevichAtlas of Point Contact Spectra of
In the presence of a potentlal gradlent between p(AntS Electron-Phonon Interaction in Metal$in Russian, Naukova Dumka,

andB separated by a distanee electrons can tunnel froma  Kiev (1986.
state near the top of the valence band to the Fermi level, the!. K. Yanson, O. I. Shkiyarevskii, and N. N. Gribov, J. Low Temp. Phys.

; : . L 88, 135(1992. .
tunneling being accompanied by activation of electrons.ngu. A Bogod, D. V. Gitsu, and A. D. Grozav, ZhkBp. Teor. Phys34

Holes are created in the valence band, and additional elec-»194(1983 [ Sov. Phys. JETB7, 1275(1983].
trons appear in the conduction band. Transitions occur be?P. I. Sheknter, Fiz. Tekh. Poluprovodtiz, 1463(1983.

. . . 20 T H
tween states at the poihtof the Brillouin zone, but between ?ilhzgill(g;es;j Fiz. Nizk. Temf1, 854(1983 [ Sov. J. Low Temp. Phys.
pointsA andB separated by the distanaen the real space. 215"y, “shik, Fiz. Tverd. TelaLeningrad 16, 2801 (1974 [ Sov. Phys.
The conditions for direct tunneling are created when the sgjid state16, 1822(1974)].

level eEja=A| +¢f is attained. 22E. E. Vdovin and A. Ya. Kasumov, Pis'ma Zhk&. Teor. Fiz46, 440
(1987 [ JETP Lett.46, 556 (1987].
23], B. C. van der Hilst, J. A. van Hulst, N. N. Gribet al, Physica B218,

*E-mail: komnik@ilt.kharkov.ua 109 (1996
YIn the given example,l(/a),=0.3. In the experiments described above, %G E. Smi.th G. A. Baraff, and J. M. Rowell, Phys. Rei85 A1118
this quantity assumes the values from 0.7 to 0.2. 1964). ' ' '

) . : _ (
It should be noted that in the above analysis we also neglected fine nomsyy, E.Komnik, V. Yu. Kashirin, B. I. Belevtsev, and E. Yu. Belyaev, Fiz.

linearities for the dependenceky(V), which could emerge in the region Nizk. Temp.20, 158 (1994 [ Low Temp. Phys20, 127 (1994].
of characteristic Debye frequencies.
9In Ref. 19, formula(5) has a misprint. Translated by R. S. Wadhwa
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LOW-DIMENSIONAL AND DISORDERED SYSTEMS

Drag effects between two-dimensional superfluid charged Bose gases separated by a
rigid partition
S. I. Shevchenko and S. V. Terent'ev

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of the Ukraine, 310164 Kharkov, Ukraine

(Submitted April 17, 199y
Fiz. Nizk. Temp.23, 1088—-1091(October 199y

The drag effect in a system of two-dimensional superfluid charged Bose gases separated by a
thin insulating partition is analyzed microscopically. It is shown that in contrast to normal
systems, the drag effect is observedrat0. The temperature dependence of the entrainment
current is determined. An experiment for observing the effect is proposedl9%

American Institute of Physic§S1063-777X97)00910-9

The possibility of transfer of motion through a solid par- Here fpz and fpa are the creation and annihilation operators
tition was indicated for the first time by Andreev and for a boson in the layeww=1, 2, and the potentials are given
Meierovich who predicted the drag of one liquid by anotherby
separated from the first liquid by a fixed partitibithe drag
through a wall separating electron gases due to the Coulomb  Vaa=Q%&ol, Vo= Q% (eq\r?+d?), 3]
interaction between electrons was predicted by Pogrebtnskii A s
and later by Pricé, while the drag through the electron- whereQ=2¢ s the boson charge ang, the permittivity of

h int i dicted by Gurzhi dthe interlayer.
phonon  interaction ~was predicte y urzhtan Let us first find the energy spectrum of the system. At

Kopeliovich? Recently, perfect Iovy—dimgnsional systemsT:O, it could be determined by using the well-known Bo-
were created, and the drag in two-dimensional electron gases,jihoy procedure of replacement of condensate operators
separated by an insulating partition has become an object C numbers. However, the Bose condensate is absent in
numerous experimentaf and theoreticdr 2 investigations.  yyo-dimensional systems &t 0, and we will find the spec-

In most of the publications, the problem of drag betweenym by going over to the—¢ representation, i.e., we write
electrons in normal systems is considered. To our knowly,o operators;b in the form

edge, the drag between electrons in superconductors sepa-

rated spatially was analyzed in a single theoretical pdber. 4 _(r)=exfi(r)]Vp.(r)=expid.(r)Vpo
The analysis carried out by Duan and ¥ijis of qualitative -

nature and provides no answers to a humber of questions. x| 1+ E%)

For example, the expression for drag current given in Ref. 14 2 po

does not contain superconducting parameters of the systerﬂ,ere;) () and .(r) are the density and phase operators

€. th_e current 'S m.depend_ent of the pairing potential, Th'%or bosons in they, which satisfy the commutation relations
result is astonishing; the existence of the dependence on the

pairing potential will be demongtrated in the present paper. (Do), @5(r")]=18,58(r—r"), (4)

For this purpose, we shall consider the problem of the drag

between charged Bose gases, i.e., the case of a strong pairing=(P..) is the average density of bosons, which is the same

potential. Our results differ from those presented in Ref. 14for both conducting layers, anép,=p,—po. The second
Let us consider a system consisting of two identical two-equality in(3) is valid for pg>(8pZ). It can be proved that

dimensional Bose gases separated by an insulating partitidRis inequality is satisfied for a two-layer system in the case

©)

of thicknessd. of a high density, i.e., fopo=(me?/%2e,)2. Substituting(3)
The Hamiltonian of the system has the form into (1) and taking into account only the terms quadratigin
and 8p,, we obtain
2k%n .
B H=S> 12— ea(K)gu(k)
H=2> Zf mvdf;(r)vdfa(f)dzf ko Lo
a 1 i A
+5 2 Da(K)Vap(K)pp(k) . ®

+;2ﬁ J e (D5 gg(r=r1") “

R R HereS is the area of the system aij,z(k) are the Fourier
X wﬁ(r’)wa(r)dzrdzr’. (1) components of the potentials, which are given by
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7032 27Q? o into account(12) in the perturbation theory, we obtain the

VoK)= ook and V,,tk)= sk € (6)  average current in layer 2 induced by the current in layer 1:
. . . - 1
(for brevity the notatiom=p, has been introduced o= ﬁk[ n. (k) +n_(k
After a transition to the new variables SalFITE ; +{k) (k)
R 1 . R k- vg (E+_E—)2 _
p=(k)=— [P1(k) = po(K)], TaEE | E.ve (0FN-(ZR)+D)
1 ) o—n (k] 13
- R R ————[ny(k)—n_ .
(Pt(k):E[(Pl(k)i(Pz(k)] (7) E.-E-
Heren, andn_ are the Bose distribution functions:
The Hamiltonian(5) is reduced to the sum of the Hamilto- 1
. . ; E, (k) +Ak-vg/2
nians for two independent modes. Introducing the operators n_(k)=|exg ———————|—1| . (14)
of annihilation of an elementary excitation of species =, T
i.e., Further calculations will be made by assuming that the
. 1((E,(K)S|Y2. oy s(k)ns| ¥2_ ’ following inequalities hold:
oK)= 2 |\ zton po(K)+2i W ¢, (K) - 2, 113 ) 27Q2nfi2 1/2ET 15
(8 87Q%nM| Meqod o

and the creation operatoks; (k) conjugate to them, we di- The first inequality allows us to assume that the energy-
agonalize these Hamiltonians and obtain the energy of amomentum relatiorE (k) is linear for all the boson mo-
elementary excitation: menta significant for the problem. By virtue of the second
inequality, we can neglect the excitation Bf, modes at
ES(k)=e2(k)+2n[V1s(K) + oVioK)Je (K), ©) nor?zero%emperatures?This statement follows from the fact
wheree(k)=%2k?2M. It can be easily seen that the mode that, for a given temperaturg, the modes satisfying the
E. (k) corresponds to vibrations of the Bose gas in two coninequalityE_(k)<T are excited. The maximum wave num-
ducting films as a whole, while the moée (k) corresponds ~ ber satisfying this condition ik.=(MeT?%/27Q’n#%d)*?,
to density oscillations in one film relative to the other for aand fork<k; we haveE?/E2 >To/2T>1.

constant total density. Fdrd<1, equation(9) leads to Taking into account(15) and retaining only the terms
linear invg,, we obtain from(13)
) 4wQ%nh? 5 27Q%nhi?d
Brlo=—m Kk E=—"g5—Kk. 10 L 0.0406-2¢(3)| — l; 16
0 0 =g Mar T, | & £(3) T, [ (16)

It is expedient to note that these expressions coincide with

the expressions for the spectrum of collective excitations in 41€"€ ¢(¥) iS the Riemann zeta functiofi, is the tempera-

two-layer normal Fermi system, which are derived by takingture def|n5ed b¥215)’ andj; =nsVsy For_charactenstlc values
of n=10% cm 2, M=2m,, wherem is the mass of a free

into account screening effects(We should only replace the By

fermion chargee and massn by the boson charg®=2e electron, Q=2e, ¢£,=10, d=10"cm, we have

and massM =2m.) There is no need to take into account To~4x10° K. .

additionally the screening effects for the system under inves- I_t foII_ows_ from (16) that th_e current in one supercon-

tigation since Hamiltoniag5) has been diagonalized exactly. d_uctmg _f|Im induces a currenfc n the_other supercondu_ctmg
Let us now consider the problem of entrainment c)ff|lm owing to the Coulomb interaction between spatially

bosons from one layer by moving bosons of the other Iayer'.s‘ap""(;""ted elgctropﬁ .even'l'atlzo, the entrammenthsupl)grgur—

If layer 1 carries a uniform supercurrent, the field operatorrent lecreasing with increasing temperature. It should be em-

l} in this layer should be written in the form phasized that this result was obtained by us as a result of
1

consistent microscopic analysis and not by using qualitative
c:[/l(r)=exp[ir-k51+i§o1(r)]~/;31(r). (11) arguments as in Ref. 14. According to Ref. 14, the entrain-
_ _ ment current al =0 must be equal t02],/48mngmo -d3.

In this case, the average momentum per boson in layer 1 igonsidering that the velocity of sound for tle mode is

equal tofikg;, and the average superfluid velocity in this c_=(27nQ%d/Me) Y2 [see(10)], we can write our result at

layer is given by, =% kg /M. As a result, the Hamiltonian 1—q in the formj,=+j,/200mn,Mc_d3. In our opinion,

(5) is supplemented with the term the result obtained in Ref. 14 is valid only in the weak cou-
fik- Vg pling approximation. As the electron—electron attraction in-

i 5 [@1(K)p1(—K)+p1(—K)@1(k)] creases, the result obtained in Ref. 14 should be modified,
k and in the limit of two Bose gases, the Fermi velocity of

=M Sj\sl' Ve (12) pairing electrons should be replaced by the velocity of sound

. c_ for the slow mode. Since this velocity is a function of the
Herej,, is the operator of two-dimensional current density inseparatiord between the conducting layers, this changes the
layer 1. Assuming that the velocityy; is small and taking dependence of entrainment currentcn
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- _ AT jn
[ L ] 5 ®=HDL= 5= DL. (19)
{ j ] For y<1, the magnetic flux increases linearly with For
2 y=1, it attains saturation, and the fldxdoes not depend on
'//////I/I/I///I/I/M' d D for y>1. In this case, we have
: B _ 0.0%fiLj,
. ) = Pre T 2mn,a?? o 20

FIG. 1. Schematic diagram of an experiment for detecting the drag effecWhereq)O: hcl2e |s_the magnetic flux _quantumf
between superconducting layers. The lower superconducting layer is bentin L€t Us consider the numerical estimates. For
order to avoid the excitation of current in the upper layer by the magneting=n=10' cm 2, Q=2e, M=2m,, the dimensionless

field of the lower layer. constanty is of the order of unity forD=10"%cm. If
D>10"% cm, theny>1, and the flux® =® .. While es-
timating the flux®d .., we must take into account the fact

: T

In order to observe entrainment between electrons in thiat it strongly depends ath (& 5—d %, and the value of
case of spatially separated normal systems, current is pass@dnust be as small as possible. On the other hand, the value
through one conducting layer, and the potential difference i9f d must be large enough in order to neglect tunneling

measured in anothefdisconnected layer. However, this through the insulating layer separating the primary and sec-

method is inapplicable in the case of superconducting layer@ndary circuitsé:(icd)j%o A, L=1cm, vy =10 cmis, and
X 0-

since no electric field can exist in a superconductor. One ofhe flux g
possible ways for observing the entrainment current is to  1huS, we have proved that the drag current between two

close the secondary circuit and to measure the magnetic flug:Perconductors differs from zero everifat O and depends

created in it. The circuit diagram for such an experiment iso" the pairing potential for electrons. It is remarkable that we

shown in Fig. 1. have obtained a simple test for distinguishing between the
In order to find the electric curref} in the secondary  P0son” and “fermion” superconductivity. In the former

circuit, we must take into account the fact that in the generaf2Se: the _e7r/12trainr_ner_1t current and the flbix, are propor-
case this current is given by tional tod™ "4, while in the latter case they are proportional

to d~3, whered is the thickness of the partition separating
j _Qng the two superconducting layers.
)=
M

hV(p-%A)-&-jﬂ. (17)

HereA is the vector potential of the magnetic field generated

by the current,, andj,; stands for electric current rather *E-mail: shevchenko@ilt.kharkov.ua
than for the flux of particles. Since the phasenust satisfy

the condition
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High-frequency spin susceptibility of a two-dimensional electron gas with electron
impurity states
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The high-frequency asymptotic form of dynamic spin susceptibility of a two-dimensional

electron gas is obtained. Local states of electrons in impurity atoms and the quantizing magnetic
field are taken into consideration. The susceptibility has resonant singularities at frequencies

of electron transitions between Landau levels and local levels. In the absence of a magnetic field,
the real part of susceptibility has a logarithmic singularity while the imaginary part has a

peak at the threshold frequency of bound electron activation by a variable magnetic fiek97
American Institute of Physic§S1063-777X97)01010-4

1. INTRODUCTION In this work, we consider the effect of local states on the
high-frequency spin susceptibility of a two-dimensional elec-

The reaction of a two-dimensional electron gas to atron gas at low temperatures. We shall use the method of

weak varying magnetic field is characterized by the dynamidocal perturbationmswhich was employed earli€tfor calcu-

spin susceptibility tensox(g,w) which depends on the wave lating the conductivity tensor. It is assumed that the fre-

vectorqg and the field frequencw. The peculiarities of sus- quencyw of the field is high in comparison with the electron

ceptibility on the complex plane of frequeney determine  collision frequency.

the spectrum and attenuation of magnetic excitations in a In Sec. 2, we shall consider the effect of local electron

system. The knowledge of susceptibility allows us to obtainstates in the field of isolated impurity atoms on high-

the spectrum of spin magnetization fluctuations of a two-frequency spin susceptibility of a two-dimensional electron

dimensional electron gas, cross-section of magnetic scattegas. In Sec. 3 we take into account the quantizing magnetic

ing of neutrons by spin magnetization current of conductiorfield perpendicular to the electron layer. The results obtained

electrons, and other quantities. in this work are briefly summarized and their possible appli-
A large number of works have been devoted to the comeations are discussed in Sec. 4.

putation of spin susceptibility of two-dimensional electron

system51. Shoenber@calculated the static susceptibility of a 2 EFFECT OF LOCAL ELECTRON STATES ON DYNAMIC

free electron gas in a magnetic field perpendicular to thespiN SUSCEPTIBILITY

plane of motion of electrons, while Isihaet al. took into . I

account the Coulomb interaction of electrons. Exact expres- In ord,er to calculate the spin susceptibility tensor, we

sions for the dynamic spin susceptibility as well as theUS€ Kubo’s formula

density-density reaction function for a free degenerate two- (it

dimensional electron gas were obtained in Refs. 1 and 4. The Xap(th®) =i fo dte“([Ma(q,t),Mp(—-a, 0)]), (1)

guantizing magnetic field was taken into consideration by

Glasser while Yarlagadda and Giuliahiobtained the high- Where M(q,t) is the spatial Fourier component of the

frequency asymptotic form for the spin susceptibility of a Heisenberg operator for the spin magnetization of two-

two-dimensional Fermi liquid. The effect of impurity atoms dimensional electrons; brackets denote the commutator of

potentially scattering conduction electrons on susceptibilityoPerators, while angle brackets describe Gibbs averaging and

was considered by NkonfaFukuyam& compiled a review averaging over impurity atom configurations,8=x,y. The

of the properties of two-dimensional disordered systems in §&mple area and the quantum constant are assumed to be

magnetic field. equal to unity. In secondary quantization representation, the
Spin susceptibility, which is sensitive to the dynamics of SPin magnetization operator has the form

conduction electrons, experiences the effect of impurity at-

oms in the system. In particular, the impurity states of elec-  Mu()=—12 06@A5 4o aps: 2

trons must affect the susceptibility and other quantities asso- pss’

ciated with it. It is important to take such states intowhereu is the electron magnetic momemptands stand for

consideration since an impurity atom in the two-dimensionainomentum and the spin quantum number, wb’ﬂ@andags

case forms a bound state with electrons even if it attractare the operators of annihilation and creation of electrons in

them quite weakly. The corresponding local level lies neathe state|ps), and o* are Pauli matrices. Substituting for-

the lower edger of the two-dimensional conduction bandmula (2) into (1), we obtain the following relation between

The local levels are “multiplied” in a magnetic field, and the susceptibility tensor and Fourier component of a retarded

exist in a field of both attracting and repelling scattererstwo-electron Green’s function. The latter quantity is calcu-

Local levels are arranged between the Landau levels. lated by using Green’s temperature function method.
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In the one-electron approximation, the two-particle
Green’s function is reduced to the product of two one- 5P(p18)=”i2 r(ep—e) ?8(e—ey), (7)
particle Green'’s functions averaged over impurity atom con-
figurations. Disregarding vortex correctiolshis average is whereg, is the position of the-th local level, and
reduced to the product of average one-particle Green'’s func-

-1
tions. Using their spectral representatidhsye obtain the r|:dF(8)
following expression for the tenset): de o=e,
__ .2 « g |7 d Jw de’ is the residue of the amplitude of electron scattering by an
Xap(d @)=~ 4 g; US'SUSS'JW o B isolated impurity center at the pole,. For a shallow
(m|vg|<1) local level, this residue is defined as
f(e)—f(e’) )
X o —a o PsPeps(P=a, &), (3 r=2m|e|/m.
in which f(e) is the Fermi function, ang(p,z) is the spec- Formulas(5) and (7) lead to the contribution of local

tral density of one-electron Green’s function averaged ovel€Vels to the high-frequency spin susceptibility:
impurity configurations. In a pure sample, this quantity is
defined as 5X(q,w)=2,u2ni% M(ep-q—e) Af(ep)—f(e)]

po(p.€)=6(e—&p),

wheree,= p2/2m, m being the effective electron mass.
The one-particle Green’s functio@ is connected with _ o _
the operatorT of electron scattering by impurity centers As expected, the real part of this equation is an even function

1 1

X — + — .
gi—gp—w—i0 g—gptw+i0

®

through the relatioh of frequency, while the imaginary part is an odd function.
If the energy spectrum of the system contains just one
G=Got+GoT Gy, (4 local level situated near the lower edge of a two-dimensional

whereGy is the Green'’s function of free electrons. The exactco_nducnon band, mtegrathn over the (_j|rect|ons of the vector
n (8) leads to the following expression:

expression for the mean value of the operator of short-rang@ !
electron scattering by impurity atoms in the one-center ap- o
proximation was derived in Ref. 9. Hence the spectral den- 5X(q,w):477m,u2mif de[f(e)—f(e))]

sity of the averaged Green'’s functi¢#) can be represented 0

in the form p=py+ p;, where ép; is the impurity correc- 1 1

tion. In the linear approximation in density of impurity (£|—8+w+i0 + Jpp———T

atoms, this correction is proportional tg. Consequently,

X=Xo+ Sxi, Wherey, is the spin susceptibility tensor for X|e—gi+ed[(e—& +eq)’—degq] 32
the pure sample, andly; is the impurity contribution which (9)
is defined assx\}s= dxi 8,5, Where

In the case of a weak spatial dispersien,«|zg/|), we
can confine ourselves to an expansion of the real part of the
function(9) into a series in powers af, /¢, . In this case, we
1 arrive at the following expression for degenerate electrons,
taking into account terms of the order gf:
X[f(s)_f(8p+q)](m g qﬁ
P+

sxiao)=-22°S | de dp(pie)

) > deg
1 Re 6x(q,w)=4mmurn;m 1—7
g—eprqtw+i0)’ ®
3 g EE— g deq
It can be seen from formul@d) that the functionG has x| 1= 2w In wter—e + 8_|
additional singularities associated with the singularities of
the scattering operator. These singularities correspond to lo- «|1-5F -t 1— § 1- €F -t
cal electron energy levels in isolated impurity atoms. The € 4 g
contribution of local levels to the spectral density of the av-
tHo——-w), (10

erage Green’s function is given by
_ oo V=271 whereeg is the Fermi energy, andu(— — w) indicates the

9p(p.2)=volni(z=2p)~“OL1=voF ()], © term obtained from the preceding one by reversing the sign
whereuv is a constant characterizing the intensity of short-of frequency. The functiofl0) has a logarithmic singularity
range impurity potential, anB(&) is a function appearing in at the threshold frequeney:+ || of activation of electrons
the Lifshits equatioh1—uvoF(£)=0 for local levels. It can localized at impurities by a varying magnetic field. The im-
be seen from formuléb) that the spectral density has a delta- purity absorption of the varying field energy has a threshold
shaped peak at the local levels: at this frequency.
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The imaginary component @9) for any degree of elec-
tron degeneracy and for amyis given by 10}

Im 8x(q,w)=4m’mu?rn;|w, |0 (w+e))

X[f(e)—f(e1tw))[wf —4eq(w

+8|)]73/2—(a)—>—w), (11 0.5
wherew.=w*ey, and® is the Heaviside function. At a
finite temperature, Eq11) has a threshold at the frequency
wy=|| of activation of the local level. As the temperature 5 0 0.1 0 0'1 X
decreases, the threshold is displaced towards the point ! ’
eg+|e| in accordance with Pauli’s principle. As the imagi-
nary part(11) of the susceptibility passes through the thresh- 1
old frequency, it experiences a jump defingdr q=0) by =051
4m?mu’rniwg 2. With increasing frequency, the quantity
(11) decreases in proportion ®© 2. The jump is naturally
blurred if we take into account the finite width of the local
level.

FIG. 1. Dependence of the re@urve 1) and imaginary(curve 2) parts of
the susceptibility14) on frequency in the vicinity of resonance.

3. EFFECT OF MAGNETIC FIELD ON SPIN SUSCEPTIBILITY

The method of local perturbations used above is alsdocal level detached from it is small in comparison wi,
applicable in the case when a two-dimensional electron ga@e residue of the amplltude of scattering of electrons by an
is in a quantizing magnetic field perpendicular to the plandmpurity atom at the polej is equal to
z=0 in which the electrons move. In this case, the electrons
are situated at Landau levels and the local levels detached
from them. In order to calculate the spin susceptibility tensor ~ For §<1, the spatial dispersion of the tenga@) can be
of such a system, it is convenient to use the Landau reprelisregarded. In this case, the circular components of suscep-
sentation. In particular, the spatial Fourier component of spiriibility are defined as

r= 27Ta)0/(mwc).

magnetization operator in this representation has the form X+ ()= 8x @) £ Sxy( @)
Mao(Q)=—pu E 0'55 lyro(—a,, S/avs’ — m’uzwcni M+ [f(e,)
vv'ss i kn (8n+_£|k+)2 n-
wherev is a set of orbital guantum numbers for an electron
in a magnetic field, and,, (q) =(v|€%|v") are the matrix —f(ek)] o +(+o),
elements of a plane wave in the Landau basis. & —en-T=xi0
The above transformations lead to the following contri- (13)
butions of local levels to the high-frequency spin susceptibil-
ity tensor of two-dimensional electrons: where the indicest in ry ., e+ andsk+ correspond to the
electron spin orientations along and against the magnetic
mulwch; o2 () field, and 4« —) indicates the term obtained from the pre-
X ap(d @)= T om . 2 Mks (—S [flens) ceding one by reversing the sign of the electron spin projec-
ni'ss tion, as well as the sign ab+i0. It can be seen from for-
| J:S,af,s mulas (12) and (13) that the spin susceptibility of a two-
—f(ey)] e — e twtio dimensional electron gas has resonant singularities at the
ks 'S frequencies of electron transitions between the Landau levels
o Safs, and local levels that are accompanied by a spin flip. The
+ S ——r) & (12 resonance frequencies are equaldg. — s} |.

The dependence of the redl) and imaginary(2) parts
Herew, is the cyclotron frequency, while, ands{<S arethe  of the quantity

positions of thenth Landau level andtth local level respec-

: w
tively, 5Q= 1Y 5)(, (14
nt |2 1/2(n’ § n"—n ZM
®nn= n’!) gram-m eXF(‘z Lo (&), on x=1—cu/wl is shown in Fig. 1 near the frequency

/ w1= w;— wg of resonant electron transitions between a Lan-
Lp " are generalized Laguerre polynomials, dau level and a local level involving a spin flip-( +)
é=q%/(2mw.), and the wave vectoq is parallel to the within a single Landau subband. Hene=I'/w,, wherel is
y-axis. If the separatiom, between the Landau level and the the total width of levels participating in transitions. Calcula-
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tions were made foy=0.1. The ratio of the maximum value frequency dependence of susceptibility in a quantizing mag-
of Redy_ to the Pauli susceptibility of a two-dimensional netic field.
electron gas The susceptibility has resonance singularities at frequen-
—e?/(47ma) cies of electron transitions between Landau levels and the
Xo local levels alternating with them. As a function of fre-
is equal to quency, the real part of susceptibility has simple poles at
resonance frequencies, while the imaginary part has delta-
shaped peaks. Formulél)—(13) were derived just by using
the fact of the existence of local levels in the electron energy
Substituting in the above expression the valuesspectrum. The characteristics of these le#ieir positions
n=102cm2 the constant magnetic field strength &} and the residues of the scattering amplitudavere not
H=10* Oe, andw,/w.=0.1 that are typical for experiments specified. Hence formulagd0)—(13) can be used for obtain-
with an inversion layer at the Si—Sj®oundary, we obtain ing these characteristics by comparing theory with experi-

N;

B Mwy’

k=218. ments.
The results obtained by us can be used for studying the
4. CONCLUSION high- frequency magnetic properties of inversion layers at

In the present work, we have considered the effect o he boundary between a semiconductor and an insulator, in

ocalizaton ofeecronson he ighfecuency spin suscept® 1O, supertios, wo-dmensional and ayercd
tibility tensor of a two-dimensional electron gas in the field '

of impurity atoms. It is assumed that the mean separatioﬁIII on_ly the lower energy level associated with spatial

between impurity atoms is large as compared to the radius Oce tibility must be taken into consideration in the dispersion
the bound state of an electron and the radius of the electrop P oY MU ' : lon ISpersi

orbit in a magnetic field, while the frequency of the varying egﬁ]?;'rfgr;gr éz(acslggr:lial\i/euijpe,gtrug:elr?tla tt\qg;i'tﬁ nsliic;riia_l
magnetic field considerably exceeds the electron collisiorf[]ies lead to g rearran emeqnt o.f th?apwave )sl ectrum negar reS0-
frequency. This allows us to expand the susceptibility into a 9 P

series in powers of the density of impurity atoms and to nance frequencies. The peaks of the imaginary part of the

single out the contribution of local levels proportionalnta susceptibility must be manifested in the absorption of high-

The local levels are the poles of the one-electron Green,grequency field energy, and in the cross section of inelastic

: : . . . magnetic scattering of neutrons by a two-dimensional elec-
function averaged over the impurity configurations. TheseIron as
levels are manifested in the form of delta-peaks on the de- gas.
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The dependence of the conductance of a one-dimensional ballistic ring on a potential barrier at
one of the branches of the ring is considered at a nonzero temperature. The case of a

small potential barriefAharonov—Bohm electrostatic effecs well as a tunnel barrier is
considered. The possibility of direct measurement of the electron wave function phase variation
upon tunneling is discussed. ®9397 American Institute of Physid§1063-777X97)01110-9

INTRODUCTION requirement of parity of the kinetic coefficients of doubly
connected two-terminal mesoscopic samples upon a reversal

The preservation of phase coherence during propagationf the magnetic field® which is confirmed in experiments.
of electrons in mesoscopic sampiest low temperatures Hence Yacobyet al?® concluded that a two-terminal inter-
makes the transport properties of such objects sensitive to tferometer cannot be used in principle for a direct measure-
phase of the electron wave function. This makes it possiblenent of the phase of the transmission coefficient of an elec-
to observe the Aharonov—Boh(AB) effect in solids>® tron passing through a potential barrier.

It was shown earliéP that the physical properties of The present paper aims at determining the effect of a
doubly connected systems containing an AB magneticdtux potential barrier of heighé¢ on the conductance of an in-
are periodic in® with a period®,=h/e. Such a periodicity terferometer with an AB magnetic flux, and at illustrating the
was indeed observed in Refs. 6—10 during measurement @ossibility of using a two-terminal ballistic interferometer to
conductance oscillations in isolated conducting rings in astudy the coefficient of transmission of an electron through a
magnetic field. Calculations of conductance for one-potential barrier. Such a formulation of the problem is justi-
dimensiondi'~1* as well as multichann#l rings also show fied by the following arguments. According to Landauer’s
that the dependend®(®) must have a period,. How-  formulal?® the conductanc& of a sample with two termi-
ever, experiments on chains formed by many rtfigsdis-  nals connected with the banks is proportional to the square of
play a ®y/2 periodicity which is associated with the en- the amplituder of transmission of a Fermi electron through
semble averaging of macroscopically identical butthe sample:
microscopically different characteristics of the rin@sngth, G=Gy| r(kp)|? 1)
impurity distribution, etd.>**>*58|t can be stated that the ol TRR)I
® /2 periodicity may be caused by interference of electrondHere, Go=2e/h. In other words, if the contacts are
moving along various trajectories as well as along the sameounted directly on the potential barrier, it is not possible to
trajectory but in opposite directions. The contribution of themeasure the phase of the transmission coefficient during con-
latter processes, which was first considered in the weak loductance measurements. The situation becomes quite differ-
calization theory by Al'tshuler, Aronov, and Spivak entif we locate the potential barrier at one of the branches of
(AAS),*is independent of microscopic characteristics of thethe ballistic ring. In this case;=A, ;gr+ A ,r, WhereA ;g
sample and is therefore preserved upon averaging. Accordirig the amplitude of transition through the branch containing
to the prevailing concepts, averaging over an ensemble dhe potential barrier, ané, o is the amplitude of transition
rings is equivalent to averaging over electron enefgge through the othetballistic) branch. Writing the dependence
Ref. 1. ont explicitly (A_1r=Aoit), We obtain

In analogy with optical phenomena, attempts were made 2 %
to control the interference pattern in an AB magnetic inter- G=GollAotl*to+ | ALzrI"+2 REAcA21).
ferometer(a mesoscopic ring containing the AB magnetic The third term in this expression is proportional to the first
flux) by changing the electron wave function phase with thepower of the coefficient of electron transmission across the
help of a variable potential barrier created on one of thepotential barrier and depends on its phase
branches of the ring. Thus, the phase change in Refs. 20 and We shall consider the case of a small potential barrier
21 was caused by the Aharonov—Bohm electrostatic effec{potential step ep<er (Where ¢ is the Fermi energy of
A potential barrier with resonance levelguantum dotwas  electrons at the banksas well as a potential barrier of arbi-
used in Ref. 22. It was assumed in these works that thé&ary height(including a tunnel barrier witlee=¢f).
electron wave function phase variation by a quantity In the former case, the Aharonov—Bohm electrostatic ef-
caused by a potential barrier with transmission coefficienfect is realized. It will be shown below that, in spite of the
t=tgexp(6) (wherei is the imaginary unjtleads to an iden- additive nature of the contributions from vector and scalar
tical phase shift in the dependen@é®). However, no such potentials to the electron wave function phase, the magnetic
phase shift was observed in the depende@¢®). More- and electrostatic AB effects in a one-dimensional ballistic
over, the existence of such a phase shift would contradict theng are independent of each other as far as the phase is
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function of noninteracting electrons at each segmen¥’hy
V., ¥, and¥y and present it in the form

[V (x)=expikx)+r(k)exp —ikx),
Wa(6)=(Ar exlike)+B, eXp(—ikﬁ))eXp<I2w %)

Vo) = (A, exp(ik) +Bsy exp(—ikg))ex% —i2m %)
Pa(x")=7(k)exp(ikx"). 2

Herek is the electron wave vecto® the magnetic flux in
the ring, and. the length of the ring. In order to find the six
unknownsr, A;, B4, A,, B,, andr, we use the conditions
of continuity of the wave function at the points of intersec-
tion of one-dimensional conductords (coordinatesx=0,

FIG. 1. Model of a one-dimensional ring connected with the banks. The 0, §=O) andR (coordinategz L/2, {=L/2 x' =0):
arrows show the positive direction of the coordinate axes. The numberg ! ! )

correspond to the branches of the ring. 0&be points of contact with the ‘I’L(O) — \Ifl(o) :\1,2(0)
banks,L andR are contact points for terminal®, is the magnetic flux, and Vo(0) =W (L/2) =¥ I’_/2 (3)
V,qqis the potential of the metallic shutter creating a potential step of length R( )_ l( )_ 2( )*

b. The cross shows the impurity position, aads the impurity coordinate. oo || as the conditions of conservation of current at these

SOUONNONNONANNNN

ANNNNNAONNNN

points*
concerned. In other words, a change in the phase of the elec- dw, (x=0)= —= dw (g O)+ ({ 0),
tron wave function during the passage across a potential bar- dx d¢
rier does not change continuously the phase of the depen- d¥y dv, S

v,
denceG(®). This is due to the different ways in which the (é=L/2)+ ddg ({=L/2).
vector and scalar potentials affect the spectrum of electron
states in the ring’ Because of this effect, the interference It is convenient to use the matrix approach for solving these
phenomena in doubly connected systems differ from analoequations. For this purpose, we put the column vett(x)
gous effects in ballistic flows of partic&swhen the electro- in correspondence  with the wave function
magnetic potentials affect only the amplitude of electronmy(x)=A exp(kx)+B exp(—ikx):
transition from the initial to the final point. This is confirmed
by the results obtained in Ref. 29 where a phase variation in \i,(x):(q”(x)) (5)
the dependenc&(®d) was observed under a scalar potential v_(x))’

acting on an electron beam in a two-slit interferometer, where ¥, (x)=A exp(kx) and ¥_(x)=B exp(—lkx)

formed in a two-dimensional electron gas. Such a phase Shlﬂ:"S case, the wave functiokf(x) is equal tol ¥(x), where
corresponds to the additive contribution from scalar and vecy _ (1,1) is the unit row vector. The boundary conditid@s

tor potentials to the electron wave function phase. No such ind (4) can be represented in matrix form as follows:
phase shift was observed in Refs. 20 and 21 where measure- P
ments were made on conducting rings with two terminals.

Tax X _)_d§

- 1 -~ A
Wy(0)= _1)+TL‘I’1(0), ©
\Ifz(L/Z):TR\Pl(L/Z),

1. FORMULATION OF THE PROBLEM AND BASIC

EQUATIONS where

Our aim is to find the conductanc& of a one- - -1 1 - 1 3

dimensional ballistic ring with a potential barrier connected L=\ 3 1) Tr= 1 -1/ (@)

to macroscopic banks through one-dimensional conductors

(Fig. 1). Following Bittiker et al,'? we shall solve this prob- Here

lem by using the transfer matrix technique in the approxima- f=_ 1+|\1,1(0), )

tion of the quantum waveguide theof.
For this purpose, we _consider the passage of a.plane 7'=i\if2(L/2). 9)

wave expikx) through the ring from left to right. According

to formula (1), the square of the transmission amplitude Equations(6) must be supplemented by relations connecting

7(kg) for an electron with Fermi energy defines the conducthe wave function values¥|(0) at the beginning and

tance of the system at zero temperature. We single out foud,(L/2) at the end of each branch<1,2). In each particu-

one-dimensional segment& QL 1R, L2R, andR0’. In each lar case, we can obtain such a relation with the help of the

segment, we introduce a coordinate axis with positive directransfer matrix?-

tion as indicated by arrows in Fig. 1. We denote the solution It is well knownt?!4 that at a temperatur@=0, the

of the one-dimensional Schiimger equation for the wave value ofG depends significantly on the produgtL. In or-
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der to study the effect of potential barriers, we also consider  _ exp(ix) 0

the conductanc&+ of the ring at a nonzero temperatre: To(x)= 0 exp—ix)|” (12

€ EF
2T ) (10 In this case, the complete transfer matrices for the corre-
sponding branches of the ring can be represented in the form

de ) ,
GT=GOJ T 7(k)|*cosh

wheree = (#k)?/(2m).

2. ELECTROSTATIC AHARONOV—-BOHM EFFECT IN THE TLir=To(kel/2): - Tior=To(Sr+KeL/2). (13
CONDUCTIVITY OF A ONE-DIMENSIONAL BALLISTIC o _ _ . -
RING Note that in, view of the diagonality of matricég, and Ty,

Let us place a metallic gate over one of the branches Oiﬁtir;a;Z(JLZR does not depend on the position of the po-

the ring(Fig. 1) with a potentiaV ,4qWhich forms a potential
step of lengthb and heightee in the ring. If the condition
lep|<er is satisfied, the coefficient, of reflection of a
Fermi electron by the step can be put equal to zero. In this

The relations between the values of wave functions re-
quired for solving Eqs(6) have the following form

e " : ) - -~ A ®
case, the transmission coefficient will be definedf as ‘1’1(L/2)=TL1R‘I’1(0)GXD( i 30)
t,=exdi(S:+keb)], (11 A o 0 (14
Se=2mol oo, €po=AgL/b. The transfer matriﬂA"p for the WZ(L/Z):TLZRWZ(O)eXF( - ‘Fo)
potential step can be represented in the following form:
T,=To(:+keb), where the ballistic transfer matrik,(x) Substituting the solution of Ed6) and taking(13) and
is defined as (14) into account in(9) and then in(1), we obtain

G-G (1—cosA)(1+cosdg)+(cosdg—cosA)(cog27md/Dy)—1)
70 [cog27®/Py) —cosA+(cos S —cosA)/4]?+sir? A

(15

Here A=kgL + 6. Similar expressions were obtained ear- d
lier for 8==0 in Refs. 12 and 14. G(P)=2 Cn(w)COS( 2mn a) (17
It follows from formula(15) thatG is periodic ine with A 0
a periodg,. Thus, a long potential barrier of small height we find that the quantity affects only the amplitudes of
(ep<ep) has a considerable effect on the conductance of &armonics of the conductandg(®), and does not affect
ballistic ring. their phase. Figure 3 shows the dependenc€ ofcurve 1)
For T=0, the shape of the cun@&(¢) depends on the
productkeL (see Fig. 2, and is not symmetric relative to the
reversal of the sign of the potential step. However, such a
dependence vanishes for T>Ty,=0.5Ar, where
Ar=2ep\g/L is the separation between the electron energy
levels in the ring near the Fermi ener(ig. 2, curve3), and
the curve becomes symmetric:

GT((P):GT(_ QD) for T>T0 (16)

From a formal point of view, the presence of a potential
step is equivalent to the nonsymmetric connection of termi-
nals to the ring considered by X Here,

L+ S8 /kg—L+L, and Sp—keAL, whereAL=L;—L,,

L, andL, being the lengths of the branches constituting the
ring. However, such a correspondence is valid onlyTferO.

For a nonzero temperature, the dependenc& afn kAL
vanishes folT=AgL/AL, while the dependence apis pre-
served.

The main conclusion that can be drawn from formula
(15) is that vector and scalar potentials exert different influ-
ence on the conductance of the rnng, which is in accord Wltr.f:IG. 2. Dependence of the conductai@ef the ring(in units ofG,) on the

1
the results Qf measuremerits’ _ _ height ¢ of the potential step folf =0, ®=0 for L/\z=200.2 (curve 1),
Presenting the dependen®) in the form of a series  200.8(curve?2), and atT=Ag/2 (curve3).

826 Low Temp. Phys. 23 (10), October 1997 M. V. Moskalets 826



L
X=rq eXQip)COE{kF(E—d—Za —i expif)|sin3’
A i o
+tg sin A’ exp 2m7i By |
_ L
Y=rg exmp)cos{kF(E—d—Za [cosA’
+exp(—iA")]
Z=2exg —iA)—expif)|sin’ sin A’
d
_0,4 { 1 L +2to cos 27 (DT . (20)
-050 -0,25 0 025 0,50 0
-9/0, Here A=ke(L—d)+8p: A'=kel/2+6r; 3 =ke(L/2
—-d)+ 6.
FIG. 3. Dependence of the amplitude of the fiairvel) and secondcurve Formula(20) is symmetric relative to the sign reversal of

2) harmonicsG(®) (in units of Gy) on the heightp of the potential step for the magnetic flux:G(®)=G(—®). This can be verified
T=Ag/2. - e

F through appropriate transformations. Also, the above expres-
sion is also symmetric relative to change in the impurity
coordinatea: G(a)=G(L/2—a—d), which indicates that

and C, (curve2) on ¢/¢y at T=T,. For o= ¢1=* ¢y/4, ) . L
2 ¢l ¢o 0 o1 o the magnitude of conductance is independent of the direction

C; becomes equal to zero, whi®,(¢4,) #0 and the depen- ;
denceG(®) nearp= ¢4 is periodic in magnetic flux with a of the measuring current G(I):G(_I)' . .
period®,/2. Such a transition was observed experimentally . For nume_rlcal compL_Jtatl.ons, we consider a point impu-
by Yacobyet al?® Note that the presence ofgindependent rity (d=0) with a potentiall:
component in the amplitude of the second harmadBjcis U(&)=042/ms(é—a). (21)
associated with the contribution from the AAS effect.

For T>T,, the value ofG; remains unchanged upon a The presence of an impurity affects the dependence

sign reversal ofb or ¢.!° Separating the first harmonic, we G(KgL). This is due to the emergence of new channels of
can write transition fromL to R (involving reflection at the barrigfor

ro>>0. Among other things, this causes a ‘“large-scale”
G;=0.35 co%Zw 2 cos( 20 ﬂ) +g(®D,0). (18) modulation(with a period larger than) of t.he erendence_
@, %o G(kgl). The amplitude of such a modulation increases with

The second term, which contains higher harmonics, is usu-o- AS the temperature increases, oscillations associated with

ally smaller than the first term except for the values the interference of waves with thg shorte_st path differe_nce
are preserved for the longest period of time. Such oscilla-
O=+dy/4, (193 tions have a period\ (L/\g)=maxL/(2a), L/(L—2a)] and

o= 0old, (19h) vf";mish athTloi=T0A(L/)\.F) (see Fig. 4.. The fqllowing
circumstance is worth noting. If we consider a ring with an
near whichGy is periodic ing with a periodeo/2 (Eq.(198)  overlapping branchtf=0), the separation between electron
and in® with a period®/2 [Eq. (190)]. energy levels neas in such a ring will be half the value of
Ar for a pure ring. Hence it would be natural to expect that
3. BALLISTIC RING WITH A SINGLE IMPURITY a decrease iy causes a decrease in temperature at which

oscillations on the dependen¢g(k:L) vanish. However,
this is not true. This is due to the fact that the conductivity of
the ring depends not only on the position of the Fermi level
lative to the electron energy levels in the ring, but also on
e amplitude of the electron transition through the ring.

A decrease in the barrier transparency causes a decrease
in the amplitude of oscillations of the depender@ed).>*
n this case, the amplitude of the second harmonic increases
%Fig. 5 due to an increase in the contribution from the AAS
Jorocesses to the field dependence of the conductance.

It follows from formula(20) that the dependendg(¢)

is sensitive to the amplitude and phase of the transmission
coefficientt; . In order to determine the dependencefowe
G=Gy|2X/(Y+2)|?, write

The effect of a single impurity on the conductance of a
ballistic ring atT=0 was considered earlier in Refs. 12 and
31. We shall consider the ca3e#0. In addition, we shall
also consider the effect of the tunneling coefficient phase orf
the conductance of a ring. t

Suppose that an impurity of lengthis introduced in one
of the branches of the ring at a distaredrom the starting
point. We denote the transmission and reflection coefficient:
of a Fermi electron by, =t exp(6) andr;=r, exp(p). The
other branch of the ring contains a potential step with a tran
fer matrix T, (see Fig. 1

Calculations made in a similar manner as above give
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the first harmonic in the dependen@{¢). Note that the
parity condition(16) was obtained for a symmetric rir@or
¢=0), and is not valid in the present case.

The presence of a magnetic fldx+ 0 does not change
the relation (23). The only exception are the values
, ®=*=Py/4 [see Eq(199] near whichD, vanishes.
’ One more circumstance deserves attention. A change in
the barrier transparency may cause a sign reversal for the
’ first harmonic in the dependenc&(®) (Fig. 5, curve3l).
Calculations show that the amplitude of the first harmonic
for T=T, vanishes if the following condition is satisfied:

Se— 0=/2. (24)

Thus, if we keep the amplitude of the first harmonic in

, 1 1 ! ] Lo the dependenceé(®d) equal to zero, the change in the height
200 204 208 212 of the potential barrier is proportional to the variation in the
L/Ag phase of the coefficient of transmission of a Fermi electron
through the potential barrier.
FIG. 4. Dependence of the conductar@@eof a ring with a single impurity Yacoby et al?2 found a variations in the phase of the
(in units of Gy) on the parametdr/\ ¢ for T=Ag/2 (curvel), 1.5 A (curve . . .
2) and 5A¢ (curve 3). The values of the parameters afe=0, ¢=0, dependenc@(tb) ”T' an AB_ |nte.rferometer with a quantum
Q/ke=1, and 2/L=0.1. dot (QD) (a potential barrier with a resonance levapon

the passage of a QD leveEk,, through a resonance:

eg=En+V,, whereV, is the QD potential relative to the

ring. Theoretical studies revéaf?3*that this is due to the
_ ¢ vanishing of the first harmonic amplitude near the resonance.
G(QD)_; Di cos<27rn @0 7“)’ (22 |t is shown in this section that such an effect may also be

0
_ observed for a nonresonance potential barrier.
where D, and vy, are the amplitude and phase of théh

harmonic.
Calculations show that the following relation holds for
T=T,: CONCLUSION
y1=6. (23) In this work, we have studied the effect of a potential

barrier of arbitrary height on the conductivity of an AB mag-
In other words, a change in the phase of the transmissioRetic interferometer. Results obtained for nonzero tempera-
coefficient causes a corresponding variation in the phase @fires are presented. In this case, the effect of uncontrollable

geometrical siz€parameterkgL) is ruled out, but control-

lable parameters like the magnetic fldxand the heighee

of the potential barrier continue to exert an influence.

0,4 For a small potential stepefp<<eg), the interference of
electron waves propagating along different branches of the
ring (Aharonov—Bohm electrostatic eff¢atauses an oscilla-
tory dependence of the conductar@ef the ring one. It is
shown that the quantityye (phase change of the electron
wave function due to the presence of a gtépes not affect
the phase of the dependenG€®) in accordance with the
experimental result®?! |t is also shown that a change &2
may cause a reversal of the sign of the amplitude of the first
harmonic C; in the dependencé&(®). Near the value
C1(6r) =0, the period of oscillations changes froin, to
®,/2, which was indeed observed by Yacatiyal >

The effect of a tunnel barrier on the conductance of the
ring is studied. It is shown that for certain values of param-
-0,2 L . L eters, the sign of the amplitude 6f may be reversed upon

0 0,8 1,6 ; : - :

a change in the value of the tunneling coefficient. This effect
was observed earlier in the case of resonance tunn&ling.
FIG. 5. Dependence of the amplitude of the fimirvel) and secondcurve However, it is show_n n the. present work that SUCh.an effect
2) harmonicsG(®) (in units of Gy) for ¢=0, and amplitude of the first may QlSO oceur durlng_ ord|nar(\;v1_onresonan<_je§unnellng.
harmonic fore=0.2 (curve3) on the ratio}/ke . The values of the param- It is found that an increase in the coefficient of electron
eters are 8/L=0.5,T=A¢. reflection at the potential barrier causes a relative increase in
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G(®) (with a periodd,/2) due to an increase in the contri-

bution from the AAS processes.
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Energy spectrum of a finite chain of cylindrical potential wells
E. Ya. Glushko

State Pedagogical Institute, 324086 Krivoy Rog, Ukraine
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Fiz. Nizk. Temp.23, 1106—1111(October 199y

An approximate analytic solution of the Schimger equation is obtained for a finite quasi-one-
dimensional system of cylindrical potential wells. The system is considered as a model of

an atomic chain or a quantum filament. It is shown that a smooth variation of the transverse size
of a cylindrical quasi-one-dimensional system may modify the spectrum due to the creation
(annihilation of transverse quanta. The threshold nature of the states of a wide chain associated
with the quantization of longitudinal motion is considered. 1®97 American Institute of
Physics[S1063-777X97)01210-3

1. INTRODUCTION ergy measured in this case can be avoided by confining a
quasi-one-dimensional system in an impermeable potential
Low-dimensional solid structures display an enormoushox as was done in Refs. 8 and 11. Tikhodéawsed this
number of physical phenomena, such as the quantum Ha#lpproach to solve the problem of tunnel oscillations of the
effect, high-temperature superconductivity, reversibleelectron density in paired quantum wires. The two-
memory, etc. In particular, quasi-one-dimensional systemsimensional problem of states in a cylindrically symmetric
like quantum filaments, atomic and molecular chains, andnfinite potential well was studied in detail in Refs. 12 and
tips of scanning tunnel microscopéSTM) have continued 13. The three- and multidimensional cases were analyzed by
to attract the attention of researchers. Apparently, the chail'yanov.'*
structure of layers in metaloxide cuprates plays an important  In this work, we use the exact solutions for a finite sys-
role  in the mechanism of high-temperature tem of one-dimensional potential wells to obtain an approxi-
superconductivity. Atomic chains of real structures may be mate analytic solution for band and local states of a termi-
simulated by potential well chains. Such a system of onenated cylindrical quasi-one-dimensional chain of finite-depth
level weakly interacting potential wells was considered inpotential wells. The obtained spectrum contains local states
Ref. 2 where the connection between the topology of a onesf two types, viz., intrinsic and extrinsic. The condition of
dimensional atomic chain and the energy spectrum was anamallness of perturbation theory corrections to the energy of
lyzed. It was shown that a variation of the connectivity of theactual states near the bottom of the conduction band of the
chain (formation of a ring causes a detachment of local chain is analyzed. The existence of the threshold effect of
states. Maslovaet al®>* calculated the contribution to the expulsion of states from quantum chains with a shallow po-
STM tunnel current from a local state formed due to inter-tential well caused by longitudinal quantization is consid-
action of the electrode tip with the sample surface.ered.
Demichevaet al® studied experimentally the sharp increase
in the conductivity of microscopic conducting channels
formed in oxidized polypropylene under the action of a cur-
rent. Using the spectra of radiative recombination of elec-  Let us consider a system df coaxial cylindrical poten-
trons in the heterojunction GaAs—AlGaAs with quantumtial wells, each having a lengta and radiusR. In this
filaments having photo-excited holes, Kukushkinal® ob-  model, the wells have a depth, and are separated by infi-
tained the magnetic field dependence of the energy spectrunitely narrow partitions with opacity coefficieit (Fig. 19.
and discovered a dimensional increase in the electron effecrhe potential energy of such a system can be presented in the
tive mass. They confirmed experimentallsee also the re- form of the sumU(p,z)=Uqy(p,2)+AU(p,z), where the
view in Ref. 7 the absence of a size miniband energy quanadditive part in cylindrical variablep and z has the form
tization. The theoretical proof of this effect is obtained fromUy(p,z)=U,+U,,
an analysis of exactly solvable terminated superlattice mod-

2. FINITE CYLINDRICAL CHAIN OF POTENTIAL WELLS

ZQ N—-1

els without using the translational invariance S s(z—la), ze(0,Na),
approximatiort® as well as in the framework of such an U,y m* =1 ’ 1)
approximationt® U 2¢(0, Na):

In general, the conventionally used theoretical models of o B
quasi-one-dimensional systefis’ are strictly one- 0, p<R
dimensional since they do not take into consideration the AU(p,2)={ —U,, p>R ze(0,Na),

transverse degrees of freedom. However, a disregard of
guantization in the transverse direction displaces the entire
energy diagram downwards by a quantity of the order of theThe potential energy , is equal to zero fop<R andU,, for

energy of transverse quanta. The resulting uncertainty in erp>R, p being the radius vector in the cylindrical system of

—Uy, p>R, z¢(0,Na).
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FIG. 2. Transverse quantum motion. The solid curves correspond to trans-
verse branches. The quantum numbidysare measured from below. The
arrow shows the position of the limiting radif,;,~1.1a of the chain in
zeroth approximation. The dashed horizontal line corresponds to the limiting
wave numbek,,,~1.486A.

FIG. 1. A cylindrical chain of finite-depth potential wellsly, is the depth
of the cell. The potential inside the chain is equal to z&o Correcting
potential energ\AU(p,z). The dashed curves correspondstaotches with
opacitiesQ) (b).

| corresponding to the left and right banks of the one-
dimensional potential with appropriate modifications of the
first bracketJ, is thenth order Bessel functiorK , the nth
order McDonald function, and\, ,B, are the normalizing
constants of the transverse part of the wave function,
coordinates. The exact solution of the problem can be ob-

tained with the help of the zeroth approximation potential K2+ K2 = K2 +F:g2.

chosen in the form of a superposition of one-dimensional tUE® Tt

terminated Kronig—Penney potential lowered into the com- omtU 52

mon potential well of depthJ,, and the potential of an gg:%ﬁ_o, 0= g2 (4)

infinite cylindrical well of depthU, with a flat bottom. In
view of a large number of wells in the SyStgm' Fhe Cormectionyere E s the energy eigenvalue in the three-dimensional
AU(p,z) weakly alters the z_eroth approx_lmanon Spec”'ﬁ'mproblem. The boundary conditions at any point«) on the
(see belowand can be taken into account in the perturbation,tera| wall of the cylinder lead to the equation of quantiza-
theory. Using the notation tion of transverse motion:
A = d d N 1 d? A= d?

p_pdp pdp pZd(PZI Z_dZZy
where ¢ is the azimuthal angle, we obtain the following ex-
pression for the additive part of the Hamiltonian:

K In(k R)K 1 1 (K, R) =K, Jns 1(k, RIK (K R).  (5)

This equation is an exact dispersion relation describing the
energy spectrum of a particle in an infinite cylindrical poten-
tial well of finite deptht®'*Figure 2 shows the energy spec-

N h? trum of transverse motion calculated according to formula
Ho=— 5% (RptA)+U,+U,. (2 (5) for Uy=4E, and the angular quantum numbes0 as a

. o function of radiusR.” It can be seen that states in an infinite
The correctiomAU(p,2) to the zeroth Hamiltoniasee  cyjingrical well with a flat bottom and finite depth are

Fig. 1b annihilates thes-barriers in the space outside the ¢y meq for an indefinitely small radiug, since the lower
cylinder and “trims” the excessive increase in potential in yranch of transverse motion begins directly at the point
the hatched regions 1 and 3 bly. Since the variablesinthe g_q_ This result is in accord with the general conclusion
HamiltonianH, are separated, we obtain for théragment  apout the absence of a threshold for the existence of states in
of the wave function in the zeroth approximation an arbitrary cylindrical well? Higher branches of states do
(¢kki(Z,P))|=(A|eikZ possess such a thresholld.which is definedrf@ro by the
zeros ofJ;(k, R). In the limit U,—o0, we obtain a quantum
filament in a cylindrical potential boX!* The growth of the
transverse size of the system is described by the appropriate
displacement of the vertical section in Fig. 2 defining the
3 radial quantum numbend, =1,2,... ,N,,.x. For R=9a, for
wherek and k, are the longitudinal and transverse waveexample, we obtaifN,,=6 for n=0 andN,=5 forn=1.
vectors,n=0,£1,+2,... is the angular quantum numbér, The longitudinal quantization is defined by the Hamil-
e [0, N+ 1] labels the quantum wells, the terminal values oftonian

A.Kn(k.p), p>R,

+Be s
! ) B Jn(kip), pP<R,
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- K2 istic band gap 1.88 eV for fullerenes is reachedlat~0.8.
Hy=— 5 A:+U;. (6)  Figure 2 shows tha\l,,,=3 for R=5a. It follows from Fig.
3 that the system being studied by us does not have any local
The solution of the eigenvalue problem for a terminated sysstates for such values of parameters, and its conduction band
tem of potential wells without using the translational invari- stretches fronEy, ~1.6E, to the vacuum leve(continuun).
ance approximation is based on a convolution of the produch transition in the chain to the stalé. =2 without a change
of transfer matriceg\ connecting the vectors(,B)) in ad-  in the angular quantum number raises the bottom of the con-

jacent wells? duction band to the leveifj,~2.25E4(Eq=U/4). The state
m m with a transverse quantum numbeér=3 is not realized for
[\mzl (it ) n:r(’“_ W) e the given values oR andU,. This is due to the presence of
2 [('““L\/H) _(f“_\/ﬁ) ]g\/m' an energy gap in the longitudinal spectrum. The horizontal
dashed line in Fig. 2 separates the transverse states with en-
EVVIN (m+ VA0) ™= (u— VAp)™] 5 €rgy E;>Ug—Eg which combine with longitudinal states
(u+ \/ﬁ)m+(,u— Ap)m » (D) and fall into the continual spectrum region. Here,

Elzxfaon. The energy gap is responsible for the emer-
gence of a threshold for the existence of a bound state in the
chain of shallow cylindrical potential wells separated by bar-

whereé=sgnv, £&=sgn\, m=N-2,

P A %
A= N u ; riers. The arrow in Fig. 2 shows the minimum chain radius
for which electron conductivity still exists in the zeroth ap-
A=(Q%—k?)sin ka+ 20k coska, proximation for the above values of parameters.
v=sin ka, wu=—{) sin ka— k coS«ka. (8)
o 3. SMALL PARAMETERS OF THE PROBLEM
Local states exist inside the energy gaps¥0). It was o ]
shown by us earliérthat, for N>1, the equation of local The spectrum for the multiplicative wave functid)
states for the one-dimensional systé® has the form obtained in the zeroth approximation does not take into ac-
}\0/7/0
VN v=§ (Q*—Q)/2" 9) 2
where (=¢& sgnu; vo=kg Sinka+kcoska, Ag=(Qkg i
— k?)sin ka+ k(Q+ kp)coska; k3=gs— k%; Q* is the opac- =

ity coefficient of a single perturbed barrier away from the L
edges,x is the wave number of longitudinal motiohg /v,
corresponds to local states near the ends, wifd&é )/2
corresponds to the intrinsic local state. The band states cor-
respond to negative radicandg. In this case, transforma- -
tion of the general dispersion relation leads to the general- L
ized Kronig—Penney equation for the energy spectrum of
longitudinal motion:

o +
mS+ 2(P0 Q . ~ '
coOs——— =coska+ — sin ka, (10) o 'r
m K

where go=arctg((o/No) EV—Nv, SEZ, (7S+2¢p)/ME R
[0,77]. This equation differs from the known result for an
infinite one-dimensional system a¥barriers (see, for ex-

ample, Ref. 1%in the additional phase &, which slightly o
modifies the states near the band edges. However, exact L
wave functions of band states of a terminated system differ
considerably from the conventionally used Bloch wave func-
tions in that they are in the form of standing waves and do
not re\éegal a tendency towards translational invariance for -
N— o0, ™ L

o w— - . = eem e e oam

The simple form of the relation&), (9) and(10) allows 0 , )
us to obtain the energy diagram of states in a certain range of -3 -2 - 0 1 2 3
variation of opacitieX) of barriers separating the wells Qa

E—Q diagran). Figure 3 shows such a diagram for a termi-
nated chain of potent|a| wells for the smallest transverséma 3.E-Q diagram in the quasi—one—dimensional model. The hatched

_ _ region corresponds to the band statesMp#1, n=0. The solid line is the
quantum numbeN, 1 for n=0. The chosen dethO of external local state calculated by using form(@a The dashed curves show

the POtential well in Figs. 2 and 3 CorrIESpondS to a workipe position of the band states fdf=2, n=0; the local state is expelled to
function of 4.7 eV(carbon,a=0.142 nm.™ The character- the continuous spectral region.
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count the effect of the potential correctiarJ(z,p). Before  energy gap by not more than 0.6% for the lower branch of
proceeding further, we remark that only “tails” of the wave transverse motion and 2% for the upper branch.

functions of band states penetrate the regions 1 afféig8 The correctiomM E; is significant for local states. Putting
1b) where this potential is quite highAU(z,p)=—Uj,. the expression within square bracketg1d) equal to unity,
However,AU(z,p)=0 in the region of the chain proper, we arrive at the following expression for the sum of two
where the main density of band states is concentrated. Thiontributions:

indicates that the separable approximation chosen by us is 5 —
effective, at least for band states and deep local statieish AE=— E 20aEy+U, ex ) ( 1— Ko(ﬁR))
attenuate rapidly in the outer regiorLet us estimate the Uo oxt lin K3k, R)/’
magnitude of corrections to the obtained energy values. (15

The Ith order correction to the energy in perturbation

X . X wherel;, is the effective length over which the state pen-
theory is defined by the expression " 9 P

etrates from the endface into the chain. For deep states, when
lex<lin, the correctionAE becomes small in comparison
AE:f d(pf p dpf dz (L’Ekl(z,p)AU(p,Z). (1)  with the total energle=E, +E,, whereE; is the energy of
the local state detachment from the one-dimensional band.
The integration in this equation is carried out over the entire
space, but only regions 1 and 3 make a nonzero contributiofr STATES IN A NARROW OR SHALLOW CHAIN

(AE,) in the halfspace to the left and right of the cylinder, In the general case, the formation of an energy level in a
where AU(p,z)=—Uy. Region 2 of compensating>  system of shallow potential wells is essentially inseparable
barriers also makes a nonzero contributidb&, (Fig. 1D.  and we cannot disregard the correlation between transverse
Taking into consideration the properties of the amplitudesyng |ongitudinal motion. However, for broad and long chains
Aj=—B[", the expression in the first brackets(®) can be  (Rs>a, N>1), the problem of threshold depth of a common
presented in real forrt: potential well into which a quasidiscrete level falls from the
continuum can be solved in the separable approximation.
(12 SinceE, <E, for R>a, the threshold depth for a very long
chain (N=20) can be assumed to be equal Wg~E,,
where the band gal is defined in accordance witl) and
(10) by the condition\ =0. This conclusion is also valid in

system of boundary conditions, aiq is determined from h t a finite denth of barti ing th ial
the normalization condition for the longitudinal part of the the case of a |n|tg ept ot barriers separa'tlng t, e potentia
wells. In the notation used in Refs. 8 andE), is defined by

wave function. The componentsE; andAE, have different H“e equation, - 0
values for different types of states. In the case of band states, Voo . .
yP As regards the threshold radi&s,;, for which a bound

AE, contains an asymptotically small fact8f/«q=1¢y/L, ; . X .

whéreLz Na is the Zryrs)tal sizey antl, is thtsfle’:]()gth egf the Stateis formed in a chain of finite depth, we have presented

“tail” part of the probability density thxat falls in the external above just a qualitative estimate of this parameter in the first
order perturbation theory. Substituting intb4) the limiting

medium. . :
The contribution from the second region is more signifi-Value k. =1.486A(k, =1.3394) obtained from the condi-
ion E,+E4=0, we can compute the correction

cant. Taking into account the relation between the ampli-t _ - ’ A
tudes of the transverse part of the wave function AEy=0.1E, for R~1.1a whence, in accordance with Fig. 2,

we obtain the interval of value®,,;, between 1.4 and 1.2.
A, =B, J (K, R)/Kn(k_LR)! (13)  This result can bg refined by using inpegra] approach, e.g.,
the Green's function methogee Ref. 14 in this connectipn

exp( £ xp2), z¢[0, Na]j,
WD=AN ¢ sin(kz+ ), z[0, Nal,

where C; and ¢,=arctan(ImA;/ReA)) are defined by the

we obtain forn=0
5. DISCUSSION OF RESULTS

N-1~2 o
AE,=—2E,Qa 2i=1Ci sm22(:<a+ o) E The method of separation of the additive part of poten-
alA| Ug tial used in Sec. 2 can be applied to solve the problem of a
by — quantum wire which can be described by the model of par-
«| 1 Ko(ﬁR) (14) allelepiped wells forming parallel filaments. The zeroth-
K2(k, R) ' approximation wave functions in this case have the form of

triple product of the expression in the first brackets in for-
HereE, is the energy of the transverse quantum which carmula (3) written for various degrees of freedom. The condi-
be determined from Fig. 2. It follows from the explicit form tions of smallness of corrections are analogous to those con-
of AH’2 that the quantity in the square brackets in Ety) sidered while discussing E¢l4).
does not exceed unity. F&f, =1 and the values of param- It follows from the dimensional dependence of the en-
eters obtained above, the last two factor$lid) are equal to  ergy spectrum that a smooth decrease in the value tj
0.05 and 0.091, respectively. Fbl,=2, these factors are R, leads to a continuous upward displacement of the en-
equal to 0.105 and 0.25. It can be easily calculated tha¢rgy patternFig. 3) accompanied by an expulsion of bound
|AE,|<0.00€, in the first case anfAE,|<0.0E, inthe  states into the continuous spectrum. Such spectral variations
second case. Hence the main correctibB, narrows the can be observed experimentally during extension or com-
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QUANTUM EFFECTS IN SEMICONDUCTORS AND DIELECTRICS

Noncentrality effects of impurity ions in an icosahedral environment
A. B. Roitsin, L. V. Artamonov, and A. A. Klimov

Institute of Semiconductor Physics, National Academy of Sciences of the Ukraine, Prospekt nawki, 45,
252650 Kiev, 28 Ukraine
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Fiz. Nizk. Temp.23, 1112—-1121(October 199Y

The multivalley potential corresponding to the displacement of impurity ions from the center of
symmetry to the centers of faces of icosahedrons, dodecahedron vertices, and centers of
hexagonal faces of fullerenes is considered. The generalized effective Hamiltonian describing the
behavior of endohedral complexes with noncentral ions in external electric fields of any
orientation is derived. Its eigenvalues are obtained and line intensities of all possible transitions
between tunnel levels are calculated. The paraelectric resonance spectrum is predicted and
analyzed without an electric field as well as in the presence of a field1987 American Institute

of Physics[S1063-777X97)01310-§

INTRODUCTION result was confirmed in the theoretical work of Jogtral!*

_ Calculations for Na show?* that r ,,;,=0.7 A. For com-
The discovery of fullerenes and crystals based on thenBarison we note that,...=0 for heavier atomglike K*)1
) min

H 1-3 . .
(fullerites) has created many new trends in various 4 -ioms of noble gas¥s?

branches of science, including low-temperature physics. In- Fullerene G, and one of the highest fullerenesggalso

terest has also been aroused for symmetries whose elements . 18 e ;
include rotation by an angle divisible byn25=72°, e.g., possess icosahedral symmetry wills)."" Side by side

Ce, Cs,» D5, D, Y. Yy, etc., especially for the last two fgllerenes, the clust_ers fo_rmed py other atoms and possessing
: different symmetries, including icosahedral are also
of these. The peculiar structure and symmetry of these new estigated®™ 2 Thus. Jinlonget a122 studied an icosahe-
formations are as interesting as their unusual and diversdvestid X us, Jiniong ) uai :
ral cluster M@Cg, consisting of 12 cobalt atoms and con-

properties. For example, it was shown that the introductiot . i £ vari | ts of the i f Ti
of atoms of other elements into fullerites may lead to the aining atoms ot various elements ot the iron group, from i

formation of materials with semiconducting, metallic, in- to Ni. It was shown that in all cases except Ti, Mn, and Co

cluding superconducting properties. It was also found thaftoms which have a closed shell inside the cluster, a dis-
placement from the icosahedron center is possible.

atoms(molecule$ of elements belonging to various groups ; .

of the periodic tablgright up to lanthanides and even ura- The formation of condensed materials from gndohedral

nium) can be introduced directly into fulleren&® Such for-  fullerenes and other clusters opens new avenues in low- tem-

mations were called endohedral fullerenes and denoted HRErature physics research. For example, it was mentioned in
ef. 23 that the introduction of polar molecules with a con-

M@C,, where M is the atonion) or the group of atoms d ’ )
being introduced into the fullerene amdis the number of stant dipole moment into fullerenes may form the basis for

carbon atoms in the latter. This form of notation is used tocréating a new class of ferroelectric crystals, while Wang
distinguish these compounds from ordinary compounds it al’? indicated the possibility of formation of a new class
which elements exist next to each othgn the case of ©Of high-temperature superconductors with a specific
fullerenes, they are attached from outgide electron—phonon coupling based on endohedral fullerenes
The |a|’ge diameter of the fullerene Cav(ly: 7.1 A in (ln contrast to the Impurlty fullerites tested earlier, in which
the case of ) points towards the possibility of the emer- the impurity is implanted between fullererigs.
gence of noncentrality which was observed earlier in crystals ~ The noncentrality effect is accompanied by the presence
with a local symmetry lower than icosahedfal. The effect ~ of several (1) equivalent equilibrium positions. In the case
consists in the displacement of the minimum of the potentiaPf impurity ions, these positions are displaced from the sym-
energy of interaction of the implanted atom with the metry center along the symmetry directions, while for dipole
fullerene framework from the center of symmetry of the lat-molecules displacement or dipole orientation along these di-
ter. The noncentrality effect usually arises in the case wherections may take place. Overlapping of potential valleys and
the atomic radius of the particle being implanted is smallewave functions of a particle moving in them leads to an
than the radius of the implantation cavity. This statement ha#tervalley tunneling of the latter and a splitting of thefold
been verified by calculations. Thus, Waetal° calculated ~ degenerate energy level. The resulting characteristic system
the equilibrium positions ., for a large group of ions of the of tunnel energy levels causes a diversity of effects including
periodic table implanted in &, and showed that,,,#0 for  paraelectric resonand®ER),’® which provides a technique
many of them, i.e., the atom is not situated at the center ofor direct investigation of the noncentrality effect. In view of
symmetry of Gq. In particular,ry~1.3 A for Li*. This the strong ion—lattice coupling and the short relaxation

835 Low Temp. Phys. 23 (10), October 1997 1063-777X/97/100835-08%$10.00 © 1997 American Institute of Physics 835



TABLE |. Characters of IR of groufY,,.

Irreducible

representations B 12ct4 12c23 20c3? 15C3 [ 12ct4 12c23 20C3A 15C3
Ag 1 1 1 1 1 1 1 1 1 1
A, 1 1 1 1 1 -1 -1 -1 -1 -1
Fig 3 ey e_ 0 -1 3 e, e_ 0 -1
Fiy 3 ey e_ 0 -1 -3 —&, —e_ 0 1
Fog 3 e_ e, 0 -1 3 e_ e, 0 -1
Fou 3 e_ e, 0 -1 -3 —&_ —&, 0 1
Gy 4 -1 -1 1 0 4 -1 -1 1 0
Gy 4 -1 -1 1 0 -4 1 1 -1 0
Hg 5 0 0 -1 1 5 0 0 -1 1
H 5 0 0 -1 1 -5 0 0 1 -1

Remark C' is them-fold rotation around theth order axis. The digit preceding the elements indicates the number of such elesnen(d = \/5)/2.

times associated with it, PER is usually observed at low temrections of the typg111], [100], and [110], i.e., towards
peratures only. vertices, centers of faces, and edges. In view of this and
Thus, a large number of publications point towards thetaking into account the results of calculationsrgf,,,X°~*’
possibility of emergence of tunnel levels in many endohedralve shall consider below the symmetric displacement direc-
complexes, between which quantum transitions may occutions. We shall analyze a 20-valley potential that corresponds
In the present work, we shall study the energy structure o§imultaneously to the NI displacements towards the centers
noncentral iongNI) in the intracrystalline electric field of IS of icosahedron faces, pentagonal dodecahedron vertices, and
produced for different atomic configuratioricosahedron, centers of hexagonal faces of fullerenes. All these figures
dodecahedron, fullereneWe shall consider transitions be- have the symmetry grou,, whose irreducible representa-
tween tunnel levels under the action of a varying externation (IR) characters are presented in Tabfé The reducible

electric field. representatiorll,y which transforms the potential valleys
was obtained by direct mutual transformation of 20 dodeca-

ENERGY STRUCTURE AND RESONANCE TRANSITIONS. hedron vertices Qef|n|ng the _d|splaced equilibrium positions

GENERAL ANALYSIS of NI of all the figures considered here. From Table | we

o T ) obtain for the above representation the decomposition
Earlier investigations™ of the high-symmetry systems

(O, group show that NI are displaced along symmetry di- Hy0=Ag+F1y+FoutGy+Gy+Hyg, 1)
4 a 4 b
Fau V5 —""——51—*3
Gy 2 v Ay
6 4
2 2
E E FIG. 1. System of tunnel levels; . Pos-
] G, © 15 ] sible resonance transitions in field-free
. . PER (a). Relative line intensitiegb):
< 3 a 1-vy, 2—ve, 3—vss, 4—vys,
- 5— w34, 6— V3.
Hg -1 Y A 3
2 5 2
4
F1u -‘/—5 12
1
1
A 5
-3 A
9 1 0
Vpp.
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TABLE Il. Point groups of polyhedra in an external electric field. _I_A
224

Direction from center to
Polyhedron face vertex edge -I—E y
Icosahedron Cs, Cs, C,, —IE
Dodecahedron Cs, Cs, C,, —s 2 n £A3 ‘ﬁA2
Fullerene Cs, /Cs, Cs C,/Cy,
1 : I." Ay

L . L _I—Ei _I?A2 TA;
indicating the origin and number of tunnel levels. T

Let us consider the resonance transitions in the system of I,. A,
equations(1) in the absence of the external static electric 4 y
field Eq, i.e., a field-free PER. Transitions in PER take place
under%he action of a varying electric field whose veads ———-EAl -I;Ai
transformed according to the IR;,. An analysis of direct group group group group
products of IR of the groupy,?® leads to allowed transitions Csv Cav Cov Cs
indicated in Fig. 1la. In this case, transitions are induced b
the vectore oriented arbitrarily in space.

Quite frequently, PER is realized as the external figld
by passing through resonance. For convenience of spectral
analysis the field is oriented along the symmetry directiong and L replacing the lettersx|y) andz, respectively. The
and hence some of the point group elements are preserveabsence of a notation indicates that a transition is possible
For the symmetry directions of the fiel,, we choose the for any direction of the field.
directions from the inversion center towards vertices, centers
of faces, and edges of different figures. Table Il shows thQSENERALIZED EFFECTIVE HAMILTONIAN
symmetry groups emerging for such field directions. The . _ ) )
presence of two point groups in one square for fullerene is The method of obtaining generalized effective Hamil-

associated with two types of faces and edges. The uppé?nia” for centers with a multivalley potential and an arbi-

symbols correspond to a pentagon and the edge betweenl@"Y local symmetry is described in Ref. 26. In the case
under consideration, the Hamiltonian is aX2B0 matrixM ,q

pentagon and a hexagon, while the lower symbols corre : _ ) :
spond to a hexagon and the edge between two hexagor}@.hose matrix elemen{ME) are defined in the basis of sym-
etric functionsy”® corresponding to certain I8 of the

Data on the nature of splitting of levels under the action of dn > s
field E, are presented in Table Ill. The digits correspond to97CUPYn- The initial perturbation operator can be presented
the number of times the IR indicated at the top of the columrn the formW =W +Wg, Wy andWe being the operators
together with the subgroup is contained in the IR of theof energy of interaction of NI with intracrystalline and exter-
group Y,, indicated at the beginning of the row. It can be nal electric fields, respectively. The opera¥i is invariant
seen from the Table that it is sufficient to consider each IR ofvith respect to all operations of the grotfp, We has the
any point subgroup not more than twice for formulating theform Wg= —dE, whered is the operator of the dipole mo-
selection rules in an arbitrary case. The results of calculament of NI which is transformed according to the R,
tions are presented in Fig. 2, the arrows showing the allowedndE in the general case is the sum of the external electric
electric dipole transitions. The indices at the arrows show théields Ey+ e acting on NI. Using the method of perturbation
directions of components of the fielé, the symbols matrix®?” and matrix of IR of the grougY} ,2® we first ob-

)éIG. 2. Allowed transitions between tunnel levels in a constant electric field
oriented along the symmetry directions.

TABLE Ill. Splitting of tunneling levels in an electric field applied along the symmetry directions.

Irreducible representations Cs Ca Ca Cs

of Y, group A E, A E A A, A, A, A,
Yh z A X,y E, z A, X,y z y Az X X,y z
Aq 1 0 0 0 1 0 0 1 0 0 0 1 0
Fiu 1 0 1 0 1 0 1 1 1 0 1 2 1
Fou 1 0 0 1 1 0 1 1 1 0 1 2 1
Gy 0 0 1 1 1 1 1 1 1 1 1 2 2
G, 0 0 1 1 1 1 1 1 1 1 1 2 2
Hg 1 0 1 1 1 0 2 2 1 1 1 3 2
Dimensionality 4 0 4 4 6 2 6 7 5 3 5 12 8

of secular equations

Remark: AandE are one- and two-dimensional IR. The Tett&rsy, z below the TR notation indicate the appurtenance of the corresponding polar vector
components to these IR.
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tain nonzero perturbation matricé(Bx B’) of the opera-
tor W for all pairs of IRB and B’ (B+ B’). The results of

Ng= | ($B)* Wiy Pdr. )

calculations are presented in Appendix 1. The nondiagonal

matrices 3+ 8') do not contain nonzero ME of the operator

W because of its invariance to all transformations of theSince the operatod does not possess parity relative to in-

groupYy. Nonzero ME of it will be present only in square
matrices of the typ& (B8X B8). These elements are arranged
along the principal diagonal, and all ME are identical for
each IRB. We introduce the following notation for them:

[M(1x1) M(1X2), 0, 0,
M(2x2), 0, 0,
M(3X3), M(3x4),
M20= M(4x4), M
c.C. M

where c.c. stands for complex conjugate, and zeros indicate
that all ME of the block are zeros. The rows and columns in

(3) are arranged according to IR in the following order:
Ag, F1u, Fous Gy, Gy, Hy. The equation contains six pa-
rametersa g, describing the effect of external fields as
well as six parameters; characterizing the intracrystalline
electric field.

For any orientation of the field&,, the exact analytic
expressions for eigenvalues of the opera®r cannot be

version, the matriceM (5 ) do not contain nonzero ME
of the operatoiVg .

The required matridM ,, can be represented as a combi-
nation of the perturbation matrices presented in Appendix 1:

0, 0
0,  M(2x6)
0,  M(3x6)
(3
(4x5), 0
(5%5), M(5%X6)
M(66) |
[
1 P 1
+ 3 E3eEast 1/_§ Es6Es6E34E45=0, (4)

where Egg = agg E,. For the sake of simplicity, we put
\i=0 when deriving the above expressions, which corre-
sponds to zeroth approximation for the ca§¥e>W, . We
can use the biquadratic equatio@® to obtain all energy
levels in the analytic form. For the ca¥é,>W¢, the ze-
roth approximation is determined by the levalg. For this

_%rase, the data presented in Appendix 1 can be used for exact

the presence of Qegeneré?:yfor two possible cases system of levels presented in Fig. 1952’ 52

2 5/3.2
€5 3
Wic>We and WesW,. For symmetric directions of the 2,2 e2 462 respectively, for transitions;Z\GHFlsﬁ
field E,, the 20th order secular equation splits into equations- -° ; & 2 ’ S
. ed P d 1w Hg, FayoHg, Gye=Hg, Fou— Gy, Gy G, where
of lower order. The numbers in the last row of Table llI e = R S S S
- . R . . Bﬁr—aﬁﬁre, e —ex+ey+ez.
indicate the dimensionality of such equations, the latter cor-
responding to a definite IR of the subgroup. For two- dimen-
sional representations, two identical equations of the indi-

cated dimensionality are obtained. Thus, if the fi&lgl is
directed along th&-axis, the symmetry o¥,, drops toCs,
and the secular equation is split into five fourth-order equa
tions. One of these corresponds to theAR, while the IR
E, and E, have two identical equations each. These equ
tions have the form

IRA, :
#A— £2(E2,+ EZg+ E3 + E2E2=0,

IRE;:

3 3
e 62( Ede+ EdstEls| + 7 E26Eas=0,

4

IRE,:
1
4

1

J’_
4

1
o ;52< 3 E3g+ — EZs+E3,+ES E26E%
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a

PHYSICAL MEANING OF PARAMETERS Ag AND apgg:

_ We shall use the valley approximation, which is the os-
cillatory analog of the MO LCAO method in quantum
chemistry® Let ¢; (i=1,2,..,20) be thevalley function of a
particle in theith quasiequilibrium positior(Fig. 3). The
functionsg; carry out the reducible representatids, trans-
forming them into each other under the action of the opera-
tions of groupY,,. As a result, we obtain orthonormal sym-

metrized functionsy:
20

¥f=DF2, Ko (5)

For each of the 20 functions, the coefficieh&and D#

are presented in Appendix 2, The nonorthogonality integrals
oi+o are presented below in descending order:

Ulzfﬂéozdﬂ Uzzféof%dﬂ
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well. Putting =14 A, m=1.2x10%2g, and v=3
X 10'? rad/s®? we find thato;=0.4. Neglecting all nondi-
agonal ME, we obtain

Ng=Vo(i=1,...6);

Ry R, R3
1= C o= Qg ————
Pafs, T 2fss T 2V

R Ry tarii—tales

asg=———; 3= D e ————;
56 35 34 *3834 45 oo, S

Ry =1t1r11xthres;  Ra=—(1ar3+1iree);

SB,B’:SIBSB’ X t1'2: \/1i2/p,

20 t34= V1= 1/p; rii:f ¢l d,pidT.
FIG. 3. Equilibrium positions of noncentral iongdipole direction for a Puttingri = ¢{ Z¢;d7, we obtainr;/rg=4.3, which
20-valley potential in endohedral complexes of icosahedral symmetry. Thé¢ndicates that terms which are proportional rigy can be
pointsi are located at the vertices of a pentagonal dodecahedron. disregardedexcept for the caserss, but this ME will be

much smaller than othes;; and its role will be insignifi-
cand. In this approximation, the tunnel splitting does not
occur, and the system is described by a single parameter
ngf o oodT, 04:f o o1, do=ry1, Vviz., by the local electric dipole moment. Such an
approximation can be used for strong fiellgWg>Wy).

. Let us consider the tunnel approximatidrin which all
US:I ¢1p1ed7;  0o=1. nondiagonal matrix elements of the operafég and nonor-
o ] ] thogonality integrals are assumed to be small, and only inte-
Substituting(5) into (2), we obtain grals corresponding to nearest neighbors are preserved.
5 Moreover, all nondiagonal ME of the operatdf are put
)\ﬁ=2 nFVi/SB, equal to zero. In this approximatioh;=V,y+agU, where
=0 U=Vyo,-V;, andag are equal to-3, —/5, +/5, +2, 0,
where and —1, respectively for8=1, 2, 3, 4, 5, 6, and the separa-
tion between levels is determined by a single paramédter
_ *\A _ *\A This scale is used for the system of levels presented in Fig.
Vo f e1Wiprdr, Vs f 1 Wieodr, la. For the transition frequenciém units of U), we have

. . V21:3_\/§a Ve2= \/g—l, vse= 1, v45=2, v3= \/5—2, V36
V,= f ©] Wioadr, V3= J T WxoodT, =\5+1, wherevgg =\ g—\ g . Using the relations for pa-
rametersag and squares of transition ME in the field-free
- . PER, we can also obtain an expressions for line intensities in
V4:J @1 Wyp1dT, V5=J’ @7 Wi p1dT. the tunnel approximation. These ddta units of e?d3) are
presented in Fig. 1b together with the corresponding data for
Similar relations can be obtained for the parametgyg . In  transition frequenciesin units of U). The obtained results

this case, ME of the type describe nonparametrically the relative values of frequencies
R and transition intensities, and can be used for identifying the
f ¢id,p;dT PER lines.

will appear together with the integrats; as parameters of concLUSION

the theory. ) . .
Let us estimate the highest overlapping integral For The number of lines in the PER spectrum and their in-

the valley function we choose an oscillator function of thet€nsities depend on the preserioe absenceof the external

type field Ey and its orientation relative to the coordinate axes

attached to a certain cluster of icosahedral symmetry. Thus,
oi=(11m)3* exp{ = (11[(x=x}) >+ (y—y;)? for E;=0, we obtain six lines whose frequencieg, and
+(z—2)2]) intensitiesl g5/ are in the ratio 0.24:0._76:1.0:1.2:2.0:3.2 and
' 1.3:0.47:1.6:1.20:0.96:0.044, respectively. Egr=0 and for
normalized to unity, wherg;, y;, z; are the coordinates of field orientation along the fifth-order axis, there will be fifty
the center of théth valley,| = mw/#% wherem is the mass of PER lines in all, of which six will be observed fe{E,, 32
an NI, andw is the frequency of oscillations in a potential for el Ey, and 12 for any orientation of the vecter
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FIG. 4. Projection of an icosahedron on they() plane passing through its

center and perpendicular to teaxis. Thez-axis passes through the verti-

is the defect structure of the condensed phase. It should be
observed, however, that fé&;=0 the field-free PER spectra

in two cases will be identical since the spectra are indepen-
dent of orientation of the fielé responsible for the transi-
tions. This circumstance extends the range of materials that
can be subjected to investigation, including the gaseous
phase, solutions, and powders.

Finally, it should be remarked that all possible cases of
PER realization can be described on the basis of the Hamil-
tonian (3). The relations for frequencies, intensities, and
other characteristics of spectral lines are simplified consider-
ably in the tunnel approach which can be used expediently
for describing the first experimental results. The Hamiltonian
(3) may also serve as the basis for studying other properties
of materials that are determined by noncentral impurities in
endohedral complexes.

This research was carried out under financial support
from the Ukrainian State Committee on Science and Tech-
nology.

ces of the icosahedron and is directed towards the reader. The solid line
indicates the projection of a part of the figure lying above the plane, while
the dashed line corresponds to the part below the plane.

Two situations must be distinguished in experiments.
The first of these is a random orientation of paraelectric cen:

APPENDIX 1

The matrices of the perturbation operaﬁlrare defined
as follows:

ters for an orientationally disordered condensed cluster.
Here, the axes of the centers are distributed randomly in
space, and the description of the PER spectrum requires a
preliminary averaging of transition frequenci@gsonance
electric field$ over angles characterizing the orientation of M(1x2)= _2 (P V2E,,—P¥);
the axes of complexes. Such an averaging causes an addi-
tional broadening of PER lines. The second situation corre-
sponds to the same type of orientation of centers in identical

or several nonequivalent positions. Such a situation can arigé(2x6)
in a number of supercooled liquids or crystals of fullerite

. : ” P E,. —P*/\6, 0, 0
type. In this case, the above expressions for transition fre- a3 ‘ .
quencies will realize directly, and the line broadening willbe ~ =—%— | 0. P2, 2E/V3, —P*/v2, 0 |
caused by other factors, the most important of which in PER 0, 0, P/\/6, E, - p*
TABLE Al. Coefficientskﬁ for symmetrized functions.
d
i

IR B i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Ag i1 +1 +1 +1 +1 +1 +1 +1 +1 +1 +1 +1 +1 +1 +1 +1 +1 +1 +1 +1 +1
E 5 1 +c¢3 +ag +c§ —-c, —¢5§ +cs +1 +cif —-cg —cf +cg +cf —-cs -1 —cf +c, +c¢5 —cz; —az; —c}

Lu 2 -a, —a, —a, —a, —a, —as —as —as —as —as +as +as +as +as +as +a, +a, +a, +a, +a,
F 3 1 -—c; +a; —c4 +c; +cf +c¢§ -1 +cg —-c5 —cf +cs5 +cif —-cf +1 -—cg —c; —cf +c; —a; +cy

2u 2 +a, +a, +a, +a; +a; —as —ag —ag —as —ag +ag +as +as +tag +ag —a; —a; —a; —a; —a
G 4 1 -c¢y +ag —cj, +c +cg +cg —1 +cf —cf —-cs —cf —c5 +cg —1 +cf +cf +cg —cyp tag —cip

9 2 +cs +1 +4ci —Ccg —C§g —Cg —ag —Cg +Cp +cCjy +Cyg +CI; —Cg —ag —Cg —C; —C3 +Cs +1 +ci
G 5 1 -c¢, +az; —c; +ci +c3 —cg +1 —cf +ci +cs —cf —-cs +cg —1 +cf —ci —-c3 +c, —az +cj

u 2 +cs +1 +c¢f —-cg —c§f —-c3 —az —c} +c, +c; —-c, —c5 +c3 +az +cy +cg +cf —cs —1 —ck

1 —-c¢¥ +a; —-c; +cg +c§f —c§ +1 -—-cg +cs +cf +es +cE —cf +1 —cg +cg +c§f —cF +a; —cy
Hy 6 2 -¢c -1 —c;§ +cg +cg —Cy —a; —cg +c; +cj +c¢; +c§ —cg —a; —cg +Cg +c§ —Ccs —1 —ci
3 +ag +ay tag tag +ag —ag —ag —ayg —ay —ay —ag —ayg —ayg —ayg —ag +ag tag +tag +ag +ag

Remark: Ké?': —(k3)*, |34 (k k|34 (kisz,])*x ki65=(ki61)*' kfy=—(ki)*.
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TABLE A2. CoefficientsA? andn; for symmetrized functions.

M(3X6)
EZ’ P*! 01 O, P DB
- 0, —PN2, V3E, P*/v2, 0 |; B A No.Ns ny,ny n,,Ng
V3 — p* 0, 0, P —E, A, 1/p 1 3 5
Fiu V5+p/10 +1 +p +2
M(5X6) Fay V5—p/10 *1 Fp +2
Gy V3—p/\/60 1 -2 1
3P*, 0, 0, 2P, -—2E, G, J5Tp/10 +1 0 3
_ %56 -P, 4E,, \6P*, 0, 0 . Hg V3+p/\/60 1 1 _2
= 4 0, 0, —\/EP’ 4EZ! P* ’
2E,, 2P*, 0, 0, —3pP
Z G
P, P*, O, _ZEZ a7,8:‘/2a5,6; a9=p+1;
M(3x4)=2| 0, vaP, vaP*, 0 | . .
2 oE 0 -p _p* _1+|A_. B 1 +|D+.
ral ’ ’ C1,2_2 2 ’ 03’4_3ip \/g,
—-E,, 0, -P, O
1 iD= 1 iJ*
M@xS)—a o s s prTt g it
_P*, 0, EZ, 0 l
o P* 0 E U(p+2)+iA*
’ C9,1OZ% , DF=APIS,

whereP=E,+iE, and the common factor in front of the
matrix indicates that all ME must be multiplied by this fac-

5
tor; Z PO

e L AS=5Z2p; D=\5Tp; JI°=|25E1ip;
p=15.
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LOW-TEMPERATURE PHYSICS OF PLASTICITY AND STRENGTH

Low-temperature plasticity of Zn-doped  B—Sn crystals
A. N. Diulin, G. I. Kirichenko, V. D. Natsik, and V. P. Soldatov

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of the Ukraine, 310164 Kharkov, Ukraine
(Submitted December 12, 1996; revised March 6, 1997

Fiz. Nizk. Temp.23, 1122—-1127October 199y

Work hardening curves are obtained for Sn—Zn single crystals with Zn concentration 0.01 and
0.53 at.% in the temperature interval 1.6—300 K. It is found that the Zn impurity

significantly affects the shape of the curves as well as the work hardening parameters like the
strain-hardening factor, duration of slip stage, temperature dependences of critical shear

stress, and strain-rate sensitivity. A comparative analysis is carried out for the effect of Zn on low-
temperature creep of Sn, and the effect of the same concentration of Cd im@urith

was studied earligr © 1997 American Institute of Physids$$1063-777X97)01410-2

It was shown by us earli&f that the kinetics of low- doped 8—Sn showed that the smooth plastic flow in the
temperature plastic deformation of high-purity single crystalssystem (100)010 is preserved right down to lowest tem-
of B—Sn (99.9995%) oriented for easy slip in the (100) peratures for low impurity concentrations, while a jumplike
X(010 system is determined by the mechanisms of therdeformation is observed only below 4 K in strongly doped
mally activated or quantum motion of dislocations throughsampleg.
the lattice potential relief barrier¢Peierls barriers The In this connection, we are planning a series of experi-
Peierls mechanism of dislocation drag significantly affectsnents to study the regularities of the low-temperature plas-
the plasticity of many pure crystals, e.g., a number of semiticity of 5—Sn single crystals doped with various impurities.
conductors and most of bcc metals. However, experimentaiVe intend to study the effect of impurity concentration and
studies of this mechanism at low temperatures are hamperd@e intensity of impurity barriers on the kinetics of disloca-
by the effects of low-temperature embrittlement and disconfion motion across Peierls barriers in the slip system (100)
tinuous (jumplike) plastic flow. PureS—Sn has a unique *(010 in the regions of thermally activated slif &2 K)
property for a Peierls crystal to preserve a considerable reand quantum plasticityT<1 K). Earlier, we obtaine't the
serve of plasticity and a smooth plastic flow upon coolingstress-strain curves for Sn—Cd alloys with the Cd concentra-
down to subkelvin temperatures. Together with the experifions 0.01, 0.21, and 0.53 at.% in the temperature range 4.2
mental studies of the plasticity g§—Sn in a wide tempera- 100 K We also constructed the temperature dependences of
ture range 0.5—300 K, this circumstance allowed us to carr§f€ yield stress for these alloys. In the present work, we
out a quantitative verificatidrf of nearly all conclusions and €xtend our investigations to Sn—2Zn alloys. The atomic con-

predictions of the theory of thermal and quantum motion ofc€ntration of Zn in the alloys studied by us was 0.01 and
dislocations in a Peierls relidf® 0.53 at.%. Atoms of Zn and Cd have quite different size- and

Another interesting problem emerging during the Studyelasticity parameters. Hence, while preserving identical im-

of the Peierls mechanism of dislocation drag concerns thBUrity concentrations, we obtained the experimental results,
effect of impurity atoms on the dislocation motion through enabllng_usto estimate th@T effect ofllmpurlt.y barrier intensity
Peierls barrier§-2° Impurity atoms deform the potential re- O" the dislocation motion in the Peierls relief.

lief of the matrix and are capable of radically affecting the We study the plasticity of single crystals of S,”‘Z” al-
thermally activated and tunnel transitions of dislocationd©YS |n'the tgmpgrature range 1'6_,300 K. The main purpose
through Peierls barriers. On a macroscopic scale, this may g& 4 Investigations was to determine the extent and type of
manifested in the form of various anomalies on the temperat- e effect of _the Zn impurity on the stress—stra_ln curves ar_1d
ture dependences of plasticity parameters. The most mtereézy_ork-hardenmg parameters n Sn—2Zn alloys oriented _for slip
ing and disputable anomalies are the effect of softening ofh the system (104p10). Besides, the data on the strain-rate

certain bce metals by impuriti€sand the displacement of sensitivity to small variations of deforming stress, i.e., the
differential characteristics of plasticity, are also obtained.

the threshold temperature of transition to the quantum pla&i_ o L .
ticity region observed fo3—Sn? A detailed experimental his information is essential for the subsequent thermal ac-
'yation analysis of the process.

analysis of these anomalies in bcc metals is hampered nd
only by the above-mentioned effect of low-temperature em-
britlement, but also by an additional embrittlement caused EXPERIMENTAL TECHNIQUE

by doping. However8—Sn continues to be a very conve- Single crystals of Sn—Zn alloys were grown in batches
nient object for experimental investigations of impurity ef- of ten crystals per seed from the melt by using the modified
fects also. Indeed, first experiments on single crystals of CdBridgmann techniqu& The orientation of the axis of elon-
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gation of the single crystals was such that the maximum
shear stress was attained in the slip system (0@). The
initial components used for preparing alloys contained impu-
rities whose concentration did not exceed 195.-10 .
According to Hansen and Anderkdthe solubility of Zn in
solid Sn is not less than 0.7 at.%, its upper limit at or near
the eutectic temperature varying from 2 to 3 at.%.

Single crystals of alloys were deformed under creep con-
ditions by using direct loading technique. The load on the
sample was varied in small steps corresponding to an in-
crease of 0.2-0.4 MPa in the shear stress. The strain incre-
ments corresponding to each stage of loading were recorded
automatically on an electronic recorder with an error not ex-
ceeding 510 °. Such a loading regime ensured an average
strain rate of about 510 °s™! in the crystal.

The work-hardening curves(e) corresponding to the
above average strain rate were constructed from the load
increment and the corresponding increase in strain. These
curves were used for determining the critical shear stress
(CS9 7y, the strain-hardening factor, and the duration of
the work-hardening stage(e). The values of CSS were
measured in the same sample at different temperatures to
reduce the spread in the valuesrgffor alloys with different
structures. First measurements were made at the highest tem-
perature by loading the sample until the onset of plastic flow.
The sample was then unloaded, cooled to a certain tempera-
ture, and again subjected to loading until the emergence of
CSS. This procedure was repeated five or six times for the
same sample.

We also measured the differential characteristic of plas-
ticity, viz., the sensitivity ¢ In &/d7); of creep rate to small
variations of the deforming stress. For this purpose, the
sample was loaded additionally by applying small stresses
A7=0.1-0.2 MPa during the recording of transient creep
curves upon the attainment of a creep rate of aboufP40",

and the resulting incrementse of the creep rate were re-

1, MPa

0 2 4 6 8 10 12 14 16
€, %

corded. The required quantity) (n e/d7); was estimated as g 1. work hardening curves for single crystals of puré®smd Sn—zn

the ratio of finite increments
(c).

(& In é) In(e+Age)—In ¢
it |, At ' (1)
The above experiments were made in the temperature range
1.6-300 K. Intermediate temperatures were obtained by us-

ing the technique described in Ref. 14, while temperature%2
below 4.2 K were obtained by pumping He vapor. At tem- )
peratures below the superconducting transition temperature

of Sn (T.=3.7 K), the samples were deformed in a solenoid
whose magnetic field was stronger than the critical value(

(H.=30.5 mT). 3

2. DISCUSSION OF EXPERIMENTAL RESULTS @

2.1. Work-Hardening Curves

Figure 1 shows typical work-hardening curves for single

alloys: Sn (99.9995%%), Sn + 0.01 at.% Zn(b) and Sn+ 0.53 at.% Zn

the stress—strain curves for pure Sn as well as Sn—Zn
alloys have a step manifested in the form of two stages
on ther(e) curves, corresponding to easy sigage )

and linear work hardeningstage 1);

the effect of temperature on thge) curves is mani-
fested in a gradual reduction of stage | with increasing
temperature, culminating in its disappearance at a tem-
perature of about 60 K;

as a rule, the stress—strain curves display only the linear
work-hardening stage at nitrogen temperatures, while a
parabolic shape of(¢) curves dominates near room
temperature;

doping of Sn leads to a stronger manifestation of the step
on stress—strain curves at low temperatures.

The lower the temperature, the stronger the effect of

crystals of S and Sn—Zn alloys at different temperatures.impurities on the work-hardening curves. An increase in the
An analysis of the all the curves recorded in this way makesmpurity concentration leads to an increase in the stress cor-

it possible to note the following most important features:
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FIG. 2. Temperature dependence of the duration of the easy slip stage fé1lG. 3. Temperature dependence of the strain-hardening factor at the easy
pure SA® (solid curvé and for Sn+ 0.01 at.% Zn {J) and Sn+ 0.53 at.% slip stage for pure Sn(solid curve and for Sn+ 0.01 at.% Zn {J) and Sn
Zn (O) alloys. + 0.53 at.% Zn Q) alloys.

on the work-hardening curves, and a variation of the kinetics o )
of strain increment at the yield point and immediately behing?Cteristic branches corresponding to a strémgjow 100 K)

it, especially at temperatures below 4.2 K. Thus, a transitior?"d Weak(above 100 K) temperature dependence of the
in the alloy with a Zn concentration 0.53at.% at 1.6 K critical shear stress shown in the figure are typical of pure Sn
through the yield point is accompanied by a catastrophically2nd its alloys with Cd. The,(T) dependence for pure Sn is
rapid growth in the sample straiat a rate of several percent characterized by the presence of a sharp kink at about 70 K
in a fraction of a secondeven upon a slight increase in the and a low-temperature plateau in the temperature range 40—

load. If the level of stress on the sample can be reduced at tfiP K- This singularity vanishes upon the doping of Sn, the
initial stage(by removing a part of the loadthe increase in effect of Zn impurity being stronger than that of Cd: the kink

deformation continues as a rule, albeit at a lower rate. Thi@"d the plateau on they(T) dependence vanish in Sn—zn
behavior points towards the presence of a “flow tooth” in alloys with the Zn concentration 0.01 at.%, while this effect
the alloy Sn+ 0.53 at.%Zn, which is manifested specifically N Sn—Cd alloys is observed only for 0.21 at.%Cd.

during sample deformation under creep conditions. No such Above 100 K, the CSS of pure Sn as well as its alloys
singularity is observed in the alloy Sh 0.01 at.%Zn at the become_s practically independent of temper_ature. Apparently,
same temperature. the attainment of a constant value uf in this temperature

Another peculiarity distinguishing the Sn—zn alloys "@n9€ corresponds to the attainment of the intrinsic stress

from Sn—Cd alloys can be seen in Fig. 2, showing the temWhose value increases considerably with the impurity con-

perature dependence of the duration of the easy slip siage Centration in the alloyTable ).

Irespective of temperature, the Sn—Cd alloys display a 't can also be seen from Fig. 4 that doping with Zn
shortening of the easy-slip stage upon an increase in the inf1creases the CSS significantly as compared to its value for

purity concentratiot! Such an effect is also observed in the Pure Sn or Sn—Cd alloy with an equivalent Cd concentration.
Sn—Zn alloys, but only at temperatures higher than 4 K. Fofl Nis can be seen clearly in Table | containing the values of
example, an increase in the Zn concentration to 0.53 at.% &€ critical shear stresg(0,0) for pure Sn andy(0,C) for

temperatures below 4 K leads to a sharp increase in the valud’—Cd and Sn—Zn alloys extrapolated to zero temperature,

of &,. The reason behind such an inversion has not been
established thus far.

A similar inversion is also observed on the temperature 0
dependence of the strain-hardening fagtpnear 20 K upon 3ok
a transition form a lower to a higher concentration of Zn
impurity (Fig. 3. The decrease ir, observed below 20 K in 2071

w
o
MPa

alloys with a higher concentration of Zn impurity can be § 20 o 101
regarded as a manifestation of a peculiar impurity softening = 0 \
effect. Such an effect was also observed in Sn—Cd affbys, o 0 507' K‘
and earlier in Fe—€ Fe—N, and Fe—Si alloy¥,but at higher e 107 —0—o 8
temperatures. - -

oL T Y —
2.2. Temperature Dependence of the Critical Shear Stress 0 100 T, K 200 300

Figure 4 shows the temperature dependences of the criti-
cal shear stressO(T) for the investigated Sn-Zn aIons and FIG. 4. Temperature dependence of the critical shear stress for single crys-
Sn single crystal$.For comparison, the inset shows the tem. (IS Of pure Sh (solid curv and for Sn+ 0.01at% Zn () and Sn+
’ ! 0.53 at.% Zn Q) alloys. The inset shows the dependence for -Sn
perature dependences of CSS for Sn—Cd alloys of the samg1 at.% cd y), sn+ 0.53at.% Cd £),}* Sn+ 0.01 at.% zn (J), and

concentration as Sn—Zn alloydashed curvés! Two char-  Sn+ 0.53at.% zn Q).
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TABLE |. Effect of impurities on critical shear stresg.

ferential creep parameted (n &/d7); for pure Sn and Sn—Zn
alloys corresponding to a strak=5%. For pure Sn, this
70(0,0), 7(0.C) Ti, . .
Alloy MPa 75(0.0 MP dependence has a well-defined minimum at 70K corre-
sponding to the kink on the,(T) dependence. It can be seen

22396919;5? cq 1%;157 11 , 11 , that this singularity disappears as a result of doping with Zn,
SMH0.53 at.% Cd 24 192 5 which correlates with the vanls_hlng of the kink and plateau
Sn+0.01 at.% Zn 235 1.9 1.5 onthery(T) dependencesee Fig. 4.

Sm-0.53 at.% Zn 35 2.8 9.5 Two hypotheses have been proposed in the literature to

explain the presence of the above singularities on the tem-
perature dependences gfand (@ In &/d7); for crystals with

as well as the ratia(0,C)/4(0,0) characterizing the rela- the Peierls mechanism _Zzijs_dz'flocat'on drag: the two-hump
tive increase in the CSS for alloys with different types of Shape of the Peierls barriers,”"and the nonmonotonic tem-
impurities. perature dependence of intrinsic stresses at stagéé. rela-

One of the important results obtained earlier byus tive advantz_iges of these h_ypo_theses can be determin_ed only
the impurity softening effect observed in thg(T) depen- from a detall_ed thermal actlva_tlon analysis of t_he experimen-
dence: the yield stress of Sn decreased significantly in thE data, which we are planning to carry out in near future.
temperature interval 60-80 K as a result of dopid@1 and Here, we can S|mply state that the tempera_ture dependence of
0.21 at.%) by Cd impurity. Such an effect was not observedh€ Strain-hardening factox, at stage | varies sharply as a
for Zn impurity since the values of,(T) for samples even result of doping(see Fig. 3 The possibility of an equally
with 0.01 at.% zn are higher than the corresponding valusignificant variation of the temperature dependence of inter-

for pure Sn in the entire investigated temperature range. nal stresses as a result of doping cannot be ruled out and may
In all probability, the strong dependence af on the be attributed to the vanishing of anomalies on the tempera-

type of impurity for the same concentration in the alloy isture dependences of, and (@ In &/d7); observed in the al-
due to the different intensities of barriers formed by thesdoys under consideration at temperatures 50—80 K, which
impurities to hinder the movement of dislocations. Accord-Were observed in pure Sn.

ing to Refs. 17—19, the barrier intensity is determined by a A comparison of the three curves presented in Fig. 5
combination of the parameters of size and modular misindicates that a transition from pure Sn to a weakly doped
matching of the atoms of impurity and the matrix. According aIon Wlth 0.01 at.% Zn reduces the characteristic value of
to the data presented in Ref. 20, the difference in the atomi¢d In e/d7); by about 50%. However, a subsequent increase
radii of Sn and Cd is 2—6%, while the corresponding differ-in the Zn concentration by a factor of 50 practically does not
ence for Sn and Zn is 21%. The elastic properties of thesehange its value or the temperature dependence. This fact
elements, e.g., the characteristic values of the elastic constasgems to be surprising and must be taken into consideration
C44(C44=G, whereG is the shear modulyst helium tem-  during subsequent studies.

peratures differ even more sharglyy 13 and 64%, respec-

tively). If we confine the analysis to a qualitative estimate of

size and modular mismatching parameters, the disparity ig- CONCLUSIONS

the impurity atoms of Zn and Cd atoms as dislocation drag

. The results presented in this publication mark an impor-
centers becomes obvious.

tant step towards the accumulation of experimental data con-
cerning the effect of impurity atoms of the kinetics of dislo-
cation motion through the Peierls barriers @+Sn single
Figure 5 shows the temperature dependences of the difrystals. We confined ourselves to the description of the ef-
fect of the Zn impurity on the low-temperature plastic flow
of Sn under the creep conditions in the slip system (100)
X(010 and compared them with our earlier restfitsn the
effect of the same concentration of Cd impurities on this
process. Both types of impurities are found to exert a strong
influence on the parameters of the work-hardening curve for
Sn and result in a qualitative variation of the temperature
dependencey(T) of the yield stress and the creep rate sen-
sitivity to the deforming stress variations (n &/d7);. How-
ever, Cd and Zn impurities affect the plasticity of Sn in quite
different ways. For example, the impurity-induced softening
0 2‘0 4‘0 6‘0 50 1 60 12‘0 obsgrved' in the temperature interval 60—.80 K'as a result of
T K doping with Cd does not occur upon _dopmg with Zn. _

’ Unfortunately, the available experimental data are insuf-
FIG. 5. Temperature dependence of the strain rate sensitivigy=f&% for fICIen_t for a deFa”ed thermal gctlvatlon analy3|s_ and fOi’
Sn (99.9995%)solid curve,! Sn+ 0.01 at.% Zn (1), and Sn+ 0.53at.%  drawing unambiguous conclusions about the microscopic
Zn (O). mechanisms of the effect of impurities of the dislocation mo-

2.3. Creep Rate Sensitivity to Deforming Stress

N
o

-t
w

[£,]

diné/dt, (MPa)™
=
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tion in a Peierls relief. We intend to continue our investiga-''G. I. Kirichenko, V. D. Natsik, and V. P. Soldatov, Fiz. Nizk. Tenis,

tions in this field in the nearest future.
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SHORT NOTES

Influence of cyclic change of normal and superconducting states on the deformation
of Pb—In alloys

V. P. Lebedev, V. S. Krylovskii, and V. M. Pinto Simoes

Kharkov State University, 310077 Kharkov, Ukraine
(Submitted April 2, 1997; revised May 7, 1997
Fiz. Nizk. Temp.23, 1128—-1130October 199y

The effect of cyclic change of the normal and superconducting states of single crystals of Pb—In
alloys is manifested in the form of strain hardening. The increase in the deforming stress in

this case is attributed to an increase in the density of structural defectd99@ American
Institute of Physicg.S1063-777X97)01510-7

The rearrangement of the electron energy spectrum durlloys with indium (the smoothed shear stress vs. strain
ing the superconducting transition leads to a decrease in elecurve 7(y) was obtained by measuring stress in the normal
tron drag force acting on moving dislocatidrend a simul- ~ state upon deformation under cyclic variation of normal and
taneous increase in the intensity of structural defectSuperconducting states as compared to the stress wglue
generatiorf. This results in an enhanced strain-hardening ofobtained upon deformation in the normal state only. Since
metals in the superconducting stat&he effect of the ex- cycling of the states was started in the elastic region of load-
perimental conditions and the state of the object on theng, the yield stress was always higher than in the normal
change in the electron drag acting on dislocations is usuallgtate.
studied by a cyclic variation of the normal and superconduct-  Figure 1 shows the strain-hardening curvesy) for
ing states in the course of active loading, creep, or stressingle crystals of the alloy Pb-5 at.%In having the same
relaxation in the same objett. orientation and deformed under various conditions: curve

The presence of dynamic processes associated with mul— normal state, curv@ — superconducting state, cur@e—
tiple transitions of the electron subsystem of a metal, theyclic variation of normal and superconducting states. Ear-
application and removal of an external magnetic field, peridier, it was shown by usthat loading of a metal with a fixed
odic jumps in mechanical stress, etc., may also affect theormal electron density leadgimost immediately behind
strength and plastic characteristics of the metal. This wathe yield poin} to a higher level of deforming stress in the
confirmed by Didenko and Pustovafowho concluded that superconducting state than in the normal statg>(r,). In
deformation of metal with multiple variations of the super- accordance with the chosen pattern of deformation with a
conducting and normal states followed by load removal angberiodic variation of normal and superconducting states,
annealing leads to the formation of a defect structure havingvhen the sample spends nearly the same time in each state,
a lower recovery and higher strain hardening at temperaturesurve 3 should be lying between curvdsand 2 in Fig. 1.
exceeding the superconducting transition temperailye However, a cyclic change of states leads to a plastic flow for
The present paper aims at finding the laws governing théigher values deforming stress>rs>7,. Moreover, at
deformation of a metal during cyclic variation of the normal each stage of deformation, we obseregd 6, for the strain
and superconducting states at temperatiires ... hardening modulusr,.> 7, for ultimate strength, and an

Measurements were made on single crystals of the alloymcrease of about 20% in plasticity during loading in the
Pb—xat.%In(x=0-5 formed by using components with an normal state. The absolute(— 7,) and relative ¢.— 7,)/ 7,
initial purity 99.9992% for Pb and 99.999% for In. Samplesvariations of shear stress increase monotonically, attaining
in the form of plane-parallel plates &5x30 mm) were the values 0.8 MPa and 85%, respectively, for125%.
deformed at 4.2 K by stretching at the rate of 28 % s 1. The ratio of 7,— 7, to the isolated stress jumpr, is equal
The error in stress measurements wagx 10* Pa, while  to 10.
strain was measured to within 0.1%. Cyclic variation of the  Like strain defects, impurity atoms also facilitate a more
normal and superconducting states at a rate of two cycles faffective role of cycling of states in the metal—
one percent strain was carried out by using a magnetic fielduperconductor strain hardening process. The inset in Fig. 1
with inductionB=0.2 T. The residual resistance of the metalshows a linear increase i.— 7, with concentration of in-
in the normal state was measured by the four-point techniqudium atoms in the alloy.
having a sensitivity of 10" Q. m. Thus, a cyclic variation of the state of the electronic

The periodically varying mechanical stress was createdystem of a metal through superconducting transition not
on the sample at 77 K by magnetostriction variation of theonly provides information about the magnitude of the elec-
length of a nickel plate (100 mm) in the loading device.  tron drag force acting on a moving dislocatibmut also

A common feature of the experiments was the existencallows us to observe the increase in the deforming stress
of a higher shear stress in single crystals of lead and its (Fig. 1) due to dynamic processes occurring during a change
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FIG. 2. Variation of the resistivity with the straine for single crystals of
Pb (99.9992% purityafter loading in the normalcurve 1) state and upon
cyclic variation of stategcurve 2). The inset shows the dependence of
7e— 7n ON (pc— pp) 2 (curve 3) and of 7,— 7, on (ps— pp) Y2 (curve 4).

FIG. 1. Strain-hardening curves(y) of single crystals of Pb-5 at.%In
alloys corresponding to the norm@urve 1) and superconductin@gurve 2)
states, as well as the cyclic variation of these sté&tesve 3). The inset
shows the dependence of additional increase in strgssr, on the In
concentration in the alloyy=75%).

(pe—pr)Y? or (ps—pn)*? (see inset in Fig. R Different

slopes of straight line8 and 4 correspond to an increased
of state, this increase being larger than that in the shear stresgensity of generation of an additional number of deforma-
even due to deformation in the superconducting state dnlytion defects and the formation of a more effective network of
A higher intensity of strain-hardening processes may bestructural obstacles in the path of moving dislocations upon a
caused by an increase in the concentration of structural deyclic change of states than for superconducting and normal
fects and their distribution over the volume of the crystal. states.

In order to estimate the distortion of a lead crystal A possible reason behind the observed effect of the cy-
(99.9992% purity, we measured the residual resistivily clic change of states can be the influence of the change in
after loading in normal and superconducting states, as welhechanical stress in the sample due to the superconducting
as under cyclic variation of these states. Measuremengs of transition(stress jumpga,). In order to verify this hypoth-
were carried out in the absence of external stresses in thesis, we subjected the alloy Pb-5 at.%In to deformation at
sample and in a magnetic field higher than the critical field77 K by using normal procedure and under cyclic stress
(H>H.,H.,). The increase i with relative elongatiore variation (nickel magnetostrictor of length 100 nm in the
is shown in Fig. Athe figure does not show th€e) depen-  loading circuit of the samp)ewhose magnitude corresponds
dence for a sample deformed in the superconducting)state to the jump in stress during the superconducting transition. A
was found thap.> p,, for the entire interval of deformations, comparison of the strain-hardening curves shows that the ap-
and the differencep.— p,, increases monotonically with.  plication of a small pulsating mechanical stréstamplitude
For the orientation of the lead single crystal indicated in the0.1 — 0.5 MPa and a frequency of two cycles per 1% relative
lower part of the figure,p.—p,=0.6210"1%-m and elongation to the sample during extension does not cause
(pe—pn) pr=10% fore=10%. any increase in the deforming stress.

It follows from various models of structural hardening The peculiarities of the superconducting transition itself
that 7(y)= 7o+ aGbyNy, where r, and 7(y) define the are the most likely mechanism of the effect leading to an
shear stress of the original and deformed crystat,0.1-1, increase in the concentration of deformation defects and the
G is the shear modulus, and, the dislocation density. As- formation of a structure with an enhanced resistance to the
suming that point and line defects make equal contributionglastic flow. The change in the state of the electronic system
to the growth of resistance for lead, we can use the depersccurs through an intermediate or mixed state of the super-
dencesp.(g) andp,(g) (Fig. 2 to estimate the excess dis- conductor. A change in the external magnetic field in the
location density Ng=[p(e) —pol/2p4, Where p, corre- interval O<sH<H_, H., leads to the emergence of a dy-
sponds to the undeformed crystal, gndis the resistivity of  namic intermediate state or a mixed state in the metal with
dislocations of unit density. Using the above formula formoving system of domains or magnetic flux vortices. The
7(Ng), we obtain a linear relation between the additionalinteraction of the interface between the normal and supercon-
strain hardening 4,—7,) or (rs—7,) and the quantity ducting phase with crystal lattice defetfamay facilitate a

849 Low Temp. Phys. 23 (10), October 1997 Lebedev et al. 849



more intensive action of the dislocation sources and the cre2v. P. Lebedev and V. S. Krylovskii, Fiz. Tverd. Tellaeningrad 18, 3648
ation of dislocation structures with enhanced resistance to (1976 [Sov. Phys. Solid Staté8, 2124(1976].
3V. P. Lebedev and V. S. Krylovskii, Fiz. Tverd. Tellaeningrad 33, 2994

the plal.StIC flow of the meta.l' . (1999 [Sov. Phys. Solid Stat83, 1690(1991)].
This research was carried out under the research project; a pidenko and V. V. Pustovalov, Fiz. Nizk. Temp, 1428 (1975
PRAXIS XXI. [Sov. J. Low Temp. Physdl, 684 (1975].

5J. Friedel,Dislocations Oxford (1964).
* . o . . V. P. Lebedev and V. I. Khotkevich, Fiz. Nizk. Ter.89 (1979 [Sov.
E-mail: vladimir.s.krylovskiy@univer.kharkov.ua J. Low Temp. Physs, 42 (1979)].
- V. P. Lebedev and Le Khak Hiep, Fiz. Tverd. Télaeningrad 25, 228
1y, I. Startsev, V. Ya. Ilichev, and V. V. PustovaloRlasticity and (1983 [Sov. Phys. Solid State5, 125(1983].
Strength of Metals and Alloys at Low TemperatufiesRussiar, Metal-

lurgiya, Moscow(1975. Translated by R. S. Wadhwa

850 Low Temp. Phys. 23 (10), October 1997 Lebedev et al. 850



Photon excitation of the third molecular continuum in solid krypton
A. N. Ogurtsov and E. V. Savchenko

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of
Ukraine, Lenin Ave., 47, 310164, Kharkov, Ukraine

J. Becker, M. Runne, and G. Zimmerer

II. Institut fur Experimental Physik der Universitddamburg, 22761 Hamburg, Germany
(Submitted May 26, 1997; revised June 6, 1997
Fiz. Nizk. Temp.23, 1131-1133October 199y

Luminescence study of the near-ultraviolet continuum in nominally pure solid krypton under
selective excitation by synchrotron radiation is presented. Intrinsic nature of the emission has been
established. Clear threshold behavior at the band gap energy reveals the key role of the
electron-hole pairs in a population of the continuum forming states1987 American Institute

of Physics[S1063-777X97)01610-]

In addition to the well-known vacuum ultraviol&fUV) centers, which are self-trapped in the regular lattice and
continua stemming from the decay of self-trapped excitonstrapped at the initial and electronically induced defects of the
wide near-UV luminescence bands were observed in rare gatructure. A narrow band originates from Xe atoms in the
solids® A rebirth of interest in their origin has been stimu- Kr matrix.!’
lated by a prospect of the development of excimer lasers At low temperatures the third continuum reveals two
operating in a near-UV range of spectrBespite the active components: &l-band at 5.3 eV with FWHM:0.3 eV and a
current theoreticdland experimental studies in g&g,con- H’-subband at 4.9 eV with FWHMO0.4 eV. The
densed phasés!®and cluster beams, the origin of these H’-subband disappears on heating of the sample, whereas
bands(the so-called third contingas still under discussion. theH-band only reduces its intensity by half, beginning with

Synchrotron radiation is a very valuable tool for eluci- T=35 K. The main component which peaks at 5.3 eV and
dation of primary processes of emitting state population. Luwhich remains in the luminescence spectrum, is thought to
minescence study of the third continuum following selectivebe of intrinsic nature.
excitation with synchrotron radiation was performed on solid  In order to gain insight into the origin of this band, we
Xe (Ref. 8 and solid Ar(Ref. 10. In the present paper, the measured the excitation spectrum. Figure 2 shows the exci-
results of the first analysis of the near-UV luminescence otation spectra of thél-, theH’-, and theM-bands recorded
solid krypton following primary selective excitation with at the luminescence photon energies indicated in Fig. 1 by
synchrotron radiation in the excitonic range and the range ofrrows. The choice of emission ener@3 e\) for measur-
band-to-band excitation are presentéd. ing the excitation spectrum of tHd -band is dictated by its

The experiments were performed at the SUPER-LUMIcomplex internal structure due to the presence of small quan-
experimental station of HASYLAB at DESY in an ultra- tity of Xe impurity. Note that at the chosen energy the con-
high vacuum environmenfa basic pressure in the experi- tribution of the M; subband is dominant. The excitation
mental chamber did not exceed the 10 mbap. The spectrum of theM; subband shows the well-known fine
samples were grown from a Kr gé89.99% in a special cell  structure in the excitonic range of the spectrtfithe most
attached to a helium cryostat. Preparation of samples und@rominent features were observed in the region below the
isobaric P=80 Pa conditions with a constant rate of cool- first member of the bulk excitonE(3/2). This fact clearly
ing 0.1 K/s in the temperature range 80—60 K results in highrdemonstrates the association of the subband with the struc-
transmittance samples with a small quantity of initial defectsure defects and with the surface region of the sample. In
of structure. The samples contained inevitable amount of Xaddition, the excitation spectrum of th; subband yields a
impurity. The Xe concentration is estimated to be in a lowstep-like behavior at the enerdy=21.78 eV, which ex-
ppm range: After condensation the cell was opened and theceeds the band gap energy=11.61 eV by the lowest ex-
measurements of photoluminescence and excitation spectciton energyE;=10.17 eV. The energi, + E, determines
were performed. Selective photon excitation was carried outhe threshold for creation of excitons during inelastic scatter-
with AN=2.5 A. In the luminescence and the excitation specing of secondary photoelectrons by valence electtdns.
tra, the luminescence was spectrally dispersed with a 0.5-m To check the probable origin of thé-band from impu-
Pouey monochromator equipped with a solar-blind photo+ities, we measured the excitation spectrum in a transparency
multipler (AA=15 A). range of the Kr host. We found that this band cannot be

The luminescence spectrum in the region of self-trappeexcited below the range of intrinsic absorption. Moreover,
exciton emissior(the M-band at 8.6 eYand the third con- the band in question cannot be excited in the excitonic range
tinuum at 5.3 eV is shown in Fig. 1. Thé-band consists of of energies E;=E<Ey) and its behavior is in contrast with
four well-known>*® M -subbands originating from the radia- that of the extrinsioVi; subband. The tests confirm beyond
tive decay of K§(M,,M,) and XeK*(M;,M}) molecular any doubt the intrinsic nature of thg-band in nominally
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with electrons results in th#-band emission in the VUV
range of the spectra and is excluded as a probable channel of
population of the third continuum forming states. A more
likely assumption about the origin of thé-band seems to be
the radiative transition from the excited states of the krypton
molecular ion to lower-lying repulsive states. According to
this assumption, the population of the continuum forming
states is a two-step process: self-trapping of holes followed
by their excitation. The key role of the self-trapped holes in
the formation of near-UV emission from nominally pure
solid krypton is evident from the observed features of the
excitation spectrum and from the temperature behavior of the
H-band—quenching with increasing temperature starting at
PR S TNV L 35 K, where electrons are released from their tfapshe
45 50 55 75 80 85 90 nature of theH’-band is presently not clear. Perhaps it origi-
Photon energy, eV nates from heteronuclear krypton-xenon ionic centers. De-
tailed assignment of the emitting states requires further in-
FIG. 1. The luminescence spectrum of solid krypton excited Hoy vestigation.
= 14_1.2_ eVaff=5 _K. The arrows indicate the photon energies at which the Financial support by the BMF{Grant 05650 GUBand
excitation spectra in Fig. 2 were measured. under the PECO-Project is gratefully acknowledged.

~4
~

Luminescence intensity, a. u.
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of superconductors—a phenomenological approach
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In the presence of isotropic and anisotropic pinning the vortex dynamics is discussed in terms of
phenomenologically introduced, nonlinear viscosities. The formulas for linear
galvanothermomagnetic effects are derived and analyzed under the condition at which the
transport current or temperature gradient is directed at arbitrary angle with respect to the
unidirected twins, which cause the anisotropic pinning. It is shown that two new effects

which appear due to the anisotropic pinning, nam@lith respect to the reversal of the magnetic
field direction even transverse and odd longitudinal voltage, have a distinct origin. The first

is due to the guided vortex motion, while the second appears only when anisdiropantrast

with isotropig pinning changes the Hall drag coefficient. We also show that the last effect

might be masked in the experiment by a large, odd contribution, which has the same angular
dependence and which appears due to the Ettingshausen effect. In order to clarify the

problem of influence of the twins on the Hall drag coefficient, we discuss the possibility of
separating these two contributions in the experiment. 1997 American Institute of Physics.
[S1063-777X97)01710-9

1. The influence of the pinning on the transport proper-resistivities in terms of the drag and pinning vortex viscosi-
ties of highT superconductorHTSC) is a very interesting ties, i.e., on a more detailed level. In the linear case we show
problem. One of the open and rather controversial issues ithat the above-mentioned, new, even, transverse contribution
this field is the influence of the pinning on the Hall dragis due completely to the guided vortex motfand does not
coefficient. Recently, Vinokuet al! have calculated the ef- require the modification of the Hall drag coefficient by twins,
fect of point (isotropig pins on the Hall resistivity and whereas the odd longitudinal contribution depends entirely
showed that the Hall constant is pinning-independent. Is ipn the different values of this coefficient for motion of vor-
also true for the anisotropic pinning caused, for example, byices along the twins and across them. It follows from this
a system of unidirected twins in YBCO single crystal? Soninconclusion that in order to justify the influence of the twins
et al2 have shown that in the last case, in addition to theon the Hall drag coefficient, we must identify only odd lon-
usual longitudinal and transvergelall) resistivities (even  gitudinal contribution in the measurements.
and odd, accordingly, with respect to the reversal of a mag- But as we show below, experimental observation of this
netic field directio two new contributions to the resistivity small (Hall in nature contribution may be masked by the
appear: the even transverse and the odd longitudinal contriRossible appearandelue to the emergence of a small tem-
butions. These results follow in Ref. 2 from the general formPerature gradient in the presence of the transport curoént
of the linear Ohm'’s law in anisotropic media which, in turn, the odd Seebeck contribution with the same angular depen-
was formulated on the basis of symmetry considerations. |fence. In order to give a theoretical basis for the separation
fact, it was postulated in Ref. 2 that presence of the twin®f these two contributions, we also calculated the thermo-

changes the Hall conductivity. The experimental situatiofagnetic properties of the sample with anisotropic pinning,
also is still controversial. Recent paperlaims that for a USing the same approach. We will show that the main con-

twinned (and further irradiated with high-energy Pb ipns tribution to the odd Seebeck resistivity now gives the guided

YBCO single crystal the mixed-state Hall conductivity doesVortex motion, while the possible Hall contribution is small

not depend on the pinning strength, in complete agreemer@"d can be disregarded. _
with the theory! 2. Following Ref. 1, we have for the average velocity of

The main purpose of this paper is to suggest and develo}Crticesv the equation of motion

theoretically a new method for experimental verification of

th.e .plausible effect of twins on the Hall drgg coefficient P+ avxn=f+fy, (1)
within the framework of the phenomenological approach

used earlier in Ref. 1 for the case of isotropic pinning. Wewhere 7 is the isotropic friction coefficienty is the isotropic
modify the method of Ref. 1 for considering both the isotro-Hall drag viscosityf is the moving external forcé_orentz
pic and anisotropic pinning so that we can derive the Ohm’'or thermal, see belowandf is the average resulting pin-
law, which was postulated in Ref. 2. We can therefore clarifyning force, which is the sum of the isotropic contributibp
the origin of the earlier introduc8dour phenomenological and the anisotropic contributioef 2, where e=a,/d is
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relative fraction of vortices placed on the twifeg andd are =B =B pri=Bam  prui=Bant;

the average distances between vortices and twins, respec-

tively). Considerations which may lead to the equation of  g=p@,/Ac2 7
motion in the form(1) will be discussed in detail elsewhere.

If £=0, we obtain Eq(2) in Ref. 1. We assume that the Note that four phenomenological resistivities may be mea-
average anisotropic pinning forde] can be decomposed suyred in two special, “basic” measurements, namglyand
into two partsf 2=f ! +f 'p where, neglecting small Hall 5, —in jLTB (twin boundary geometry, andp,,pp;—in
viscositiesf ,=f,-m, f ;=f,-m,. Herem andm;=zxm  jTB geometry. Physically, relatiot6) shows how to ex-
are the unit vectors directed perpendicularly and parallel tgressE for arbitrary angle betweepandm in terms of four
the twins, respectivelyz is the unit vector which is perpen- basic resistivities. It was postulated earlier in Ref. 2 on the
dicular to the sample’s pland,=f ,-m, andf,=f ,-m;.  basis of the symmetry considerations. In our approach we are
As in Ref. 1, we assume thét,=— y(v)v, wherey;(v)  able to elucidate the origin of the above-mentioned resistiv-
>0 is phenomenological coefficient, which depends only orities [see Eq.(7)] in terms of the drag and pinning viscosi-
the value ofv=|v|. Forf |, andf 'p we assume that ties, i.e., at a more detailed level. Equatit) admits an-
other representation off in terms of two mutually
perpendicular unit vectorg=j/j ande, =(zXj)/j; thenE

2n = E,g+E,e , where

f tp: = (o )vi— avXn, (239)
fo=—v(vl)vi—avixn,

where v, and vy, are the average phenomenological aniso- Euz(pH*Jrnp[)j; E.=(p, +np)j. €]
tropic viscosities which include also tieindependent terms

for the motion of vortices across the twins and along themHereE, andE, are the longitudinaldissipativé and trans-
respectively;a; and «, are the corresponding anisotropic verse(Hall, nondissipative components of the electric field
Hall drag coefficients, and is the unit vector in the mag- (in relation to the transport current dengjtsespectively, and
netic field direction(n=nz, wheren==*1). Herev,=v;m,

and v,=v;m are longitudinal and transverse vortex veloci- P =xXp+¥%p, [P =Xpui+Y%pht,

ties, respectively (=v,+Vv;). Below we will show that in- p=xy(pi—p)), P =XY(PHI— PHt)s ©)
corporation of the Hall terms if2) is equivalent to the as-

sumption that the anisotropic pinning influences the Hall\,\,h(:,.n:»(zm.QI andy=m,-e,. The angle-dependent resistiv-
drag coefficiente and leads to a new effect—the odd longi- jties Pui and p; (in contrast to the “intrinsic” parameters

tudinal contribution to the resistivity of the Sample. Pls Pts PHI» and th) are measurable values for a given
Substitution of the expressions féy into (1) leads to a  sample and they do not depend on the valua.oThe sign
system of two nonlinear equations for andv, (+) here means that this value is even with respect to the
pw N =f,, (3a) reversal of the magneﬁc field direction, where the dign
et o= f (3b) means that the valuep, , is odd. _
HWET MU= In the isotropic limite =0; then ;= 7,=7= n+ ¥;(v)
where and ay = apy=ca. In the limit <% ? we obtain directly
from Egs.(3) the results of Ref. {including the nonlinear
m=n+ ) +env), (48 scaling relationp,,=p2(ac¥Bdy); Eq. (7) in Ref. 1.
m=n+y) +en(vl), (4b) In contrast with the isotropic limit, where only,” and

p, are not equal to zero, in general£0), as we can see

ay=atea;, ap=atea, (40  from (9), two new contributions to the resistivity appear:

transverse evep, and longitudinal odahp, . Note that the

andf;=f-m andf,=f-m, are the transverse and longitudinal angular dependence of these two contributions is the same
components of the external force, respectively. and has the maximum value @t /4 (here 6 is the acute

In the linear case, wherg, and » are constants, i.e., angle betweerm and j). But unlike this similarity, these
they do not depend on the velocities, the solution(3fis  contributions(as can be seen from their derivatidmave a
simple completely different origin.

The even transverse resistivip/ stems from the evi-
dently different pinning force for the motion of the vortices

A=n+ ap an; - (5) along and across the twins, and we can see in the

experimert the different critical currents for these two di-

The electric field induced by the vortex motion B rections. Usually, in some temperature intetyak<p, , and
=(1/c)BXv, and if the external force is equal to the Lorentz sych inequality promotes the so-called guided vortex
forcef=(®dq/c)jXn, wheredy is the flux quantume is the  motiorf!, where the vortices prefer to move mostly along the
light velocity, andj is the transport current density, then twins than to slip across them. If we define the quantitative
from (5) we obtain measure of guiding as c@t=[E|/E|=|p, /p, |, then cotp
=(1-u) tan @/(u+tarf §) where u=p,/p, and O<u<1. If
u—0, then ¢p— 6 and we have a full guiding. From the
= pugm(my-j)], (6) above formula follow several conclusions with a simple

vi= A" o fi—nayf);  vi=A"(pd +Fnaf));

EL=pmy(my-j)+pm(m-j)+n[pym(m-j)
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physical interpretation: s=|E(B/CA)( S+ @Sy ),
a) at 0<u<1 always tanp>tan # and, in addition, tar ' =(B/cA) (7S, — apS).

increases when taflis increasing with a fixed value af, * tL TRe
b) if we assumes=const and change tah thentanp as .y e have the following equation for the electric field

a function of tand is convex downwards and corresponding E produced bV T [compare with Eq(6)]:

minimal value of (tarf)min=2\u(1—u) is attained at tam

(14)

\/Gc) if tan 6>1, then always cop<<1l. But when tarp ET=sim”(m”~VT)+s'im(m~VT)+n[sﬁmH(m-VT)
<1, then depending on the relation betweeand tanf we _Slllm(mH'VT)]' (15
have several opportunities:
[(1-u)/ultan <1 u>tan @, (10a Comparing (15 and (6), we see that if we change
s, —(®y/c), 5—0, andVT—j, then Eq.(15) transforms
cot p~ tan 6/u>1 tafg<u<tand, (10b) into Eq.(6). All physical analysis of Eq(6) can therefore be
1/tan 61 u<tarf 4. (109 repeated for Eq(15) with only one essential distinction: for

thermomagnetic effects all four parameters giver{b) are

E*>V\I/Ee+ SeTehetrIl:;t gthﬁonc?ierSeL;b)bsgsuSeoa t?\lgvgsperi the values of the same order of magnitideecauses, and
LZEy - ' S i -
ment in Ref. 5,u may be well below unityfor example,u S, in Eq. (11) are approximately of the same order of mag

P _ ) . ; nitude for HTSC. Note, however, that in E®) py<p, and
3911‘05) atT~87 K for YBCO; see Fig. 1, curves and5 in pur<<p;. From Egs.(14) and (15) it follows that the Hall

- L contributions(~ and always are small in compari-
The appearance of the odd longitudinal contribufion, (e and ayy) y P

as we see from Eq€2), (4), (7), and(9), follows from the son with other terms which are proportional 4 and 7, .

med influen f twins on the “bare” Hall dr fi Because of this circumstance, all néie., those stemming

Zsesnut ae It mlljft E(Z C;tresdeothatesuc(;: ?nflucheasghgﬁﬁj t')érom anisotropy thermomagnetic effects, giving, (V)
. + - .

different for the vortex motion along and across the twinsand E, (VT), might be of the same order of magnitud

- - — . < + -
(w1 # 7). Physically, it may follow from a different behavior Ilke'galvanomagne'tlc effegts, Where' usu&l‘y'(J)<Ell (J.)]'
. . o Until now, several interesting experimental investigations of
of the Magnus force, whose microscopic origin may be . : : .
. . g the thermomagnetic effects in YBCO single crystals with
highly complex(see, for example, Ref.)6lt is evident, at

: . nidirected twins have been carried duBut below we deal
least, that the vortices move along the twin at the constan o Y .
only with “secondary” thermomagnetic effects produced by
value of the order parameter, whereas the order paramet

. ; %rT, which, in turn, is generated by the transport current
value is not homogeneous for the vortices that move acrosg itvi d h inash Heidhe | i al
the twins. ensityj due to the Ettingshausen effdthe latter in almost

. adiabatic conditions was measured in YBCO by Battlogg
3. In what follows, however, we consider another 9 : ST o )
. ~ S et al”). In the case of anisotropic pinning such “secondary
mechanism for thep, appearance, which implies that the i o o
. . . . .. _.thermomagnetic effects produce additional odd longitudinal
Ettingshausen effect is possible. For this reason, we will ini-,, X Y Lo
- . . . . (“Seebeck” and even transversgNernst”) contributions
tially discuss the case in which, the transport current is zer

but there is a thermal force % the measured voltages. If the real experiment is carried out
in nonisothermal conditions, these additional contributions
fr=5VT+s, VTXn. (11 may mask the *“intrinsic” odd longitudinal contribution

Here VT is the temperature aradient vector in the plan fwhlch is attributable to the possible influence of the twins on
ere s e temperature gradient vecto € plane olye Hall drag coefficient. Moreover, it is conceivable that in
the sample, and, ands, are the phenomenological con- - L
; . the case of bad heat removal conditions the intririsjc
stants(s;=S,, is the transport entropy per vortex unit length, _ ~ _ -
- ® ) . ' =0 (i.e.,ay = apy= a), but we measure onlyE, produced
s, =d,Q,/p,, WhereQ,, is the normal state thermoelectric ; . )
. o by the Ettingshausen effect. Analysis of the experimental
power, andp, is the normal state resistivity; see, for ex-

. - . + .
ample, Ref. J. Substitution of the thermal force components observations of, .(m contrast toE, ) therefore requires
T T . more accurate estimates of the heat removal conditions, es-
f, andf| (instead off; andf)) into Egs.(3)

pecially for the case of large transport current densities. The-

fl=sxr+ns,yr, (129  oretical estimate of the additional odd longitudinal contribu-
T tion E,; in the adiabatically isolated sample can be derived
fi=s)yr—ns xr, (120 as follows. First, we calculat€ T, , which arises due to the

heat current flow densit®,, carried by the vortices which
move with the velocity, in the sample with the anisotropic
pinning in the presence of the transport current derjsity

where f{=m-fr, fl=m,-f; andx;=m-VT, y;=m,-VT
leads to the solutions of Eg&3) in the form (5)
vg = (c/B)(sjxr+nSs| yr),

—UV =TS,V =~ «VT,. 1
0T = (c/B)(slyr—ns.xy), 1y QeTUMTTIME TRV 19

where HereU =TS, is the thermal energy of the vortices, anis

‘ the thermal conductivity of the sample. Frqd6) we have
s;=(B/cA)(ms+ays,),

s\ =(B/cA)(mis. — ans))’ VT, =—pv, = —(uc/B)(NXE,). 17)
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Hereu=TS,/x andE_ is given by Eq.(6). Substitution of It is my pleasure to thank A. A. Prodan for help in pre-
(17) into the equation folE; (15) after some calculations paring this paper for publication.
gives us the desired additional odd longitudinal contribution
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Low-temperature acoustic characteristics of the amorphous alloy
2141 5Ti138CU1o 5NIgBe2s 5

A. L. Gaiduk, E. V. Bezuglyi, and V. D. Fil

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of the Ukraine, 310164 Kharkov, Ukraine

W. L. Johnson

California Institute of Technology, Pasadena, CA 91125, USA
(Submitted July 22, 1997
Fiz. Nizk. Temp.23, 1139-1143October 199Y

The temperature dependences of the sound velocdpd attenuatiorx of high-frequency
(50-160 MH32 sound in the bulk amorphous alloy Z£pTi43 {Cu;» NijgBey, 5 are studied at helium
temperatures in the normal and superconducting states. The alloy is characterized by a
relatively small constan€ determining the intensity of interaction between an elastic wave and
two-level systems. The density of states of the latter systems is estimated. The peculiarities
in the variation ofv during the superconducting transition point to the possibility of a gapless
superconductivity in a narrow temperature interval near © 1997 American Institute

of Physics[S1063-777X97)01810-0

Low-temperature kinetics of amorphous materials isnel levels with the energy Splittindj:=\/A2+AOZ=w by
mainly determined by specific low-energy quasilocal excita-sound of frequency (A is the asymmetry of a double-well
tions, viz., two-level systeméTLS). The model concept of potential andA, the tunnel splitting of energy levels for
TLS developed in Refs. 1 and 2 proved to be very fruitful for A=0). In the available frequency range{T), the reso-
explaining the thermal, elastic, and electromagnetic propemant contribution to variations of the sound velocity is deter-
ties of insulating glasses and metglasséssimplest model mined (to within a constant terinby the formula
of a TLS is a heavy tunneling entity in an asymmetric

double-well potential. Both the initial model of TLS and its So. P_yz
subsequent versichsare universal and are not connected (—') =—>InT=C;InT, 1
with specific features associated with the microscopic origin Vi /res PUi

of double-well potentials. .
The properties of a large number of various glasses hav@here P is the TLS density of statesy the deformation

been studied extensively. One of the most remarkable resulisotential,p the mass density, ariddenotes the longitudinal

in this field is the conclusion concerning virtual indepen-(I) or transverset{ polarization.

dence of the TLS density of states of the composition and the  The resonant contribution to the absorption coefficient

method of obtaining of glass. As regards metglasses, i&/q (q is the wave numbeitis small in the parametes/T on

should be noted, however, that all the compositions that werthe C; scale.

investigated before had been obtained at very high cooling Elastic deformation of the wave also shifts the spectrum

rates &10° K/s), which probably determines the above- of tunnel levels. If there exist the relaxation mechanism

mentioned universality. which makes it possible for TLS to tune the occupancy of the
New classes of glass-forming systems obtained recentlievels to a new set of rapidly (on the ™! scalg, the

are stable over a wide temperature region of supercooledttenuation and the velocity of sound acquire a relaxation

liguid state. Their high resistance to crystallization makes ittomponent:

possible to obtain bulk amorphous samples at very low

guenching rates<£10 K/s). It would be interesting to esti-

mate the density of states of TLS for a typical representative & C

of this family of metglasses. In this connection, we studied 9 ) _> ( m ) )
the acoustic properties of the amorphous alloy i 2 1IN o 7in

Zry1 5Ti13Cp NijgBey, & at temperatures near 1 K. Ui

Acoustic measurements are known to be one of the most
informative methods of studying TLSThe interaction of where 7.y, is the minimum relaxation time foA=0 and
TLS with sound mainly follows the two principal mecha- E~T. Expressiong2) are valid forwm 7,,<<1; otherwise, the
nisms: resonance and relaxation. The former mechanism corelaxation interaction can be neglected. In the general case,
responds to the excitation of direct transitions between tunthe TLS relaxation in metglasses is due to interaction with
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20 y = sponsey of the sample recorded for the ac field amplitude

15l wg : 20 o H=4 mOe. The sample obviously contains two phases with
: § 15 = the phase-transition temperaturesT;;=0.9 K and
1.0t w0 _, 10 € T.»=1.02 K. The value ofT, probably corresponds to a
s i, os - surface phase since this transition does not affect the sound
T 05 20 " velocity in any way. Besides, an increaseHnto 40 mOe
d ol ' leads tq virtually colmplete suppression of the jumpyimt
OZ T2, While the peculiarity aT ., is preserved up tél=1 Oe.
-05¢ The non-coincidence between the resistive and magnetic su-
perconducting transitions in a glass of the same composition
-1.0¢ observed by Gerbest al.” is apparently also connected with
-15 , the existence of two phases.
04 06 08 1 2 3 It can be seen from Fig. 1 that the temperatuFgsand
T,K T.1 do not coincide. Naturally, we can assume that the

FIG. 1. emperature dependences of relative changes in the velocity of tran§-f_imple is not hor_nOQGneOUS as rega_Tg§, but th_e small
verse sound in the amorphous alloy,ZiTi;sClho NigBesns at a fre-  Width of the jump iny at T, renders this assumption hardly

quency of 54.3 MHz. The inset shows a fragmenwofuv(T) dependence  plausible. Probably, the regime of so-called gapless super-
and the diamagnetic respongen the superconducting transition region. Conductivity is realized in the temperature interval
Tcl_Ton-8
An analytic expression for,, in a superconductor can
electrons as well as with phonons, but the contribution of thébe derived only forE<Ag. (Ag. is the superconducting
latter can be neglected @< 2—3 K, and the relaxation fre- gap.® Since the main contribution to the measured param-
quency can be written in the form eters comes from TLS witB<T, the above limitation boils

- down toT<Aq;. In this case, we can write

(Tmin)e=7 7°T, 3) m
2 (Tr;i%)e SC:E WZTe_ASC/T- (4)
where 7 is the dimensionless parameter of coupling between
electrons and the TLS. Since the velocity in the superconducting phase contin-
The sample with an acoustic path length of 0.74 cm wag/€S to grow up tor~0.4 K, the conditionw ;<1 obvi-
cut from an oval ingot. The values ofy and « were mea- Ously remains valid, and expressi¢g) for the relaxation
sured in the pulsed mode by the phase-sensitive bridgeontribution todv/v still holds. Assuming that the resonant
method at frequencies close to 54.3 and 162.9 MHz. Thé&ontribution in the normal and superconducting phases is the
diamagnetic responsgwas measured at a frequency of 22.5 same, we have the fO”OWing expression for the difference in
Hz with the concentric arrangement of the sample, the rethe velocities of sound in thec- andn-phases front1-4):
ceiving and exciting coils. Note the high homogeneity of the A, (50) (50) Age
SC n

alloy: 8—10 well-defined reflexes were observed at an acous- o ~T T

tic wavelength~ 15 wm. In order to avoid possible errors of

interference origin, main measurements were made by conin actual practice, the strong inequality betwdeandA . is

paring phases and amplitudes of first and second or thirdot satisfied in our experiments. Nevertheless, we can expect

pulses. At 77 K, the velocities were,=(5.17+0.03) that the experimental dependences/v(T 1) become lin-

X 10, v,=(2.49+0.01)X10° cm/s. ear in a certain temperature interval<T., where
Figure 1 shows the relative change in the velocity of Ag(T)~Ag(0).

transverse sound in the alloy under investigation in the nor- A dependence of this type is shown in Fig. 2a. For com-

mal (n) and superconducting€) states. In the former case, parison with theoretical dependences, the temperature scale

the fieldH=1.5 T(HIlq) was applied. It should be noted that in Fig. 2 is given in reduced form, and the superconducting

aboveT,, such fields did not affect the behaviorwfanda.  transition temperature is assumed to be equaljp The

In the normal phase, the temperature variation of the velocityelocity scale is also normalized ©,/2. It was found that

is correctly approximated by a logarithmic dependence witithe dependencdv/v(T™ 1) is close to linear in the entire

the coefficientC;/2 appearing when expressiofl§ and(2)  temperature range beloW,,, but its slope is twice the BCS

are added. To within the error of measurements, the values eflue of A;(0). In all probability, such a behavior of

the constantsC; (C,=(0.58+0.02)x10 °, C,=(1.42 Av/v(T ) is the result of joint operation of several

+0.03)x 10 °) were independent of frequency. temperature-dependent mechanisms. For comparison, Fig. 2a
In the superconducting phase, freezing out of normapresents the results of complete calculatiomef'v for the

excitations leads to an increase #p;,° and to a sharp de- BCS model(=0.85, see beloyon the basis of equations

crease in the relaxation contributions to the velocity and abfrom Ref. 6. The agreement between the theoretical and ex-

sorption of sound, which is reflected in a sharp kink on theperimental dependences is obviously unsatisfactory over vir-

v(T) curve in Fig. 1 at the temperatuie,,=0.85 K. The tually the entire temperature range, although the scale of

inset to Fig. 1 shows the changes in the velocity nEgy variation is reproduced correctly on the whole. The agree-

measured simultaneousihHE0) with the diamagnetic re- ment can probably be improved in the vicinity @f by

v v
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Y . . . T——r the electron relaxation time becomes equal to the phonon
one: (7¢) min=(7pR min- Usually it is assumed that the cross-
over occurs at a temperature at which the velocity of sound
passes through its maximuirin our caseT,~3.3 K. The
phonon relaxation rate is mainly determined by transverse

phonons’
) 8¢
(Tmi:rl1)ph= vats T3. (5)
Combining(1), (3), and(5), we obtain
P=8.4T./7)2C,-10° erg t-.cn (6)

(in this equation;T, is in degreeps SubstitutingT.=3.3 K,
7»=0.85, C,=1.4210° we obtain P=1.810%®
erg l-cm 3. This value is two—three orders of magnitude
smaller than values known from literatufte.

In formula (6), we specially singled out the quantities
whose values are not known exactly. In actual practice, a
04 . 046 . 018 1 '1 '2‘ noticeqble contribut.io(proportional toT?) 'Fo the yelqcity of

: ) : ' sound is observed in the sample under investigatiom are
T/Ton planning to publish the corresponding results latére com-
FIG. 2. Difference of the relative changes in the transverse sound velocity iRination of this contribution with the logarithmic dependence
the superconducting and normal states as a function of reduced temperatugan also lead to the formation of a velocity peak. For this
Smoc_)th curves correspond to the results of calculatigr: Q.85) (a); ab- reason, the value of, can be slightly higher. The fitting
fg;p?gg 'tgr:‘;ef;t’fﬁéc?S”g;‘;t;]”gnp?:zi&i?(SCC‘;‘SD and 0.8lcurve2) \a1ue of  (see Fig. 2bdepends on the energy gap for which
the BCS value was used. If our assumption concerning the
effect of magnetic scattering is confirmed, the energy gap
taking into account magnetic scattering effects which elimi-will be smaller® which can reduce the estimated valuez3f
nate the divergence in the derivatives of the order parametdsy a factor of several times. The exact value@fis not
and energy gap af.,® but a rigorous theory of interaction known to us either; it can be obtained from the logarithmic
between sound and TLS in the presence of magnetic impudecrease in the velocity of sound in the deep superconduct-
rities has not yet been constructed. The assumption concering _state. On account all these remarks, the estimated value
ing the equality of the resonant contributions in 8@ and  of P in the alloy under investigation can be an order of
n-phases might be incorrect due to a considerable narrowinghagnitude higher than the value given above, but still con-
of the tunnel levels upon a decrease i) s’ Which can  siderably smaller than the known values from the literature
affect the behavior oAv/v at lower temperatures, e.g., can sources.
change the normalization of the ordinate axis in Fig. 2a. In summary, the values of the TLS density of states in

Figure 2b shows the temperature dependences of variahe amorphous alloy Z{ 5Ti;3 &l NijBeys s estimated on
tions in sound absorption, which is also normalizedd§y,/2  the basis of acoustic measurements are much smaller than for
in accordance witli2). Further, the normalized absorption in other metglasses. This is probably due to the very low rate of
the normal phase was assumed to be equal to unity in corooling of the melt (- 10 K/s). The observed peculiarities of
formity with (2) since the real value of cannot be deter- superconducting ordering indicate, on one hand, the two-
mined in the temperature interval under investigatithis  phase structure of the amorphous alloy under investigation,
can be done only from the difference in absorption in theand on the other hand, the possible realization of a gapless
normal and deep superconducting stat&be theoretical de- superconductivity in this material in a narrow temperature
pendences in the BCS model correctly reproduce the differrange.
ence in the behavior of absorption at two frequencies, al-
though the steepness of the variationdty for T/T,,~0.45 _ The authors are grateful to V. Z. Bengus, E. D. Tabach-
is higher than the theoretical value. It should be recalledNikova, and A. S. Bakai for fruitful discussions and to E. A.
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ERRATA

Erratum: Peculiarities in the electron properties of &Sb)-layers in epitaxial silicon.
lll. Electron—phonon relaxation [Low Temp. Physics 23, 303—-307 (April 1997)]

V. Yu Kashirin, Yu. F. Komnik, A. S. Anopchenko, O. A. Mironov, C. J. Emelius,
and T. E. Whall

[S1063-777%97)01910-5

The correct spelling of the fifth author’'s name should read C. J. EMELEUS.
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