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#### Abstract

By using fundamental units $c, \hbar, G$ as conversion factors, one can easily transform the dimensions of all observables. In particular, one can make them all "geometrical," or dimensionless. However, this has no impact on the fact that there are three fundamental units, $G$ being one of them. Only experiment can tell us whether $G$ is basically fundamental. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 06.20.Fn; 06.20.Jr

It is well known [1] that to each mass $M$ there corresponds a characteristic length $r_{g}$, the so-called gravitational radius (a body with radius $r=r_{g}$ forms a black hole):

$$
r_{g}=2 G M / c^{2}
$$

where $G$ is gravitational constant

$$
G=6.673(10) \times 10^{-11} \mathrm{~m}^{3} / \mathrm{kg} \mathrm{~s}^{2}
$$

while $c$ is velocity of light. Thus, in all physical equations, $M$ can be replaced by $r_{g}$, so that mass can be "exorcised" from definitions of all physical observables. As a result, everything can be measured in "geometrical" units of length $L$ and time $T$ instead of standard $L, T, M$ units.

One can use $M^{\prime}=G M$ instead of $M$ in order to reduce all measurements in physics to measurements of space and time intervals and exorcise $G$ from all equations of physics, thus reducing the number of fundamental dimensional constants. We would like to make a few rather trivial remarks concerning this proposal.

First, it is obvious that, in defining $M^{\prime}$, one can use $G M g(L, T)$ instead of $G M$, where $g$ is an arbitrary function of geometric units $L, T$, in particular, in the standard case of gravitational radius $g=2 / c^{2}$.

Second, as is well known (see, e.g., [2]), $c, \hbar, G$ are fundamental units in the sense that c represents relativity, $\hbar$ represents quantum mechanics, while Planck mass $m_{P}=\sqrt{\hbar c / G}$ is connected with the space-time scales $l_{P}=\hbar / m_{P} c$ and $t_{P}=l_{P} / c$ at which gravity must become strong and of a quantum character. In contrast, units based on $M^{\prime}$ have no fundamental character.

[^0]Third, by using any of three fundamental units as a conversion factor, one does not reduce the number of fundamental units and dimensions. E.g. when using c as a unit of velocity, one obviously preserves it as a fundamental unit. At the same time, one can measure time in units of length or length in units of time. However, length remains length, while time remains time. Similar considerations are valid for mass $M, G$ and gravitational radius $r_{g}$ or any combination of the type $G M g(L, T)$.

Of course, if $G$ turns out to be only an "effective constant," as is the case in theories in which gravity is modified at submillimeter distances (see, e.g. [3]), then new physics will appear well below Planck mass, maybe even at a few TeV , thus changing the value of fundamental mass. In the case that $G$ is only an effective constant, a new dimensionless parameter would appear in low-energy physics: $m_{\mathrm{Pl}}^{\text {new }} / m_{\mathrm{Pl}}^{\text {old }}$. Thus, the question posed in the title of this letter could be answered by further study of the nature of gravity. Another approach to fundamental units, including $G$, one can find in [4].

This work was partly supported by the Russian Foundation for Basic Research, project no. 00-1596562.
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# Observation of the Rotational Doppler Effect for Optical Beams with Helical Wave Front Using Spiral Zone Plate 
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A rotating spiral zone plate was used to implement and measure the rotational Doppler effect for plane-polarized optical beams with helical wave front (optical vortices). The frequency shift was analyzed in terms of energy exchange between the beams and moving optical elements. © 2002 MAIK "Nauka/Interperiodica".
PACS numbers: 42.25.Hz; 42.25.Ja

Optical beams with helical wave front possess a number of fundamental properties, studies of which allowed the revision of a broad class of phenomena in both optics and wave physics as a whole. The related wave-front singularities became the subject of a large body of research [1-4]. An important point is that such beams are macroscopic objects, whose behavior pictorially manifests some specific properties of quantum systems. In particular, these beams possess orbital angular momentum [5, 6], leading to specific phase and frequency transformations upon beam rotation.

We will consider these transformations by an example of stable Laguerre-Gaussian (LG) laser resonator modes, which traditionally serve as useful models for studying wave-front singularities [1-3, 5, 7]. If the beam axis is aligned with the $z$ axis, the electric-field distribution in the $L G_{p}^{l}$ mode can be represented as [8]

$$
\begin{gather*}
E_{p l}(\mathbf{r}, z, t) \sim\left(\frac{r}{b}\right)^{|l|} L_{p}^{|l|}\left(\frac{r^{2}}{b^{2}}\right) \\
\times \exp \left(-\frac{r^{2}}{2 b^{2}}+i k \frac{r^{2}}{2 R}\right) \exp [i(k z+l \phi-\omega t)], \tag{1}
\end{gather*}
$$

where $k$ and $\omega$ are the light wave number and frequency, respectively; $p$ and $l$ are the radial and azimuthal mode indices; $\mathbf{r}$ is the radius vector; $r$ and $\phi$ are the polar coordinates in the beam cross section; and $L_{p}^{|| |}$stands for the Laguerre polynomial. In Eq. (1), $b$ is the $e^{-1}$ intensity radius and $R$ is the front curvature radius for the lowest mode (Gaussian beam, $p=l=0$ ). Our interest is mainly focused on the last exponential term in Eq. (1), because it accounts for the helical wave-front form. This term is responsible for the energy flux circulation in the beam, i.e., for the optical vortex (OV) [1-3], whose measure is determined by the orbital angular momentum equal to $l \hbar$ per photon $[3,5]$ and by the rotational Doppler effect (RDE). The latter consists in the appearance of
the dependence of light frequency measured by a detector on the relative rotational motion of the beam and an observer [7, 9-11]. In Eq. (1), the beam rotation and translational motions correspond to the coordinate transformations

$$
\begin{equation*}
\phi \longrightarrow \phi-\Omega t, \quad z \longrightarrow z-v t \tag{2}
\end{equation*}
$$

(positive direction of the angular $\Omega$ and translational v velocities coincide with the direction of the $z$ axis). As a result, the observed phase variation rate, i.e., the beam frequency in Eq. (1), becomes $\omega=\omega+\Delta \omega$, where

$$
\begin{equation*}
\Delta \omega=k v+l \Omega \tag{3}
\end{equation*}
$$

i.e., apart from the translational Doppler effect (the first term), the rotation-induced frequency shift may occur (the second term). This frequency shift can also be explained in terms of energy exchange between the beam electromagnetic field containing OV and optical elements [7, 12, 13].

The RDE was first observed for the beams with spin angular momentum caused by circular polarization [9, $12]$. For the LG modes, it was predicted in $[7,10]$ and measured in $[14,15]$ using electromagnetic waves in the millimeter range.

In this work, the RDE is demonstrated for beams with orbital angular momentum in purely optical experiments, which have become possible due to the use of rotating spiral zone plates (SZP).

SZP is a record of the interference pattern for the coaxial LG beam and plane wave. About ten years ago, the corresponding synthesized holograms were intended for use for the transformation of beams with smooth front into vortical beams [16], but they did not find wide use, because different diffraction orders were not spatially separated in this case. As to the RDE, this shortcoming transforms into an advantage, because it is important for the interferometric observations of frequency shifts that the beam propagation directions do not change upon the rotation of optical element.


Fig. 1. (a) Central area of the spiral zone plate and (b) scheme of separation of the first-order diffracted beam: (1) SZP, (2) point aperture, and (3) collimating lens; the separated beam is gray-shaded.

The central SZP fragment is depicted in Fig. 1a. It represents a transparency with the spatially dependent transmission

$$
\begin{align*}
& T(\mathbf{r}) \sim 1+\operatorname{sgn}\left[\cos \left(\frac{k r^{2}}{2 f}+m \phi\right)\right] \\
= & \sum_{N} \frac{2}{N \pi} \sin \left(\frac{N \pi}{2}\right) \exp \left[i N\left(\frac{k r^{2}}{2 f}+m \phi\right)\right], \tag{4}
\end{align*}
$$

where $m$ is the topological charge of the phase singularity built in the plate (in Fig. 2a $|m|=1$ ), $f$ is the plate focal parameter, and $N$ is an integer (diffraction order). When illuminating the SZP by the wave with plane front, converging (for $N>0$ ) and diverging (for $N<0$ ) spherical waves are formed (Fig. 1b), with the focal plane for the $N$-order wave being positioned at the distance $f_{N}=f / N$ behind the plate.


Fig. 2. (a) Transverse intensity distribution in the separated first-order diffracted beam, (b) its interference pattern with the reference beam, and (c) oscillogram of the detector signal upon the SZP rotation. Sinusoid corresponds to the fundamental beat frequency.

Immediately behind the plate, the light field of the diffracted $N$-order beam is described by the relationship

$$
\begin{equation*}
E_{N}(\mathbf{r}, t)=u(r) \exp (i N m \phi-i \omega t), \tag{5}
\end{equation*}
$$

where $u(r)$ is a function determined by the complex amplitude of the incident (initial) beam and by the focusing power of the SZP for this order. In contrast to the usual zone plate, this beam carries OV with topological charge $l=m N$ which determines its orbital angular momentum. Note that, according to Eq. (4), only the odd orders can be observed.


Fig. 3. Transformation of a beam with unit-charge OV into a vortex-free beam in the rotating SZP: (a) intensity distribution in the first-order diffracted beam, (b) its interference pattern with the reference beam, and (c) oscillogram of the detector signal upon the SZP rotation.

In the experimental setup, SZP was obtained by photographing the pattern calculated on a computer with a high-resolution printout. The slide was installed in the inner ring of a rotating device, which made it possible to rotate SZP by electric motor. The initial planepolarized Gaussian beam from a $\mathrm{He}-\mathrm{Ne}$ laser (wavelength $0.63 \mu \mathrm{~m}$ ) was formed in such a way that its axis coincided with the rotation axis and the waist ( $b \approx$ 0.7 mm ) was situated in the SZP plane. The transverse size $(5 \mathrm{~mm})$ of the image in the slide excluded the influence of aperture effects caused by edge diffraction.

The desired (first) diffraction order with unit-charge OV was separated using a point aperture placed in the SZP focal plane corresponding to $N=1$ (Fig. 1b); for the SZP used, $f_{1}=f=7.5 \mathrm{~cm}$. The resulting beam was collimated by a lens, and its transverse intensity distribution displayed a dip near the axis, typical of phase singularity (Fig. 2a). To study this beam, it was led to the measuring arm of a Mach-Zehnder interferometer, in which the reference wave was produced by splitting off a portion of initial beam followed by its collimation. The alignment of the output beam splitter provided suitable scale of the interference pattern for the observation in the plane for analysis. The image of this pattern contains a fork typical of unit-charge OV (Fig. 2b), confirming the presence of OV in the diffracted beam. It also followed that the radiation passing through the point aperture did not reveal any noticeable presence of zero and other parasitic diffraction orders. The beam was slightly depolarized due to the birefringence in the film material.

Therefore, the device depicted in Fig. 1b can be regarded as a source of an optical beam with helical wave front. If SZP is rotated with a constant angular velocity $\Omega$ about the system axis, all diffracted beams will also rotate. The SZP rotation is equivalent to coordinate transformation (2), as a result of which the N order beam behind the rotating plate is described by the expression

$$
\begin{gather*}
E_{N}(\mathbf{r}, t, \Omega)=u(r) \exp (i N m \phi-i N m \Omega t-i \omega t)  \tag{6}\\
=u(r) \exp [i N m \phi-(N m \Omega+\omega) t]
\end{gather*}
$$

instead of Eq. (5). This signifies that the observed beam frequency changes by $\Delta \omega=N m \Omega$ Therein lies the manifestation of RDE in the system with rotating SZP (for the particular experimental situation with $\Delta \omega=\Omega$ ).

Because of the frequency difference between the diffracted and reference beams, the system of interference fringes starts to move. This movement was recorded by a photodetector equipped with an aperture of size smaller than the period of the interference pattern. The oscillogram of the photodetector signal proportional to the light flux through the aperture is shown in Fig. 2c (after filtration of the line-modulated laser power). The period of the observed beats exactly corresponded to the angular velocity of SZP rotation ( $3 \mathrm{~s}^{-1}$ ).

To eliminate possible systematic errors, the analogous experiment was carried out with the zero-order beam. The latter was obtained using lens with a focal length of 1 m placed immediately ahead of SZP; at distances larger than $f_{1}$ behind the SZP, all diffracted beams diverged strongly, whereas the zero-order beam converged at the lens focus and, hence, can be separated using a diaphragm. In this case, nor the fork neither the fringe movement was observed in the interference pattern upon SZP rotation.

If a SZP with topological charge $m=2$ was used, then, in compliance with Eq. (6), the charge of OV in
the first-order diffracted beam was 2 , and the beat frequency in the detector signal doubled upon the SZP rotation.

Also of interest is the situation where the initial beam contains the OV with a certain topological charge $n$, so that its complex amplitude is proportional to $\exp (i n \phi)$. In this case, one has instead of Eq. (6)

$$
E_{N}^{n}(\mathbf{r}, t, \Omega)=u_{n}(r) \exp [i(N m+n) \phi-i(N m \Omega+\omega) t],
$$

and it then turns out that the frequency shift upon the rotation of a beam with $l=N m+n$ is equal to $N m \Omega$; i.e., the relation $\Delta \omega=l \Omega$ given by the second term on the right-hand side of Eq. (3) is no longer valid. In particular, for $n=-N m$ the frequency shift can be observed even in a vortex-free beam. We examined this case (with $N=m=-n=1$ ) experimentally. Although the spatial intensity distribution in the diffracted beam has a dip in the center (Fig. 3a), the interference pattern in Fig. 3b shows no singularity, while the oscillogram of the detector signal (Fig. 3c) unambiguously indicates the presence of RDE.

The situation is understandable if the OV transformations in SZP are taken into account. The initial beam carries photons with orbital angular momentum $n \hbar$ to the plate; behind the plate, the photon angular momentum in the $N$ th order equals $(N m+n) \hbar$. Hence, each photon acquires angular momentum $N m \hbar$, so that a recoil torque is applied to the plate. In the course of rotation, the work against this torque changes the photon energy by $\Delta \varepsilon=N m \hbar \Omega[7,13]$. Hence it follows from the relation $\Delta \varepsilon=\hbar \Delta \omega$ that $\Delta \omega=N m \Omega$, irrespective of the OV charge in the diffracted beam.

Note in conclusion that the results obtained in this work are important for information coding through the control of the orbital angular momenta of optical beams [17].
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#### Abstract

The plasma parameters in hot spots of an X-pinch are determined by using time-resolved data from X-ray spectroscopy in experiments on the implosion of crossed Ti wires in the XP device with a current of 480 kA and pulse duration of 100 ns . The electron densities and temperatures calculated from these data are in the ranges $(0.8-3) \times 10^{23} \mathrm{~cm}^{-3}$ and $1-2.5 \mathrm{keV}$, respectively. An analysis performed shows that the plasma processes are highly nonequilibrium. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 52.80.Qj; 52.70.La; 52.25.Os

The measurements of the parameters of hot spots (HSs) in X-pinches are still a rather difficult problem that requires modern, high-precision apparatus. Recent experiments [1-5] have shown that, near the point of maximum compression, the plasma parameters vary on picosecond temporal scales and micron spatial scales. Theoretical estimates and numerical simulations predict plasma densities higher than solid-state densities and temperatures in the keV range $[2,4,5]$. The only source of information about plasmas with such parameters is X-ray spectroscopy. It is clear, however, that methods based on recording time-integrated spectra (even with high spatial resolution) can only provide averaged or incorrect data. In this paper, the plasma parameters are determined from time-resolved spectral measurements by using a high-aperture, slitless scheme with an X-ray streak camera and a spherically bent focusing crystal (Fig. 1).

Experiments with 100-ns current pulses (with a current of up to 480 kA ) were carried out in the XP device at Cornell University (USA). X-pinches were produced by the implosion of two to eight crossed wires made of different metals [1, 4, 6]. The spectrum of X-ray plasma emission was resolved with the help of a spherically bent mica crystal with a radius of curvature of 150 or 186 mm . The emission was focused into a narrow strip on the photocathode of a streak camera (Fig. 1). The strip width ( $<30-50 \mu \mathrm{~m}$ ) was determined by the quality of the crystal and the size of the radiation source, whose image was demagnified by five to seven times. According to our previous measurements, the source diameter did not exceed several tens of microns, and the quality of the crystal guaranteed focusing into a $10-$ to $20-\mu \mathrm{m}$
strip. The electrostatic system of the streak camera blurred the strip image on the output screen to $\approx 120 \mu \mathrm{~m}$. The time resolution of the system was $7-$ 10 ps , which was close to the maximum resolution provided by the employed Kentech streak camera (see [4] for details). The time-scanning image of the spectrum was recorded on a $60-\mathrm{mm}$ Kodak TWAX400 film pressed against the fiber-optic faceplate of the camera. Photographs were digitized with an Agfa Arcus II scanner and then were corrected for the distortion introduced by the camera, the film sensitivity, and the scanner transfer characteristic. In this paper, we present the results from experiments with a seven-wire Ti array, the wire diameter being $17 \mu \mathrm{~m}$.

Figure 2 shows the time dependences of the plasma emission intensity in the wavelength ranges $2.615-$ $2.624,2.629-2.638,2.642-2.651,2.489-2.498$, and $2.500-2.509 \AA$. These spectral ranges were chosen so as to trace the intensities of the following lines: (i) the $\mathrm{He}_{\alpha 1}$ resonance line of helium-like Ti XXI ions, (ii) the $\mathrm{He}_{\alpha 2}$ intercombination line of Ti XXI ions, (iii) the $k$ and $j$ satellites corresponding to the $1 s 2 p^{22} D-1 s^{2} 2 p^{2} P$ transitions of Ti XX ions, (iv) the $\mathrm{Ly}_{\alpha}$ resonant line of hydrogen-like Ti XXII ions, and (v) transitions in the continuum. It can be seen in the figure that there are three emission peaks in the time interval $0-600 \mathrm{ps}$. It is reasonable to attribute these peaks to three HSs that arise in the course of pinching. The first burst is the shortest ( $\approx 50 \mathrm{ps}$ ). The duration of the second burst in the $\mathrm{Ly}_{\alpha}$ line is also $\approx 50 \mathrm{ps}$; however, for the $\mathrm{He}_{\alpha 1,2}$ lines, the emission time is significantly longer ( $\approx 80 \mathrm{ps}$ ). The duration of the third burst in the $\mathrm{He}_{\alpha 1,2}$ lines is

(c)


Fig. 1. Schematic of the experiment and the densitogram of the time-resolved emission spectrum of a Ti X-pinch.
$\approx 110 \mathrm{ps}$, whereas the durations of the emission bursts in the $\mathrm{Ly}_{\alpha}$ line and in the $k$ and $j$ satellites is $\approx 50 \mathrm{ps}$ as before.

The above difference between the durations of the emission bursts may be attributed to the specific features of the excitation of the resonance and satellite lines of hydrogen- and helium-like ions. The $2 p$ and $1 s 2 p$ levels of these ions can be populated from the $1 s$ and $1 s^{2}$ ground states by electron impact or by the triple or radiative recombination of stripped nuclei or hydro-gen-like ions. The doubly excited $1 s^{2} p^{2}$ states are populated predominantly by dielectronic capture from the ground $1 s^{2}$ state of a helium-like ion. It is important that, in this mechanism for reducing the ion charge (unlike the other recombination mechanisms), energy is taken from free electrons, which requires that the plasma temperature be sufficiently high. Plasma cooling during the HS decay decreases the efficiency of electron-impact excitation and dielectronic capture, which are the main channels for the population of the ion levels when energy is transferred from free to bound electrons. In fact, the capture is a unique channel for the generation of the $k$ and $j$ satellites; thus, the emission
time of these lines determines the lifetime of a hightemperature plasma. In this way, we can estimate the HS lifetime, which appears to be $\approx 50 \mathrm{ps}$. In contrast,


Fig. 2. Time dependences of the intensity of plasma emission from an X-pinch in the spectral ranges (1) 2.6152.624 , (2) 2.629-2.638, (3) 2.642-2.651, (4) 2.489-2.498, and (5) 2.500-2.509 A.

Table

| Burst number | $t(\mathrm{ps})$ | $T_{e}(\mathrm{keV})$ | $N_{e}\left(\mathrm{~cm}^{-3}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | 32 | 1.25 | $3 \times 10^{23}$ |
| 2 | 88 | 1.70 | $10^{23}$ |
|  | 95 | 1.75 | $8 \times 10^{22}$ |
|  | 102 | 2.10 | $8 \times 10^{22}$ |
|  | 109 | 2.10 | $6 \times 10^{22}$ |
|  | 116 | 1.65 | $2 \times 10^{22}$ |
|  | 123 | 1.4 | $<10^{22}$ |
|  | 130 | 1.15 | $<10^{22}$ |
| 3 | 480 | 1.5 | $5 \times 10^{22}$ |
|  | 487 | 2 | $6 \times 10^{22}$ |
|  | 494 | 2.4 | $10^{23}$ |
|  | 501 | 2.5 | $10^{23}$ |
|  | 508 | 2.4 | $9 \times 10^{22}$ |

the resonance states of a cooling plasma can rather efficiently be populated via both triple and radiative recombination, because their probabilities increase with decreasing temperature. Hence, if there are a sufficient number of stripped nuclei (hydrogen-like ions) in a plasma, then the duration of $\mathrm{Ly}_{\alpha}\left(\mathrm{He}_{\alpha 1,2}\right)$ line emission will exceed the duration of the high-temperature phase. Seemingly, under our experimental conditions, there were no stripped Ti nuclei in the plasma, and an appreciable amount of hydrogen-like Ti XXII ions was produced only in the second and third HSs (Fig. 2, curve 4). For this reason, there was no recombination excitation of the $\mathrm{Ly}_{\alpha}$ line; hence, the emission time of this line was also interpreted as the HS lifetime. In the first HS, because of the lack of hydrogen-like Ti XXII ions, this excitation mechanism was also forbidden for


Fig. 3. Emission spectrum of an X-pinch plasma at $t=494 \mathrm{ps}$ and the results of calculations for $N_{e}=10^{23} \mathrm{~cm}^{-3}$ and $T_{e}=$ 2.3 keV .
the $\mathrm{He}_{\alpha 1,2}$ lines. However, in the second and third HSs, the fraction of hydrogen-like Ti ions amounted to $\approx 30 \%$ and $\approx 45 \%$, respectively, and recombination excitation prolonged the emission bursts in the $\mathrm{He}_{\alpha 1,2}$ lines by $30-$ 60 ps (Fig. 2; curves 1, 2). Note that a similar effect in the spatial distribution of the emission intensity of helium-like Mg XI ions in an expanding laser plasma was previously observed in [7].

The X-pinch emission spectra shown in Fig. 1 allowed us to determine the time behavior of the HS plasma parameters. For this purpose, we used the conventional quasi-steady radiative-collisional kinetic model and calculated the emission spectrum of the helium-like Ti XXI ions with dielectronic satellites corresponding to transitions in lithium-like Ti XX ions. For a sufficiently hot plasma, the model spectrum depends only on the electron density $N_{e}$ and temperature $T_{e}$, which can be determined by fitting the model spectra to observations. As was expected, the intensity ratio of $\mathrm{He}_{\alpha 1}$ and $\mathrm{He}_{\alpha 2}$ lines was most sensitive to the plasma density, whereas the ratio of the $k$ and $j$ satellites was most sensitive to the plasma temperature. The results obtained are presented in the table, and the quality of the model is demonstrated by Fig. 3, which shows the experimental spectrum measured at $t=494 \mathrm{ps}$ and the results of calculations for $N_{e}=10^{23} \mathrm{~cm}^{-3}$ and $T_{e}=$ 2400 eV . It can be seen from the table that the plasma temperature in the first HS does not exceed 1250 eV , and the maximum electron density is $3 \times 10^{23} \mathrm{~cm}^{-3}$. In the second HS, the plasma is heated to 2100 eV , and its density is several times lower $\left(0.8 \times 10^{23} \mathrm{~cm}^{-3}\right)$. A maximum temperature of 2500 eV is achieved in the third HS at a density of $10^{23} \mathrm{~cm}^{-3}$.

If the plasma were in a quasi-steady ionization state, the density ratio of hydrogen- and helium-like Ti ions would be $\approx 0.07$ in the first HS, $\approx 0.09$ in the second HS, and $\approx 2$ in the third HS. For temperatures of $\geq 1 \mathrm{keV}$, the excitation rate of the $2 p^{2} P$ level by electron impact from the ground state is nearly equal to that of the $1 s 2 p^{1} P_{1}$ level [8]. In this case, the relative intensities of the $\mathrm{Ly}_{\alpha}$ and $\mathrm{He}_{\alpha 1}$ lines should also be close to each other. Nevertheless, as can be seen in Fig. 2, the intensity of the $\mathrm{Ly}_{\alpha}$ line is significantly lower than its steady-state value, and the plasma emission in the $\mathrm{Ly}_{\alpha}$ line is somewhat delayed with respect to the emission burst in the $\mathrm{He}_{\alpha 1,2}$ lines. As was shown in [5], this is because the quasi-steady kinetic model is inapplicable to describing the evolution of the ionization state of an X-pinch plasma. Indeed, an analysis of the ionization-recombination rates shows that a time of $\approx 20-50 \mathrm{ps}$ is required for hydrogen-like Ti XXII ions to reach their steadystate density at the plasma parameters given in the table; however, this time is comparable with the HS lifetime. In this case, the relative density of hydrogen-
like ions should be determined from the time-dependent kinetic equation

$$
\begin{gathered}
d N_{\mathrm{H}} / d t=-N_{\mathrm{H}}\left(W_{\mathrm{H} \rightarrow \mathrm{Z} *}+W_{\mathrm{H} \rightarrow \mathrm{He}}\right) \\
\quad+N_{\mathrm{He}} W_{\mathrm{He} \rightarrow \mathrm{H}}+N_{\mathrm{Z} *} W_{\mathrm{Z} * \rightarrow \mathrm{H}}
\end{gathered}
$$

where $N_{\mathrm{Z}^{*}}, N_{\mathrm{H}}$, and $N_{\mathrm{He}}$ are the densities of the excited ions and hydrogen- and helium-like ions, respectively, and $W_{a \rightarrow b}$ are the probabilities of the ionization and recombination processes. The solution to this equation was used to construct the time behavior of the intensity ratio $I(\mathrm{H}) / I(\mathrm{He})$ for the $\mathrm{Ly}_{\alpha}$ and $\mathrm{He}_{\alpha 1}$ lines in the second and third HSs. This ratio is presented in Fig. 4 along with the experimental data. It can be seen in Fig. 4 that the model adequately describes the observed dependences, which confirms that the plasma parameters are determined correctly.

What are the characteristic features of plasma dynamics in this state? A great body of information obtained in previous experiments [1-5] allows us to distinguish slow and fast hydrodynamic phases in the X-pinch compression. In both phases, the substance moves with the ion acoustic velocity $c_{s}=\left(Z T_{e} / m_{i}\right)^{1 / 2}$, but the characteristic time (the ratio of the radius $a$ to $c_{s}$ ) in the fast phase is shorter than the energyexchange time between electrons and ions $\tau_{e i}=$ $m_{i} T_{e}^{3 / 2} / 2\left(\pi m_{e}\right)^{1 / 2} e^{4} \Lambda Z^{2} N_{e}$. Hence, in the course of accelerated magnetic implosion, electrons have no time to transfer the excess heat to ions. The remainder is spent on other processes, including the ionization and excitation of ions; later, plasma compression is intensified by radiation. Therefore, the temperature-relaxation time in the transition from the first to the second phase is $\tau_{e i}=$ $a / c_{s}$; further, this time can be used as an upper estimate for the duration of the fast phase. In the experimental pictures, the transient phase is characterized by the existence of a constriction nearly $10 \mu \mathrm{~m}$ in diameter. The plasma parameters at the periphery $\left(N_{e}=10^{21}-\right.$ $10^{22} \mathrm{~cm}^{-3}$ and $T_{e}=100-200 \mathrm{eV}$ ) are still insufficiently high for the thermal excitation of lines in the observed spectral region; however, these parameters are close to those required for the condition $a=c_{s} \tau_{e i}$ to be satisfied (where $c_{s}=(4-6) \times 10^{6} \mathrm{~cm} / \mathrm{s}$ and $\tau_{e i}=40-90 \mathrm{ps}$ ). Then, the constriction as a whole slowly evolves, and smallscale fast instability develops against this background evolution. The instability gives rise to next-order constrictions, in which, in turn, new narrower constrictions are formed, etc.; i.e., we are dealing with a cascade process [9]. We can assume that the continuum at the beginning of the X-ray burst in Fig. 1 refers just to the end of this cascade process. This is always associated with the minimum constriction diameter, whose measurement, however, is still beyond the capability of experimental techniques. In any case, it is $<1-2 \mu \mathrm{~m}$ [5, 6] (in X-ray images, minimum diameters of $3-4 \mu \mathrm{~m}$ can only be resolved). The radiation temperature is not too high: estimates by the foil technique give $\leq 1 \mathrm{keV}$ for a


Fig. 4. Observed and calculated time dependences of the intensity ratio $I(\mathrm{H}) / I(\mathrm{He})$ of the $\mathrm{Ly}_{\alpha}$ and $\mathrm{He}_{\alpha 1}$ lines.

Ti X-pinch and 600-800 eV for heavier metals. In the spectrum of a Mo X-pinch, the lines of multicharged ions are absent during the first several picoseconds [5]. In the spectrum of a Ti X-pinch under study, the continuum arises in the first X-ray burst (Fig. 1); in this case, the continuum intensity is comparable with the lineemission intensity of multicharged Ti ions, and the total energy is substantially higher than the energy emitted in lines.

Using the plasma parameters determined in this study, we find that the thermalization time is $\tau_{e i} \approx 3 \mathrm{ps}$ in the first HS and $\approx 25 \mathrm{ps}$ in the other two HSs. Assuming $c_{s} \approx 10^{7} \mathrm{~cm} / \mathrm{s}$, we estimate the corresponding HS dimensions at $\approx 0.4$ and $\approx 0.6 \mu \mathrm{~m}$. Note that the radiative plasma compression comes in to play when the radius becomes comparable to the average Plank's photon mean free path. In this case, since the right-hand side of the inequality $a<c_{s} \tau_{e i}$ is the ratio of the electron heat diffusivity to $c_{s}$ and the distribution of $T_{e}$ is uniform across the formed constriction throughout the entire rapid compression phase, radiation becomes the main cooling mechanism. This mainly concerns the first HS (because its plasma is compressed to a larger extent than is heated); however, the amount of hydrogen-like Ti ions in this HS is small as compared to the other two HSs. Therefore, we can only say about a tendency of radiative plasma compression in our experiment with a Ti X-pinch.

All the experimental data and theoretical estimates indicate that the physical phenomenon known in the integral measurements as a "hot spot" is actually associated with a sequence of rapidly changed plasma states. If we restrict ourselves to the phases in which X-ray emission is not too hard ( $<10 \mathrm{keV}$ ), then two types of plasma can be distinguished. The parameters of the first type of HS with a short-lived, relatively cold and dense plasma are still poorly known and can only be estimated. With some degree of certainty, we can determine the upper bound of the lifetime, which turns out to be $10-15 \mathrm{ps}$. As was mentioned above, the temperature $T_{e}$ does not exceed 1 keV and, according to energy estimates, $N_{e}$ can exceed the solid-state density by one to two orders of magnitude. The second type of HS, which is the main subject of this study, is characterized by moderate parameters (the lifetime is $20-$ 50 ps , the temperature is $1.2-2.5 \mathrm{keV}$, and the density is $\approx 10^{23} \mathrm{~cm}^{-3}$ ). The study of the formation of the first state and its transition to the second state calls for special experiments.

This work was supported by the grants of the US Department of Energy, nos. DE-FG03-98DP00217 and DE-FO2-98ER54496.
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#### Abstract

We consider a mechamism of exchange coupling based on interaction between electrons in a nonmagnetic layer. Depending on the ratio of inverse time of diffusion of electrons between ferromagnetic layers and ferromagnetic splitting of conducting electrons, this mechanism describes the transition from ferromagnetic to noncollinear ordering of magnetizations of ferromagnetic layers. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 75.70.Cn; 75.30.Et

1. Introduction and main results. In the metallic ferromagnet-nonferromagnet-ferromagnet multilayers (see figure), magnetic structure oscillates between ferromagnetic and antiferromagnetic orientations of the ferromagnet magnetizations as a function of thickness of nonmagnetic metal $L$ with a period on order of the Fermi wavelength [1-6]. The explanation of this phenomenon is based on the fact that the interlayer coupling is due to the Ruderman-Kittel interaction between electron spins in different ferromagnets.

Further investigations discovered structures with perpendicular orientations of the ferromagnetic magnetizations (see for rev. [7]). Often, the phenomenological coupling between the magnetizations of ferromagnetic layers in such structures can be represented as the sum of bilinear and biquadratic contributions

$$
\begin{equation*}
\Omega(\varphi)=J_{1} \cos \varphi+J_{2} \cos ^{2} \varphi \tag{1}
\end{equation*}
$$

Here, $\varphi$ is the angle between the directions of magnetizations of ferromagnetic films. The bilinear constant $J_{1}$ oscillates as a function of the interlayer distance $L$. In the case of the large positive biquadratic constant $J_{2}$, the minimum of $\Omega(\varphi)$ corresponds to $\varphi=\pi / 2$. As explained by Slonczewskiŭ, the large positive biquadratic coupling might be the result of spatial fluctuations of the bilinear coupling $J_{1}$ due to the ferromagnet-nonferromagnet surface roughness [7].

In a disordered system, where $L$ is larger than the electron mean free pain $l$, RKKY interaction $\left\langle J_{1}\right\rangle$, averaged over the realizations of scattering potential, exponentially decreases [8]. At the same time, fluctuations of local exchange become much larger than $\left\langle J_{1}\right\rangle$ [9], giving rise to biquadratic contribution $J_{2} \gtrdot\left|\left\langle J_{1}\right\rangle\right|[10]$.

Here, we propose a mechanism of coupling in the disordered multilayers based on interaction between electrons in the nonmagnetic layer. Spin fluctuations in

[^1]the system of interacting electrons give rise to the contribution to thermodynamic potential [11], which depends on magnetic field or, in our case, on the relative orientation of the magnetizations in ferromagnetic layers. Here, we show that, in the magnetic multilayer, this mechanism describes transition between the ferromagnetic and noncolinear ordering with increasing distance between ferromagnetic layers or increasing value of ferromagnetic splitting of conducting electrons.

We assume that the magnetic multilayer can be described by the Hamiltonian

$$
\begin{gather*}
H=H_{0} \\
+\epsilon_{\mathrm{ex}} \int_{F} d \mathbf{r} \Psi_{\alpha}^{+}(\mathbf{r}) \mathbf{n}(z) \sigma_{\alpha \beta} \Psi_{\beta}(\mathbf{r})+H_{\mathrm{int}} \tag{2}
\end{gather*}
$$

Here, $H_{0}$ is the Hamiltonian of free electrons in random field. The second term describes the exchange field in


Figure.
ferromagnetic layers. $\boldsymbol{\epsilon}_{\mathrm{ex}}$ is ferromagnetic splitting of the conducting electrons; $\mathbf{n}(z)$ is unit vector of the direction of magnetization of ferromagnetic layers; $\mathbf{n}(z)=\mathbf{n}_{1}$ at $z<-L / 2$ and $\mathbf{n}(z)=\mathbf{n}_{2}$ at $z>L / 2$, as is shown in the figure; $\Psi_{\alpha}^{+}(\mathbf{r})$ and $\Psi_{\beta}(\mathbf{r})$ are creation and annihilation operators; and $\sigma_{\alpha \beta}$ are Pauli matrixes. Integration in the second term is over the ferromagnetic layers. The last term $H_{\text {int }}$ describes Coulomb interaction between electrons in the nonmagnetic layer. We assume that the interaction in the ferromagnetic layers is taken into account self-consistently in $\epsilon_{\mathrm{ex}}$.

The details of calculation are given in the last part of the paper. Here, we present the main results. Characteristic energies in the problem are ferromagnetic splitting of conducting electrons $\epsilon_{\mathrm{ex}}$ and Thouless energy $E_{c} \equiv$ $D / L^{2} . D$ is the diffusion constant of conduction electrons. We assume that it is the same in nonmagnetic and ferromagnetic layers.

In the case of small thickness, when $E_{c}>\epsilon_{\text {ex }}$, the coupling between ferromagnetic layers has a bilinear form, and the coupling energy per unit area is

$$
\begin{equation*}
\Omega(\varphi)=-\frac{F}{8(4 \pi L)^{2}} \frac{\epsilon_{\mathrm{ex}}^{2}}{E_{c}} \cos \varphi . \tag{3}
\end{equation*}
$$

Here, $F$ is a characteristic constant of interaction in the diffusion channel [11]. It is positive for the Coulomb repulsion between electrons. Let us note that, in this regime, coupling (3) does not depend on $L$. The minimum of (3) corresponds to ferromagnetic orientation of the magnetizations in multilayer $\varphi=0$. Note that the result is obtained in the limit when $L>l$ or $\epsilon_{\mathrm{ex}}$ is smaller than the inverse mean free time $D / l^{2}$.

At the larger distance $L$, when $E_{c}<\epsilon_{\mathrm{ex}}$, the coupling has biquadratic form, and the coupling energy per unit area is

$$
\begin{equation*}
\Omega(\varphi) \simeq \frac{F}{(4 \pi L)^{2}} E_{c} \cos ^{2} \varphi . \tag{4}
\end{equation*}
$$

This quantity decreases as $L^{-4}$ with increasing distance. The minimum of coupling energy corresponds to the noncollinear state $\varphi=\pi / 2$.

Both expressions are given for the case of infinite thickness of the ferromagnetic layers. Calculation shows that, in the case $d>\sqrt{D / \epsilon_{\text {ex }}}$, the coupling weakly depends on $d$.

Results (3) and (4) are valid at low temperature $T$, when $L<\sqrt{D / T}$. At larger temperature, coupling energy decreases exponentially as $\exp (-\sqrt{(8 \pi T / D)} L)$.

Let us compare results (3) and (4) with biquadratic contribution due to the mesoscopic fluctuations of

RKKY interaction [10], which is $J_{2} \sim \frac{1}{L^{2}} \frac{E_{c}^{2}}{A d}$ at $E_{c}<\epsilon_{\mathrm{ex}}$ and

$$
J_{2} \sim \frac{1}{L^{2}} \frac{\epsilon_{\mathrm{ex}}^{3}}{A d E_{c}} \text { at } E_{c}>\epsilon_{\mathrm{ex}} .
$$

Here, $A$ is an intralayer ferromagnetic stiffness and thickness $d>\sqrt{D / \epsilon_{\mathrm{ex}}}$.

The quantity $J_{2}$ decreases with $L$ much faster than (4). Also, for $\epsilon_{\mathrm{ex}} / A d \ll 1, F \approx 1$, the coupling energy given by expressions (3) and (4) is larger than the biquadratic contribution due to the mesoscopic fluctuations of RKKY in the whole range of distance. In this case, with increasing distance $L \gtrdot l$, the system undergoes the transition between the ferromagnetic and noncollinear $\varphi=\pi / 2$ ordering. Such transition was observed in [12].
2. Results. The correction to thermodynamic potential which depends on $\epsilon_{\mathrm{ex}} \mathbf{n}(z)$ is given by the expression [11]

$$
\begin{align*}
& \Omega(\varphi)=\frac{F}{4} T \sum_{\left|\omega_{n} \tau\right|<1 ; \alpha, \beta}\left|\omega_{n}\right| \int \frac{d^{2} \mathbf{q}}{(2 \pi)^{2}}  \tag{5}\\
& \quad \times \int_{|z|<L / 2} d z D_{\beta \beta}^{\alpha \alpha}\left(z, z, \mathbf{q}, \omega_{n}\right) .
\end{align*}
$$

Here, constant $F$ describes the screened Coulomb interaction in diffusion channel, $\omega_{n}=2 \pi n T$ is Matsubara frequency, $\tau$ is the electron mean free time. The diffusion ladder satisfies the equation

$$
\begin{gather*}
\left(-D \frac{d^{2}}{d z^{2}}+D q^{2}+\left|\omega_{n}\right|\right) D_{\mu \eta}^{\alpha \beta} \\
+i \epsilon_{\mathrm{ex}} \mathbf{n}(z)\left(\sigma_{\alpha \gamma} D_{\mu \eta}^{\gamma \beta}-D_{\mu \gamma}^{\alpha \beta} \sigma_{\gamma n}\right) \operatorname{sgn} \omega_{n}  \tag{6}\\
=\delta\left(z-z^{\prime}\right) \delta_{\alpha \beta} \delta_{\mu \eta} .
\end{gather*}
$$

It is convenient to present the solution of equation (6) at $|z|<L / 2$ in the form

$$
\begin{align*}
D_{\mu \eta}^{\alpha \beta}= & A_{\mu \eta}^{\alpha \beta} \exp (-Q z)+U_{\alpha \gamma}^{+} C_{\mu \gamma}^{\gamma \beta} U_{\gamma \eta} \exp (Q z) \\
& +\frac{\exp \left(-Q\left|z-z^{\prime}\right|\right)}{2 D Q} \delta_{\alpha \beta} \delta_{\mu \eta} . \tag{7}
\end{align*}
$$

Here, we introduce $Q=\sqrt{q^{2}+\left|\omega_{n}\right| / D} ; U$ is the matrix of the relative rotation of the magnetizations of ferromagnetic layers. In the case when the direction of the magnetization in the ferromagnetic layer $z<-L / 2$ is directed along the $z$ axes $\mathbf{n}(z)=(0,0,1)$ and at $z>L / 2$ direction is $\mathbf{n}(z)=(\sin \varphi, 0, \cos \varphi)$, it is the matrix of the rotation along the $y$ axes $U=\exp \left(i \varphi \sigma_{y} / 2\right)$.

For simplicity, we consider the limit of the semi-infinite ferromagnetic layers. More detailed consider-
ation shows that at $d>\sqrt{D / \epsilon_{\mathrm{ex}}}$, the results weakly depend on the thickness of the ferromagnetic layers. It is convenient to introduce the boundary conditions for the diffusion ladder at ferromagnet-nonferromagnet interfaces taking into account the fact that, according to equation (6), in the coordinate system where spins are directed along the magnetization, components of the ladder with antiparallel spins decrease as $\exp \left(-Q_{1}|z|\right)$ and $\exp \left(-Q_{1}^{*}|z|\right)$ at $|z|>L / 2$, where $Q_{1}=$ $\sqrt{q^{2}+\left(\omega+i \epsilon_{\mathrm{ex}}\right) / D}$. The components of the ladder with parallel spins decrease as $\exp (-Q|z|)$ at $|z|>L / 2$. At $z=-L / 2$, where $\mathbf{n}(z)=(0,0,1)$, the boundary conditions are

$$
\begin{align*}
& \left(\frac{d}{d z}-Q_{1}\right) P_{\alpha \gamma}^{+} D_{\mu \gamma}^{\gamma \beta} P_{\gamma \eta}^{-} \\
= & \left(\frac{d}{d z}-Q_{1}^{*}\right) P_{\alpha \gamma}^{-} D_{\mu \gamma}^{\gamma \beta} P_{\gamma \eta}^{+}=0,  \tag{8}\\
& \left(\frac{d}{d z}-Q\right) P_{\alpha \gamma}^{ \pm} D_{\mu \gamma}^{\gamma \beta} P_{\gamma \eta}^{ \pm}=0 .
\end{align*}
$$

Here, we introduce projectors of the spins on $z$ axes $P_{ \pm}=\left(1 \pm \sigma_{z}\right) / 2$.

The same kind of boundary conditions can be introduced for the rotated diffusion ladder $U_{\alpha \gamma} D_{\mu \gamma}^{\gamma \beta} U_{\gamma \eta}^{+}$at $z=$ $L / 2$. Solving the system of Eqs. (6), (8), we obtain

$$
\begin{gather*}
\Omega(\varphi)=-\frac{F}{2} T \sum_{\left|\omega_{n} \tau\right|<1}\left|\omega_{n}\right| \int \frac{d^{2} \mathbf{q}}{(2 \pi)^{2}} \frac{L}{D Q} \\
\times \frac{\left[\left(|\Lambda|^{2}-(\operatorname{Re} \Lambda)^{2}\right) \cos \varphi+\left(|\Lambda|^{4}-\frac{1}{2}(\operatorname{Re} \Lambda)^{2}\right) \cos ^{2} \varphi-\frac{1}{2}(\operatorname{Re} \Lambda)^{2}+\operatorname{Re} \Lambda\left(1-\frac{1}{2}|\Lambda|^{2}-\frac{1}{2}|\Lambda|^{2} \cos ^{2} \varphi\right) \frac{\sinh Q L}{Q L}\right]}{\left[1-(\operatorname{Re} \Lambda)^{2}+2\left(|\Lambda|^{2}-(\operatorname{Re} \Lambda)^{2}\right) \cos \varphi+\left(|\Lambda|^{4}-(\operatorname{Re} \Lambda)^{2}\right) \cos ^{2} \varphi\right]} \tag{9}
\end{gather*}
$$

Here, $\Lambda=\left[\left(Q_{1}-Q\right) /\left(Q_{1}+Q\right)\right] \exp (-Q L)$. Expression (9) contains the divergent terms, which do not depend on $\varphi$ and must be subtracted.

In the limit of large exchange splitting, when $\left|Q_{1}\right|>$ $Q$, the parameter $\Lambda=\exp (-Q L)$ is real. In this case, the energy is a function of $\cos ^{2} \varphi$. Subtracting in expression (9) terms which do no depend on the angle, we obtain

$$
\begin{gather*}
\Omega(\varphi)=\frac{F}{4} T \sum_{\left|\omega_{n} \tau\right|<1 ; \alpha, \beta}\left|\omega_{n}\right| \\
\times \int \frac{d^{2} \mathbf{q}}{(2 \pi)^{2}} \frac{L\left(1-\Lambda \frac{\sinh Q L}{Q L}\right)}{D Q} \frac{\Lambda^{2} \cos ^{2} \varphi}{\left(1-\Lambda^{2} \cos ^{2} \varphi\right)} \tag{10}
\end{gather*}
$$

The main contribution in expression (10) is from the region where $\Lambda<1$. The denominator therefore gives only a small correction. Neglecting it, we obtain the expression (4).

In the opposite limit of the small exchange splitting $\operatorname{Re} \Lambda \sim \epsilon_{\mathrm{ex}}^{2},|\Lambda| \sim \epsilon_{\mathrm{ex}}$ and, to the order $\epsilon_{\mathrm{ex}}^{2}$, the coupling energy is proportional to $\cos \varphi$

$$
\begin{equation*}
\Omega(\varphi)=-\frac{F}{2} T \sum_{\left|\omega_{n} \tau\right|<1 ; \alpha, \beta}\left|\omega_{n}\right| \int \frac{d^{2} \mathbf{q}}{(2 \pi)^{2}} \frac{L|\Lambda|^{2}}{D Q} \cos \varphi \tag{11}
\end{equation*}
$$

Calculating (11) at zero temperature, we obtain (3). The transition between the limits (10) and (11) occurs at $\epsilon_{\mathrm{ex}} \sim D / L^{2}$.
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#### Abstract

We analyze a discrete phenomenological model accounting for phase transitions and structures of polar Smec-tic- $C^{*}$ liquid-crystalline phases. The model predicts a sequence of phases observed in experiment: antiferroelectric $\operatorname{Sm} C_{A}^{*}$-ferrielectric $\operatorname{Sm} C_{F I 1}^{*}$-antiferroelectric $\operatorname{Sm} C_{F I 2}^{*}$ (three- and four-layer periodic, respectively)incommensurate $\operatorname{Sm} C_{\alpha}^{*}-\operatorname{Sm} A$. We find that, in the three-layer $\operatorname{Sm} C_{F I 1}^{*}$ structure, both the phase and the module of the order parameter (tilt angle) differ in smectic layers. This modulation of the tilt angle (and therefore of the layer spacing $d$ ) must lead to X-ray diffraction at the wave vectors $Q_{s}=2 \pi s / d(s=n \pm 1 / 3)$ even for the nonresonant scattering. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: $61.30 . \mathrm{Eb}$; $64.70 . \mathrm{Md}$; 61.10.Eq

In recent years, the existence of a variety of dipolar Smectic $C$ ( SmC )-like phases in liquid crystals was established [1, 2]. Besides conventional ferroelectric $\operatorname{SmC} C^{*}$ [3] and antiferroelectric $\operatorname{SmC}_{A}^{*}$ [1, 2] phases, at least three smectic subphases with polar ordering of layers were identified in liquid crystals [2], namely, the ferrielectric $\operatorname{Sm} C_{F I 1}^{*}$, antiferroelectric $\operatorname{Sm} C_{F I 2}^{*}$, and short-pitch incommensurate $\operatorname{SmC} C_{\alpha}^{*}$ phases. Due to their unusual physical properties and structures, these subphases have attracted much attention of researchers. They have regained more attention after the pioneering work by Mach et al. [4] established that the subphases possess structures nontrivial for liquid crystals, which result from frustration.

In all types of SmC phases, the long molecular axes are tilted with respect to the layer normal $z$ by an angle $\theta$. In the ferroelectric $\mathrm{SmC}^{*}$ phase, the azimuthal orientation of molecules, described by an angle $\varphi$, is practically the same in neighboring $i$ th and $i+1$ th layers (synclinic ordering, $\Delta \varphi=\varphi_{i+1}-\varphi_{i} \simeq 0$ ). The direction of polarization is perpendicular to the tilt plane. In the antiferroelectric $\operatorname{Sm} C_{A}^{*}$ phase, the directions of molecular tilt in adjacent layers are nearly opposite (anticlinic ordering, $\Delta \varphi \simeq \pi$ ). Orientational ordering in tilted smectic structures can be described by a two-dimensional vector $\boldsymbol{\xi}$, which is the projection of the nematic director $\mathbf{n}$ onto the layer plane. The angles $\theta$ and $\varphi$ may be referred to as the modulus and the phase of the twocomponent order parameter. Resonant X-ray scattering

[^2]measurements showed that the $\operatorname{Sm} C_{F I 1}^{*}$ and $\operatorname{Sm} C_{F I 2}^{*}$ phases possess periodic structures with a three-layer and a four-layer unit cell, respectively [4-6]. The shortpitch modulation of the $\operatorname{Sm} C_{\alpha}^{*}$ phase, which, in different compounds, ranges from 5 to about 30 smectic layers, is incommensurate with the layer ordering. This almost unambiguously indicates that the interlayer structure represents a short-pitch helix. A complete and unifying description of azimuthal ordering in the $\operatorname{Sm} C_{F I 1}^{*}$ and the $\operatorname{Sm} C_{F I 2}^{*}$ phases is not yet available. In X-ray experiments, the appearance of resonant peaks at $Q_{z}=Q_{0}(n+m / 3)$ in the $\operatorname{Sm} C_{F I 1}^{*}$ and $Q_{z}=Q_{0}(n+m / 4)$ in the $\operatorname{Sm} C_{F I 2}^{*}$ ( $n$ and $m$ are integers, $Q_{0}=2 \pi / d$, where $d$ is the layer spacing) and the polarization scattering character are associated with the nonplanar structure of these phases, i.e., with a change in phase of order parameter in adjacent layers. Molecular arrangement is represented by distorted planar structure [7-9] with the out-of-plane molecular distortion angle in the region from about $5^{\circ}$ to $28^{\circ}$.

Several models have been proposed for the structures of the subphases [2, 10-14]. Recently, the most widely used was the so-called ANNNIXY model [1420] (also called the "clock" model [18, 19]). In this Landau-like approach, smectic phases are modeled as a stack of layers with the two-component order parameter $\xi$, which is uniform within the plane (XY) of each layer. Frustrating antiferroelectric (A) interaction (I) is introduced between the next-nearest neighbor (NNN) layers. The model predicts the formation of the short-
pitch $\left(\operatorname{SmC}_{\alpha}^{*}\right)$ phase, three-layer, and four-layer structures.

However, in spite of substantial progress in experimental and theoretical investigations, a fundamental understanding of the most striking features of the subphases is still lacking. X-ray data obtained up to the present time do not allow one to unambiguously describe the azimuthal molecular ordering. In particular, the conclusion about the orientation of the tilt planes in cells was made only on the basis of optical data [7-9]. The theory predicts a principal possibility for subphase formation but not their exact structure and sequence. At least in part this is due to the fact that most of the previous calculations were conducted under very simplifying assumptions (like $\theta \equiv$ const in different layers).

We go one step further in this work and provide precise and detailed description of subphase structures and phase diagrams. In the framework of the ANNNIXY model, we obtained a temperature sequence of subphases which is actually observed in experiment. We find that, in the three-layer structure, not only the phase $\varphi$ but also the module $\theta$ of the order parameter is nonuniform in a unit cell. This leads in particular to a different layer thickness in a cell. We believe we are the first to suggest a different layer thickness. This issue, surprisingly, does not appear to have been examined in any generality before. Our conclusion about the variation of $\theta$ and $d$ in a unit cell is based on the minimization of the free energy in different layers over both the phase and the module of the order parameter. Nonuniformity of $\theta$ and $d$ in the three-layer structure should lead to nonresonant X-ray diffraction peaks which are related neither to the order parameter phase dependence on $\mathbf{z}$ nor to the tensorial character of the structural factor, and this prediction is the main message of our publication.

The free energy of our version of the ANNNIXY model can be written as an expansion over the structure order parameter $\boldsymbol{\xi}_{i}$. Taking into account nearest-neighbor (NN) and NNN interactions [16-18], we come to

$$
\begin{equation*}
F_{0}=F_{1}+F_{2}+F_{3}, \tag{1}
\end{equation*}
$$

where

$$
\begin{gather*}
F_{1}=\sum_{i}\left[\frac{1}{2} a_{0} \boldsymbol{\xi}_{i}^{2}+\frac{1}{4} b_{0} \boldsymbol{\xi}_{i}^{4}+\frac{1}{8} a_{2} \boldsymbol{\xi}_{i} \boldsymbol{\xi}_{i+2}\right]  \tag{2}\\
F_{2}=b_{1} \sum_{i} \boldsymbol{\xi}_{i}^{2}\left(\boldsymbol{\xi}_{i-1} \boldsymbol{\xi}_{i}+\boldsymbol{\xi}_{i} \boldsymbol{\xi}_{i+1}\right) \tag{3}
\end{gather*}
$$

and

$$
\begin{equation*}
F_{3}=\frac{1}{2} a_{1} \sum_{i} \xi_{i} \xi_{i+1} \tag{4}
\end{equation*}
$$

In Eq. (2), $a_{0}=\alpha\left(T-T^{*}\right)$ and $b_{0}$ are Landau coefficients describing the $\operatorname{Sm} A$ to $\operatorname{Sm} C$ transition in isolated layers, and $F_{2}$ and $F_{3}$ describe the coupling between the neighboring layers. The last term in Eq. (2) can lead to frustration of synclinic and anticlinic homogeneous ordering in the system, since at $a_{2}>0$ it favors anticlinic orientation in the next-nearest layers, which is incompatible with the homogenous structures. Large $a_{2}$ results in the formation of compromise-commensurate $\left(\mathrm{Sm} C_{F I 1}^{*}\right.$ and $\left.\mathrm{SmC} C_{F I 2}^{*}\right)$ or incommensurate $\left(\mathrm{Sm} C_{\alpha}^{*}\right)$ structures releasing frustrations.

In our calculations, we also introduced one new term in the free-energy expansion

$$
\begin{equation*}
F_{4}=a_{3} \sum_{i}\left[\boldsymbol{\xi}_{i} \times \boldsymbol{\xi}_{i+1}\right]^{2} \tag{5}
\end{equation*}
$$

providing a certain energetic barrier for azimuthal reorientation of molecules between synclinic and anticlinic structures.

Since the subphases are observed in compounds with chiral molecules, we should account for chiral interactions, which can be presented in the free energy by

$$
\begin{equation*}
F_{5}=f \sum_{i}\left[\boldsymbol{\xi}_{i} \times \boldsymbol{\xi}_{i+1}\right]_{z} \tag{6}
\end{equation*}
$$

(so-called Lifshits term).
Now we are in a position to determine all possible stable or metastable phases (and phase transitions between them) performing the free-energy (1)-(6) minimization with respect to the phase and to the module of the order parameter. A more detailed description of the minimization procedure will be given elsewhere [21].

Further, we will set $b_{0}=1$, thus measuring $\alpha$ in units $1 / \mathrm{K}$, keeping all other coefficients dimensionless. The value of $\alpha$ was chosen to give $\theta$ at $T=10 \mathrm{~K}$ lower the phase transition from $\operatorname{Sm} A$ to the tilted phase a typical for liquid crystals value about $0.35 \mathrm{rad}\left(20^{\circ}\right)$. The coefficient $a_{2}$ was taken positive, as subphases appear in the presence of frustration, i.e., at $a_{2}>0$. The other terms in the free energy will be introduced successively to show more clearly which effects are caused by each of the terms.

The starting of our calculations is the first two terms in the free-energy expansion (1)-(6), i.e., $F=F_{1}+F_{2}$, which is the simplest form describing $\operatorname{Sm} C_{\alpha}^{*}$ and the SmC or the $\mathrm{SmC}_{A}$ phases. In the following we shall also be interested in $\operatorname{Sm} C_{F I 1}^{*}$ and $\mathrm{Sm} C_{F I 2}^{*}$ subphases emerging above the antiferroelectric $\operatorname{Sm} C_{A}^{*}$ phase, thus the sign of $b_{1}$ was taken positive. Figure 1 shows the phase diagram in coordinates $T$ and $b_{1} / a_{2}$. The temperature was counted from the transition from $\operatorname{Sm} A$ to the tilted phase (closed diamonds, straight line). The diagram was calculated for different values of frustration, i.e., parameter $a_{2}$. Closed squares in the figure correspond to


Fig. 1. Phase diagram plotted as $T-T_{0}$ versus $b_{1} / a_{2} . T_{0}$ is the transition temperature from $\operatorname{Sm} A$ to tilted phases (closed diamonds, straight line). Closed squares represent the phase diagram for the free energy $F=F_{1}+F_{2}$, closed and open circles, for $F=F_{1}+F_{2}+F_{4}$. Crosses ( $\times,+$ ) and a star (*) show the transition temperatures at $b_{1} / a_{2}$ for $F=F_{1}+F_{2}+$ $F_{3}+F_{4}$ (see text). The set of model parameters is $\alpha=$ $0.01 \mathrm{~K}^{-1}, b_{1}=0.04, a_{1}=-0.006, a_{2}=0.02, a_{3}=0.02$.
the diagram for the free energy $F=F_{1}+F_{2}$. The region between the two lines is occupied by the $\operatorname{Sm} C_{\alpha}^{*}$ phase. Thus, in this case, we get the following phase sequence $\operatorname{Sm} C_{A}-\operatorname{Sm} C_{\alpha}^{*}-\operatorname{Sm} A$. Increase of frustration leads to broadening of the $\operatorname{Sm} C_{\alpha}^{*}$ phase temperature interval. Addition of $F_{4}$ term to the free energy leads to suppression of the short-pitch helix and to formation of commensurate 3-layer and 4-layer periodic structures. Closed and open circles represent the phase diagram for the free energy $F=F_{1}+F_{2}+F_{4}$. The temperature sequence of phases is $\operatorname{SmC} C_{A}-\operatorname{SmC} C_{F I 1}-\operatorname{Sm} C_{F I 2}-\operatorname{Sm} A$. Transition temperatures $\mathrm{SmC}_{A}-\mathrm{Sm} C_{F I 1}$ and $\mathrm{SmC}_{F I 1}-$ $\mathrm{Sm} C_{F I 2}$ are represented in the diagram by closed and open circles.

Including the $F_{3}$ term into the free energy (i.e., we are treating now the free energy $\left.F=F_{1}+F_{2}+F_{3}+F_{4}\right)$ leads to formation of short-pitch helix ordering near the $\operatorname{Sm} A$ phase. For the ratio $b_{1} / a_{2}=2$, the phase-transition temperatures are denoted by crosses and a $\operatorname{star}(\times,+, *)$. The phase sequence is $\operatorname{SmC}_{A}-\operatorname{Sm} C_{F I 1}-\operatorname{Sm} C_{F I 2}-$ $\operatorname{Sm} C_{\alpha}^{*}-\operatorname{Sm} A$. A schematic representation of structures is given in the lower part of Fig. 1. The temperature dependence of the cell parameter is presented in Fig. 2. The width of subphases and the value and temperature dependence of the $\operatorname{Sm} C_{\alpha}^{*}$ pitch (increase or decrease with temperature) depend on the value of $a_{1}$. Moreover, in a certain region of parameters, SmC structure may appear in the temperature window between the $\mathrm{Sm} C_{F I 2}^{*}$ and $\operatorname{Sm} A$ phases. Neglecting chiral contributions $\operatorname{Sm} C_{F I 1}^{*}$ and $\operatorname{SmC} C_{F I 2}^{*}$ structures would be planar. Lifshits term (6) leads to two effects: the molecular tilt


Fig. 2. Cell parameters versus temperature: $\operatorname{Sm} C_{A}^{*}$,
$\operatorname{Sm} C_{F I 1}^{*}, \operatorname{Sm} C_{F I 2}^{*}, \operatorname{Sm} C_{\alpha}^{*}$ (incommensurate), $\operatorname{Sm} A . A$ schematic representation of tilt orientations in different subphases (view along the $z$ axis) is given in the upper part of the figure. Numbers ( $1,2,3, \ldots$ ) denote subsequent layers. The set of model parameters is as in Fig. 1.
directions become nonplanar (distortion angle $\delta$ ), and cells mutually rotate relative to each other (angle $\psi$, Fig. 2). This rotation of the cells around the $\mathbf{z}$ direction may also be regarded as a manifestation of a long-pitch helix structure or a small difference of cell parameters from 3 and 4 layer spacings. The magnitudes of $\delta$ and $\psi$ depend on the chirality coefficient. Upon introducing even a relatively small chirality, when the pitch of macroscopic helix is more than 100 layer spacings, the distortion angle may be fairly large (about $35^{\circ}$ in the $\left.\operatorname{Sm} C_{F I 1}^{*}\right)$. This non-trivial behavior is related to a very peculiar "interference" phenomenon between frustration and chirality actions leading to an enhancement of the chiral contribution effect and inducing an opposite molecular rotation for adjacent synclinic and anticlinic pairs. On the phase diagram presented in Fig. 1 along the temperature path, three subphases appear in the exact sequence observed in a classical antiferroelectric liquid crystal MHPOBC in samples with high optical purity [22].

One more substantial result which emerges from our calculations is a difference in values of $\theta_{i}$ in different layers of the 3-layer $\operatorname{Sm} C_{F I 1}^{*}$ subphase cell. We found that the order-parameter module $\theta_{i}$ is larger in the layer which has anticlinic orientation with both nearest neighbors (the layer denoted as 3 in Figs. 2, 3). The difference $\Delta \theta=\theta_{3}-\theta_{1,2}$ is about $13-15 \%$ for the planar structure. Chirality (and the distortion induced by it) decreases this difference (for $\delta \approx 35^{\circ}, \Delta \theta$ may change from about $14 \%$ to $12 \%$ ). Thus, in this 3-layer cell structure, the layers differ not only by the phase $\varphi$ but also by the module $\theta$ of the order parameter. It is worth noting that, in spite of the fact that this possibility stems


Fig. 3. Relative intensities of the satellite peaks calculated from Eq. (7). The insertion shows schematic representation of a three-layer cell of the $\operatorname{Sm} C_{F I 1}^{*}$ structure. $\theta_{i}$ is the tilt angle, $d_{i}$, the thickness of the $i$ th layer.
directly from the symmetry of the $\operatorname{Sm} C_{F I 1}^{*}$ unit cell, it was overlooked in previous studies. In any case, the difference in $\theta_{i}$ should lead to the modulation of the layer thickness (Fig. 3). Using the relation $d_{i}=d_{0} \cos \theta_{i}$, we found that, depending on the absolute value of $\theta_{i}$, the modulation $d_{i}$ may be from $0.3 \%$ to $1.2 \%$. This modulation of $d_{i}$ along $\mathbf{z}$ should result in one-third satellites to the main diffraction peaks even for non-resonant diffraction (i.e., far from any absorption edges).

In the model with sinusoidal electron density of smectic layers, the ratio of the satellite Fourier harmonic of electron density with $Q_{s}=s Q_{1}(s=n \pm 1 / 3)$ to the main harmonic with $Q_{1}=2 \pi / \bar{d}$ is found to be

$$
\begin{equation*}
\frac{F_{s}}{F_{1}}=-\frac{1}{9} \frac{\Delta d}{\bar{d}} \int_{-\pi}^{5 \pi} \epsilon \sin x \cos (s x) d x \tag{7}
\end{equation*}
$$

where $\bar{d}=\left(2 d_{12}+d_{3}\right) / 3$ is the average layer spacing, $\Delta d=d_{12}-d_{3}, \epsilon=2 x$ if $-\pi<x<\pi$, and $\epsilon=-x+3 \pi$ if $\pi<$ $x<5 \pi$. The calculated square of the ratio which characterizes the relative intensities of the satellite reflections is shown in Fig. 3 (notice the large value of two satellites of the main reflection). The observation of the onethird satellite peaks, not related to the tensorial character of the scattering structure factor, would be a direct signature of the modulation of $d_{i}$.

To conclude, we established that our phenomenological model (without invoking additional mechanisms) can reproduce the sequence of the subphases observed in experiment. Additionally, we found that molecular orientations in adjacent layers in the $\mathrm{Sm} C_{F I 1}^{*}$ and $\operatorname{Sm} C_{F I 2}^{*}$ structures essentially differ. While in the $\operatorname{Sm} C_{F I 2}^{*}$, only the phase of the order parameter
changes, in the three-layer $\mathrm{Sm}_{F I 1}^{*}$ subphase, both the phase and the module of the order parameter are varied from layer to layer. The latter must lead to non-resonant X-ray diffraction at multiples $s=n \pm 1 / 3$ of the wave vector $Q_{1}=2 \pi / \bar{d}$. We anticipate that the effects we found will be observable and that understanding of the underlying mechanisms will be essential to gain further insight into the nature of polar chiral smectic liquid crystals.

This study was supported by the Russian Foundation for Basic Research, project no. 01-02-16507.
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#### Abstract

We show that spin diffusion of an inhomogeneous spin-density distribution in an asymmetric zinc-blende semiconductor quantum well is anisotropic in coordinate space, if the D'yakonov-Perel' spin-relaxation mechanism is dominant. This anisotropy depends on the relation between the Dresselhaus and Rashba contributions to the spin splitting and reaches its maximum when both contributions are equal in magnitude. Under this condition, the temporal behavior of spin density strongly depends on the relation between the initial spatial extent of the spin packet and spin diffusion length. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 73.21.Fg; 75.40.Gb

The temporal and spatial evolution of an inhomogeneous spin polarization in semiconductor quantum well (QW) and heterostructures has attracted much attention in recent years in connection with the possible use of the spin degrees of freedom in spintronics [1]. It is known that, in $\mathrm{A}_{3} \mathrm{~B}_{5}$ semiconductors, even for the homogeneous spin polarization, there are correlations between the motion of electrons in the coordinate and spin spaces [2-4]. These correlations are a consequence of the linear (in 2D structures) dependence of the spinorbit interaction (SOI) on the electron momentum $\mathbf{k}$. The SOI is also an essential ingredient of the D'yakonov-Perel' (DP) spin-relaxation mechanism [5], which is dominant in most $\mathrm{A}_{3} \mathrm{~B}_{5}$ bulk semiconductors and heterostructures.

It is well known that in a zinc-blende semiconductor QW, there are two contributions to the SOI. The first of them arises due to the bulk inversion asymmetry of the material $\left(V_{B I A}\right)$ and induces the Dresselhaus spin splitting [6, 7], while the second is caused by the structure inversion asymmetry of the QW itself $\left(V_{S I A}\right)$ and leads to the Rashba spin splitting [8]. $V_{B I A}$ is fixed by the choice of material of which the QW is made, but $V_{S I A}$ can be modified by the application of a gate voltage.

In this paper, we point to a new phenomenon, which is due to the interference of $V_{B I A}$ and $V_{S I A}$. First, we show that in the case when the DP spin-relaxation mechanism is dominant, the interference of $V_{B I A}$ and $V_{S I A}$ leads to an anisotropy (in the coordinate space) of the inhomo-geneous spin distribution in the QW plane. Second, we show that the simultaneous presence of $V_{B I A}$ and $V_{S I A}$ leads to a non-exponential relaxation of the spin density. To this end, we solve the diffusion equa-

[^3]tion for the spin density $\mathbf{M}(\mathbf{r}, t)$ assuming that the initial spin distribution is created by a short laser pulse, focused to a spot with a diameter much less than the spin diffusion length $L_{s}$. This condition can be satisfied in the case of an $n$-doped semiconductor in which the electron spin-relaxation times are relatively long and the spin diffusion rates are relatively high $[9,10]$.

We want to emphasize that, in the case of homogeneous spin polarization and in the absence of the magnetic field, $V_{B I A}$ and $V_{S I A}$ give additive contributions to the DP relaxation rate $1 / \tau_{s}$ of the spin polarization initially oriented perpendicularly to the QW [3]; that is, $1 / \tau_{s}$ is not sensitive to the relation between $V_{B I A}$ and $V_{S I A}$. In the external magnetic field $\mathbf{B}$, the contributions of $V_{B I A}$ and $V_{S I A}$ to the spin relaxation become non-additive [11, 12], but the relaxation still remains exponential.

Note that spin diffusion in a semiconductor QW provided that the DP spin relaxation mechanism is dominant has been considered theoretically in [13]. However, only the $V_{S I A}$ contribution to the SOI was taken into account in the calculation of the spin distribution, which is inevitably isotropic in the coordinate space in that case, if $B=0$. The goal of our consideration is different. We want to demonstrate that the interplay between $V_{B I A}$ and $V_{S I A}$ leads to a dependence of the spin density $\mathbf{M}(\mathbf{r}, t)$ on the direction of $\mathbf{r}$ even in the absence of the external magnetic field.

The spin-orbit part of the electron Hamiltonian $V_{\text {so }}$ has the form

$$
\begin{equation*}
V_{s o}=V_{B I A}+V_{S I A}=\frac{\hbar}{2} \Omega(\mathbf{k}) \sigma, \tag{1}
\end{equation*}
$$

where $\mathbf{k}$ is the electron wave vector in the QW plane, $\sigma=\left\{\sigma_{x}, \sigma_{y}, \sigma_{z}\right\}$ are the Pauli matrices, and $\Omega(\mathbf{k})$ can be
regarded as a k-dependent effective magnetic field. In the following, we will consider (001) grown QW. In this case, the anisotropy of the spin diffusion is more pronounced and, at the same time, allows the most simple theoretical consideration. For a sufficiently narrow QW , one can neglect cubic in $\mathbf{k}$ terms in $\Omega(\mathbf{k})$ [7]. The vector $\Omega(\mathbf{k})$ lies in the QW plane and its components are given by

$$
\begin{equation*}
\Omega(\mathbf{k})=\left[\left(\alpha_{1} k_{x}+\alpha_{2} k_{y}\right),-\left(\alpha_{1} k_{y}+\alpha_{2} k_{x}\right)\right], \tag{2}
\end{equation*}
$$

where the coefficients $\alpha_{1}$ and $\alpha_{2}$ correspond to $V_{B I A}$ and $V_{S I A}$, respectively.

The diffusion equation for the spin density $\mathbf{M}(\mathbf{r}, t)$ has been presented in [13, 14]. Here we only discuss the applicability of the diffusion approximation to our problem. The diffusion approximation is applicable if $\tau_{\vee_{f}} / a, \tau \Omega \ll 1$, where $\tau$ is the mean scattering time, $a$ is the size of the spin packet, and $v_{f}$ is the Fermi velocity. These inequalities mean that the motions in the coordinate and spin spaces, consequently, are diffusive. To give a more quantitative insight into the applicability of the diffusive approximation for a GaAs-based QW, we take a typical value of the Fermi wave vector $k_{f}=$ $10^{-6} \mathrm{~cm}^{-1}$, which corresponds to the sheet electron density $N=k_{f}^{2} / 2 \pi \approx 2 \times 10^{11} \mathrm{~cm}^{-2}$, and the Fermi velocity $v_{f}=\hbar k_{f} / m \approx 10^{6} \mathrm{~cm} / \mathrm{s}$, where $m=0.067 m_{e}$ is the electron effective mass. As was recently clarified in [15], when considering the DP spin-relaxation mechanism, the mean scattering time $\tau$ must be calculated taking into account electron-electron collisions. For this reason, in the case of an $n$-doped semiconductor, $\tau$ can be approximately estimated as an optical dephasing time, measured in time-resolved four-wave-mixing experiments [16] in the spectral range of the interband transitions. This time is on the order of 0.1 ps , and there is no essential difference between the times in 2D and 3D systems [17]. If we take the lower bound for the spot size $a=1 \mu \mathrm{~m}$ (the spot size can not be made smaller than the laser wavelength) and the upper bound for the spin splitting $\hbar \Omega=1 \mathrm{meV}$ [18], we obtain $\tau \mathrm{v}_{f} / a \sim 10^{-3}$ and $\tau \Omega \sim 10^{-1}$. Thus, the diffusion approximation can be applied to our problem without any essential restrictions.

In an $n$-doped semiconductor, the excess of photoexcited electrons and holes rapidly disappears due to the recombination of holes with background electrons. In other words, only the spin packet but not the charge packet is present in the semiconductor [19]. This allows one to neglect the coupling between charge and spin degrees of freedom. Then, for the degenerate electron gas, the diffusion equation takes the form [13]

$$
\begin{gather*}
\frac{\partial \mathbf{M}(\mathbf{r}, t)}{\partial t}-\left[D \nabla_{\mathbf{r}}^{2}+\hat{\Gamma}\right] \mathbf{M}(\mathbf{r}, t)  \tag{3}\\
-\left[\mathbf{b}\left(\nabla_{\mathbf{r}}\right)+\Omega_{L}\right] \times \mathbf{M}(\mathbf{r}, t)=\mathbf{I}(\mathbf{r}, t),
\end{gather*}
$$

where $D=\tau v_{f}^{2} / 2$ is the diffusion constant, $\Omega_{L}=$ $g \mu_{B} \mathbf{B} / \hbar$ is the electron spin resonance frequency in a magnetic field $\mathbf{B}, \hat{\Gamma}$ is the tensor of the DP spin relaxation rates, and $\mathbf{I}(\mathbf{r}, t)=\left[0,0, I_{z}(\mathbf{r}, t)\right]$ is a source of spinpolarized electrons. The operator $\mathbf{b}=\tau k_{f} v_{f} \Omega\left(\nabla_{\mathbf{r}}\right)$ mixes different components of the inhomogeneous spin polarization $\mathbf{M}(\mathbf{r}, t)$. In accordance with the typical experimental conditions, we assume that the magnetic field is parallel to the QW plane and $\tau \Omega_{L} \ll 1$.

Following [13], we perform the Fourier transform of the spin density $\mathbf{M}(\mathbf{r}, t)$ in Eq. (3). The algebraic equation for $\mathbf{M}(\mathbf{q}, \omega)$ takes the form

$$
\begin{gather*}
\left(-i \omega+D q^{2}+\hat{\Gamma}\right) \mathbf{M}  \tag{4}\\
+\left[i \mathbf{b}(\mathbf{q})+\Omega_{L}\right] \times \mathbf{M}=\mathbf{I}(\mathbf{q}, \omega) .
\end{gather*}
$$

Since rather short ( $\sim 100 \mathrm{fs}$ ) laser pulses are used now in experimental investigations of the spin dynamics, it is justified to take the delta-function-type approximation for the time dependence of the source term $\mathbf{I}(\mathbf{r}, t)$ in Eq. (3). However, the same is not always true about the spatial dependence of the source term, since the diameter a of the laser spot and the spin diffusion length $L_{s}$ may be comparable in magnitude. Moreover, it is interesting to trace the evolution of the main features of the spin diffusion when the ratio $a / L_{s}$ varies from $\ll 1$ to $\gg 1$. For this reason, we take the Gaussian distribution for the initial spin density:

$$
\begin{align*}
& I_{z}(\mathbf{r}, t)=\frac{M_{0}}{\pi a^{2}} \exp \left(-\frac{r^{2}}{a^{2}}\right) \delta(t),  \tag{5}\\
& I_{z}(\mathbf{q}, \omega)=M_{0} \exp \left(-\frac{a^{2} q^{2}}{4}\right) . \tag{6}
\end{align*}
$$

Before solving Eqs. (3) and (4), we discuss their symmetry properties. First of all, we note that these equations are not invariant under the spatial inversion; that is, $\mathbf{M}(\mathbf{r}, \mathbf{B}, t) \neq \mathbf{M}(-\mathbf{r}, \mathbf{B}, t)$, However, since the laser source term possesses the symmetry $I_{z}(\mathbf{r}, t)=I_{z}(-\mathbf{r}, t)$, the solution of Eq. (3) obeys the exact relation

$$
\begin{equation*}
M_{z}(\mathbf{r}, \mathbf{B}, t)=M_{z}(-\mathbf{r},-\mathbf{B}, t) . \tag{7}
\end{equation*}
$$

This relation is a special feature of an inhomogeneous spin distribution which varies with time under the DP spin relaxation mechanism.

Next we note that the tensor $\hat{\Gamma}$ and the vector $\Omega_{L}$ do not depend on $\mathbf{q}$ and are unable to create the anisotropy in the coordinate space if $\mathbf{b}(\mathbf{q})=0$. Hence, the only source of the anisotropy is the vector $\mathbf{b}(\mathbf{q})$, which enters Eq. (4) through the quantity $\mathbf{h}=i \mathbf{b}(\mathbf{q})+\Omega_{L}$. In turn, the vector $\mathbf{h}$ forms two independent invariants, namely, $\mathbf{h}^{2}$ and $h_{i} h_{j} \Gamma_{i j}$, which depend on the direction of $\mathbf{q}$ and determine the anisotropy of $M_{z}(\mathbf{r}, t)$. In the considered case of the DP spin-relaxation mechanism, these invariants have common microscopic origin. If only one con-
tribution to the SOI is nonzero ( $\alpha_{1} \alpha_{2}=0$ ), these invariants are equivalent, since the tensor $\hat{\Gamma}$ is isotropic in the QW plane [11]. In this case, the anisotropy of the spin diffusion is entirely due to the external magnetic field, since $|\mathbf{b}(\mathbf{q})|$ does not depend on the direction of $\mathbf{q}$. This situation has been analyzed in [13].

Here we want to analyze the intrinsic anisotropy of the spin diffusion which is due to the simultaneous presence of $V_{B I A}$ and $V_{S I A}$ and exists in the absence of the external magnetic field. To make the following consideration more transparent, we transform the in-plane coordinate system $x y$ to a new coordinate system $x^{\prime} y^{\prime}$, where the $x^{\prime}$ and $y^{\prime}$ axes are oriented along [110] and [1 $\overline{1} 0]$ directions, respectively. From Eq. (2) we find the components of the vector $\Omega(\mathbf{k})$ in the new coordinate system:

$$
\begin{gather*}
\Omega_{x^{\prime}}=\left(\alpha_{2}-\alpha_{1}\right) k_{y^{\prime}},  \tag{8}\\
\Omega_{y^{\prime}}=-\left(\alpha_{2}+\alpha_{1}\right) k_{x^{\prime}} . \tag{9}
\end{gather*}
$$

If $V_{B I A}$ or $V_{S I A}$ equals zero $\left(\alpha_{1} \alpha_{2}=0\right)$, the spin splitting is isotropic and, as a consequence, the diffusion is isotropic too. This case has been analyzed in [13]. In the opposite case of strong anisotropy ( $\alpha_{1}= \pm \alpha_{2}$ ), the vector $\Omega(\mathbf{k})$ is oriented along the [1 $\overline{1} 0$ ] or [110] directions, respectively.

Only numerical solution of Eq. (3) is possible in case of arbitrary relation, between $\alpha_{1}$ and $\alpha_{2}$. Since our prime interest is in the anisotropy of the spin distribution, we consider the ultimate case $\alpha_{1}=\alpha_{2}$ when
$\Omega(\mathbf{k}) \|[1 \overline{1} 0]$ and the anisotropy becomes as large as possible. Fortunately, in this case, Eq. (3) has a simple analytical solution.

To solve Eqs. (3) and (4), we also need to know the components of the tensor $\hat{\Gamma}$. As shown in [11], when both $V_{B I A}$ and $V_{S I A}$ are nonzero, the tensor $\hat{\Gamma}$ has one normal to the QW plane eigenvector with corresponding relaxation rate $1 / \tau_{s}=\tau k_{f}^{2}\left(\alpha_{2}^{2}+\alpha_{1}^{2}\right)$ and two inplane eigenvectors oriented along the directions [110] and [1 10$]$, with the relaxation rates $1 / \tau_{ \pm}=\tau k_{f}^{2}\left(\alpha_{1} \pm\right.$ $\left.\alpha_{2}\right)^{2} / 2$, respectively. Consequently, the anisotropy of the spin relaxation in the QW plane depends on the relation between $V_{B I A}$, and $V_{S I A}$. Note that the spin relaxation anisotropy manifests itself only if the spin density $\mathbf{M}$ is not orthogonal to the QW plane. Hence, it is not obvious that this in-plane anisotropy of the spin relaxation must necessarily lead to the anisotropy of the spin diffusion if the initially created spin density $\mathbf{M}(\mathbf{r}, t=0)$ is orthogonal to the QW plane.

Since we are interested in the intrinsic anisotropy of the spin distribution rather than one due to the external magnetic field, we consider only the special case when the magnetic field $\mathbf{B}|\mid[1 \overline{1} 0]$, that is, directed along
$\Omega(\mathbf{k})$. In this case $M_{y^{\prime}}=0$, since both $\mathbf{B}$ and $\Omega(\mathbf{k})$ are directed along $y^{\prime}$ and unable to create $M_{y^{\prime}}$ if the initial spin polarization is oriented along $z$. Solving Eq. (4) for $\mathbf{M}_{z}(\mathbf{q}, \omega)$ and performing the inverse Fourier transform, we obtain

$$
\begin{equation*}
M_{z}(\mathbf{r}, t)=\int \frac{d \mathbf{q}}{(2 \pi)^{2}} I_{z}(\mathbf{q})\left(e^{-\lambda_{1}(\mathbf{q}) t}+e^{-\lambda_{2}(\mathbf{q}) t}\right) e^{i \mathbf{q} \mathbf{r}} \tag{10}
\end{equation*}
$$

where $\lambda_{1,2}=i \omega_{1,2}$ are the eigenvalues of Eq. (4)

$$
\begin{equation*}
\lambda_{1,2}(\mathbf{q})=D q^{2}+\frac{1}{\tau_{s}} \pm 2 \frac{L_{s}}{\tau_{s}} q_{x^{\prime}} \pm i \Omega_{L}, \tag{11}
\end{equation*}
$$

where $L_{s}=\sqrt{D \tau_{s}}$, is the spin diffusion length. Inserting the expression (6) for $I_{z}(\mathbf{q})$ into the integrand of Eq. (10) and performing the integration, we get

$$
\begin{align*}
& M_{z}(\mathbf{r}, t)=\frac{M_{0}}{F} \exp \left(-\frac{r^{2}}{F}-\frac{t}{\tau_{s}} \frac{a^{2}}{F}\right)  \tag{12}\\
& \quad \times \cos \left(4 \frac{L_{s}}{\tau_{s}} \frac{t}{F} x^{\prime}-\Omega_{L} t\right),
\end{align*}
$$

where $F=4 D t+a^{2}$. From this equation, we notice that the spin-density distribution $M_{z}(\mathbf{r}, t)$ is anisotropic. The isotropic exponential decrease of $M_{z}(\mathbf{r}, t)$ with $r^{2}$ is accompanied by the spatial oscillations of the spin density along the $x^{\prime}$ axis.

A distinctive feature of Eq. (12) is the very simple dependence of $M_{z}(\mathbf{r}, t)$ on the magnetic field. The spin density oscillates (in addition to the diffusive relaxation) with the frequency $\Omega_{L}$ at any point $\mathbf{r}$ and there is no threshold value $\Omega_{L} \sim 1 / \tau_{s}$ (see, e.g., [13]) for the frequency of these oscillations. Of course, this peculiarity is a consequence of the special choice $\mathbf{B}\|\Omega(\mathbf{k})\|[1 \overline{1} 0]$ we take in our consideration. If these restrictions relax, the evolution of the spin density will become much more complicated. We will not go into details of the influence of the magnetic field on the anisotropy of the spin diffusion. It seems likely that the transverse magnetic field is not especially useful when studying the anisotropy of the inhomogeneous spin distribution, since this field itself is a source of the anisotropy. This topic requires an additional analysis and is outside the scope of this paper.

The general case, Eq. (12), of arbitrary relation between the spot size $a$ and the spin diffusion length $L_{s}$ is rather complicated. To give a more physical insight into the spin diffusion, let us consider two limiting cases of the small and large laser spot size $a$ as compared with the spin diffusion length $L_{s}$. If $a \gg L_{s}$ then $F \approx a^{2}$ and Eq. (12) gives the well known [9] decaying oscillations of the homogeneous spin density

$$
\begin{equation*}
M_{z}(t) \approx \frac{M_{0}}{a^{2}} \exp \left(-\frac{t}{\tau_{s}}\right) \cos \left(\Omega_{L} t\right) \tag{13}
\end{equation*}
$$

In order to understand better the opposite limit of strong inhomogeneity $a \ll L_{s}$, we formally set $a=0$ in Eq. (12). Then $F=4 D t$ and we get from Eq. (12)

$$
\begin{equation*}
M_{z}(\mathbf{r}, t) \approx \frac{M_{0}}{4 D t} \exp \left(-\frac{r^{2}}{4 D t}\right) \cos \left(\frac{x^{\prime}}{L_{s}}-\Omega_{L} t\right) . \tag{14}
\end{equation*}
$$

The temporal behavior of the spin density, given by this equation, is distinctly different from that of the isotropic spin distribution [13] (in zero magnetic field), since the combination $t / \tau_{s}$ does not enter Eq. (14) at all. Instead, at every point $\mathbf{r}$ much slower diffusive relaxation occurs, in particular, at the center of the laser spot $M_{z}(\infty 1 / t)$. To obtain the physically meaningful spin density $M_{z}(\mathbf{r}, t)$, we must substitute in Eq. (12) small but finite $a \approx \lambda$, where $\lambda$ is the laser wavelength. A more careful analysis of Eq. (12) shows that the exponential decrease with time of the spin density at $\mathbf{r}=0$ still persists at small times $t \leqslant \tau_{s}\left(a / L_{s}\right) \ll \tau_{s}$, and only then the spin density decreases as $1 / t$. Thus, Eq. (14) is valid at all but small times $t \ll \tau_{s}$.

The spin relaxation time $\tau_{s}$ enters Eq. (14) only through the spin diffusion length $L_{s}$, which determines in this case the scale of the anisotropy variation. It is seen from this equation that the pronounced anisotropy of the spin distribution appears at the distances $r \geqslant L_{s}$, from the laser spot.

The evolution of the inhomogeneous spin density is a result of the spin precession in the angular space and the spin diffusion in the coordinate space. When the anisotropy of the spin splitting is strong, the interplay between the gradient of the spin density and the spin precession (see the term with the operator $\mathbf{b}$ in Eq. (3)) leads to the unusual temporal behavior of the spin density given by Eq. (14). It is instructive to see the temporal evolution of the total spin polarization of the QW . Integrating Eq. (14) over the QW plane, we obtain immediately

$$
\begin{equation*}
\int M_{z}(\mathbf{r}, t) d \mathbf{r} \sim M_{0} \exp \left(-\frac{t}{\tau_{s}}\right) \cos \left(\Omega_{L} t\right) \tag{15}
\end{equation*}
$$

Thus, the total spin polarization undergoes exponentially decaying oscillations as in the homogeneous case irrespective of the relationship between $a$ and $L_{s}$. This clearly demonstrates that the unusual temporal behavior of Eq. (14) is a consequence of the spatial redistribution of the spin density, which, in turn, arises due to the anisotropy of the spin diffusion.

In conclusion, we have shown that in the (001) grown zinc-blende semiconductor QW , the anisotropy of the spin splitting, resulting from the simultaneous presence of the bulk and structure inversion asymmetries, leads to the anisotropic in the QW plane spin diffusion. This anisotropy manifests itself most strongly if the Dresselhaus and Rashba spin splittings are comparable in magnitude and if the initial size of the spin packet is much less as compared to the spin diffusion
length. Though our calculations refer to the special case of equal Dresselhaus and Rashba spin splittings, they point to the trend of how the spin distribution changes when the anisotropy of the spin splitting appears. To observe the predicted behavior of the spin density given by Eq. (14), it is advantageous to use an experimental technique similar to that in [20], where the timeresolved Faraday rotation in an $n$-doped GaAs/AlGaAs QW was measured while applying a bias to the gate electrode. Among other things, the gate voltage can be used to modify the Rashba spin splitting, thereby creating the interference between $V_{B I A}$ and $V_{S I A}$. We believe that experimental observations of the anisotropic spin diffusion can give an additional information on the relation between $V_{B I A}$ and $V_{S I A}$. In addition, we have shown that the interference affects not only the anisotropy of the spin-density distribution but also the temporal evolution of the spin density at $\mathbf{r}=0$, measured at the overlapping pump and probe laser spots. Hence, the decay of the spin density with time (in time resolved experiments) can deviate from a purely exponential form when the spin-relaxation rate is slow and, as a consequence, the spin diffusion length is large. This should be kept in mind when extracting the spin-relaxation times from experimental data. We would like to draw attention to the symmetry relation given by Eq. (7), which is also accessible to experimental verification. This relation is not connected with the interference of $V_{B I A}$ and $V_{S I A}$ but is an inherent characteristic of the DP spin-relaxation mechanism. Hence, it can help in the discrimination between different spin-relaxation mechanisms. As the symmetry relation Eq. (7) is characteristic for DP spin relaxation, the violation of this relation would imply that DP spin relaxation is not dominant.

This work was supported by the Russian Foundation for Basic Research and by programs of the Russian Ministry of Science.
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#### Abstract

Normal-metal hot-electron bolometer with capacitive coupling (CCNHEB) is a further development of the concept of a normal-metal hot-electron bolometer with Andreev mirrors (ANHEB). It was proposed to eliminate the frequency and energy restrictions inherent in ANHEB, in which Andreev mirrors act efficiently only with relatively long absorbers and at energies below the superconducting gap. An important advantage of the CCNHEB is its simple topology, in which the same tunnel junctions provide thermal decoupling, noise protection, temperature measurement, and it can be used for electron cooling. The temperature response of the bolometer was measured at temperatures down to 260 mK . The observed response $d V / d T=1.7 \mathrm{mV} / \mathrm{K}$ corresponds to the sensitivity $S=0.4 \times 10^{9} \mathrm{~V} / \mathrm{W}$. The measured noise at the amplifier output with this sample was found to be $V_{n a}$ $=4 \mathrm{nV} / \mathrm{Hz}^{1 / 2}$, which corresponds to a noise-equivalent power of $10^{-17} \mathrm{~W} / \mathrm{Hz}^{1 / 2}$. To measure optical response, black-body radiation was used as a source of signal inside the cryostat. The source was a thin NiCr film sputtered on a thin sapphire substrate and suspended by nylon threads. Optical measurements proved to be in good agreement with the dc measurements. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 07.57.Kp

## 1. Topology of the samples and their fabrication.

 The concept of a normal-metal hot-electron bolometer with capacitive coupling (CCNHEB) was suggested in [1]. The key idea of the design is that the capacitive decoupling replaces Andreev mirrors, which are used for the thermal insulation of an absorber from electrodes in a normal-metal hot-electron bolometer with Andreev mirrors (ANHEB). This allows one to avoid the frequency restriction inherent in the Andreev mirrors, which arises if electrons are superheated above the energy gap. Matching of the absorber impedance at the signal frequency is accomplished through the same capacitors that provide a high potential barrier for hot electrons. For a planar complementary antenna on the silicon substrate, the impedance can be estimated by the formula $Z_{\text {ant }}=377[2(1+\varepsilon)]^{1 / 2}=80 \Omega$. The bolometer impedance is the sum of capacitive, inductive, and resistive components connected in series:$$
\begin{equation*}
Z_{\mathrm{bol}}=\frac{2}{i \omega C}+i \omega L+R . \tag{1}
\end{equation*}
$$

For the planar antenna with real impedance, the inductance of the absorber stripe can be counterbalanced by the tunnel junction capacitance. For an absorber length of $10 \mu \mathrm{~m}, Z_{L}=20 \Omega$ at 300 GHz , the required capacitive impedance is 30 fF , which can easily be obtained with tunnel junctions of size $1 \times 0.5 \mu \mathrm{~m}^{2}$. As a result, an additional band-pass filter forms, which additionally reduces the undesirable action of the thermal back-
ground radiation. Simultaneously, the same tunnel junctions act as temperature sensors and provide electron cooling, similar to the Peltier effect in semiconductors.

Samples were prepared on silicon substrates of size $7 \times 7 \mathrm{~mm}$ with 16 contact pads. Each chip included six CCNHEB structures, of which one was integrated with a log-periodic antenna, four integrated with double dipole antennas for central frequencies of 300 and 600 GHz , and one test structure with two additional tunnel junctions was designed for measuring temperature along the absorber stripe (cf. microphotograph in Fig. 1). The contact pads and antennas were fabricated by UV lithography and sequential thermal evaporation of $10-\mathrm{nm} \mathrm{Cr}, 40-\mathrm{nm} \mathrm{Au}$, and $10-\mathrm{nm}$ Pd layers. The structure of bolometer was formed in a single vacuum cycle by direct electron-beam lithography and shaded evaporation at different angles through a double mask made from PMMA and COPOLYMER photoresists. In so doing, 60 nm Al was evaporated, oxidized for 2 min in oxygen at a pressure of $10^{-1} \mathrm{mbar}$, after which a dou-ble-layer $\mathrm{Cr} / \mathrm{Al}$ film was evaporated at a different angle. The normal metal film in the bolometer was $8 \mu \mathrm{~m}$ long, $0.2 \mu \mathrm{~m}$ wide, and 80 nm in thickness. The resistance of the bolometers with double-layer films consisting of 50 nm Cr and 10 nm Al was about $100 \Omega$, which was close to the optimal resistance of both log-periodic and double dipole antennas. The results of measuring with a sample containing $50 \%$ chromium and $50 \%$ aluminum are also presented for comparison. The capaci-


Fig. 1. Microphotograph of a bolometer chip with 16 contact pads and six CCNHEB structures. Log-periodic antenna is at the center; two double dipole antennas for the central frequency 300 GHz are on the right and two antennas for 600 GHz are on the left and at the bottom.
tance of tunnel junctions was about 3 fF , so that, for two capacitors connected in series, $100 \Omega$ of bolometer, and intrinsic inductance, the resonance frequency was about 250 GHz .
2. Experimental results. The samples were placed on a flat surface of a hyperhemispheric sapphire lens that was mounted on the He 3 evaporator of a closedcycle absorptive cryo cooler (see [2]). The cryo cooler was mounted on the cold plate of a helium cryostat (Infrared Labs [3]) with optical window. Liquid helium vapor was pumped until a temperature of 1.7 K was reached. The minimal temperature in the system was

260 mK . Figure 2 presents the IV curves for one of the samples. These dependences can be used to obtain the temperature dependence of voltage and the sensitivity $d V / d T$ at different temperatures and dc currents (Fig. 3).

To determine the bolometer sensitivity and noise for a real microwave signal, a black-body radiation source with modulated temperature (Haller-Beeman Assoc. Inc.; see [4] for detail) was used as a signal source. The source was a thin NiCr film sputtered on a thin sapphire substrate suspended by thin nylon threads. On passing current through the film, it is heated and starts to radiate. The source was mounted on the cold plate of a cryostat at the base temperature of 1.7 K , and its output horn was directed toward the lens with CCNHEB placed at a distance of several centimeters from the source. After applying a power of several milliwatt from the power supply, a radiation with equivalent temperature of up to 100 K arises. The source is capable of producing modulated signals over a wide frequency range. The dependences of the bolometer response on the bias voltage, as measured in the temperature variation regime (Fig. 4, curve DVT) and for the built-in radiation source (curve DV 249 mV ), demonstrate a reasonable agreement with the theoretical estimates.

To estimate the NEP, low-frequency noise was measured at the bolometer output. The frequency dependence was measured for the voltage fluctuation spectral density, and the noise dependence on bias voltage was measured at several frequencies. In the sample with 50 nm chromium and 10 nm aluminum, the noise of bolometer and amplifier at the operating point with maximal response was $4 \mathrm{nV} / \mathrm{Hz}^{1 / 2}$. The dependence of noise spectral density on bias voltage in the white-noise region is shown in Fig. 5 for the sample with 30 nm chromium and 30 nm aluminum. It follows from these measurements that the noise spectral density in amplifier can be put equal to $3 \mathrm{nV} / \mathrm{Hz}^{1 / 2}$, which corresponds to the specifications of an OP27 operational ampli-


Fig. 3. Temperature dependences of the voltage on bolometer for various bias currents.

Fig. 2. Current-voltage characteristics of bolometer, as measured at temperatures from 260 mK to 1.5 K .



Fig. 4. CCNHEB voltage response (curve DVT) to a change in temperature and (curve DV 249 mV ) to the black-body radiation.
fier-bolometer with an amplifier at the operation point of $200 \mu \mathrm{~V}$ at a level of $6.5 \mathrm{nV} / \mathrm{Hz}^{1 / 2}$ for 3 kHz and higher, and $8.5 \mathrm{nV} / \mathrm{Hz}^{1 / 2}$ for 1 kHz .

High response for the samples with double-layer absorber films is different from the value predicted by a simple theory for SIN (superconductor-insulator-normal metal) gauge and may be due to the influence of electron cooling.
3. Discussion of results and estimate of the CCNHEB sensitivity. The theoretical values of response for the SIN junction can be obtained using the simple analytic expression

$$
\begin{equation*}
I(V, T)=\frac{k}{e R} \sqrt{11 T T_{c}} \exp \left(-\frac{1.76 T_{c}}{T}\right) \sinh \left(\frac{e V}{k T}\right) \tag{2}
\end{equation*}
$$

which gives a good agreement with experimental data for the SIN junction with a purely chromium absorber. This expression can be used to determine maximal temperature response for the SIN junction at various ambient temperatures. For our base temperature of 270 mK , a single junction should have a response of about $0.5 \mathrm{mV} / \mathrm{K}$; to increase it twofold (to $1 \mathrm{mV} / \mathrm{K}$ ), electron temperature should be 163 mK . The experimentally observed high values of response can be explained by the combined action of two mechanisms: electron cooling and increase of the junction nonlinearity due to the proximity effect, so that it should be considered as an SINS structure, which approaches the SIS* (supercon-ductor-insulator-superconductor with reduced gap) structure in the zero-temperature limit.

The noise in a structure consisting of two tunnel junctions connected in series can be calculated using


Fig. 5. Dependence of the noise in the range $1-10 \mathrm{kHz}$ on the bias voltage on a bolometer with 30 nm chromium and 30 nm aluminum. At biases higher than $500 \mu \mathrm{~V}$, noise is restricted by the amplifier.
the following simple expression for the current fluctuation spectral density in a single junction:

$$
\begin{equation*}
S_{I}(V)=\frac{2 e V}{R} \operatorname{coth}\left(\frac{e V}{2 k T}\right) \tag{3}
\end{equation*}
$$

To obtain voltage fluctuations, one should multiply this expression by the dynamic resistance of junctions. It can be found from Eq. (2). The calculated dependences of the dynamic resistance and noise on the bias voltage proved to be close to the measured dependences.

In our first experiments [5], the values of the limiting CCNHEB parameters (NEP $=2.5 \times 10^{-17} \mathrm{~W} / \mathrm{Hz}^{1 / 2}$ ) were far from the theoretical estimates, because we used non-optimal samples leading to a high noise level in the subsequent signal amplifier. In this work, the slope $d V / d T=1.7 \mathrm{mV} / \mathrm{K}$ was obtained for the MF46p616 sample at 260 mK . When estimating the voltage response $S=d V / d P=(1 / G) d V / d T$, we used the values for the heat conduction $G=d P / d T=3 \Sigma v T^{4}$, characteristic constant of material $\Sigma=2.5 \times 10^{9} \mathrm{~W} \mathrm{~m}^{-3} \mathrm{~K}^{-5}$ (measured in a separate experiment with ANHEB samples calibrated against the dissipated power of a dc power supply in a copper film; for the samples with doublelayer absorber films, an additional detailed study is needed for the temperature dependence of the characteristic constant of material), and sample volume $n=$ $8 \times 10^{-20} \mathrm{~m}^{3}$, which gives $G=5 \times 2.5 \times 10^{9} \times 8 \times$ $10^{-20}(0.256)^{4}=4.3 \times 10^{-12} \mathrm{~W} / \mathrm{K}$ and $S=1.7 \times 10^{3} /(4.3 \times$ $10^{-12}$ ) $=0.4 \times 10^{9} \mathrm{~V} / \mathrm{W}$. For the output noise of bolometer and amplifier, $V_{n a}=4 \mathrm{nV} / \mathrm{Hz}^{1 / 2}$, the NEP is $V_{n a} / S=$ $6 \times 10^{-18} \mathrm{~W} / \mathrm{Hz}^{1 / 2}$. An example of the measured NEP is presented in Fig. 6. In the absorber film consisting of normal and superconducting layers, all hot electrons are concentrated in the normal metal film because of the Andreev reflection. This reduces effectively the volume


Fig. 6. Noise-equivalent power measured for the sample with 30 nm Cr and 30 nm Al in the absorber film.
and, correspondingly, enhances the volt-watt sensitivity. The gain is caused by the effective decrease in the volume of normal metal, the proximity effect, the Andreev reflection, and the electron cooling. An important advantage of a high response is that the requirements to the subsequent amplifier become less stringent.

The electrical NEP presented above should be compared with the optical NEP measured using black-body radiation. For the MF46p6-16 sample with a log-periodic antenna, the radiation linewidth was found to be $5^{\circ}$ in the $E$ plane and $30^{\circ}$ in the $H$ plane. A decrease in the source radiation temperature was $\eta=(3 / 46)(3 / 7.7)=$ $1 / 40$. Moreover, one should take into account the reflection loss at the vacuum/insulator interface, the impedance mismatch, the degree of blackness of the blackbody source, the mismatch in the direction of antenna major lobe, and the side lobe loss, which altogether add
no less than 10 dB additional loss. As a result, the radiation weakens more than 400 fold. The received radiation power $\Delta P=\eta k \Delta T \Delta f=10^{-13} \mathrm{~W}$ and a response slope of $0.4 \times 10^{9} \mathrm{~V} / \mathrm{W}$ should provide a value of $40 \mu \mathrm{~V}$ for the voltage response. The value of $20 \mu \mathrm{~V}$ measured for the voltage response to the black-body radiation is in a good agreement with the measured value.
4. Conclusions. Normal-metal hot-electron bolometer with capacitive thermal insulation integrated with planar submillimeter wave antennas have been designed, fabricated, and experimentally investigated. The electrical sensitivity was as high as $1.7 \mathrm{mV} / \mathrm{K}$, the response $S=0.4 \times 10^{9} \mathrm{~V} / \mathrm{W}$, and the noise-equivalent power was $10^{-17} \mathrm{~W} / \mathrm{Hz}^{1 / 2}$. The measured response to the black-body radiation is in good agreement with the noise-equivalent electrical power measured at various temperatures. The results obtained give evidence for the efficient operation of the bolometer with capacitive thermal insulation.
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#### Abstract

The inelastic light scattering technique is used to study the spectra of intraband excitations of the quasi-twodimensional electron system in GaAS/AlGaAs double quantum wells. A new collective mode, namely, the acoustic plasmon, is discovered and investigated. The dispersion law of the acoustic mode and its dependence on the electron density are measured. It is shown that, in a perpendicular magnetic field, a hybridization of the acoustic plasmon with the cyclotron mode takes place. The properties of the hybrid acoustic magnetoplasma collective excitations are studied. © 2002 MAIK "Nauka/Interperiodica".
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The development of semiconductor heterostructure technology has made it possible to fabricate samples with parallel 2D electron channels located close to each other. An example of such structures are the double quantum wells (DQWs), in which two interacting elec-tron-electron or electron-hole layers are separated by a barrier of width $d$. It has been predicted that the interlayer electron-electron interaction strongly affects the electron energy spectrum in the integer and fractional quantum Hall effect [1, 2], gives rise to fractions with even denominators [3], and increases the stability of the Wigner crystal state [4]. Accordingly, the collective excitation spectrum of a DQW is modified as compared to the collective excitation spectrum of a single quantum well (SQW).

The collective excitation spectrum of a DQW contains two plasma modes associated with the in-phase (an optical plasmon, OP, with the square-root dispersion law) and antiphase (an acoustic plasmon, AP, with a linear dispersion law) oscillations of charge density in the DQW layers. The properties of the AP and OP were studied in many theoretical publications [5-7]. For example, the Coulomb interaction determines the dispersion of the AP mode [8], and both types of excitations, AP and OP, are essential for the interpretation of the Coulomb drag effects in double-layer structures [9]. It is expected that, unlike the plasma oscillations of a 2D electron gas in a single quantum well, the low-lying AP is more sensitive to the Landau damping [8, 9], i.e., to the energy transfer from the plasmon (the coherent mode) to a single-particle excitation (SPE). In addition, in such a structure, the acoustic plasmon may be involved in the mechanism of high-temperature superconductivity [10].

The inelastic light scattering spectroscopy (ILS) is a powerful instrument for studying the energy spectra of
low-dimensional systems. In contrast to the transport measurements, which imply averaging over all wave vectors [11], the ILS technique provides the determination of the plasmon energy in a DQW as a function of the wave vector. However, since the practical implementation of this technique involves certain difficulties, the number of experiments devoted to studying the APs in two-component semiconductor systems is fairly small [12, 13].

This paper reports on the ILS study of the intraband excitation mode, namely, the acoustic plasmon, in double electron systems with a spatial charge separation. In addition, the behavior of this mode was investigated in an external magnetic field oriented normally to the well plane, the magnetic field giving rise to a hybrid acoustic magnetoplasmon collective excitation. The purpose of the study was to identify the AP line in the collective excitation spectrum of the electron system, to measure the dispersion of this excitation, and to reveal the influence of such parameters as the electron density in the wells, the distance between the quantum wells, and the magnetic field.

Experimental. The experiments were performed on three high-quality samples grown by molecular-beam epitaxy (MBE) so that each sample represented two GaAs quantum wells separated by an $\mathrm{Al}_{0.3} \mathrm{Ga}_{0.7} \mathrm{As}$ barrier. The barrier width was different in different samples, and the wells were symmetrically doped with a Si $\delta$-layer. Structure (A) is a DQW (see the upper inset in Fig. 2) with the 260 and $300 \AA$ wide wells and a $50 \AA$ wide barrier (260/50/300). Structures (B) and (C) are DQWs with the parameters 250/180/250 and $200 / 25 / 200$, respectively. The electron mobility exceeded $10^{6} \mathrm{~cm}^{2} / \mathrm{V} \mathrm{s}$ in all structures. The photoexcitation of the system was performed by a tunable Ti/Sp laser, which had the photon energy within $1.545-$


Fig. 1. Photoluminescence spectra measured for the 200/25/200 DQW in zero magnetic field with (a) equal and (b) unequal electron concentrations in the two wells. Plots (c) and (d) represent the "fans" of Landau levels for cases (a) and (b), respectively. The arrows indicate the Fermi energy and the position of the bottom of the ground subband of dimensional quantization $E_{0}$; in case (a), $E_{0}^{1}=E_{0}^{2}=E_{0}$ and, in case (b), $E_{0}^{1} \neq E_{0}^{2}$.
1.570 eV and the characteristic power density $W=0.1-$ $1 \mathrm{~W} / \mathrm{cm}^{2}$, and by a $\mathrm{He}-\mathrm{Ne}$ laser with a photon energy of $1.958 \mathrm{eV}\left(W=0-0.01 \mathrm{~W} / \mathrm{cm}^{2}\right)$. The high quality of the samples was indirectly confirmed by the fact that the widths of the spectral lines obtained from the inelastic light scattering spectra and from the photoluminescence spectra reached 0.15 meV . The spectral instrument was a T64000 triple monochromator, which, in combination with a CCD camera, provided a spectral resolution of 0.02 meV . The measurements were carried out at temperatures within $1.5-4.2 \mathrm{~K}$, in magnetic fields from 0 to 10 T, in the Faraday geometry. Part of the polarization measurements were performed in an optical cryostat. For the measurements, a two-waveguide scheme was used [14]. One waveguide served for photoexcitation, and the other, for the detection of the ILS and photoluminescence signals. In recording the ILS spectra, the positions of the waveguides with respect to the sample surface determined the quasimomentum transferred to the system. The concentration of 2D electrons ( $n$ ) in each of the two wells was measured by the standard method, from the luminescence spectra in a perpendicular magnetic field [15]. It was found that, in the case of the intrawell illumination (without $\mathrm{He}-\mathrm{Ne}$ ), the electron concentrations in the two wells coincided and the total concentration was equal to $6.2,3.8$, and $7.2 \times 10^{11} \mathrm{~cm}^{-2}$ for samples (A), (B), and (C), respectively. In addition, it was found that, in sample (C), the 2D electron concentration could be controlled by varying the conditions of continuous photoexcitation. Namely, the sample illumination with light whose photon energy exceeded the width of the


Fig. 2. AP dispersion measured for the 260/50/300 DQW with a carrier concentration of $3.1 \times 10^{11} \mathrm{~cm}^{-2}$ in each well: the empty circles represent the experiment and the dashed line illustrates the theory. The upper inset is a schematic representation of the DQW. The lower inset shows the inelastic light scattering spectra measured with two polarizer configurations for different quasi-momenta $k$ in zero magnetic field.

AlGaAs band gap (the barrier-type photoexcitation) reduced the quasi-equilibrium concentration of 2 D electrons in the channel the stronger the greater the light power density was. The mechanism of this effect is similar to that discovered and investigated previously for single heterojunctions [16]. The interval of the concentration variation in the 2D channel was mainly determined by the doping impurity concentration in the barrier (in our case, it was the $\mathrm{Si} \delta$-layer). The source of the control illumination was the $\mathrm{He}-\mathrm{Ne}$ laser whose power density on the sample was varied from 0 to $0.01 \mathrm{~W} / \mathrm{cm}^{2}$, and the corresponding variation of the total carrier concentration in sample (C) was between 7.2 and $2.3 \times 10^{11} \mathrm{~cm}^{-2}$. The concentration variations were different in the two channels of the DQW (owing to the finite depth of light penetration). However, as was mentioned above, we could measure these concentrations independently. It should also be noted that, for all three samples, a stationary photoexcitation by the pumping Ti/Sp laser, whose photon energy was less
than the AlGaAs band gap width but greater than the GaAs band gap width, did not noticeably affect the electron concentration in the whole range of power densities used in the experiment.

Figure 1 shows the spectra of the recombination radiation of 2D electrons and photoexcited holes. The spectra were measured for the 200/25/200 DQW at the temperature $T=4.2 \mathrm{~K}$ in zero magnetic field. The photoexcitation was performed by the $\mathrm{Ti} / \mathrm{Sp}$ laser alone (Fig. 1a) and by the Ti/Sp and $\mathrm{He}-\mathrm{Ne}$ lasers simultaneously (Fig. 1b). The first case corresponds to equal concentrations in the two wells, and the second case, to different concentrations (their values are indicated in the plot). Figures 1c and 1d present the "fans" of Landau levels obtained for these two cases as a result of processing a series of photoluminescence spectra in a perpendicular magnetic field. It should be noted that the photoluminescence and ILS spectra were recorded sequentially in the same experimental setup, without changing any external parameters. This guaranteed the one-to-one correspondence between the collective excitation energies of the 2D electron system, which were measured from the ILS spectra, and the 2D electron concentrations obtained from the photoluminescence spectra.

The lower inset in Fig. 2 presents the spectra of inelastic scattering of light that were measured for the 260/50/300 DQW. In the spectral range shown in this inset, one can see a dominant line denoted as AP in Fig. 2. To separate the ILS signal and the signal of hot luminescence (from the quantum well or from the GaAs substrate of the sample), which may occur in this spectral range, the ILS spectra were recorded for a series of different values of the pumping photon energy. In these records, the spectral position of the hot luminescence lines should remain unchanged while the position of the ILS lines should vary with varying pumping photon energy (the Raman shift RS = const). This property together with the dependence of the position of the line on the quasi-momentum transferred to the 2D system (this dependence must be absent for the hot luminescence lines but is evident in the inset) allows a unique identification of the AP line observed in the spectrum as the line of inelastic light scattering by the excitation of the 2D electron system. To determine the nature of the AP line, we performed polarization measurements to reveal its degree of polarization. Between the sample and the waveguides, we placed two linear polarizers, so that they could be either crossed or parallel. According to the selection rules, the mode that can be observed in the ILS spectrum with parallel polarizers and cannot be seen with crossed polarizers represents a charge excitation of the system; in the opposite case, the mode corresponds to the spin excitation [17]. In the lower inset of Fig. 2, the spectra measured with parallel polarizers are shown by the solid lines and the spectra measured with crossed polarizers, by the dashed lines. As one can see, the line under investigation is present only in the spectrum obtained
with parallel polarizers and is completely absent in the crossed polarizer configuration. Thus, we can conclude that this line is associated with the charge excitation of the electron system. The empty circles in Fig. 2 present the dependence of the Raman shift of the AP line on the quasi-momentum transferred to the system in the process of the inelastic scattering of light. One can see that this dependence is close to linear. An acoustic plasmon in the DQW is characterized by a linear dispersion law in the region of small quasi-momenta $k \ll 1 / d$ [18]. In zero magnetic field, its energy as a function of carrier concentration, quasi-momentum, and distance between the wells is described by the expression

$$
\begin{gather*}
\omega_{A P}^{2}=\frac{e^{2} k}{2 \epsilon \epsilon_{0} m^{*}}\left(n_{1}+n_{2}\right)  \tag{1}\\
\times\left[\frac{1}{2}-\frac{1}{2} \sqrt{1-\frac{4 n_{1} n_{2}}{\left(n_{1}+n_{2}\right)}\left(1-e^{-2 k d}\right)}\right]
\end{gather*}
$$

where $e$ is the electron charge, $k$ is the quasi-momentum in the quantum well plane, $m^{*}=0.067 m_{0}$ is the effective mass of 2D electrons, $\epsilon$ is the dielectric constant of the medium, $n_{1}$ and $n_{2}$ are the charge densities in the first and second wells, and $d$ is the effective distance between the layers. In the case of small quasimomenta, when $n_{1}=n_{2}$, this formula takes the form $\omega_{A P}^{2}=\left(e^{2} k^{2} d n_{1}\right) /\left(2 \epsilon \epsilon_{0} m^{*}\right) \sim k^{2}$. From Eq. (1) with the parameters $d=330 \AA$ (the distance between the centers of the wells) and $n_{1}=n_{2}=3.1 \times 10^{11} \mathrm{~cm}^{-2}$ (the concentrations determined from magnetoluminescence measurements), we can calculate the theoretical dependence of the AP energy on the quasi-momentum for the $260 / 50 / 300$ DQW. The result of this calculation is shown in Fig. 2 by the dashed line.

As was mentioned above, for the 200/25/200 DQW sample, it was possible to vary the carrier concentration in both wells by a weak illumination from the $\mathrm{He}-\mathrm{Ne}$ laser. This allowed us to measure the dependence of the energy of the AP mode under investigation on the total carrier concentration in the two layers and to compare it with the theoretical calculation by Eq. (1). The inset in Fig. 3 presents the ILS spectra measured in the parallel polarizer configuration at $k=1.17 \times 10^{5} \mathrm{~cm}^{-1}$. Case (a) corresponds to the minimal carrier concentration, and case (c), to the maximal one. From this plot, one can see that an increase in the electron concentration shifts the line toward higher energies. The experimental points and the dependence of the energy on $\sqrt{n}$ ( $n=n_{1}+n_{2}$ is the total 2D electron concentration in two layers) calculated by Eq. (1) are shown in Fig. 3. The dashed line represents the theoretical curve calculated for equal carrier concentrations in the two wells ( $n_{1}=$ $n_{2}$ ), and the solid line shows the curve calculated for the concentration values that were obtained from magnetoluminescence measurements $\left(n_{1} \neq n_{2}\right)$. The close agreement of the experimental dependences of the AP


Fig. 3. Dependence of the AP energy on $\sqrt{n}$, where $n$ is the total electron concentration in two wells. The dependence is measured for the 200/25/200 DQW at a fixed quasi-momentum value $k=1.17 \times 10^{5} \mathrm{~cm}^{-1}$. The theoretical curves are shown by the dashed line (for $n_{1}=n_{2}$ ) and by the solid line (for $n_{1}$ and $n_{2}$ obtained from the experiment). The inset presents the inelastic light scattering spectra for (a) $n_{1}=7 \times$ $10^{10} \mathrm{~cm}^{-2}$ and $n_{2}=1.6 \times 10^{11} \mathrm{~cm}^{-2}$; (b) $n_{1}=1.8 \times 10^{11} \mathrm{~cm}^{-2}$ and $n_{2}=2.5 \times 10^{11} \mathrm{~cm}^{-2}$; and (c) $n_{1}=n_{2}=3.6 \times 10^{11} \mathrm{~cm}^{-2}$.
energy on $k$ and on $\sqrt{n}$ with the theory allows us to conclude that the AP line observed in the experiment corresponds to the inelastic light scattering by an acoustic plasmon in the two-layer electron system. An optical plasmon in such a system in the small quasi-momentum region must have a square-root dispersion law. A line with the corresponding properties was also observed by us in the ILS spectra. This line occurs in another spectral range (a Raman shift of about 6-10 meV), and its study is the subject of another paper [19].

The next step in the determination of the properties of the acoustic plasmon was the study of the behavior of the AP mode in the external magnetic field oriented normally to the well plane. In these conditions, the collective excitation spectrum of the system should be noticeably modified. In particular, the AP mode should


Fig. 4. Dependence of the energy of the hybridized acoustic magnetoplasma mode on the perpendicular magnetic field (empty circles) measured for the 200/25/200 DQW at $k=$ $1.17 \times 10^{11} \mathrm{~cm}^{-2}$ : (a) $n_{1}=n_{2}=3.6 \times 10^{11} \mathrm{~cm}^{-2}$; (b) $n_{1}=$ $1.4 \times 10^{11} \mathrm{~cm}^{-2}$ and $n_{2}=2.2 \times 10^{11} \mathrm{~cm}^{-2}$. The solid lines show the dependences of the cyclotron electron energy $E=$ $N h \omega_{c}$ on magnetic field for $N=1,2$, and the dashed lines show the results of the calculation by Eq. (2).
be transformed into a hybridized acoustic-magnetoplasma (AMP) mode as a result of the interaction of the AP mode with the cyclotron mode. As is shown in [19], in a perpendicular magnetic field, the energy of such a mode in a DQW with different types of carriers ( $m_{1} \neq m_{2}$ and $n_{1} \neq n_{2}$ ) is described by the following expression obtained in the framework of classical electrodynamics:

$$
\begin{gather*}
\omega_{A P}^{2}=\frac{\omega_{p 1}^{2}+\omega_{p 2}^{2}+\omega_{c 1}^{2}+\omega_{c 2}^{2}}{2} \\
-\sqrt{\left(\frac{\omega_{p 1}^{2}+\omega_{p 2}^{2}+\omega_{c 1}^{2}+\omega_{c 2}^{2}}{2}\right)^{2}+\omega_{p 1}^{2} \omega_{p 2}^{2} e^{-2 k d}} \tag{2}
\end{gather*}
$$

where $\omega_{p 1}^{2}=\left(e^{2} n_{1} k\right) /\left(2 \epsilon \epsilon_{0} m_{1}\right)$ and $\omega_{p 2}^{2}=$ $\left(e^{2} n_{2} k\right) /\left(2 \epsilon \epsilon_{0} m_{2}\right)$ are the energies of 2D plasmons with the electron concentrations $n_{1}$ and $n_{2}$ in the individual layers in zero magnetic field, and $\omega_{c 1}$ and $\omega_{c 2}$ are the cyclotron frequencies. Since, in the case under study, both wells contain carriers of the same type, namely, electrons ( $m_{1}=m_{2}=m^{*}$ ), we have $\omega_{c 1}=\omega_{c 2}=e B / m^{*}$.

We measured series of ILS spectra in a perpendicular magnetic field for all three samples and for different values of the quasi-momentum transferred to the system. For sample (C), we also measured the spectra for different concentrations of 2D electrons. The empty circles in Fig. 4 show the dependences of the energy of the AMP mode on magnetic field that were obtained from the ILS spectra for sample (C) in the case of equal carrier concentrations in the two wells ( $n_{1}=n_{2}$, the symmetric case, Fig. 4a) and in the case of unequal concen-
trations ( $n_{1} \neq n_{2}$, the asymmetric case, Fig. 4b). The values of these concentrations and the value of the transferred quasi-momentum are specified in the figure caption. The solid lines represent the dependences of the cyclotron electron energy $E=N h \omega_{c}$ (for $N=1,2$ ) on magnetic field. From Fig. 4a, one can see that the energy of the acoustic magnetoplasmon ( $E_{\mathrm{AMP}}$ ) at small fields $B$ is equal to the AP energy at $B=0$. As the magnetic field grows, $E_{\text {AMP }}$ increases and, at large values of $B$, reaches the cyclotron energy $\left(h \omega_{c}\right)$. In the second case ( $n_{1} \neq n_{2}$, Fig. 4b), in zero magnetic field, $E_{\text {AMP }}$ is shifted to lower energies, and with increasing $B$, increases and tends to $h \omega_{c}$, as in the case of $n_{1}=n_{2}$. The dashed lines in Figs. 4a and 4b show the results of numerical calculations for the dependence of the energy of the AMP mode on magnetic field by Eq. (2) with the use of the parameter values taken from our experiment. The only fitting parameter was the effective distance between the layers $d$. The closest agreement was obtained for $d=25 \AA$, which exactly coincides with the distance between the well centers in the 200/25/200 DQW.

Thus, using the inelastic light scattering technique, we measured the dispersion law for the acoustic plasmon in double quantum wells and determined the modification of this spectrum with varying electron concentrations in the wells. In addition, we investigated the hybridization of the cyclotron and plasma modes in a perpendicular magnetic field and established that the magnetic-field dependence of the AMP energy is adequately described by expression (2) obtained in the framework of classical electrodynamics.

This work was supported by the Russian Foundation for Basic Research and by the Program "Physics of Solid-State Nanostructures."
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#### Abstract

A system of spatially separated interacting excitons and electrons is considered. The formation of a spatially indirect trion in this system is investigated. The asymptotic behavior of the binding energy of this charged many-particle complex is determined in the limits of large and small layer separations. The variation of the binding energy due to screening by the 2 D electron gas is calculated. The bound state of the spatially separated exciton and electron is shown to disappear from the collective excitation spectrum at a certain threshold concentration of 2D electrons. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 73.20.Mf; 71.10.Ca

Charged quasiparticles in a semiconductor, i.e., electrons and holes, can form different bound complexes, neutral or charged, which also represent elementary excitations in the semiconductor [1-6]. In recent years, the interest in these problems has quickened in connection with the studies of charged collective excitations in a two-dimensional (2D) electron gas. For example, a negatively charged complex of three quasiparticles called a trion $\left(X^{-}\right)$in a single quantum well (QW) has been the object of many theoretical and experimental studies [6-13]. The problems concerned with such objects are more complicated than in the case of two-particle neutral complexes-excitons. This occurs because of the lack of the possibility to completely separate the motion of the center of mass from the relative motion in the Schrödinger equation. Therefore, a special formalism was developed for solving three-particle problems [6-11], which made it possible to some extent to elucidate the properties of charged complexes. The appearance of high-quality structures with double quantum wells gave rise to a new set of problems related to the properties of complexes of spatially separated particles: a spatially indirect exciton, a trion, etc. Indirect trions had already been studied earlier $[14,15]$. It has been shown that, at sufficiently low temperatures and small layer separations, the formation of a bound state of an exciton with an electron is possible. However, the presence of an electron (or hole) channel in the structure leads to screening of the Coulomb interaction. In this connection, the present paper investigates the binding energy and the behavior of a bound trion complex in the presence of the 2D electron gas.

To study the formation of a spatially indirect trion, we follow the formalism used earlier for describing a spatially direct trion and employ the methods of evaluating the electron-exciton polarization interaction at large distances. We consider a system of two layers separated by a distance $D$ along the $z$ axis. One layer contains a two-dimensional exciton with a characteristic size $a_{B}=\epsilon \hbar^{2} / 2 \mu e^{2}$, and the other contains the electron gas. Ignoring the tunneling, we investigate the behavior of this system of spatially separated electron and exciton for the case of a small layer separation $\left(D \ll a_{B}\right)$ and for a large one $\left(D \gg a_{B}\right)$. We calculate the binding energy of the trion as a function of $D$ and consider the disappearance of the bound state as a result of the screening by the 2D electron gas.

First, we consider the case of a large layer separation $D \gg a_{B}$ (the upper inset in Fig. 1a). In the adiabatic approximation, when the binding energy of a direct exciton is much greater than the energy of the interaction of this exciton with an electron from the other layer, the Hamiltonian of this system can be represented in the form

$$
\begin{equation*}
\hat{H}=-\frac{\hbar^{2}}{2 m_{e}} \Delta-\frac{\hbar^{2}}{2 M_{\mathrm{ex}}} \Delta+U\left(r_{1}, r_{2}, D\right)+E(X) \tag{1}
\end{equation*}
$$

where $E(X)$ is the energy of the relative motion of the exciton;

$$
\begin{equation*}
U\left(r_{1}, r_{2}, D\right)=-\frac{\gamma}{\left(\left(r_{1}-r_{2}\right)^{2}+D^{2}\right)^{2}}, \quad \gamma=\frac{\alpha e^{2}}{2 \epsilon} \tag{2}
\end{equation*}
$$

is the polarization interaction of an isolated electron with an isolated exciton when the exciton radius is much smaller than the distance $D$ between the layers; and $\alpha$ is the polarizability of a two-dimensional exciton in the ground state: $\alpha=21 a_{B}^{3} / 16$ (see, e.g., [16]). Hence, the parameter $\gamma$ involved in the expression for the effective interaction energy in the electron-exciton system is expressed as

$$
\gamma=\frac{21}{32} \frac{e^{2} a_{B}^{3}}{\epsilon} .
$$

Here, $\epsilon$ is the dielectric constant of the medium; $M_{\mathrm{ex}}=$ $\left(m_{e}+m_{h}\right)$ is the total exciton mass; and $m_{e}=0.067 m_{0}$ and $m_{h}=0.26 m_{0}$ are the effective electron mass and the effective hole mass in the plane. ${ }^{1}$

Changing to the coordinates of the relative motion and of the trion center of mass, we represent the Hamiltonian in the form

$$
\begin{equation*}
\hat{H}=-\frac{\hbar^{2}}{2 M_{\mathrm{tr}}} \Delta-\frac{\hbar^{2}}{2 \mu_{\mathrm{tr}}} \Delta-\frac{\gamma}{\left(r^{2}+D^{2}\right)^{2}}+E(X), \tag{3}
\end{equation*}
$$

where $M_{\mathrm{tr}}=M_{\mathrm{ex}}+m_{e}$ and $\mu_{\mathrm{tr}}=M_{\mathrm{ex}} m_{e} /\left(M_{\mathrm{ex}}+m_{e}\right)$. The binding energy of the trion ( $X^{-}$) is determined from the Schrödinger equation

$$
\begin{equation*}
\hat{H}_{\mathrm{rel}} \Psi(r, D)=E_{B}\left(X^{-}\right) \Psi(r, D), \tag{4}
\end{equation*}
$$

where $\hat{H}_{\text {rel }}=-\frac{\hbar^{2}}{2 \mu_{\mathrm{tr}}} \Delta-\frac{\gamma}{\left(r^{2}+D^{2}\right)^{2}}$ is the Hamiltonian of the relative motion of the trion.

We first consider the asymptotic behavior of the solution for large values of $D(D \longrightarrow \infty)$. For this purpose, we represent the exciton-electron interaction as a sum of two components:

$$
\begin{equation*}
U(r, D)=-\frac{\gamma}{\left[r^{2}+D^{2}\right]^{2}} \cong-\frac{\gamma}{D^{4}}+\frac{2 \gamma r^{2}}{D^{6}} . \tag{5}
\end{equation*}
$$

Now, the problem is reduced to an oscillatory solution. As a result, we obtain

$$
\begin{equation*}
E_{n}=-\frac{\gamma}{D^{4}}+\hbar \omega(n+1) \tag{6}
\end{equation*}
$$

where $\omega=\frac{2}{D^{2}} \sqrt{\frac{\gamma}{\mu D^{2}}}$. The complete solution to problem (4) requires a numerical calculation. Therefore, for

[^4]

Fig. 1. (a) Binding energy $E_{B}$ of a trion formed by the spatially separated electron and exciton in a GaAs/AlGaAsbased double-layer system as a function of the layer separation. The solid line refers to the case $D \gg a_{B}$, and the dashed line, to $D<a_{B}$. The upper and lower insets schematically represent the system in the cases $D \gg a_{B}$ and $D \ll a_{B}$, respectively. (b) The dependence of the trion binding energy on the layer separation for large $D \gg a_{B} \longrightarrow E_{B} \simeq \gamma / D^{4}$. The dependence is obtained by the numerical calculation (the solid line) and analytically by Eq. (6) (the empty squares).
this differential equation, we use the finite-difference scheme

$$
\begin{gather*}
\Psi_{i+1}=\frac{1}{1+\frac{\Delta r}{r_{i}}}\left\{\Psi_{i}\left(2+\frac{\Delta r}{r_{i}}-(\Delta r)^{2} f_{i}\right)-\Psi_{i-1}\right\}, \\
f_{i}=\frac{2 \mu_{\mathrm{tr}} \gamma}{\hbar^{2} a_{B}^{2}\left(r_{i}^{2}+d^{2}\right)^{2}}+\frac{2 \mu_{\mathrm{tr}} a_{B}^{2}}{\hbar^{2}} E_{B}\left(X^{\top}\right),  \tag{7}\\
r_{i}=\frac{r_{i}}{a_{B}}, \quad d=\frac{D}{a_{B}},
\end{gather*}
$$



Fig. 2. (a) Trion binding energy $E_{B}\left(X^{-}\right)$as a function of the concentration $N_{s}$ of the 2D electron gas for the layer separation $D=200$ Å. (b) The critical parameter $r_{s}^{c}=$ $1 / a_{B} \sqrt{2 \pi N_{S}}$, at which the bound state of the spatially separated exciton and electron (the trion $X^{-}$) disappears from the spectrum, as a function of the layer separation $D$. The screening effects are taken into account in the random phase approximation.
with the initial and boundary conditions (since

$$
\begin{gather*}
\left.\left.\frac{\partial \Psi}{\partial r}\right|_{r=0} \cong \frac{\Psi_{1}-\Psi_{0}}{\Delta r}=0, \text { we have } \Psi_{1}=\Psi_{0}=1\right) \\
\Psi_{0}=1, \quad \Psi_{1}=1, \quad \Psi_{N}=0 . \tag{8}
\end{gather*}
$$

The result of the numerical calculation of the trion binding energy as a function of the layer separation is shown in Fig. 1 a (the solid line). The asymptotic behavior of the $X^{-}$binding energy obtained from Eq. (6) is shown in Fig. 1b (the empty squares). One can see that this result agrees well with that obtained from the numerical solution of Eq. (7) (the solid line in Fig. 1b) and confirms that the asymptotic behavior of this dependence has the form of $1 / D^{4}$ for $D \longrightarrow \infty$. Using
the known relation $\langle\partial \hat{H} / \partial \lambda\rangle=\partial E / \partial \lambda$, where $\lambda$ is a parameter, we arrive at the inequalities $\partial E_{B}\left(X^{-}\right) / \partial D<0$ and $\partial^{2} E_{B}\left(X^{-}\right) / \partial D^{2}>0$ for $D \gg a_{B}$. This means that the trion binding energy is a decreasing concave function of $D$, which is clearly demonstrated in Fig. 1.

In a many-particle system of excitons and electrons, the bare interaction $U(r, D)$ should be replaced by the effective one $U_{\text {eff }}(r, D)$ (the screened interaction). For a two-component system of interacting particles, the effective interaction in the momentum representation has the form

$$
=\frac{U_{\text {eff }}(q, D)}{1+\Pi_{1} V_{1}+\Pi_{2} V_{2}+\Pi_{1} \Pi_{2}\left(V_{1} V_{2}-U(q, D)^{2}\right)} .
$$

Here, $V_{i}$ is the energy of interaction between the particles of the $i$ th kind, $U(q, D)=-\gamma(\pi q / D) K_{1}(q D)$ is the Fourier transform of the interaction between an electron and an exciton $\left(K_{1}(z)\right.$ is the Macdonald function of the first kind), and $\Pi_{i}$ is the polarization operator for the particles of the $i$ th kind ( $i=1,2$ ). In our case, $i=1$ corresponds to excitons and $i=2$, to electrons. When the exciton density is low, i.e., $N_{1} a_{B}^{2} \ll 1$, the contribution of electrons to the effective interaction predominates, which allows us to take into account only this interaction in Eq. (9):

$$
\begin{equation*}
U_{\mathrm{eff}}(q, D)=\frac{U(q, D)}{1+\Pi_{2} V_{2}} \tag{10}
\end{equation*}
$$

where $\Pi_{2}=-\left(m_{e} / \pi \hbar^{2}\right)\left[1-\Theta\left(q-2 k_{F}\right) \sqrt{1-\left(2 k_{F}\right)^{2} / q^{2}}\right]$ is the polarization operator in the random phase approximation at $T=0[17,18]\left(k_{F}={\sqrt{2 \pi N_{s}}}^{\text {is }}\right.$ ise Fermi wave vector) and $V_{2}=2 \pi e^{2} / \epsilon q$. Once the expression for the screened potential is determined, we return to Eq. (7). The result of its solution for the screened electron-exciton interaction (10) is the dependence of the trion binding energy on the concentration of the 2D electron gas for the layer separation $D=200 \AA$ (Fig. 2a). One can clearly see that $E_{B}\left(X^{-}\right)$varies in a threshold manner and, for the concentrations of the 2D electron gas $N_{s} \sim 10^{10} \mathrm{~cm}^{-2}$, the bound state of the spatially separated electron and exciton disappears from the spectrum. ${ }^{2}$

[^5]Now, let us consider the case $D \ll a_{B}$ (see the lower inset in Fig. 1b). The interaction in the system has the form

$$
\begin{align*}
& U\left(r_{1}, r_{2}, \varphi, D\right)=-\frac{e^{2}}{\epsilon r_{1}}-\frac{e^{2}}{\epsilon \sqrt{r_{2}^{2}+D^{2}}} \\
& +\frac{e^{2}}{\epsilon \sqrt{r_{1}^{2}+r_{2}^{2}+D^{2}-2 r_{1} \sqrt{r_{2}^{2}+D^{2}} \cos \varphi}} \tag{11}
\end{align*}
$$

where the first two terms determine the interaction of electrons with the hole and the last term determines the interaction of electrons with each other. We consider this system by analogy with an $\mathrm{H}^{-}$atom, in the BornOppenheimer approximation. As the zero approximation, we use the Hamiltonian of two noninteracting excitons:

$$
\begin{equation*}
\hat{H}_{0}=-\frac{\hbar^{2}}{2 \mu} \Delta_{r_{1}}-\frac{e^{2}}{\epsilon r_{1}}-\frac{\hbar^{2}}{2 \mu} \Delta_{r_{2}}-\frac{e^{2}}{\epsilon \sqrt{r_{2}^{2}+D^{2}}} \tag{12}
\end{equation*}
$$

The solution for a direct exciton is a hydrogen-like spectrum and the corresponding wave functions. Hence, for the ground state ( $1 S$ ), we have

$$
\begin{equation*}
\psi_{1 S}\left(r_{1}\right)=\frac{1}{\sqrt{\pi a_{B}^{3}}} e^{\left(-r_{1} / a_{B}\right)}, \quad E_{1 S}=-\frac{2 \mu e^{4}}{\hbar^{2} \epsilon^{2}} . \tag{13}
\end{equation*}
$$

We transform the interaction in an indirect exciton by using the small parameter $D / a_{B}$ :

$$
\begin{align*}
& -\frac{e^{2}}{\epsilon \sqrt{r_{2}^{2}+D^{2}}}=-\frac{e^{2}}{\epsilon r_{2} \sqrt{1+\left(\frac{D}{r_{2}}\right)^{2}}}  \tag{14}\\
& \cong-\frac{e^{2}}{\epsilon r_{2}}\left[1-\frac{D^{2}}{2 r_{2}^{2}}\right]=-\frac{e^{2}}{\epsilon r_{2}}+\frac{e^{2} D^{2}}{2 \epsilon r_{2}^{3}}
\end{align*}
$$

Thus, in this case, we can apply perturbation theory. In the zero approximation, we have a hydrogen-like spectrum, as in the case of Eq. (11). To calculate the corrections to the $1 S$ state, it is necessary to perform the procedure of writing the adequate functions of the zero approximation, because all states starting from $n=2$ are degenerate with respect to the total orbital moment [20]. For the states $2 S$ and $2 P$, we obtain the following adequate functions of the zero approximation:

$$
\begin{align*}
& \psi_{a}=c_{1}^{+} \psi_{2 S}+c_{2}^{+} \psi_{2 P},  \tag{15}\\
& \psi_{b}=c_{1}^{-} \psi_{2 S}+c_{2}^{-} \psi_{2 P} \tag{16}
\end{align*}
$$

with the energy eigenvalues

$$
\begin{equation*}
E_{a(b)}=E_{2 S}+\frac{1}{2}\left[W_{2 S, 2 S}+W_{2 P, 2 P} \pm \Delta W\right] \tag{17}
\end{equation*}
$$

where

$$
\begin{gather*}
c_{1}=\left\{\frac{W_{2 S, 2 P}}{2\left|W_{2 S, 2 P}\right|}\left[1 \pm \frac{W_{2 S, 2 S}-W_{2 P, 2 P}}{\Delta W}\right]\right\}^{1 / 2}  \tag{18}\\
c_{2}= \pm\left\{\frac{W_{2 P, 2 S}}{2\left|W_{2 S, 2 P}\right|}\left[1 \mp \frac{W_{2 S, 2 S}-W_{2 P, 2 P}}{\Delta W}\right]\right\}^{1 / 2}  \tag{19}\\
\Delta W=\sqrt{\left(W_{2 S, 2 S}-W_{2 P, 2 P}\right)^{2}+4\left|W_{2 S, 2 P}\right|^{2}}  \tag{20}\\
W_{i j}=\frac{2 \pi e^{2} D^{2}}{2 \epsilon} \int \psi_{i}(r) \frac{1}{r^{3}} \psi_{j}(r) r d r \tag{21}
\end{gather*}
$$

and, specifically,

$$
\begin{gathered}
W_{1 S, 1 S}=\frac{e^{2} D^{2}}{\epsilon} \\
\times \frac{\left[a_{B}-2 a \operatorname{Ei}\left(1,2 a / a_{B}\right) e^{\left(2 a / a_{B}\right)}\right] e^{\left(-2 a / a_{B}\right)}}{a a_{B}^{4}}, \\
W_{2 S, 2 S}=\frac{e^{2} D^{2}}{8 \epsilon} \\
\times \frac{\left[a_{B}-2 a \operatorname{Ei}\left(1,2 a / a_{B}\right) e^{\left(a / a_{B}\right)}+a / 4\right] e^{\left(-a / a_{B}\right)}}{a a_{B}^{4}} \\
W_{2 S, 2 P}=\frac{e^{2} D^{2}}{8 \sqrt{12 \epsilon}} \\
\times \frac{\left[\operatorname{Ei}\left(1,2 a / a_{B}\right) e^{\left(a / a_{B}\right)}-1 / 2\right] e^{\left(-a / a_{B}\right)}}{a_{B}^{4}} \\
W_{2 P, 2 P}=\frac{e^{2} D^{2}}{96 \epsilon} \frac{e^{\left(-a / a_{B}\right)}}{a_{B}^{4}}
\end{gathered}
$$

Here, $a \simeq 1.37 D$ is the radius beyond which our approximation is effective, this radius being obtained from the comparison of the perturbation $e^{2} D^{2} / 2 \epsilon r^{3}$ with the initial potential $\left|-e^{2} / \epsilon \sqrt{r^{2}+D^{2}}\right|$, and $\operatorname{Ei}(m, x)=\int_{1}^{\infty} \frac{e^{-x t}}{t^{m}} d t$ is the exponential integral [21]. As an example, we present the values of the above matrix elements for the layer separation $D=20 \AA: W_{1 S, 1 S}=11.54 \mu \mathrm{eV}, W_{2 S, 2 S}=$ $1.24 \mu \mathrm{eV}, W_{2 S, 2 P}=0.32 \mu \mathrm{eV}$, and $W_{2 P, 2 P}=0.18 \mu \mathrm{eV}$. Restricting our consideration to the corrections from the nearest two levels $\psi_{a}$ and $\psi_{b}$, which in the given conditions is a fair approximation, ${ }^{3}$ we obtain the fol-

[^6]lowing expressions for the wave function and energy of the indirect exciton:
\[

$$
\begin{gather*}
\tilde{\psi}=\psi_{1 S}+\frac{W_{1 S, a}}{\Delta E_{1 S, a}} \psi_{a}+\frac{W_{1 S, b}}{\Delta E_{1 S, b}} \psi_{b}  \tag{22}\\
\tilde{E}=E_{1 S}+W_{1 S, 1 S} \tag{23}
\end{gather*}
$$
\]

Here, $\Delta E_{1 S, a(b)}=E_{a(b)}-E_{1 S}$ [see Eqs. (11), (15), (18), and (19)]. Thus, for a spatially indirect trion, as the zero-approximation function belonging to the energy $E_{1 S}+\tilde{E}$, we take

$$
\begin{equation*}
\psi_{\mathrm{tr}}^{(0)}\left(r_{1}, r_{2}\right)=\psi_{1 S}\left(r_{1}\right) \tilde{\psi}\left(r_{2}\right) \tag{24}
\end{equation*}
$$

To the first order of the perturbation theory, the energy level of a perturbed system is determined by the formula

$$
\begin{equation*}
E\left(X^{-}\right)=E_{1 S}+\tilde{E}+\left\langle\psi_{\mathrm{tr}}^{(0)}\right| U_{e-e}\left|\psi_{\mathrm{tr}}^{(0)}\right\rangle \tag{25}
\end{equation*}
$$

where

$$
\begin{gathered}
\left\langle\psi_{\mathrm{tr}}^{(0)}\right| U_{e-e}\left|\psi_{\mathrm{tr}}^{(0)}\right\rangle=\frac{2 \pi e^{2}}{\epsilon} \\
\times \int \frac{\left|\psi_{1 S}\left(r_{1}\right)\right|^{2}\left|\tilde{\psi}\left(r_{2}\right)\right|^{2} r_{1} r_{2} d r_{1} d r_{2} d \varphi}{\sqrt{r_{1}^{2}+r_{2}^{2}+D^{2}-2 r_{1} \sqrt{r_{2}^{2}+D^{2}} \cos (\varphi)}}
\end{gathered}
$$

As a result, for the trion binding energy at $D \ll a_{B}$, we obtain the expression

$$
E_{B}\left(X^{-}\right)=\frac{2 \mu e^{4}}{\hbar^{2} \epsilon^{2}}-W_{1 S, 1 S}-\left\langle\psi_{\mathrm{tr}}^{(0)}\right| U_{e-e}\left|\psi_{\mathrm{tr}}^{(0)}\right\rangle
$$

which yields the dependence shown in Fig. 1a (the dashed line). When $D \longrightarrow 0$, the value of $E_{B}\left(X^{-}\right)$tends to the binding energy of a two-dimensional trion [22, 23]. In the region $60 \AA \geq D \geq 120 \AA$, sewing together with the solution obtained for $D \gg a_{B}$ requires numerical modeling with the initial potential given by Eq. (11). This calculation is rather cumbersome and of no interest in the framework of this paper. Therefore, it may be described in another publication.

The last issue that will be considered in this paper is the screening of the electron-hole and electron-electron interactions in a many-particle electron system for small values of the layer separation. Since in this region we considered the system as two weakly interacting excitons, the renormalization of potentials primarily refers to the exciton-forming interactions. Thus, the object of our interest is the screening of a direct exciton by the 2D electron gas located in the other layer, as well as the screening of a spatially indirect exciton. Both these problems were considered in [24] where the dependences of the dimensionless critical parameters $r_{s}^{c}$ on the layer separation were determined. Combining the results obtained for different values of $D$, we can construct a unified picture (Fig. 2b) for the critical
parameter $r_{s}^{c}$, which corresponds to the disappearance of the bound state of the spatially separated exciton and electron from the spectrum of collective excitations. In Fig. 2b, one can see a decrease followed by an increase in the threshold concentration of the 2D electron gas. This behavior, as in [24], is related to the competition between two mechanisms. Namely, an increase in the layer separation is accompanied by a decrease in the initial electron-hole interaction and by a simultaneous decrease in the efficiency of the screening of the hole by spatially separated electrons.

Thus, in this paper, we solved the problem on the bound state of the spatially separated exciton and electron, i.e., a trion $X^{-}$. We studied the behavior of this system in two limiting cases: $D \gg a_{B}$ and $D \ll a_{B}$. In the first case, the problem was solved by analogy with the bound state of $\mathrm{H}^{-}$in the Born-Oppenheimer approximation. In the second case, we considered the excitonelectron interaction as the interaction of an electron with a dipole, which is a fair approximation when the exciton size is much smaller than the exciton-electron distance. We determined the trion binding energy for different layer separations. We also considered the screening of the bound state under investigation by the 2D electron gas. As a result, we constructed the dependence of the critical parameter $r_{s}^{c}$, which corresponds to the disappearance of the bound state of the spatially separated exciton and electron from the collective excitation spectrum, on the layer separation $D$. Summarizing the results of this study, we anticipate that, at low temperatures $\left(T<E_{B}\left(X^{-}\right)\right)$, this bound state can be studied experimentally. For example, in transport measurements, the presence of a spatially indirect trion will lead to a decrease in the mobility of the electron subsystem, because the mass of the trion center of mass in the plane is much greater than the mass of a free electron.

This work was supported by the Russian Foundation for Basic Research and the INTAS.
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#### Abstract

The assembling rate of a fullerene $\mathrm{C}_{60}$ molecule has been theoretically studied as a function of electron concentration and temperature in partially ionized carbon vapor. For $\mathrm{C}_{60}$ formation via one or two intermediate stages of cluster collisions, it has been shown that there is a region of plasma parameters (the temperature and electron concentration) in which fullerene $\mathrm{C}_{60}$ is formed more efficiently. The $\mathrm{C}_{60}$ formation rate versus temperature and electron concentration relationships have been found to correlate with the trends in the collision cross-section of carbon clusters as functions of these parameters. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: $52.27 . \mathrm{Lw}$; $52.20 . \mathrm{Hv}$; $36.40 . \mathrm{Gk}$

Numerous studies are known to concern fullerene formation upon condensation of carbon vapor, but the mechanism of formation is not fully clear [1]. Fullerene formation is, as a rule, considered in electroneutral carbon vapor and not in carbon-containing plasma. Therefore, the role of the carbon-cluster charge in cluster joining was ignored, although it is known from experiments that charged particles affect fullerene formation [2]. Alekseev and Dyuzhev [3] considered the effect of carbon-cluster charge on carbon-structure formation. They inferred that plasma parameters affect the spatial cluster-charge distribution in the plasma jet and the conditions for plasma discharge. However, the effect of the cluster charge on the fullerene formation rate has not been touched in that study.

Our purpose in this work was to quantify the effect of the carbon-cluster charge on the formation rate of fullerene $\mathrm{C}_{60}$ as a function of the electron concentration and temperature of carbon-helium plasma. We have shown that the charge on carbon clusters (which substantially changes the collision cross-section of clusters and, in association, the fullerene formation rate) should be included into the consideration of fullerene formation. The cluster charge is a function of electron concentration $n_{e}$ and temperature $T$ in plasma. The $n_{e}$ and $T$ parameters were believed to be independent of each other in the calculations of the carbon subsystem. Although the plasma parameters should be calculated self-consistently, doping the plasma with small amounts of electron donors (acceptors) is an efficient means for changing the electron concentration at a given temperature; thus these parameters become in fact independent of each other. Particular routes of $\mathrm{C}_{60}$ assembling and $\mathrm{C}_{60}$ isomerization to yield fullerene were beyond the scope of this study; these points have been considered elsewhere.

One of the basic postulates that are employed in most studies dealing with fullerene formation in plasma arc is that the plasma is considered as occurring in the state of local thermodynamic equilibrium. If this is the case, Saha's equations are applicable to determine clus-ter-charge distribution in partially ionized carbon vapor for different values of electron concentration $n_{e}$ and temperature $T$. The calculations were applied to the car-bon-helium plasma under atmospheric pressure (with $10^{2} \mathrm{~Pa}$ partial carbon pressure) for the temperature range $1500-5000 \mathrm{~K}$; the range of fullerene formation temperatures falls within this range [4]. We ignored a reduction in the fullerene formation rate at lower temperatures caused by decreases in the carbon evaporation rate and the cluster-isomerization rate. Taking this factor into account would have reduced the relationship for the fullerene appearance rate at lower temperatures of $T<2000 \mathrm{~K}$ (Figs. 2, 3).

We assumed that the fullerene $\mathrm{C}_{60}$ yield is proportional to the formation rate of fullerene molecules. This assumption might be proven by the fact that fullerene molecules are stable and have high bond energies, and their transformation to other clusters (having another mass) is inessential compared to their formation. To find the cluster-collision frequency, the scattering cross-sections derived from classical collision theory were used. Classical theory is useful for finding the scattering cross-sections due to the fact that carbon clusters have large masses compared to the electron mass. The ionization potentials and electron affinities of carbon clusters were found from $a b$ initio quantumchemical calculations.

A null activation barrier to the joining reaction of any clusters was assumed in the calculations; that is, the collision of any two clusters $\mathrm{C}_{k}$ and $\mathrm{C}_{m}$ resulted in the appearance of cluster $\mathrm{C}_{k+m}$. This assumption is based
on the common chemical character of colliding clusters, which leads to small variations in the activation barrier. Another base is the fact that, upon averaging the colliding clusters with respect to their shape and mutual position, the barriers of joining reactions should tend to a constant value. Any fixed barrier to joining for all clusters cannot change the results of the calculation apart from introducing a common normalizing factor. For simplicity, this factor was ignored.

Only reactions between clusters containing an even number of atoms were included into the calculations; in experiments [5], the mass-spectrometric analysis of carbon clusters during fullerene formation showed that even-atom clusters in plasma are several orders of magnitude more abundant than odd-atom clusters.

We considered the final process of $\mathrm{C}_{60}$ assembling in one and two reaction stages. In the one-stage process, reactions between all possible pairs of carbon clusters that result in molecule $\mathrm{C}_{60}$ were considered. Clearly, the sum of the masses of colliding clusters is equal to the mass of molecule $\mathrm{C}_{60}$ :

$$
\begin{gather*}
\mathrm{C}_{k}+\mathrm{C}_{m} \longrightarrow \mathrm{C}_{60}  \tag{1}\\
k=2,4, \ldots, 30 ; \quad m=60-k
\end{gather*}
$$

In the two-stage process, in addition to all reactions of $\mathrm{C}_{60}$ formation from clusters $\mathrm{C}_{k}$ and $\mathrm{C}_{m}$, all reactions that yield these clusters $\mathrm{C}_{k}$ and $\mathrm{C}_{m}$ were considered.

For stage 1:

$$
\begin{align*}
\mathrm{C}_{i}+\mathrm{C}_{j} \longrightarrow \mathrm{C}_{k}, & i=2, \ldots, k / 2, \\
\mathrm{C}_{l}+\mathrm{C}_{n} \longrightarrow \mathrm{C}_{m}, & \quad l=2, \ldots, m / 2,  \tag{2}\\
& n=m-l
\end{align*}
$$

For stage 2:

$$
\mathrm{C}_{k}+\mathrm{C}_{m} \longrightarrow \mathrm{C}_{60}, \quad k=2,4, \ldots, 30 ; \quad m=60-k
$$

Introduction of the cluster-size distribution function was an important point of the calculations. Several distribution functions were used. The basic distribution used corresponded to the cluster-mass distribution from [6]. The other two distributions were chosen from [7]. For all of the distributions used, the $\mathrm{C}_{60}$ formation rate versus electron concentration and versus temperature relationships were the same. Therefore, the data derived are applicable to an experiment in which the cluster distribution function is not steady-state.

The focus of our approach is the calculation, from gas theory [9], of the rate $R_{k m}\left(q_{k}, q_{m}\right)$ of the collision (that results in joining) of two clusters $\mathrm{C}_{k}$ and $\mathrm{C}_{m}$ bearing charges $q_{k}$ and $q_{m}$, respectively:

$$
\begin{equation*}
R_{k m}\left(q_{k}, q_{m}\right)=n_{m}\left(q_{m}\right) n_{k}\left(q_{k}\right) v_{k m} \sigma_{k m}\left(q_{k}, q_{m}\right) . \tag{3}
\end{equation*}
$$

Here, $n_{m}\left(q_{m}\right)$ and $n_{k}\left(q_{k}\right)$ are the concentrations of clusters $\mathrm{C}_{k}$ and $\mathrm{C}_{m}$ that bear charges $q_{k}$ and $q_{m}, v_{k m}=$ $\sqrt{8 k_{B} T / \pi m_{k m}}$ is the mean rate of the relative movement of these clusters, $m_{k m}=m_{k} m_{m} /\left(m_{k}+m_{m}\right)$ is the normal-


Fig. 1. Plots of (1) the ionization potential $E_{k}^{0}$, (2) electron affinity $-E_{k}^{-1}$, and (3) electron affinity of the anion $-E_{k}^{-2}$ for the carbon clusters used in the calculations.


Fig. 2. Plots of (1) the fullerene $\mathrm{C}_{60}$ formation rate in one stage and (2) $\mathrm{C}_{60}$ formation rate in one stage from neutral clusters.


Fig. 3. Fullerene $C_{60}$ formation rate in the two-stage process.
ized mass of the clusters, and $\sigma_{k m}\left(q_{k}, q_{m}\right)$ is the collision cross-section of these particles.

From classical collision theory, the effective collision cross-section of charged particles [10] is defined as

$$
\begin{equation*}
\sigma_{k m}\left(q_{k}, q_{m}\right)=\sigma_{k m}^{0}\left(1-\frac{q_{k} q_{m} e^{2}}{r_{k m} \varepsilon_{\mathrm{kin}}}\right) \tag{4}
\end{equation*}
$$

Here, $\sigma_{k m}^{0}=\pi r_{k m}^{2}$ is the collision cross-section of neutral clusters $\mathrm{C}_{k}$ and $\mathrm{C}_{m}, r_{k m}=r_{k}+r_{m}$ is the impact distance between two clusters, and $q_{k} q_{m} e^{2} / r_{k m} \varepsilon_{\text {kin }}$ is the ratio of the electrostatic and mean kinetic energies $\varepsilon_{\text {kin }}=3 / 2 k_{B} T$ of the relative cluster movement.

The effective radius $r_{k}$ of cluster $\mathrm{C}_{k}$ was always set equal to $r_{k}=1 / 2\left(d_{x} d_{y} d_{z}\right)^{1 / 3}$, a value equal to one-half cube root of the product of the three maximal dimensions $d_{x}, d_{y}$, and $d_{z}$ of the cluster. This distance was calculated for the basis set of clusters of different sizes and shapes: $\mathrm{C}_{2}$ and $\mathrm{C}_{4}$ are chains, $\mathrm{C}_{10}$ is a ring, $\mathrm{C}_{14}$ and $\mathrm{C}_{18}$ are planar clusters composed of hexagons, $\mathrm{C}_{20}$ is a cup shaped as a coranulene molecule, $\mathrm{C}_{32}$ is a cup composed of pentagons and hexagons, $\mathrm{C}_{40}$ is a cup, fullerene, and fullerene with a heptagon, and $\mathrm{C}_{60}$ is a fullerene and a fullerene with a heptagon [7, 11]. The clusters containing heptagons were included into the calculation because of the important role they play in fullerene formation [8]. For the other clusters $\mathrm{C}_{k}$ with $k=2, \ldots, 60$, radius $r_{k}$ was calculated using interpolation of the $r_{k}$ of the basis set.

From the relationship above, it is clear that for charges of opposite signs $\left(q_{1} q_{2}<0\right)$, there exists additional attraction between clusters: $\sigma_{12}>\sigma_{0}$, but for similar charges $\left(q_{1} q_{2}>0\right)$ the collision cross-section is smaller: $\sigma_{12}<\sigma_{0}$. When the Coulombic repulsion of two clusters surpasses the kinetic energy of both clusters $\left(q_{k} q_{m} e^{2} / r_{k m} \varepsilon_{\text {kin }}>1\right)$, no collision occurs; in this case, $\sigma_{12}=0$.

It is worth noting that, in view of the high $\mathrm{C}-\mathrm{C}$ bond energy $\left(E_{\mathrm{C}-\mathrm{C}}=6.24 \mathrm{eV}\right)$, the cluster-dissociation frequency $v_{\text {diss }}$ is insignificant with respect to the clusterjoining frequency $v_{j o i n}$. The cluster-joining frequency in our calculations is estimated at $v_{j o i n}=10^{5} \mathrm{~s}^{-1}$. The dissociation frequency can be estimated from $\mathrm{v}_{\text {diss }}=$ $\nu_{\text {vib }} f(T) \exp \left(-E / k_{B} T\right)$ [12], where $\nu_{\text {vib }}$ is the characteristic vibrational frequency of the cluster (equal to $10^{11}$ to $\left.10^{12} \mathrm{~s}^{-1}\right), E=N E_{\mathrm{C}-\mathrm{C}}$ is the activation barrier to cluster dissociation ( $N$ is the number of dissociating bonds), and $f(T)$ for molecules is $10^{2}-10^{3}$. For example, given two $\mathrm{C}-\mathrm{C}$ bonds dissociate, the cluster dissociation frequency is $v_{\text {diss }} \approx 10^{-2} \mathrm{~s}^{-1}$. In view of the above data, cluster dissociation was ignored in the calculations.

The full rate of cluster $\mathrm{C}_{k+m}$ formation from clusters $\mathrm{C}_{k}$ and $\mathrm{C}_{m}$ was determined as the sum of the reaction
rates between these clusters with all possible charges:

$$
\begin{equation*}
R_{k m}=\sum_{q_{m}=-2}^{+1} \sum_{q_{k}=-2}^{+1} R_{k m}\left(q_{m}, q_{k}\right) \tag{5}
\end{equation*}
$$

Charges of $q_{i}=\{-2,-1,0,1\}$ were used for all of the clusters considered; the calculations showed that, for all clusters from the basis set, the affinity for the third electron was negative and the second ionization potential was too high. For example, for ring cluster $\mathrm{C}_{10}$, coranulene-type cluster $\mathrm{C}_{20}$, and fullerene $\mathrm{C}_{60}$, the second ionization potential was 19.85, 19.60, and 17.06 eV , respectively. Therefore, the existence probability of clusters with charges higher than +1 or lower than -2 in plasma discharge is negligible.

Charge distributions $p_{k}(q)$ for each cluster $\mathrm{C}_{k}$, which show the existence probability of cluster $\mathrm{C}_{k}$ with charge $q$, were defined from Saha's equations

$$
\begin{equation*}
\frac{p_{k}(q+1) n_{e}}{p_{k}(q)}=2 a(T) \frac{Z_{k}^{q+1}}{Z_{k}^{q}} \exp \left(-\frac{E_{k}^{q}}{k_{B} T}\right) \tag{6}
\end{equation*}
$$

Here $a(T)=\left(m_{e} k T / 2 \pi \hbar^{2}\right)^{3 / 2}, n_{e}$ is the plasma electron concentration, $E_{i}^{q}$ is the ionization potential of cluster $\mathrm{C}_{k+m}^{q}$,

$$
Z_{k}^{q}(T)=\sum_{n=1}^{n_{\max }} g_{n} \exp \left\{-\left(\varepsilon_{n}-\varepsilon_{1}\right) / k_{B} T\right\}
$$

is the electron partition function for cluster $\mathrm{C}_{k}$ with charge $q$ at temperature $T$, and $g_{n}$ is the degeneration multiplicity of the electron level $\varepsilon_{n}$ of cluster $\mathrm{C}_{k}$.

Imposing the normalization condition $p_{k}(-2)+$ $p_{k}(-1)+p_{k}(0)+p_{k}(+1)=1$, the equilibrium concentrations of clusters $\mathrm{C}_{k}$ with different charges are

$$
\begin{equation*}
n_{k}(q)=n_{k} p_{k}(q), \quad q=-2,-1,0,+1 \tag{7}
\end{equation*}
$$

The mean charge on cluster $\mathrm{C}_{k}$ in the plasma with electron concentration $n_{e}$ and temperature $T$ was defined from

$$
\begin{equation*}
\left\langle q_{k}\right\rangle=\frac{1}{n_{k}} \sum_{q=-2}^{+1} q n_{k}(q)=\sum_{q=-2}^{+1} q p_{k}(q) \tag{8}
\end{equation*}
$$

With this, the overall formation rate $R_{k m}$ (5) of cluster $\mathrm{C}_{k+m}$ upon joining of two other clusters $\mathrm{C}_{k}$ and $\mathrm{C}_{m}$ can be expressed as the product of two values, one being a function of cluster charges and the other being not: $R_{k m}=R_{k m}^{0} P_{k m}$, where $R_{k m}^{0}=n_{m} n_{k} V_{k m} \sigma_{k m}^{0}$ is the reaction rate in the case where all clusters are electroneutral, and

$$
\begin{equation*}
P_{k m}=\sum_{q_{m}=-2}^{+1} \sum_{q_{k}=-2}^{+1} p_{m}\left(q_{m}\right) p_{k}\left(q_{k}\right)\left(1-\frac{q_{k} q_{m} e^{2}}{r_{k m} \varepsilon}\right) \tag{9}
\end{equation*}
$$

The existing unknown values of ionization potentials $E_{k}^{0}$, electron affinity $-E_{k}^{-1}$, and electron affinity of the anion $-E_{k}^{-2}$ for each cluster $\mathrm{C}_{k}$ from $\mathrm{C}_{2}$ to $\mathrm{C}_{58}$ were calculated using interpolation of energies $E_{k}^{q}$ for the basis set of clusters (Fig. 1). Energies $E_{k}^{q}$ for clusters $\mathrm{C}_{40}$ and $\mathrm{C}_{60}$ from the basis set were found by averaging over their isomers.

The VASP program package [13, 14] was used to calculate energies $E_{k}^{q}$. In this ab initio package, in terms of density functional theory (DFT), the planewave expansion of wavefunctions and Vanderbilt's pseudopotential [15] for each atom are used, which abruptly speeds up the calculation of the full energy of the system.

From the equations above, one can calculate the assembling rate of a fullerene $\mathrm{C}_{60}$ molecule. The rate of the one-stage process (1) of fullerene $\mathrm{C}_{60}$ formation was found by summation of rates (5) over all $k$ and $m$ :

$$
\begin{equation*}
R_{60}^{\mathrm{I}}=\sum_{k=2}^{30} R_{k, 60-k} \tag{10}
\end{equation*}
$$

The one-stage assembling rate of $\mathrm{C}_{60}$ at different electron densities and temperatures is imaged by surface 1 in Fig. 2. Surface 2 in the same figure refers to a one-stage process with charges ignored. A fundamental difference is seen to exist between the assembling rates from neutral and charged clusters.

The two-stage assembling rate (process (2)) is mapped in Fig. 3. In mapping, additional concentrations of various clusters $\mathrm{C}_{k}$ accumulated during the period of time $\tau=10^{-5} \mathrm{~s}$ (chosen to be equal to the mean collision time of carbon clusters with one another) were took into account:

$$
\Delta n_{k}=\sum_{i+j=k} R_{i j} \tau
$$

Then, in the first order of $\Delta n_{m}$ and with $\Delta n_{m} \Delta n_{k}$ terms ignored, the overall two-stage $\mathrm{C}_{60}$ assembling rate is calculated as

$$
\begin{gather*}
R_{60}^{\mathrm{II}}=R_{60}^{\mathrm{I}} \\
+\sum_{m+k=60}\left(\Delta n_{m} n_{k}+n_{m} \Delta n_{k}\right) V_{k m} \sigma_{k m}^{0} P_{k m} \tag{11}
\end{gather*}
$$

From the similarity of relationships for the assembling rates in one stage (Fig. 2, surface 1) and two stages (Fig. 3), we believe that a similar relationship holds for many (more than two) joining stages. Therefore, the general relationship between the $\mathrm{C}_{60}$ assembling rate and the plasma parameters is expected to be similar to Figs. 2 and 3.


Fig. 4. Plots of the electron concentration vs. temperature for pure carbon-helium plasma $n_{e}(T)$ and the envelope plot of the one-stage $\mathrm{C}_{60}$ formation rate.

Figures 2 and 3 make it clear that, for different temperatures, a peak in the $\mathrm{C}_{60}$ formation rate is observed at different electron concentrations. For example, at $T \sim$ 2000 K the peak is observed at $n_{e} \sim 10^{14} \mathrm{~m}^{-3}$; to $T \sim$ $2500 \mathrm{~K}, n_{e} \sim 10^{17} \mathrm{~m}^{-3}$ corresponds; and so on.

From the constraint of the self-consistency of the electron concentration and carbon-cluster charges, electron concentration $n_{e}(T)$ in carbon-helium plasma was calculated for different temperatures (Fig. 4), that is, in the absence of any other source of electrons or ions other than carbon clusters.

In addition to the plot of self-consistent electron concentration, Fig. 4 shows equal-value lines for the onestage $\mathrm{C}_{60}$ assembling rate (Fig. 2, surface 1). Figure 4 makes it clear that the peak $\mathrm{C}_{60}$ assembling rate at some temperature corresponds to the electron concentration of pure carbon-helium plasma at this temperature. From this correspondence, the following important inference can be made: the maximal fullerene yield in the arc-plasma discharge is achievable precisely in pure carbon-helium plasma free of any electron donors or acceptors.

The existence of optimal plasma parameters for $\mathrm{C}_{60}$ synthesis can be explained by the strong dependence of the mean carbon-cluster charge on temperature. This dependence is illustrated by Fig. 5.

$$
\begin{equation*}
n_{e}(T)=\sum_{m} \sum_{q_{m}=-2}^{+1} n_{m}\left(q_{m}\right) \tag{12}
\end{equation*}
$$

where $n_{m}\left(q_{m}\right)$ is the concentration of carbon clusters $\mathrm{C}_{m}$ that carry charge $q_{m}$, which is a function of $n_{e}$ and $T$.

For the temperature and electron concentration that correspond to the maximal $\mathrm{C}_{60}$ assembling rate, the charges on clusters $\mathrm{C}_{2}$ and $\mathrm{C}_{58}$ are high enough and have opposite signs (for $T \sim 2000 \mathrm{~K}$ and $n_{e} \sim 10^{14} \mathrm{~m}^{-3}$,


Fig. 5. Charges on clusters $\mathrm{C}_{2}$ and $\mathrm{C}_{58}$.
the charges are -0.5 and +0.6 , respectively). As a result, the collision rate of these clusters is several times higher than in adjacent domains, and the $\mathrm{C}_{60}$ assembling rate increases in association.
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#### Abstract

Magnetization-induced second harmonic generation was observed in magnetophotonic microcavities consisting of a ferromagnetic yttrium-iron garnet layer surrounded by nonmagnetic photonic crystals (Bragg reflectors). At resonance between the fundamental radiation and the microcavity mode in the geometry of polar magnetooptical Kerr effect, the polarization rotation for the second harmonic was found to be $(18.5 \pm 0.5)^{\circ} / \mathrm{um}$ for the fundamental radiation with a wavelength of 825 nm . © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 42.65.Ky; 42.70.Qs; 75.75.+a

Magnetization-induced second harmonic generation (MSHG) is one of the fundamental phenomena in nonlinear magneto-optics. It is associated with the involvement of the spin subsystem and the spin-orbit interaction in the formation of the electronic quadratic nonlinear optical response of magnets [1]. This phenomenon was used to develop an efficient method of studying magnetic surfaces and thin films [2]. The sensitivity of this method is caused by the symmetry selection rule for MSHG in the bulk of centrosymmetric media; many important magnetic materials belong to such media. Magnetization-induced changes in the parameters of SH radiation such as its amplitude (intensity), polarization, and phase in typical experimental situations prove to be several orders of magnitude larger than in the magnetooptical Kerr effect and the Faraday effect. Since the first observation of MSHG in ferrite garnet films [3] and its theoretical prediction in [4], the magnetization-induced SH was extensively studied at metal surfaces and thin films [5-8], as well as in thin films of magnetic insulators, primarily, of yttrium-iron garnets [9, 10]. In last years, much attention has been given to studying MSHG in magnetic nanoparticles [2, 11, 12].

The methods developed in the last years for manufacturing structures with an artificial photonic band gap \{photonic crystals and microcavities (MC) [13]\} made it possible to study nonlinear optical phenomena which are associated with the specificity of light propagation in such microstructures [14]. For example, in the case of MC, the spatial localization of resonant electromag-
netic radiation in the vicinity of microcavity layer strengthens the generation of optical harmonics, as was recently observed experimentally for the second and third harmonics in microcavities based on porous silicon [15, 16]. Of special interest is the study of nonlinear optical effects in magnetic microstructures with photonic band gap because of the expected enhancement of their magnetization-induced response. However, methods of growing such objects were developed only recently $[17,18]$.

In this work, the enhancement of MSHG was studied experimentally in magnetic microcavities based on photonic crystals. A high quality of the nonmagnetic Bragg reflectors grown from silicon oxide and tantalum oxide layers causes strong localization of electromagnetic field in a ferromagnetic yttrium-iron garnet MC layer and enhances the gain in MSHG, which manifests itself in a many-fold amplification of the rotation of SH polarization.

Magnetophotonic MC samples were composed of a half-wave 190 -nm-thick bismuth-doped polycrystalline yttrium-iron garnet (Bi:YIG) layer surrounded by two Bragg reflectors consisting of five pairs of alternating quarter-wave $\mathrm{SiO}_{2}$ and $\mathrm{Ta}_{2} \mathrm{O}_{5}$ layers 135 and 95 nm in thickness, respectively. The expected spectral position of the microcavity mode in the grown MC was about 850 nm at the normal incidence, and the center of the photonic band gap and its width were about 780 and 200 nm , respectively. When manufacturing MC, $\mathrm{SiO}_{2} / \mathrm{Ta}_{2} \mathrm{O}_{5}$ photonic crystal was first grown on a fused silica substrate by magnetron sputtering. Then a


Fig. 1. Electron microscope image of the magnetophotonic microcavity cleavage.


Fig. 2. Linear reflection coefficients measured for the $s$ - and $p$-polarized fundamental waves (light and dark circles, respectively) at an angle of incidence of $30^{\circ}$. Arrows indicate spectral positions of the MC mode for these polarizations. Inset: scheme of experimental geometry, applied magnetic field, and the MC frame of reference.

Bi:YIG film was deposited. After annealing at a temperature of $725^{\circ} \mathrm{C}$ for 10 min , a polycrystalline ferromagnetic garnet layer was formed. At the final stage, the capping photonic crystal was deposited on the MC garnet layer. The structure of the grown magnetophotonic MC is seen in its electron microscope image
(Fig. 1). It demonstrates a high homogeneity of the layers constituting MC and well-defined interfaces between the layers.

Experiments on MSHG spectroscopy were performed using linearly polarized radiation from an optical parametric oscillator with a pulse duration of about 4 ns and a pulse energy of 5 mJ . The fundamental radiation wavelength was tuned in the range from 750 to 950 nm . The polarization of fundamental radiation was varied by a Fresnel rhomb and monitored by a Glan prism. The polarization of the reflected SH radiation was monitored by another Glan prism. The saturating magnetic field on the order of 2 kOe was applied in the geometry of polar magnetooptical Kerr effect using a permanent magnet made from NdFeB . The SH radiation was separated by a set of glass BG39 filters and detected by a photomultiplier. The angle of incidence of the fundamental radiation on the sample was $30^{\circ}$.

The spectra of the coefficients $R_{s}$ and $R_{p}$ of linear reflection from a magnetophotonic MC for the $s$ - and $p$ polarized radiation in the vicinity of the MC mode are shown in Fig. 2. For wavelengths shorter than 900 nm , both spectra demonstrate high reflectance corresponding to the photonic band gap. A dip in the reflection spectrum at $\lambda_{\omega} \simeq 823 \mathrm{~nm}$ and $\lambda_{\omega} \simeq 813 \mathrm{~nm}$ for the $s$ and $p$ polarization, respectively, indicates the spectral position of the MC mode for the chosen polarization. The fundamental radiation with these wavelengths efficiently penetrates into the MC, where it is localized in the vicinity of MC layer because of a multiple-beam interference. The spectral splitting of the mode is likely caused by the anisotropy of dielectric constant of the Bi:YIG layer, because the $p$-polarized fundamental radiation, contrary to the $s$-polarized radiation, is a superposition of the tangential and normal electromagnetic field components.

Figure 3 presents the intensity of the $p$-polarized SH radiation generated by the fundamental radiation polarized at an angle of $45^{\circ}$ to the $s$ - and $p$-polarized waves. The spectrum shows two distinct peaks at $\lambda_{\omega} \simeq 862 \mathrm{~nm}$ and $\lambda_{\omega} \simeq 810 \mathrm{~nm}$, which are close to the positions of the MC mode for the fundamental $s$ and $p$ components. This resonant SH enhancement is caused by the alternate localization of the fundamental $s$ and $p$ components inside the MC layer. Negligible SH intensities at the fundamental wavelengths near the edge of photonic bandgap, where the phase-matching conditions are fulfilled for the SH generation in photonic crystal mirrors, indicate that Bragg reflectors do not make contribution to the observed SH radiation signal. To within the experimental accuracy, the intensity of $s$-polarized SH radiation in the absence of an external magnetic field was zero for any polarization of fundamental radiation.

Figure 3 also demonstrates the optical rotation (upon changing the direction of the applied magnetic field) $\theta_{2 \omega}$ of the SH radiation generated by the $p$-polarized fundamental radiation. The spectral range of $\theta_{2 \omega}$ is limited by a decrease in the SH intensity, because the
fundamental radiation and the MC mode are then off resonance. At the fundamental wavelength $\lambda_{\omega} \simeq$ 795 nm corresponding to the short-wavelength edge of the MC mode for the $p$-polarized wave, the rotation angle of SH wave polarization is about $2.8^{\circ}$. The tuning of the fundamental wavelength to the long-wavelength edge of the mode results in a monotonic increase in $\theta_{2 \omega}$ to $\sim 7.0^{\circ}$. This corresponds to the Kerr rotation of $\theta_{2 \omega} / 2 \simeq 18.5 \% / \mu \mathrm{m}$ for $\lambda_{\omega} \simeq 825 \mathrm{~nm}$.

The magnetization-induced rotation of SH wave polarization is caused by the appearance of magnetic components in the quadratic susceptibility of the ferrite garnet layer, resulting in the generation of $s$-polarized SH component and its enhancement due to the localization of fundamental radiation in the MC layer. Another mechanism of the rotation of SH wave polarization amounts to the Kerr rotation of the fundamental wave polarization and its enhancement due to the resonance with the MC mode. The multiple-beam interference of the resonant fundamental radiation inside the ferromagnetic MC layer brings about additive increase in the magnetization-induced rotation of fundamental wave polarization and appearance of the $s$-polarized component in the initially $p$-polarized fundamental field.

In the description of MSHG from the magnetophotonic MC, it is assumed that the polycrystalline ferrite garnet MC layer with in-plane isotropy is the only source of the dipole SH radiation. The nature of quadratic nonlinearity of ferrite garnet can be associated with the inhomogeneous deformations arising in the direction normal to the layer while annealing. Let us denote by $z$ the normal coordinate to the plane of MC layer and by $z x$ the plane of incidence. Then the set of nonzero components of quadratic susceptibility of the garnet layer is written as

$$
\begin{equation*}
\chi_{z z z}^{(2)}, \chi_{x z x}^{(2)}=\chi_{y z y}^{(2)}, \quad \chi_{z x x}^{(2)}=\chi_{z y y}^{(2)} . \tag{1}
\end{equation*}
$$

In the absence of magnetic field, the SH radiation generated by the $p$-polarized fundamental field with the amplitude $E_{p}^{\omega}=\left\{E_{x}^{\omega}, 0, E_{z}^{\omega}\right\} \equiv E_{p}^{\omega}\left\{F_{x}^{\omega}, 0, F_{z}^{\omega}\right\}$ in a film with in-plane isotropy is strictly $p$-polarized due to the symmetry properties of the quadratic susceptibility tensor. The SH wave amplitude $E_{p}^{2 \omega}=\left\{E_{x}^{2 \omega}, 0, E_{z}^{2 \omega}\right\} \equiv$ $E_{p}^{2 \omega}\left\{F_{x}^{2 \omega}, 0, F_{z}^{2 \omega}\right\}$ is given by

$$
\begin{gather*}
E_{p}^{2 \omega}=G\left(E_{p}^{\omega}\right)^{2}\left(F_{z}^{2 \omega}\left(F_{x}^{\omega}\right)^{2} \chi_{z x x}^{(2)}\right.  \tag{2}\\
\left.+F_{x}^{2 \omega} F_{x}^{\omega} F_{z}^{\omega} \chi_{x z x}^{(2)}+F_{z}^{2 \omega}\left(F_{z}^{\omega}\right)^{2} \chi_{z z z}^{(2)}\right),
\end{gather*}
$$

where $G$ is the proportionality coefficient equivalent to the Green's function for a multilayer medium. It accounts for the result of integration over the MC layer and the geometric factors. In the polar geometry, the applied magnetic field induces $s$-polarized SH field, which is generated by the magnetic component $\chi_{y x z}^{(2), M}$


Fig. 3. Dark circles are for the angle $\theta_{2 \omega}$ of magnetizationinduced, polarization rotation measured for the SH wave generated by the $p$-polarized fundamental wave upon changing the direction of the saturating magnetic field. Light circles are for the intensity $I_{2 \omega}$ of the $p$-polarized SH wave generated by the fundamental radiation with a mixed polarization (in arbitrary units). Insets: schematically illustrated mechanisms of magnetization-induced rotation of the SH wave. (I) Generation of magnetization-induced $s$-polarized SH field $E_{S}^{2 \omega}$ caused by the magnetic component $\chi_{y x z}^{(2), M}$ of quadratic susceptibility; (II) Kerr rotation $E_{p}^{\omega}$ of the fundamental wave polarization; and (III) Kerr rotation $E_{p}^{2 \omega}$ of the SH wave polarization plane.
of quadratic susceptibility. This component is nonzero for the isotropic layer in the geometry of polar Kerr effect [19]. Additionally, the fundamental wave undergoes Kerr rotation inside the MC layer, so that fundamental fields of both ( $s$ and $p$ ) polarizations coexist inside it. Because of this, the $s$-polarized SH field can be generated by the nonmagnetic component $\chi_{y z y}^{(2)}$ of quadratic susceptibility. Finally, the polarization rotation for the initially $p$-polarized SH field can be due to the linear magnetooptical Kerr effect at the SH frequency. Therefore, in the presence of magnetic field, the amplitude of $s$-polarized SH wave of purely magne-tization-induced nature is given by

$$
\begin{gather*}
E_{s}^{2 \omega}(M)=G\left(E_{p}^{\omega}\right)^{2}\left(F_{x}^{\omega} F_{z}^{\omega} \chi_{y x z}^{(2), M}\right.  \tag{3}\\
\left.+F_{z}^{\omega} \chi_{y z y}^{(2)} \sin \left(\theta_{\omega} / 2\right)\right)+E_{p}^{2 \omega} \sin \left(\theta_{2 \omega}^{L} / 2\right),
\end{gather*}
$$

where $\theta_{\omega}$ and $\theta_{2 \omega}^{L}$ are the angles of rotation (due to a change in the magnetic-field direction) caused by the magnetooptical Kerr effect for the fundamental and SH radiations and $M$ is the normal component of the mag-
netization vector of the ferrite garnet MC layer. The weak magnetic-field dependence of the $G$ and $F$ coefficients is ignored in Eq. (3). The intensity of the total SH field is determined by the superposition of the $p$ - and $s$-polarized SH waves:

$$
\begin{equation*}
I_{2 \omega}(\theta)=\left|E_{p}^{2 \omega} \exp (i \phi) \cos \theta+E_{s}^{2 \omega}(M) \sin \theta\right|^{2} \tag{4}
\end{equation*}
$$

where $\theta$ is the analyzer-axis rotation angle measured from the $p$-polarization direction and $\phi$ is the phase shift between the $\mathrm{SH} p$ and $s$ components, which are, generally, complex quantities. The experimental polarization diagrams demonstrate that the SH wave is linearly polarized, so that one can set $\phi=0$ with a good accuracy. Then the polarization rotation upon changing the direction of magnetic field can be written for the SH wave as

$$
\begin{gather*}
\tan \theta_{2 \omega} \equiv 2 E_{s}^{2 \omega} / E_{p}^{2 \omega} \\
=2 \frac{F_{x}^{\omega} \chi_{y x z}^{(2), M}+\chi_{y z y}^{(2)} \sin \left(\theta_{\omega} / 2\right)}{F_{z}^{2 \omega}\left(F_{x}^{\omega}\right)^{2}\left(F_{z}^{\omega}\right)^{-1} \chi_{z x x}^{(2)}+F_{x}^{2 \omega} F_{x}^{\omega} \chi_{x z x}^{(2)}+F_{z}^{2 \omega} F_{z}^{\omega} \chi_{z z z}^{(2)}}  \tag{5}\\
+2 \sin \left(\theta_{2 \omega}^{L} / 2\right),
\end{gather*}
$$

where the second-order magnetization-induced contribution to $E_{p}^{2 \omega}$ is ignored. Assume that the components of nonmagnetic quadratic susceptibility are of the same order and that the quantities in the numerator are real. Then, for small Kerr rotation angles $\theta_{2 \omega}, \theta_{\omega}$, and $\theta_{2 \omega}^{L}$ and small angles of incidence on the MC layer $\left(F_{z}^{2 \omega}\right.$, $F_{z}^{\omega} \longrightarrow 0$ and $F_{x}^{2 \omega}, F_{x}^{\omega} \longrightarrow 1$ ), the following estimate is obtained for $\theta_{2 \omega}$ :

$$
\begin{equation*}
\theta_{2 \omega} \sim \frac{\chi_{y x z}^{(2), M}}{\chi_{x z x}^{(2)}}+\theta_{\omega} / 2+\theta_{2 \omega}^{L} \tag{6}
\end{equation*}
$$

The spectral dependence of the first term in Eq. (6) can be ignored, because the fundamental wavelength-tuning range is small enough for the noticeable spectral dependence to appear in the quadratic susceptibility components. The quantity $\theta_{2 \omega}^{L}$ can also be assumed to be constant, because no resonance features are observed at the SH wavelength in the linear reflection spectrum of the magnetophotonic MC. For this reason, the spectral dependence $\theta_{2 \omega}\left(\lambda_{\omega}\right)$ is completely due to the Kerr rotation of fundamental radiation occurring at resonance with the MC mode. The maximum of mag-netization-induced rotation of SH polarization corresponds to the largest spectral overlap between the modes for the $s$ - and $p$-polarized fundamental waves. For this reason, $\theta_{2 \omega}$ increases monotonically upon tuning the fundamental wavelength from the $p$-mode maximum to the overlap of the $p$ and $s$ MC modes. At the short-wavelength edge of the $\theta_{2 \omega}\left(\lambda_{\omega}\right)$ spectrum, where
the propagation of the $s$-polarized fundamental wave is forbidden in the MC, one has $\theta_{\omega}=0$, and the nonzero $\theta_{2 \omega}$ values are caused by the generation of $s$-polarized magnetization-induced SH by the magnetic component $\chi_{y x z}^{(2), M}$ of the quadratic susceptibility and by the linear Kerr rotation of SH wave polarization. Independent experimental measurements give $\theta_{2 \omega}^{L} \sim 1^{\circ}$. Hence, the experimental $\theta_{2 \omega}$ values at the edges of the spectral range can be used to estimate the ratio $\chi_{y x z}^{(2), M} / \chi_{x z x}^{(2)} \sim$ 0.04 of the magnetic and nonmagnetic components of quadratic susceptibility and the characteristic Kerr rotation angle $\theta_{\omega} / 2 \simeq 22.0^{\circ} / \mu \mathrm{m}\left(\lambda_{\omega} \simeq 825 \mathrm{~nm}\right)$ for the fundamental wave in the ferrite-garnet MC layer. Taking into account that our model is rather crude, the estimate obtained for $\chi_{y x z}^{(2), M} / \chi_{x z x}^{(2)}$ can be considered as being in good agreement with the estimate 0.1 made in [12] for ferrite garnet nanoparticles. The $\theta_{\omega}$ values are approximately 50 times larger those obtained for ferrite garnet films at the same wavelengths.

In summary, the magnetization-induced second harmonic generation has been investigated in the magnetophotonic bandgap microstructures-microcavities based on bismuth-doped yttrium iron garnet. At resonance with the MC mode, the spatial localization of an electromagnetic field inside the ferromagnetic MC enhances magnetization-induced second harmonic. Spectroscopic study of MSHG near the MC mode in the geometry of polar magnetooptical Kerr effect has demonstrated a giant amplification, up to $18.5^{\circ} / \mu \mathrm{m}$, of the rotation of SH wave polarization for the resonant fundamental radiation at the wavelength $\lambda_{\omega} \simeq 825 \mathrm{~nm}$.

This work was supported by the Russian Foundation for Basic Research (project nos. 01-02-16746, 01-0217524, 01-02-04018, 00-02-16253).
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#### Abstract

We show that a strongly correlated Fermi system with a fermion condensate which exhibits strong deviations from Landau-Fermi liquid behavior is driven into the Landau-Fermi liquid by applying a small magnetic field $B$ at temperature $T=0$. This field-induced Landau-Fermi liquid behavior provides constancy of the KadowakiWoods ratio. A re-entrance into the strongly correlated regime is observed if the magnetic field $B$ decreases to zero; the effective mass $M^{*}$ then diverges as $M^{*} \propto 1 / \sqrt{B}$. At finite temperatures, the strongly correlated regime is restored at some temperature $T^{*} \propto \sqrt{B}$. This behavior is of a general form and takes place in both threedimensional and two-dimensional strongly correlated systems. We demonstrate that the observed $1 / \sqrt{B}$ divergence of the effective mass and other specific features of heavy-fermion metals are accounted for by our consideration. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 71.10.Hf; 71.27.+a

Recently, a peculiar critical point was observed in heavy-fermion metal $\mathrm{YbRh}_{2} \mathrm{Si}_{2}$ at low temperatures $T$ [1]. This critical point is driven by the magnetic field $B$, which suppresses the antiferromagnetic order when it reaches the critical value $B=B_{c 0}$, while the effective mass $M^{*}$ diverges as $M^{*} \propto 1 / \sqrt{B-B_{c 0}}$ [1]. The study of the magnetic field dependence of the coefficients $A$, $\gamma_{0}$, and $\chi_{0}$ in the resistivity $\rho(T)=\rho_{0}+\Delta \rho$, with $\Delta \rho=$ $A(B) T^{2}$, specific heat $C / T=\gamma_{0}(B)$, and magnetic $a c$ susceptibility, has revealed that $\mathrm{YbRh}{ }_{2} \mathrm{Si}_{2}$ behaves as a true Landau-Fermi liquid (LFL) for $B>B_{c 0}$, and the wellknown Kadowaki-Woods ratio $A / \gamma_{0}$ [2] is preserved [1]. In contrast, for $B=0, \mathrm{YbRh}_{2} \mathrm{Si}_{2}$ demonstrates a nonFermi liquid (NFL) behavior, and the resistivity follows a quasilinear temperature dependence $\Delta \rho \sim T$ down to 80 mK , at which antiferromagnetic (AF) order takes place. At lower temperatures, the resistivity in the AFordered state is described by $\Delta \rho \sim T^{2}$. A similar picture is observed in heavy-fermion compounds $\mathrm{Ce} M \mathrm{In}_{5}(M=$ Ir, Co, and Rh), where the electronic specific heat $C$ shows more pronounced metallic behavior at sufficiently high magnetic fields [3]. These observations are consistent with the de Haas van Alphen (dHvA) studies of CeIrIn ${ }_{5}$, which find that the effective mass decreases with increasing $B[3,4]$.

It is pertinent to note that heavy fermion metals are more likely three dimensional (3D) than two dimensional (2D). The origin of the NFL behavior observed

[^7]in heavy fermion metals is still a subject of controversy [5]. Moreover, the observed constancy of the Kad-owaki-Woods ratio when $B \longrightarrow B_{c 0}$ [1] leads to the failure of the standard model of heavy-fermion metals, when the mass renormalization is supposed to come from the exchange by soft magnetic fluctuations in a 2D spin fluid [6]. As a result, we are left with even more complicated and challenging problems in the physics of strongly correlated electrons.

In this letter, we study the nature of the critical behavior, assuming that the fermion condensation phase transition (FCQPT) [7] plays the role of the critical point. Analyzing the appearance of the fermion condensate ( FC ) which occurs beyond the point of FCQPT in an electron Fermi liquid and induces the NFL behavior, we show that the liquid is driven, by applying a weak magnetic field, back into a specific LFL state with effective mass $M^{*} \propto 1 / \sqrt{B}$. The LFL behavior induced by rather low magnetic fields provides constancy of the Kadowaki-Woods ratio. But the strongly correlated regime is restored when the magnetic field $B$ decreases to zero, while the effective mass
$M^{*}$ diverges as $M^{*} \propto 1 / \sqrt{B}$. Also, the strongly correlated regime is restored at some finite temperature $T^{*}(B) \propto \sqrt{B}$. Such a behavior is of a general form and takes place in both three-dimensional and two-dimensional strongly correlated systems. We demonstrate that the observed crossover from NFL to LFL in certain heavy-fermion metals is accounted for by our consideration.

For the reader's convenience, we first outline the NFL behavior of Fermi systems with FC and the main properties of FCQPT using, as an example, a twodimensional electron liquid in the superconducting state induced by FCQPT [7, 8]. At $T=0$, the groundstate energy $E_{g s}[\kappa(\mathbf{p}), n(\mathbf{p})]$ is a functional of the superconducting order parameter $\kappa(\mathbf{p})$ and of the quasiparticle occupation function $n(\mathbf{p})$ and is determined by the known equation of the weak-coupling theory of superconductivity (see, e.g., [9])

$$
\begin{gather*}
E_{g s}=E[n(\mathbf{p})] \\
+\int \lambda_{0} V\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right) \kappa\left(\mathbf{p}_{1}\right) \kappa^{*}\left(\mathbf{p}_{2}\right) \frac{d \mathbf{p}_{1} d \mathbf{p}_{2}}{(2 \pi)^{4}} . \tag{1}
\end{gather*}
$$

Here, $E[n(\mathbf{p})]$ is the ground-state energy of normal Fermi liquid, $n(\mathbf{p})=v^{2}(\mathbf{p})$, and $\kappa(\mathbf{p})=v(\mathbf{p}) \sqrt{1-v^{2}(\mathbf{p})}$. It is assumed that the pairing interaction $\lambda_{0} V\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)$ is weak. Minimizing $E_{g s}$ with respect to $\kappa(\mathbf{p})$, we obtain the equation connecting the single-particle energy $\varepsilon(\mathbf{p})$ to the superconducting gap $\Delta(\mathbf{p})$ :

$$
\begin{equation*}
\varepsilon(\mathbf{p})-\mu=\Delta(\mathbf{p}) \frac{1-2 v^{2}(\mathbf{p})}{2 \kappa(\mathbf{p})}, \tag{2}
\end{equation*}
$$

including the chemical potential $\mu$. Here, the singleparticle energy $\varepsilon(\mathbf{p})$ is determined by the Landau equation [10]

$$
\begin{equation*}
\varepsilon(\mathbf{p})=\frac{\delta E[n(\mathbf{p})]}{\delta n(\mathbf{p})} \tag{3}
\end{equation*}
$$

while the equation for the superconducting gap $\Delta(\mathbf{p})$ takes the form

$$
\begin{equation*}
\Delta(\mathbf{p})=-\lambda_{0} \int V\left(\mathbf{p}, \mathbf{p}_{1}\right) \kappa\left(\mathbf{p}_{1}\right) \frac{d \mathbf{p}_{1}}{4 \pi^{2}} \tag{4}
\end{equation*}
$$

If $\lambda_{0} \longrightarrow 0$, then the maximum value of the superconducting gap $\Delta_{1} \longrightarrow 0$, and Eq. (2) reduces to that proposed in [11]:

$$
\begin{gather*}
\varepsilon(\mathbf{p})-\mu=0, \text { if } \kappa(p) \neq 0 \quad(0<n(p)<1) \\
\text { for } p \in L_{\mathrm{FC}}: p_{i} \leq p \leq p_{f} . \tag{5}
\end{gather*}
$$

At $T=0$, Eq. (5) defines a new state of Fermi liquid with FC such that the modulus of the order parameter $|\kappa(\mathbf{p})|$ has finite values in the FC range of momenta $L_{\mathrm{FC}}$ : $p_{i} \leq p \leq p_{f}$, while the superconducting gap can be infinitely small, $\Delta_{1} \longrightarrow 0$, in this range [7,11, 12]. Such a state can be considered as superconducting, with an infinitely small value of $\Delta_{1}$, so that the entropy of this state is zero. This state, created by the quantum phase transition, disappears at $T>0$. The FCQPT can be considered as a "pure" quantum phase transition, because it cannot take place at finite temperatures. Generally, this quantum critical point should not represent the termination at $T>0$ of a line of continuous transitions. However, it corresponds to a certain critical value of
density $x=x_{\mathrm{FC}}$ (the critical point of FCQPT) which is determined also by Eq. (5). Notice that, at finite temperatures, the FCQPT continues to have a strong impact on the system properties up to a certain temperature $T_{f}$ above which FC effects become insignificant [7, 13]. FCQPT does not violate rotational or translational symmetry of the order parameter $\kappa(\mathbf{p})$. It follows from Eq. (5) that the quasiparticle system "splits" into two quasiparticle subsystems: one in the $L_{\mathrm{FC}}$ range, occupied by the quasiparticles with enhanced effective mass $M_{\mathrm{FC}}^{*} \propto 1 / \Delta_{\mathrm{l}}$, and another with LFL effective mass $M_{\mathrm{L}}^{*}$ at $p<p_{i}$. If $\lambda_{0} \neq 0$, then $\Delta_{1}$ becomes finite, and the finite value of the effective mass $M_{\mathrm{FC}}^{*}$ in $L_{\mathrm{FC}}$ can be obtained from Eq. (2) as [7, 8]

$$
\begin{equation*}
M_{\mathrm{FC}}^{*} \simeq p_{\mathrm{F}} \frac{p_{f}-p_{i}}{2 \Delta_{1}}, \tag{6}
\end{equation*}
$$

while the effective mass $M_{\mathrm{L}}^{*}$ is only weakly disturbed. Here, $p_{\mathrm{F}}$ is the Fermi momentum. It follows from Eq. (6) that the quasiparticle dispersion can be presented by two straight lines characterized by the effective masses $M_{\mathrm{FC}}^{*}$ and $M_{\mathrm{L}}^{*}$, respectively. These lines intersect near the electron binding energy $E_{0}$, which defines an intrinsic energy scale of the system

$$
\begin{equation*}
E_{0}=\varepsilon\left(\mathbf{p}_{f}\right)-\varepsilon\left(\mathbf{p}_{i}\right) \simeq \frac{\left(p_{f}-p_{i}\right) p_{\mathrm{F}}}{M_{\mathrm{FC}}^{*}} \simeq 2 \Delta_{1} . \tag{7}
\end{equation*}
$$

Let us assume that FC has just taken place, that is, $p_{i} \longrightarrow p_{\mathrm{F}} \longleftarrow p_{f}$, the deviation $\delta n(p)$ from LFL occupation function is small (though finite), and $\lambda_{0} \longrightarrow 0$. Expanding the functional $E[n(p)]$ in Eq. (3) in a Taylor series with respect to $\delta n(p)$ and retaining the leading terms, we have

$$
\Delta E=\sum_{\sigma_{1}} \int \varepsilon_{0}\left(\mathbf{p}_{1}, \sigma_{1}\right) \delta n\left(\mathbf{p}_{1}, \sigma_{1}\right) \frac{d \mathbf{p}_{1}}{(2 \pi)^{2}}
$$

$$
+\sum_{\sigma_{1} \sigma_{2}} \int_{\mathrm{L}} F_{1}\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \sigma_{1}, \sigma_{2}\right) \delta n\left(\mathbf{p}_{1}, \sigma_{1}\right) \delta n\left(\mathbf{p}_{2}, \sigma_{2}\right) \frac{d \mathbf{p}_{1} d \mathbf{p}_{2}}{(2 \pi)^{4}},
$$

where $F_{\mathrm{L}}\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \sigma_{1}, \sigma_{2}\right)=\delta^{2} E / \delta n\left(\mathbf{p}_{1}, \sigma_{1}\right) \delta n\left(\mathbf{p}_{2}, \sigma_{2}\right)$ is the Landau interaction and $\sigma$ denotes the spin states. Varying both sides of Eq. (8) with respect to the functions $\delta n(p)$ and taking into account Eq. (5), one obtains the FC equation

$$
\begin{gather*}
\mu=\varepsilon(\mathbf{p}, \sigma)=\varepsilon_{0}(\mathbf{p}, \sigma) \\
+\sum_{\sigma_{1}} \int F_{\mathrm{L}}\left(\mathbf{p}, \mathbf{p}_{1}, \sigma, \sigma_{1}\right) \delta n\left(\mathbf{p}_{1}, \sigma_{1}\right) \frac{d \mathbf{p}_{1}}{(2 \pi)^{2}} ;  \tag{9}\\
p_{i} \leq p \leq p_{f} \in L_{\mathrm{FC}} .
\end{gather*}
$$

Equation (9) acquires nontrivial solutions at the density $x=x_{\mathrm{FC}}$ if the Landau amplitude $F_{\mathrm{L}}$ (depending on density) is positive and sufficiently large, so that the potential energy integral on the right-hand side of Eq. (9) prevails over the kinetic energy $\varepsilon_{0}(\mathbf{p})$ [11]. Note that in case of heavy fermion metals, this condition can be easily satisfied because of the huge effective mass. It is also seen from Eq. (9) that the FC quasiparticles form a collective state, since their energies are defined by the macroscopic number of quasiparticles within $L_{\mathrm{FC}}$ and vice versa. The shape of their spectrum is not affected by the Landau interaction, which, generally speaking, depends on the system properties, including the collective states, impurities, etc. The only thing defined by the interaction is the width $p_{i}-p_{f}$ of $L_{\mathrm{FC}}$ (provided it exists). Thus, we can conclude that the spectra related to FC are of universal form.

At temperatures $T \geq T_{c}$, when $\Delta_{1}$ disappears, Eq. (6) for the effective mass $M_{\mathrm{FC}}^{*}$ is replaced by $[7,8]$

$$
\begin{equation*}
M_{\mathrm{FC}}^{*} \simeq p_{\mathrm{F}} \frac{p_{f}-p_{i}}{4 T} . \tag{10}
\end{equation*}
$$

The energy scale separating the slowly dispersing lowenergy part, defined by the effective mass $M_{\mathrm{FC}}^{*}$, from the faster dispersing relatively high-energy part, defined by the effective mass $M_{\mathrm{L}}^{*}$, can be estimated as $E_{0} \simeq p_{\mathrm{F}}\left(p_{f}-p_{i}\right) / M_{\mathrm{FC}}^{*}[7,8]$, so for the case of Eq. (10) it is

$$
\begin{equation*}
E_{0} \simeq 4 T \tag{11}
\end{equation*}
$$

It follows from Eq. (10) that $M_{\mathrm{FC}}^{*}$ depends on the temperature, and the width $\gamma$ of the single-particle excitations results in $\gamma \sim T$, leading to a linear temperature dependence $\Delta \rho \sim T$ [13]. This contrasts with the wellknown LFL relations $\gamma \sim T^{2}$ and $\Delta \rho \sim T^{2}$.

Now we consider the behavior of an electronic system with FC in magnetic fields, supposing the coupling constant $\lambda_{0} \neq 0$ to be infinitely small. As we have seen above, at $T=0$, the superconducting order parameter $\kappa(\mathbf{p})$ is finite in the FC range, while the maximum value of the superconducting gap $\Delta_{1} \propto \lambda_{0}$ is infinitely small. Therefore, any small magnetic field $B \neq 0$ will destroy the coherence of $\kappa(\mathbf{p})$ and thus FC itself. Also, the existence of FC cannot be compatible with the evident Zeeman splitting of quasiparticle energy bands $\varepsilon(\mathbf{p}, \sigma)=$ $\varepsilon(\mathbf{p})-\sigma \mu_{\text {eff }} B$ (see below for $\mu_{\text {eff }}$ ). To define the type of FC restructuring, simple energy considerations are invoked. On the one hand, the energy gain $\Delta E_{B}$ due to the magnetic field $B$ is $\Delta E_{B} \propto B^{2}$ and tends to zero with $B \longrightarrow 0$. On the other hand, occupying the finite range $L_{\mathrm{FS}}$ in the momentum space, FC delivers a finite gain in the ground state energy [11]. Thus, a new state replacing FC should be very close in its ground-state energy to the former state. Such a state is given by the multi-
connected Fermi sphere, where the smooth quasiparticle distribution function $n(\mathbf{p})$ in the $L_{\mathrm{FC}}$ range is replaced by a multiconnected distribution $v(\mathbf{p})$ [14]

$$
\begin{equation*}
v(\mathbf{p})=\sum_{k=1}^{n} \theta\left(p-p_{2 k-1}\right)\left(p_{2 k}-p\right), \tag{12}
\end{equation*}
$$

where the parameters $p_{i} \leq p_{1}<p_{2}<\ldots<p_{2 n} \leq p_{f}$ are adjusted to obey the normalization conditions

$$
\begin{equation*}
\int_{p_{2 k}}^{p_{2 k+3}} v(\mathbf{p}) \frac{d \mathbf{p}}{(2 \pi)^{3}}=\int_{p_{2 k}}^{p_{2 k+3}} n(\mathbf{p}) \frac{d \mathbf{p}}{(2 \pi)^{3}} \tag{13}
\end{equation*}
$$

For the sake of definiteness, we consider the most interesting case of a 3D system, while the consideration of a 2D system goes along the same line. We note that the idea of a multiconnected Fermi sphere, with production of new, interior segments of the Fermi surface, has been considered already $[15,16]$. Let us assume that the thickness of each interior block is approximately the same, $p_{2 k+1}-p_{2 k} \simeq \delta p$, and $p$ is defined by $B$. Then, the single-particle energy in the region $L_{\mathrm{FC}}$ can be fitted by

$$
\begin{equation*}
\varepsilon(\mathbf{p})-\mu \sim \mu \frac{\delta p}{p_{\mathrm{F}}}\left[\sin \left(\frac{p}{\delta p}\right)+b(p)\right] . \tag{14}
\end{equation*}
$$

The blocks are formed, since all the single-particle states around the minimum values of the fast sine function are occupied, and those around its maximum values are empty, the average occupation being controlled by a slow function $b(\mathbf{p}) \approx \cos [\pi n(\mathbf{p})]$. It is seen from Eq. (14) that the effective mass $m^{*}$ at each internal Fermi surface is on the order of the bare mass $m_{0}, m^{*} \sim$ $m_{0}$. Upon replacing $n(\mathbf{p})$ in Eq. (8) by $v(\mathbf{p})$, defined by Eqs. (12) and (13), and taking into account Simpson's rule, we find that the minimum loss in the ground-state energy due to the formation of blocks is about $(\delta p)^{4}$. This result can be understood if one bears in mind that the continuous FC function $n(\mathbf{p})$ delivers the minimum value to the energy functional, Eq. (8), while the approximation $v(\mathbf{p})$ by steps of size $\delta p$ produces the minimum error on the order of $(\delta p)^{4}$. On the other hand, this loss must be compensated by the energy gain due to the magnetic field. Thus, we arrive at

$$
\begin{equation*}
\delta p \propto \sqrt{B} . \tag{15}
\end{equation*}
$$

With account taken of the Zeeman splitting in the dispersion law, Eq. (14), each of the blocks is polarized, since its outer areas are occupied only by spin-up quasiparticles. The width of these areas in the momentum space $\delta p_{0}$ is given by

$$
\begin{equation*}
\frac{p_{\mathrm{F}} \delta p_{0}}{m^{*}} \sim B \mu_{\mathrm{eff}}, \tag{16}
\end{equation*}
$$

where $\mu_{\text {eff }} \sim \mu_{B}$ is the effective moment. We can consider such a polarization without perturbing the previous estimates, since it is seen from Eq. (15) that
$d p_{0} / d p \ll 1$. The total polarization $\Delta P$ is obtained by multiplying $\delta p_{0}$ by the number $N$ of the blocks, which is proportional to $1 / \delta p, N \sim\left(p_{f}-p_{i}\right) / \delta p$. Taking into account Eq. (15), we obtain

$$
\begin{equation*}
\Delta P \sim m^{*} \frac{p_{f}-p_{i}}{\delta p} B \mu_{\mathrm{eff}} \propto \sqrt{B} \tag{17}
\end{equation*}
$$

and thus it prevails over $\sim B$ contribution from the LFL part. On the other hand, this quantity can be expressed as

$$
\begin{equation*}
\Delta P \propto M^{*} B \tag{18}
\end{equation*}
$$

where $M^{*}$ is the "average" effective mass related to the finite density of states at the Fermi level,

$$
\begin{equation*}
M^{*} \sim N m^{*} \propto \frac{1}{\delta p} \tag{19}
\end{equation*}
$$

We can also conclude that $M^{*}$ defines the specific heat. Otherwise, Eq. (15) can be examined starting from a different point surmising that a multiconnected Fermi sphere can be approximated by a single block. Let us put $\lambda_{0}=0$. Then, the energy gain due to the magnetic field $\Delta E_{B} \sim B^{2} M^{*}$. The energy loss $\Delta E_{\mathrm{FC}}$ because of the restructuring of the FC state can be estimated by using the Landau formula, which directly follows from Eqs. (8) and (9)

$$
\begin{equation*}
\Delta E_{\mathrm{FC}}=\int(\varepsilon(\mathbf{p})-\mu) \delta n(\mathbf{p}) \frac{d \mathbf{p}^{3}}{(2 \pi)^{3}} \tag{20}
\end{equation*}
$$

As we have seen above, the region occupied by variation $\delta n(\mathbf{p})$ has the length $\delta p$, while $(\varepsilon(\mathbf{p})-\mu) \sim(p-$ $\left.p_{\mathrm{F}}\right) p_{\mathrm{F}} / M^{*}$. As a result, we have $\Delta E_{\mathrm{FC}}=\delta p^{2} / M^{*}$. Upon equating $\Delta E_{B}$ and $\Delta E_{\mathrm{FC}}$ and taking into account Eq. (19), we arrive at the following equation:

$$
\begin{equation*}
\frac{\delta p^{2}}{M^{*}} \propto \delta p^{3} \propto \frac{B^{2}}{\delta p} \tag{21}
\end{equation*}
$$

which coincides with Eq. (15).
It follows from Eqs. (17) and (18) that the effective mass $M^{*}$ diverges as

$$
\begin{equation*}
M^{*} \propto \frac{1}{\sqrt{B}} \tag{22}
\end{equation*}
$$

Equation (22) shows that, by applying a magnetic field $B$, the system can be driven back into LFL, with the effective mass $M^{*}(B)$ dependent on the magnetic field. It was demonstrated that the constancy of the Kad-owaki-Woods ratio is obeyed by systems in the strongly correlated regime when the effective mass is sufficiently large [17]. Therefore, we are led to the conclusion that, by applying magnetic fields, the system is driven back into LFL, where the constancy of the Kad-owaki-Woods ratio is obeyed. Since the resistivity $\Delta \rho \propto\left(M^{*}\right)^{2}$ [17], we obtain from Eq. (22)

$$
\begin{equation*}
\Delta \rho \propto \frac{1}{B} \tag{23}
\end{equation*}
$$

At finite temperatures, the system persists to be LFL, but there is a temperature $T^{*}(B)$ at which the polarized state is destroyed. To calculate the function $T^{*}(B)$, we observe that the effective mass $M^{*}$ characterizing the single-particle spectrum cannot be changed at $T^{*}(B)$. In other words, at the crossover point, we have to compare the effective mass defined by $T^{*}$, Eq. (10), and that defined by the magnetic field $B$

$$
\begin{equation*}
\frac{1}{M^{*}} \propto T^{*} \propto \sqrt{B} \tag{24}
\end{equation*}
$$

As a result, we obtain

$$
\begin{equation*}
T^{*}(B) \propto \sqrt{B} \tag{25}
\end{equation*}
$$

At temperatures $T \geq T^{*}$, the system comes back into the state with $M^{*}$ defined by Eq. (10), and we observe the NFL behavior. It follows from Eq. (25) that a heavy fermion system at some temperature $T$ can be driven back into LFL by applying strong enough magnetic field $B \geq$ $B_{\text {cr }} \propto\left(T^{*}\right)^{2}$. We can also conclude that, at finite temperature $T$, the effective mass of a heavy-fermion system is relatively field-independent at magnetic fields $B \leq B_{\text {cr }}$ and shows a more pronounced metallic behavior at $B \geq$ $B_{\mathrm{cr}}$, since the effective mass is decreased; see Eq. (22). The same behavior of the effective mass can be observed in the dHvA measurements. We note that our consideration is valid up to temperatures $T \ll T_{f}$.

Now we are in position to consider the nature of the field-induced quantum critical point in $\mathrm{YbRh}_{2} \mathrm{Si}_{2}$. The properties of this AF heavy-fermion metal with the ordering Neél temperature, $T_{N}=70 \mathrm{mK}$ were recently investigated in [1, 18]. In the AF state, this metal shows LFL behavior. As soon as the weak AF order is suppressed either by a tiny volume expansion or by temperature, pronounced deviations from LFL behavior are observed. The experimental facts show that the spin density wave picture fails when dealing with the obtained data $[1,6,18]$. We assume that the electron density in $\mathrm{YbRh}_{2} \mathrm{Si}_{2}$ is close to the critical value $\left(x_{\mathrm{FC}}-\right.$ $x) / x_{\mathrm{FC}} \ll 1$ [19], so that this system can be easily driven across FCQPT. Then, in the AF state, the effective mass is given by Eq. (22), and the electron system of $\mathrm{YbRh}_{2} \mathrm{Si}_{2}$ possesses LFL behavior. When the AF state is suppressed at $T>T_{N}$, the system comes back into NFL. By tuning $T_{N} \longrightarrow 0$ at a critical field $B=B_{c 0}$, the itinerant AF order is suppressed and replaced by spin fluctuations [18]. Thus, we can expect absence of any long-ranged magnetic order in this state, and the situation corresponds to a paramagnetic system with strong correlation in the field $B=0$. As a result, the FC state is restored, and we can observe NFL behavior at any temperatures in accordance with experimental facts [1]. As soon as an excess magnetic field $B>B_{c 0}$ is applied, the system is driven back into LFL. To describe the behav-
ior of the effective mass, we can use Eq. (22), replacing $B$ with $B-B_{c 0}$

$$
\begin{equation*}
M^{*} \propto \frac{1}{\sqrt{B-B_{c 0}}} \tag{26}
\end{equation*}
$$

Equation (26) demonstrates the $1 / \sqrt{B-B_{c 0}}$ divergence of the effective mass, and therefore the coefficients $\gamma_{0}(B)$ and $\chi_{0}(B)$ should have the same behavior. Meanwhile, the coefficient $A(B)$ diverges as $1 /\left(B-B_{c 0}\right)$, being proportional to $\left(M^{*}\right)^{2}$ [17] and thus preserving the Kad-owaki-Woods ratio, in agreement with experimental findings [1]. To construct the $T-B$ phase diagram for $\mathrm{YbRh}_{2} \mathrm{Si}_{2}$, we use the same replacement $B \longrightarrow B-B_{c 0}$ in Eq. (25)

$$
\begin{equation*}
T^{*}(B) \propto \sqrt{B-B_{c 0}} . \tag{27}
\end{equation*}
$$

The phase diagram given by Eq. (27) is in good qualitative agreement with the experimental data [1]. We recall that our consideration is valid at temperatures $T \ll T_{f}$. The experimental phase diagram shows that the behavior $T^{*} \propto \sqrt{B-B_{c 0}}$ is observed up to 150 mK [1] and allows us to estimate the magnitude of $T_{f}$, which can reach at least 1 K in this system.

To conclude, we have demonstrated that a new type of the quantum critical point observed in heavy-fermion metal $\mathrm{YbRh}_{2} \mathrm{Si}_{2}$ can be identified as FCQPT.

This work was supported in part by the Russian Foundation for Basic Research, project no. 01-0217189.
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#### Abstract

A new system with dynamic chaos-2D lattice of single Sinai billiards coupled through quantum dots-is studied experimentally. Localization in such a system was found to be substantially suppressed, because the characteristic size of the billiard for $g \leq 1$ ( $g$ is conductance measured in $e_{2} / h$ units) is the localization length rather than the de Broglie wavelength of an electron, as in the usual 2D electron system. Lattice ballistic effects (commensurate peaks in the magnetoresistance) for $g \ll 1$, as well as extremely large magnetoresistance caused by the interference in chaotic electron trajectories, were found. Thus, this system is shown to be characterized by simultaneous existence of effects that are inherent in order (commensurate peaks of magnetoresistance), disorder (percolation charge transport), and chaos (weak localization in chaotic electron trajectories). © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 73.21.La; 73.23.Ad; 05.45.Mt

Investigations of classical and quantum transport in systems with dynamic chaos began ten years ago and are of great and topical interest in condensed-state physics. This interest is stimulated primarily by advances in semiconductor technology that provided various experimental realizations of these systems and, therefore, brought dynamic chaos physics beyond the scope of pure theory. Experiments made it possible to test and refine numerous theoretical predictions and pose new problems for theory.

Various kinds of these systems have been studied to date. In particular, electron billiards based on a 2 D electron gas with high mobility in AlGaAs/GaAs heterojunction are examined most extensively. They can be divided into two groups. The first group involves single regular or chaotic Bunimovich and Sinai billiards, which are, in fact, quantum dots with a large number of electrons [1-5]. The second group involves macroscopic 2D (lattices of antidots) [6-10] and 1D Sinai billiards [11]. These billiards exhibited a number of interesting phenomena associated with both classical and quantum chaotic dynamics of electrons such as the formation of dynamically stable outgoing electron trajectories [10], mesoscopic conductance fluctuations [1, 12], and chaotic weak localization [2], which are due to the interference between chaotic electron trajectories.

This study is devoted to a new kind of electron bil-liards-the lattice of electron billiards coupled through quantum dots, which is described in [13]. On the one hand, this lattice exhibits the properties of a single Sinai billiard. On the other hand, it is a macroscopic system, where these billiards form a regular lattice. This system is unique, because it simultaneously exhibits phenomena associated with order (commensurate peaks of
magnetoresistance), disorder (percolation charge transport), and chaos (weak localization in chaotic electron trajectories).

1. How can a lattice of coupled electron billiards be realized? In the experiments, the original system was a 2D gas in an AlGaAs heterojunction with a lattice of antidots. The 2D-gas parameters are as follows: the 2D electron density $N_{s}=(2-3) \times 10^{11} \mathrm{~cm}^{-2}$, mobility $\mu=(3-8) \times 10^{5} \mathrm{~cm}^{2} / \mathrm{V} \mathrm{s}$, and mean free path $l_{p}=(2-$ 8) $\mu \mathrm{m}$. Two types of lattices were manufactured: a square with period $d=0.6$ and $0.7 \mu \mathrm{~m}$ and hexagonal with $d=0.6 \mu \mathrm{~m}$. The lithographic size of antidots was equal to $0.2 \mu \mathrm{~m}$ in all cases. An important feature of the samples under consideration is the presence of a metallic $\mathrm{Ni} / \mathrm{Au}$ or TiAu gate deposed on the upper part of the structure. This gate was used to control the width of the depletion layer around antidots and thereby their actual size and distance between their boundaries. This adjustment was used to change the regime of a 2 D electron gas with usual lattice of antidotes (scatterers) to the regime of a lattice of coupled electron billiards, where antidots are reflecting walls of Sinai billiards. In the first regime, $(\mathbf{d}-\mathbf{a})>\mathbf{a}$, where $\mathbf{a}$ is the size of an antidot and $\mathbf{d}$ is the distance between the centers of neighboring antidots. In the second regime, $\mathbf{d} \approx \mathbf{a}$, and $(\mathbf{d}-\mathbf{a}) \ll \mathbf{a}$; i.e., this is a lattice of close-packed antidots. Figure 1 illustrates these cases. If $(\mathbf{d}-\mathbf{a}) \sim \lambda(\lambda$ is the de Broglie wavelength of an electron), we have a lattice of Sinai billiards coupled through quantum dots. This case will be considered below.
2. Commensurate magnetoresistance peaks. Figure 2 shows typical magnetotransport measurement results for square lattices in the magnetic-field range from -0.1 to 2 T and temperature range $60 \mathrm{mK}-1.2 \mathrm{~K}$
(a)

(b)

(c)


Fig. 1. Lattices of antidots for (a) $(\mathbf{d}-\mathbf{a})>\mathbf{a}$ (square), (b) $\mathbf{d} \approx \mathbf{a}$ (square), and (c) $\mathbf{d} \approx \mathbf{a}$ (hexagonal).


Fig. 2. Magnetic-field dependences of $\rho_{x x}$ in temperature range $T=60 \mathrm{mK}-1.2 \mathrm{~K}$ (AG219 sample) for (a) $\rho_{x x}(0) \geqslant 1$, (b) $\rho_{x x}(0)>1$, and (c) $\rho_{x x}(0)<1$.
for three gate voltages corresponding to the lattice resistance per square $\rho_{x x}<h / e^{2}, \rho_{x x}>h / e^{2}$, and $\rho_{x x} \gg$ $h / e^{2}$. The $\rho_{x x}(B)$ dependences are characterized by three magnetic-field ranges: weak magnetic fields from 0 to 0.05 T , moderate magnetic fields from 0.1 to 0.5 T , and strong magnetic fields $B>1 \mathrm{~T}$. In this section, we analyze only the ranges of moderate and strong magnetic fields. The range of weak fields, where considerable negative magnetoresistance (NMR) is observed, will be examined elsewhere. In moderate fields, so-called commensurate magnetoresistance peaks indicated by arrows in Fig. 2 are observed. Peak 1 corresponds to the condition $2 R_{\mathrm{c}}=d$ ( $R_{\mathrm{c}}$ is the cyclotron radius). It is observed in all lattices of antidots, and is associated with the formation of localized trajectories around one antidot in this case (lattice of close-packed antidots). As is seen, it does not disappear even for $\rho_{x x} \gg h / e^{2}$. The second commensurate peak marked as 2 is observed in the system state with the lowest resistance. This peak corresponds to the condition $2 R_{\mathrm{c}}=(\sqrt{2}-1) d$. It is associated with the formation of a localized trajectory between antidots, and was observed in [13]. The trajectories whose formation is responsible for the magnetoresistance peaks under discussion are shown in the insert in Fig. 2. Their positions provide definite conclusion about the relation between $\mathbf{d}$ and $\mathbf{a}$. In particular, $\mathbf{d} \approx \mathbf{a}$ and $(\mathbf{d}-\mathbf{a}) \ll \mathbf{a}$ for lines in Fig. 2c. Indeed, the ratio of magnetic fields $B_{1}$ to $B_{2}$ (positions of the first and second peaks, respectively) must be equal to $B_{1} / B_{2}=\sqrt{2}-1$ in this case, which is close to $B_{1} / B_{2}=$ 0.39 observed in Fig. 2.

Shubnikov-de Haas oscillations are observed for fields exceeding 1 T. They, as well as peak 1 , do not disappear even for $\rho_{x x} \gg e^{2} / h$. The above experimental data indicate that the properties of the system in question are very unusual compared to an unmodulated 2D electron system. As is known, as the latter system changes its state from $\rho_{x x}<h / e^{2}$ to $\rho_{x x}>h / e^{2}$, both ballistic effects (manifested as commensurate peaks in the system in hand) and Shubnikov-de Haas oscillations are impossible, because the system undergoes transition to a dielectric state.
3. Lattice conductance. Dependence on the gate voltage and temperature. Figure 3a shows the typical gate-voltage-dependence of the lattice conductance $g$ (measured in $e^{2} / h$ units) for temperature $T=60 \mathrm{mK}$. The solid line is the function $g=28.6\left(V_{g}-V_{g}^{c}\right)^{t}$, where $V_{g}$ is the gate voltage, $V_{g}^{c}$ is the cutoff voltage, and $t=$ 1.26. This dependence is similar to the percolation dependence in the well-known problem of transport in sites of square lattice [14], if the number of sites is proportional to the gate voltage $r \approx V_{g}$. Then, $g \approx\left(r-r_{\mathrm{c}}\right)^{t}$, where $r_{\mathrm{c}}$ is the critical number of sites. The critical exponent $t$ for this problem is well known and lies in the range $t=1-1.5$ [14]. Figure 3a demonstrates that exper-
imental data are quite satisfactorily described in the problem of sites, where saddle points connecting individual billiards can serve as sites. The reason is as follows. The fluctuation potential is shielded most efficiently at these points because of a low density of charge carriers. Then, the fluctuations of this potential can strongly affect the passage of an electron by alternately creating a barrier and transmitting one or two electron modes. The above property of saddle points makes it possible to suggest that they may serve as square-lattice sites, whose average number is controlled by the gate voltage, thereby changing the number of transport paths through the lattice. Figure 3b illustrates the above discussion.

Figure 4 shows the temperature dependence of conductance $g$ for two samples with different mobilities $\mu=$ (a) $7 \times 10^{5}$ and (b) $3 \times 10^{5} \mathrm{~cm}^{2} / \mathrm{V}$ s of the original 2 D electron gas. The conductances are measured when the system changes $g>1$ to $g \ll 1$. We first analyze Fig. 4a. Conductance depends only slightly on temperature when $g>1$. At first glance, this behavior is natural, because 2 D systems under these conditions usually exhibit a logarithmic decrease in $g$, which is attributed to weak localization. Since there is no effect associated with spin relaxation in this system and interaction is weak, the logarithmic correction to conductance is given by the expression [15]

$$
\begin{equation*}
\Delta_{g}=-(1 / \pi) \ln \left(T / T_{0}\right), \tag{1}
\end{equation*}
$$

which is shown by the dashed line in Fig. 4. As is seen, even logarithmic dependence is noticeably stronger than experimental dependence. Thus, localization effects in the system in question are weaker than those in other 2D and quasi-2D systems. Measurements for $g<1$ corroborate the above conclusion. It is seen that, as $g$ decreases, temperature dependence is enhanced but remains weak even for $g \ll 1$. As a whole, all dependences in Fig. 4 are well approximated by the powerlaw function $g(T) \sim T^{\alpha}$ with $\alpha<1$, in particular, $\alpha=$ $0.1-0.27$ and $0.3-0.66$ for the original 2D-gas samples with higher and lower mobilities, respectively. Therefore, the enhancement of the initial disorder leads to a sharper drop in conductance with decreasing temperature. The above behavior of 2D lattice of Sinai billiards differs considerably from that observed in all studied 2D electron systems with unmodulated potential beginning with Si MOP transistors [16] and ending with AlGaAs/GaAs heterojunctions [17]. All these systems exhibit different behaviors of conductance (from logarithmic decrease to anomalous increase [18]) for $g>1$. At the same time, they are in the strong localization region characterized by exponential decrease in $g$ with decreasing temperature below 1 K. Nothing of this kind is observed in the system under investigation: as is seen in Fig. 4, conductance for $g \ll 1$ decreases with decreasing temperature even more slowly than $g \sim T$.
4. Negative magnetoresistance. Weak localization
in chaotic electron trajectories. Now, we analyze neg-


Fig. 3. (a) Gate-voltage dependence of the conductance $g$ (points) measured for the AG219 sample and (line) calculation, and (b) percolation transport paths in the square lattice.


Fig. 4. Temperature dependence of $g$ for samples (a) AG219 with $d=0.6 \mu \mathrm{~m}$ and higher mobility and (b) AG35 with $d=$ $0.7 \mu \mathrm{~m}$ and lower mobility.


Fig. 5. Magnetic-field dependence of the magnetoresistance of the AG219 sample with $d=0.6 \mu \mathrm{~m}$ for various $g$ and temperatures.
ative magnetoresistance observed for weak magnetic fields (Fig. 5). The behavior of this negative magnetoresistance for $g>1$ can be attributed to the weak localization effects in open electron billiards, which are caused by the interference between chaotic electron trajectories within one billiard. Similar magnetoresistance was observed in [2], where the ensemble of singular billiards of the circus type (a regular billiard) and stadium type (a chaotic billiard) with two open channels was studied. All billiards were separated from each other by a macroscopic 2D electron gas region whose resistance was much lower than the resistance of one billiard. The ensemble was used to average the mesoscopic fluctuations of conductance. According to the theory developed for negative magnetoresistance in a single billiard in [19], negative magnetoresistance for a chaotic billiard (all the Sinai billiards are chaotic) must be described by the expression

$$
\begin{equation*}
\Delta \rho_{x x}(B)=-\Delta \rho_{x x}^{0} /\left[1+\left(B / B_{0}\right)^{2}\right], \tag{2}
\end{equation*}
$$

where $B_{0}=\Phi_{0} / 2 S$ ( $\Phi_{0}=h c / e$ is the magnetic flux quantum and $S$ is the billiard area); i.e., it is given by the Lorentzian whose half-width is determined by the quantization of the flux through the billiard area. Figure 6a


Fig. 6. Negative magnetoresistance measured and calculated for (a) square lattices with various periods and (b) hexagonal lattice. The inserts show single billiards forming the square and hexagonal lattices and electron trajectories. The suppression of these trajectories by magnetic field is responsible for negative magnetoresistance.
shows experimental curves $\Delta \rho_{x x}(B)$ obtained for the square lattices with two periods of 0.6 and $0.7 \mu \mathrm{~m}$, as well as the results calculated by Eq. (2). It is seen that experimental data are well approximated by Eq. (2), where the area $S=d^{2}(1-\pi / 4)$ of a single billiard of our square lattice is substituted. It is of interest that, since a hexagonal lattice corresponds to the maximum close packing, the billiard area for the square lattice is considerably (by a factor of 5.2) larger than for the triangle lattice [for which $S=d^{2}(\sqrt{3 / 4}-\pi / 8)$ ] with the same lattice period. Therefore, the experimental negative magnetoresistance curve shown in Fig. 6b for the hexagonal lattice must be considerably wider than for the square lattice. Figure 6b shows also the fitting curves. It is clearly seen that the half-width of the curve $\Delta g(B)$ for the triangle lattice considerably exceeds the half-width of the curves in Fig. 6a. We emphasize that Eq. (2) is strictly valid only when $g>1$ and $\Delta g \ll g$, which are the conditions realized in the experiment carried out in [2]. As is seen in Fig. 6, Eq. (2) in our case well approximates the observed negative magnetoresistance for $g<1$ as well. In this case, $\Delta g$ is comparable to $\bar{g}$. Therefore, we arrived at the unexpected results. Mag-
netic-field dependences of negative magnetoresistance are virtually the same for $g>1$ and $g \ll 1$. However, its magnitude for $g \ll 1$ is much higher and is comparable with the total conductance for zero magnetic field. Therefore, interference in chaotic trajectories inside a billiard for the lattice of coupled Sinai billiards changes the resistance of the entire system much more considerably than for a single billiard, where the same interference changes the conductance of the system only by several percent [2,19].

Discussion. The lattice of coupled electron billiards is a system with suppressed localization. The above results provide the following conclusions. First, the gate-voltage dependence testifies to a percolation lattice. Second, commensurate magnetoresistance peaks indicate that this lattice has, nevertheless, the properties of a periodic system over the entire range of conductances under investigation, i.e., even for $g \ll 1$. These peaks, as well as Shubnikov-de Haas oscillations, corroborate that single billiards forming lattice are coupled through quantum dots in the saddle points of the lattice rather than through tunneling barriers, because the Fermi energy must exceed the barrier height in both cases. Thus, the percolation pattern of charge transport is as follows. For high conductance ( $g>1$ ), all sites, which are saddle points, are open, and the conductance of the lattice is approximately equal to the conductance of one site $g_{s p}=2 n e^{2} / h$, where $n$ is the number of modes passing through it. As the gate voltage decreases, the number of open sites decreases, and transport occurs only through individual quasi-onedimensional percolation paths, which is manifested in the dependence $g \sim\left(r-r_{c}\right)^{t}$. The results presented in Section 3 indicate that the temperature dependence of this conductance is very weak even for $g \ll 1$, in contrast to the ordinary 2D systems. The weakness of this dependence cannot be explained by the percolation transport, because the formation of quasi-one-dimensional paths must enhance the localization effects and, therefore, temperature dependence. As far as I know, the linear, rather than exponential, temperature dependence for $g \ll 1$ was observed only in the experiment reported in [20], where thin $\mathrm{In}_{2} \mathrm{O}_{3}$ films were examined. This system was analyzed theoretically by Imry et al. [21], who proposed a model implying that metallic granules with high conductance, $g \gg 1$, are coupled with each other through tunneling barriers so that the conductance of a macroscopic system of granules is low, $g \ll 1$. The conductance of this system was shown to depend linearly on temperature over a wide temperature range due to inelastic electron-electron scattering. However, this linear dependence must go over to the exponential dependence for $T \ll e^{2} / C$ ( $C$ is the capacity of a granule). Our results are inconsistent with the prediction made in [21]. First, our experiment reveals temperature dependence noticeably weaker than linear. Second, estimates indicate that the Coulomb energy is equal to $e^{2} / C \approx 15-25 \mathrm{~K}$ in our case, and,
thereby, exponential temperature dependence must be observed in the temperature range $0.05-1 \mathrm{~K}$ under investigation. It is easy to understand this inconsistency, because billiards of our system are separated by quantum dots rather than by tunneling barriers. For this reason, the model proposed in [21] does not explain the temperature dependence of conductance obtained in our experiment and must be developed for the case, where billiards are connected by ballistic rather than tunneling electrons, the more so as the behavior of the system in magnetic field is also anomalous. As is seen in Fig. 2, for magnetic fields exceeding the field corresponding to the commensurate peak, conductance is temperature-independent, remaining much higher than $h / e^{2}$. As is well known [17], an ordinary 2D system under these conditions undergoes the insulator-Hall liquid-insulator transition. To explain all these anomalies, it is necessary to develop a consistent theory of quantum transport in a 2D lattice of coupled Sinai billiards, which is a difficult problem. Below, only a qualitative concept, rather than consistent quantitative description of all observed effects, will be presented.

The localization length $\xi$ in a homogeneous 2 D system is approximately estimated by the expression [15]

$$
\begin{equation*}
\xi \simeq l_{\mathrm{p}} \exp (\pi / 2) k_{\mathrm{F}} l_{\mathrm{p}} . \tag{3}
\end{equation*}
$$

which discriminates weak, $k_{\mathrm{F}} l_{\mathrm{p}} \geqslant 1$, and strong, $k_{\mathrm{F}} l_{\mathrm{p}} \approx 1$, localization regimes. Since $g=k_{\mathrm{F}} l_{\mathrm{p}}$ in the $2 D$ case, conductance is that measurable characteristic of the system which indicates the transition from one mode to another. It follows from Eq. (3) that $\xi \approx 1 / k_{\mathrm{F}}$ in the strong localization mode. In this case, the characteristic energy corresponding to the transition to the exponential temperature dependence for $g \leq 1$ is equal to $E_{\mathrm{c}} \approx$ $\hbar^{2} k_{\mathrm{F}}^{2} / m^{*} \approx E_{\mathrm{F}}=15-30 \mathrm{~K}$. It is reasonable to assume that $\xi \approx L$, where $L$ is the characteristic size of a billiard. Therefore, the characteristic energy is easily estimated as $E_{c} \approx E_{\mathrm{F}} / N$, where $N$ is the number of electrons in the billiard and is easily determined in terms of the known area of the billiard. For the square lattice with period $d=0.6$ and $0.7 \mu \mathrm{~m}, N=80-120$ and $110-160$, respectively. Therefore, the exponential temperature dependence of $g$ for the system in question must begin with temperatures $T<0.1 \mathrm{~K}$; i.e., the characteristic temperature must strongly decrease. This circumstance can explain, at least qualitatively, the absence of exponential localization in the system under investigation and is corroborated by the results obtained in [22], where short-period lattices ( $d=0.2$ and $0.3 \mu \mathrm{~m}$ ) were examined. The above argumentation is applicable if the phase-coherence time $\tau_{\varphi}$ exceeds the electron lifetime in the billiard $\tau_{\text {esc }}$ All the available experimental and theoretical estimates give $\tau_{\varphi}=10^{-10}-10^{-9} \mathrm{~s}$ for single billiards at $T<1 \mathrm{~K}$ [23]. Formula $\tau_{\text {esc }} \approx(S / W) v_{\mathrm{F}}[24](W$ is the width of the neck and $v_{F}$ is the Fermi velocity) yields $\tau_{\text {esc }} \approx 10^{-11} \mathrm{~s}$; i.e., the above condition is satisfied.

Thus, the conductance of the lattice of coupled electron billiards is not described by the standard 2D localization, and $g$ is not a qualitative characteristic of the system, in contrast to homogeneous 2D electron systems. The localization length and conductance of such a system is determined by the lattice period and classical percolation transport, respectively. Owing to both indicated features, the 2D lattice of Sinai billiards coupled through quantum dots can exhibit metallic and ballistic (commensurate magnetoresistance peaks and weak localization in chaotic trajectories, as well as Shubnikov-de Haas oscillations) properties even for $g \ll 1$. Their full description is an interesting problem for the theory of quantum interference effects in systems, where the disorder effect, along with the interference of chaotic electron trajectories, must be taken into account. In particular, only this theory will be capable of explaining extremely high negative magnetoresistance in the lattice. The results clearly demonstrate that conductance, even being macroscopically homogeneous, cannot be a universal characteristic of any 2D electron system. For this reason, scaling argumentation must be carefully applied to localization in actual 2D electron systems, where regions with a large number of electrons can be formed with high probability.
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[^4]:    ${ }^{1}$ In this paper, we use the values of all parameters for $\mathrm{GaAs} / \mathrm{AlGaAs}$-based $\mathrm{QW}, a_{B}=63.8 \AA$ and $\epsilon=12.86$.

[^5]:    ${ }^{2}$ Note that the calculation performed for a specific $D$ does not restrict the generality of the result. For any $D$ satisfying the condition $D \gg a_{B}$, the results will be similar to those reported here with the only difference that, as the layer separation increases, the 2D electron concentration at which the trion collapses also increases because of the decrease in the efficiency of the screening of this bound state by the electron gas (see, e.g., [19]).

[^6]:    ${ }^{3}$ Such a consideration is possible, because the higher states appear with the weighting factors satisfying the condition $W_{1 S, a} / \Delta E_{1 S, a} \gg W_{1 S, n} / \Delta E_{1 S, n}$ for $n \geq 3$ and, hence, introduce corrections of a higher order of smallness.
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