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Recent publications on the Monte-Carlo simulation of vortex systems in HTS are reviewed.
Dependences of the main parameters of the vortex &sateh as energy, heat capacity, thermal
motion, and structural order parameten extrinsic parametergemperature and magnetic

field) are described. The vortex glass phase, the influence of defects on phase diagrams, as well
as the main phase transitions in two- and three-dimensional vortex structures including

melting and D-3D transition are considered. @997 American Institute of Physics.
[S1063-777X97)00111-4

INTRODUCTION tion of a vortex lattice foH,, occurs through a continuous
second-order phase transitions. On the other hand, if was

The discovery of superconductors with a high superconfound that melting of a vortex lattice in the absence of pin-
ducting transition temperature stimulated interest towards thaing and in the presence of thermal fluctuations is a first-
nature of the mixed state in which a superconductor existsrder thermodynamic transitior.
with a nonuniform magnetic field in the bulk of the material. The existence of a layered structure in HTS materials

The H-T phase diagram of traditional low-temperature complicates the phase diagram still further. The melting of
superconductors contains a region of mixed Sthwunded the vortex lattice in layered materials occurs through two
by the temperature dependendes,(T) andH,(T) of the  independent stages: a transition of the vortex lattice to a flux
upper and lower critical fields. In high-temperature superdiquid (melting curveT,(H)) and the loss of coherence be-
conductors(HTS materialy the combination of high tem- tween layers within a vortex line, viz., the “decoupling”
peratures, small coherence length, and strong anisotropy iransition(the coherence loss curdg,(H)).*>~**Moreover,
the properties enhances the role of thermal fluctuations fos transition of a flux liquid to two-dimensional vortex “pan-
magnetic flux lines, leading to noticeable changes in the nacakes” (3D-2D transitiop can also be a second-order
ture and phase diagram of the mixed state. The most signiftransition!* The phase ratio can be different depending on
cant effect of inclusion of thermal fluctuations is manifestedthe residual or induced pinning. Residual pinning is the term
in the possibility of the vortex lattice melting and transition applied to natural defects in a superconductor formed during
to a flux liquid at temperatures much lower than the superits synthesis, while induced defects are those caused by ex-
conducting transition temperatuté The phase diagram ac- ternal action on the superconducttirradiation, pressure,
quires a region occupied by the flux liqiidhe presence of etc). The curves on the phase diagram bounding regions of a
defects in the material leads to vortex line pinning increasing/ortex lattice, vortex glass, and flux liquid as well as the
the number of possible vortex states. For example, disordecoherence loss curve might be displaced relative to one an-
ing of the vortex lattice leads to its transition to vortex other, coincide and even intersect.
glass>® It should be noted that fluctuations in traditional The structure of various vortex structures and the type of
superconductors are also being studied intensely by usinghase transitions between them have become the central
various approachgsee, for example, Refs. 9, 1@vhich are  problem in the physics of mixed state, attracting serious at-
based on the standard analysis of the Ginzburg-Landau fun¢ention of the scientists°
tional described by the order parametér An analysis of An experimental proof of the fact that vortex melting is
fluctuations(|¥|?) for magnetic fields close tél., and a  a first-order transition was obtained for the first time from
large Ginzburg number leads to points at which the value othe observation of a kink on the curve of resistive transition
{|¥|?) increases aT<T,, which can be attributed to melt- in a pure crystal of YBguO,; (YBCO) in a magnetic
ing of the Abrikosov lattic€:° In our opinion, the descrip- field.2°=2° In spite of clarity and definiteness of the experi-
tions of thermal fluctuations in the mixed state on the basisnents, their interpretation is doubtful since resistance is a
of the ensemble of vortex lines and with the help of orderdynamic characteristic of the material, and hence cannot be
parameter fluctuations form two different approaches to theised for determining the type of transitions between different
explanation of the same physical phenomenon, viz., disaghermodynamic phases. A true first-order phase transition
pearance of the long-range order in a superconducting sysaust have the following thermodynamic features: latent heat
tem in a magnetic field at a temperature lower than the suand a jump in specific volume or density, which was dem-
perconducting transition temperature. onstrated by Zeldoet al?® In their experiment, a series of

It was proved in Refs. 4—6 that flux liquid freezing and miniature Hall probes was used to carry out local measure-
transition to vortex glasé.e., to a disordered vortex lattice ments of magnetic induction in a pure,Bi,CaCyO, single
in defective superconducting crystals, as well as the formaerystal, and it was shown that a jump in the local vortex
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density(which is a thermodynamic parametés observed in In the case of a two-dimensional D3 problem, vortices
the range of low field$1 <380 G. This jump was interpreted are regarded as classical particles with a long-range interac-
by these authors as a proof of the fact that vortex latticdion on a planar mesh. For example, in Refs. 41-43, 45,
melting occurs as a first-order phase transition. Proceeding7—49, D vortex systems were simulated by using the fol-
from this assumption, the melting curve for the purelowing effective Hamiltonian:

Bi,Sr,CaCyO, single crystal was determined as well as the

critical point above which no jump in the vortex density is H==> (n—f )(n;—f V(X —X;), (1)
observed(on the field scale A similar critical point was 2 77

observed in experiments with YBC®.A possible reason where the sum is taken over a discrete mesh whossles
behind the emergence of the critical point on the melting.z, pe either empty (=0) or contain a vortex
curve of a vortex medium lies in the influence of residual , — 1141.43,45,48 ; — ;

disorder or pinning on vortex lines. As a result, translationalcnc')mgr)nb Iatticeog;:ég"%n:(\a/?ertfei);(]che phlczn?;lghn;?gdeefezfsiy
correlations in an Abrikosov vortex lattice are confined inyofined as

actual practice to a maximum size determined by the degree )
of disorder?’ f=(v3a§/2)(B/dy),

Subsequent publicatioffs*° confirmed the existence of whereB is the magnetic field®,=2.0679 10~ 15T-m? the

a magnetic mduct!on jump detected not only.|n Iocgzl, butmagnetic flux quantung, the triangular lattice constant, and
also in macroscopic measurements of magnetizafih: V(r) the two-dimensional lattice potentid2D potentia)
A thermodynamic proof of the existence of a flrst—orderWhich is the solution of the equation

phase transition was also obtained for %8850, single
crystal from equilibrium magnetization measurement¥. Ay yV(X)= =2y v
Moreover, it was proved in a recent communicatfothat with V(0) =08

the results_obtained_ from resistive_ anc_i magnetic measure- " \yhile modeling a layered superconductor, we consider a
ments carrl_ed Ol.Jt S|multa_1ne_0 usly 'n?BrzcaCLtOX single system of parallel plates pierced by vortex filaments. In each
qrystal are identical and indicate a first-order phase trans'f)lane, the problem is formulated in the same way as in the
tion. 7 . 2D case. For superconducting layers, we assume that within
However, Nelsorf; who did not deny the fact of mag- a vortex line vortex points interact only with two nearest

netic induction jump, doubted the conclusion concerning th%eighbors above and below the given point in the plane. In

vortex lattice melting. He believed that the jump is not 4Refs. 41, 43, a model system was simulated by using the
convincing proof of lattice melting since the observed j“mpfollowing potential:

lies in the reversible region of the magnetization curve. Be-

sides, the melting curve is separated from the irreversibility [rzztd 2241

line which is determined by the Bean-Livingston barrier Uo r —2|, re > 2rg,

rather than by depinning under the given conditions. Thus, Viz'z+1= z,zg+1 2 3)
Nelson stated that the magnetic induction jump indicates not Uo[ Ir 5 | _ 1}, |riz'”1|<2rg,

melting, but “decoupling”, which is also a first-order tran- arg

sition. where r?* t=r; =1, ,11; r4=E&an/\G; &ap is the coher-

A direct observation of vortex lattice melting was carried
out (without determining the phase-transition typeth the

help of a small-angle neutron scatteritfdt was shown that energy of interaction between the layersUs= (Toa/d)

diffraction peaks disappear at field values much lower thark[lﬂn()\ab/a)] wherea=12.3 A is the separation between

Heo(T). The results correspond to the Lindemann Criteriorlthe levels,d=2.7 A the thickness of the superconducting

of mDe_Ift]!_nglll_wth_the Ipa(rja_rnetdﬁ,_=:).1_5. f the ph di layer, \ 5, the magnetic field penetration depth in thé
imeulties involved in an analysis of In€ phase ¢ |agrgmp|ane' andr the coefficient of the interaction potential.
of a vortex structure based on the Lindemann/melting crite- Typical vortex systems under investigation normally

rion or some other physical approacheee, for example, consist of 100—1000 vortices. A further increase in the num-

Refs. 4, 37, 38 the lack of a consistent theory of melting, ber of vortices increases the computer time of the problem

and a large num.ber of EXtemal fa}ctors that mgst be taken ir?r\?/hich, however, is much shorted than in other methods, e.g.,
account necessitate the appllcgtlorlgf numerical methods iNp. molecular dynamics methgMDM ). On the other hand,
cluding the Monte Carlo techniqu: a decrease in the applied magnetic field reduced the number
of Abrikosov vortices in the system, and hence their density,
which complicates the application of the MC method in view
In most cases, the behavior of a lattice of Abrikosovof weak coupling between vortex points and dictates the em-
vortices in HTS materials is analyzed by using computemployment of other methods including the MDM.
simulation based on the Monte CafldC) method~>The Vortex systems are simulated on the basis of the MC
standard Metropolice algorithm is used in such cd8&he  method by using the two main approaches. In the first ap-
Ginzburg—Landau functional is normally treated as a Hamil{proach, the Abrikosov lattice is taken as the initial state of
tonian of interacting particleéuch an approach is substan- the system. Simulation is carried out at a fixed temperature
tiated, for example, in Ref. 53 and with a definite number of MC steffs?>>5! Another

ence length in the crystallographic plareb, and g
=1/2500(for Bi,SrL,CaCyO,(BSCCO). The dimensionless

1. SIMULATION OF A VORTEX LATTICE
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approach involves the simulation of cooling of a disordered
system of vortice4>°! Starting from a disordered system of
vortices, the temperature of the system is reduced after a
certain number of step&.g., ly 1 K after 15000 steps® 0.8
The results of such numerical experiments are used for de- &*°
termining the temperature at which the lattice is disordered. .- 0.4
A comparison of the results of the two approached can be W

used for refining the melting temperature. 0 L l.,‘A.. S

1.2}

It was found that thermalization of the system after a [orne ]lg?t?ctigg ] :‘_sotygpié
random distribution of vortices occurred after 5000—10000 _oal T " aut
41 51 N
MC steps. 0.002 0,004 0006 0,008 0,010 0012
T

2. PARAMETERS AND CHARACTERISTICS OF A VORTEX ) ) ) .
LATTICE. EXPERIMENT AND SIMULATION FIG. 1. Dependen_ces of reciprocal dielectric constant z}nd correlation pa-
rameter on normalized temperature for 1/49 andN=169:

2.1. Magnetic field distribution in a vortex, vortex structure,
and range of interaction of vortices

The solution of the boundary value problég) has the their melting temperatures also diffgr insignificantly. Be—.
form?348 sides, a mixture of such structures is always observed in
vortex system§®
7 <|ri,z_rj,z|)
Vij=ToKo T ) 4
ab
where To=®,dl2m\2 uo; mo=4m-10"7 V-s/Am; d
=2.7A is the superconducting layer thickness,
=2.067910 > T.m? the magnetic flux quantumy ,,(T)
=Nap(0)[1—(T/T-)"]" Y2, where we normally choose <

2.3. Structural factor. Order parameter

In order to analyze the melting of a two-dimensional
vortex lattice, the foIIowing quantity is usually calculat¥d:

> 2 e*) >> )

=3.3 (according to experimentsT, is the superconducting ==

transition temperature, aril;(x) a modified Bessel's func-
tion. where ¢;; is the angle between nearest neighbdssthe co-
Since the vortex interaction energy decreases rapidl@rdination number for théth vortex, andN the number of
with increasing distance, the effective vortex interaction ra-vortices in the system.
dius is introduced. It is usually assumed to be equal to 3-10 A similar orientational correlation parametésixfold
separations between modes in an equilibrium triangular |ator|entat|onal order correlatignwas also used by other
tice. On one hand, this allows one to obtain results in @uthors'® A sharp changédecreasgin ¢ indicates the vio-
reasonable time, and on the other hand, takes into accoul@tion of vortex lattice regularity and a transition to the flux

the interaction of vortices correctly. liquid state.
In addition, a structural factor of the foffh

2.2. Equilibrium state of a vortex lattice 1 1 ik(ri—r;)

= — = — ] . .
) ) ) S(k) N <nkn—k> N |2 € <nlnj>' (6)
Obviously, all model approaches must satisfy the main
test for a vortex lattice: the vortex system must form a reguis considered, where,=3n; exp(—ikr;).

lar triangular Abrikosov latticewith the lattice constant It follows from the def|n|t|on of the parameter; in (5)
20, and the structural factd@(k) in (6) that the factoiS(k) must
ap= @> , decrease strongly upon the violation of the long-range order,

while ¢ is also sensitive to the violation of the short-range
in a reasonable count time, viz., thermalization time. order. As the temperature increases, two melting phases can
It was noted in Refs. 44 and 51 that the time in which thebe distinguished?
system reaches equilibriufne., is transformed into a trian- (1) at first, S(k)—0, andgoeaﬁo
gular lattice depends on the number of introduced defects (2) then gg—0 atT="T,.
(pinning centersconfining the lattice and on their intensity. ®6
For example, in the case of a moderate pinning, thermal mo- Phasg1) (floating lattice is a homogeneous state of the
tion of vortices over distances a, (triangular lattice con- lattice with a short-range order. The melting temperafiuse
stanj is observed; this effect does not depend on the numbeés lower thanT.. Thus, the phase exists in the interdg),
of pinning centers. <T<T,.. This is the region in which vortices still exists in
A vortex system can also form a rectangular lattice. Inthe presence of pinning, but are completely disordered. In
should be noted, however, that the energies of rectanguldhis respect, such a phase state in unstable and is transformed
and triangular vortex lattices coincide for systems containingo the normal state in the absence of pinning, Te=T,, in
approximately 200 vortice®. It follows hence that since the a pure superconductor.
rectangular and triangular vortex lattices have close energies, Figure 1 shows theg(T) ande "1(T) dependencés is
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the permittivity which is calculated fror(k))*® for a sys-  the order ofa, irrespective of the number of defedigins).
tem withN=63 andf=1/49 at three different temperatures: In the case of strong pinningrry has a minimum foN;,
T=0.003(belowT? ; pinned lattice, T=0.0065(belowT,,; ~Nyol4 (Ngin is the number of defects ard,,,, the number
floating latticg, and T=0.0075(aboveT,,; liquid). of vortices and a maximum foN,;, in the region from
At low temperatures T<T,,) and in moderate fields N,,/2 to N,,. The decrease in the thermal mobility for
(B<Bjp), vortex “pancakes” can form a nearly perfect N,,=N,,/4 was explained by Yatest al. by approximate
Abrikosov lattice(¢g is close to unity, while aboveT,, the  coincidence of pinned positions with the vortex lattice. As

parameterpg is close to zerd® the number of pinning defects increases, the defects form
clusters trapping vortices at distances smaller than in an un-
2.4. Heat capacity of a vortex lattice pinned lattice. This is accompanied by the formation of

Heat capacity is another visual characteristic of theChanm_:‘IS on the potential energy surface of the ;szlstem,

o . . . . “through which unpinned vortices can diffuse. Yattsa
phase-transition point. The melting point of a vortex lattice . Lo .
drew the following conclusions: the defect concentration

must be characterized by singularities in the temperature d -pin~ Nyo4 stabilizes the lattice, foN,o4<Non< Ny the

pendenceC(T) of heat capacny_. The valuq of heat Capac.ltylattice is okey and diffusion is initiated, while foN,,,
can be calculated most conveniently by using the fluctuation- . ; .
the motion of vortices and the lattice structure are

dissipative theorefi <Nopin
suppressed.
C(T)=(1K5T)(E?)—(E)), (7)

whereT is the temperature in kelving the energy of the
system, andg the Boltzman’s constant.
The result of MC simulation of a2 vortex system in  3.1. Melting of vortex lattice ina 2 D system

L : 5
the absence of pinning in a field off > show that the heat Two-dimensional systems are being studied intensely in
capacity of the system has a peak which is the sharper, thge,, of the quasi-two-dimensional nature of layered super-
larger the number of vortices in the systdme modelled  ;onqyctors and weak interplanar interaction in them. For ex-

systems con.taining 108, 243, and 300 vort]qes ample, simulation of a R vortex lattice by the MC method
If we defineT,, as the temperature at whi@(T) has a ;a5 carried out in Refs. 44. 45 48—50.

peak, the valug oTn% (_:hanges insignifi_cantly with increasing A transition (lattice melting observed by Franz and
number of vortices? i.e., the system is large enough, and atgitef8 jn g 2D system was identified as a weak first-order
change in the number of vortex points does not affect thgansition. The system under investigation had two character-
quantities being measured. istic temperaturest, andT,,. The temperaturd};, was de-
termined from the temperature dependence of the dielectric

2.5. Mobility of vortices function, which vanishes af¥ . The temperaturd,,, was

In order to determine the possibility of melting of the determined from the vanishing of the orientational correla-
vortex lattice in a ® system, we can use the Lindemann tion function ¢¢(T). It was noted earlier in Sec. 2.3 that
criterion according to which the lattice melts when the stan-Ty,<Tn in the given system; fof <T(,, the lattice is pinned
dard deviationory (thermal motion becomes approxi- (pinned solid, for TR <T<T,, the lattice drifts (floating

mately equal to 1/10 of the distan@g in an equilibrium  solid), and forT>T, the lattice meltgisotropic fluid. The
vortex lattice?® change in free energiF increases linearly with the linear

The standard deviatiomr of vortices which is equal to ~ sizeL of the system, which leads to the _conclu§fblﬂnat the
the displacement of a vortex from its initial position, is de- System experiences a first-order transition.

3. PHASE DIAGRAMS (VORTEX LATTICE, “GLASS", FLUX
LIQUID; LOSS OF COHERENCE BETWEEN LAYERS

fined a® Yateset al** determined the melting poin.7 K) of a
N 112 2D vortex lattice from the peak on the lattice heat capacity
P 2 (rif —Tris) ®) and from the behavior of the correlation function as well as
™| is N ' thermal motion of vortices.

Lee and Teitef® who simulated a P lattice gas, estab-
lished that lattice melting is a first-order transition. Xing and
Tesanovic® studied a transition of a flux liquid to a flux

According to cglculauoné, the motion of vortices ar solid. A transition to the liquid state in the system at 18 K
<T(Ty=18.5K) is small, but aT ~ T, the deviationoy, was also observed by Yates al**

increases rapidly, i.e., the lattice melts. Thermal motion is

also intensified upon an increase in the number of vortices in _

the system al ~T,, (in the fieldH=1T) and remains vir- 2 Melting and vortex glass phase

tually unchanged at a lower temperature. Melting in a 3D system of vortices was investigated in
It would be interesting to trace the effect of pinning on Refs. 41-43, 54, 55. Figure #a&hows the phase diagram of

the motion of vortices. For example, it was found that thea system of 64 vortex lines simulated by the MC method in

behavior of a vortex lattice with a moderate and strong pinthe range of magnetic field 12.5€8B=<50 T. Figure 2b il-

ning is different** In the case of a moderate pinning, Yates lustrates the case of very low densiti@$ lines. Parameters

et al** proved that the density of pinning centers affects thefor the MC simulation were taken for Er,CaCyQg. Two

thermal motion insignificantly so that the value®fy, is of = phase-transition curves were obtained. Curiiagere deter-

wherer is the initial position of the vortexr;; its final
position, andN the number of vortices in the system.
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500 different cases(a) T=10K, B=45mT, ¥z=1 (3D line
T a T vortex phasg (b) T=80K, B=45mT, ¥4=0 (liquid
g0t phasg, and(c) T=5K, B=90 mT (a system without corre-
lation between layers, but with an Abrikosov lattice in the
planes corresponding to theéD2phasé. The results are in
o 601 good agreement with the experimental data for BSCCO
=~ samples.
} 40t Sasik and Strous” also studied the melting transition
] and theT,,(H) dependence. They used the MC method for
k>1 (k is the Ginzburg-Landau parametefor k=52 and
20r T0=93 K, the compound YBaCuO was simulated. The
number of vortices was 100, the number of layers was 10,
0 8.0 and H=50 kOe. A detailed comparison with experimental

data revealed a satisfactory agreement with the results of
simulation. The transition was determined from the param-
eter S(q). The vortex solid state was obtained at
=82.8K and the vortex liquid state d&t=83.0K, i.e., a
2,0r b transition occurring aff,,=83 K andH =50 kOe is a first-
order transition.
15k The Abrikosov theory predicts a second-order transition
’ for a homogeneous type Il superconductor in a magnetic
N field. Herbut and Tesanovit noted that strong fluctuations
@ 4ot 2 1 in type Il superconductors can change the order of the tran-
sitions and established that the melting of a vortex lattice in
a strong type Il superconductok® 1) in a magnetic field is

0.5 a first-order transition. The values of the constants were
taken for YBaCuO. The range or experimental fields was
M 0.1-10T. The results obtained in Ref. 55 confirmed that the
0 20 40 60 liquid-solid transition of a vortex lattice in a type Il homo-
T.K geneous superconductor is a first-order transition.

The transition curve for melting on the phase diagram
can be displaced when point of columnar defects are intro-
duced in the system in view of pinning of vortex “pan-
cakes” or entire vortex lines on them, which results in the

mined from the disappearance of translational order in théormation of the vortex glass phase. Tauber and Néfson
planeS(q= G,), which is a Fourier transform of the density- analyzed the effect of interaction and pinning energy in the
density correlation function at the boundary of the Brillouin VOrtéx glass phase by the MC method and considered low-
zone. This dependence has sharp peaks in the solid pha§g[np¢rature excitations of vortlcgs “frozen” at columnar de-
which reflect the existence of a long-range order in the sysf€Cts in superconductors taking into account the long-range
tem. On the contrary, the structural factor in the liquid phasdnteraction between vortices.
has no peaks and attains saturatiahthe temperatur@,,).
Curves2 were obtained from a similar analysis of the hexac-
tic order parametepg. Melting occurs in two stages in the
same way as in the case of @ 2system. The asymptotic Vortex lines in a layered material are formed by indi-
form of such a curve at high temperatures is tie linit. In vidual “pancakes”, the interaction between “pancakes”
the low-field mode, the interplanar interaction is relatively along parallel layers being relatively wegkAccidental dis-
strong (stronger than correlations in the planés a result, placement of these “pancakes” can suppress coherence be-
the system contains straight vortex lines which form a “frag-tween the layers. Thermal fluctuations of “pancakes” can
ile” lattice. In the case of a low density of vortices, the also be responsible for this effect at temperatures much
authors of Ref. 41 observed the vortex line reconnection eflower than the melting temperature of the vortex lattice. This
fect: in the model of coupled planes, vortices can switch thesiolation of coherence can be described on the basis of an
bonds. tending to a lower energy of the system. exponentially strong temperature dependence of critical cur-
Schneideret al*® calculated the hexactic order param- rent in thec direction (across the layeysAt low tempera-
eter ¥, and the standard deviation of a vortex “pancake” tures, vortex “pancakes” in different layers are aligned in
from the average position in order to observe melting of thahe absence of disorder, and the coherence between the lay-
vortex lattice. For a system ofX88X 16 vortices, the melt- ers is restored. Heterogeneities of the material create a ran-
ing point of the vortex lattice in the field=45mT was dom potential which controls displacements of “pancakes”
defined asT,,=60 K (the experimental value i§,=57 K). even atT=0, and these displacements caused by disorder
The magnetic field distribution was also calculated for threealso suppress the phase coherence between the layers. Ko-

FIG. 2. B—T phase diagram for 12.5€B=<50 T.5! Dashed curve corre-
sponds to the results of calculatiofe. Low-density modgb).

3.3. 2D-3D Transition
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shelevet al>® analyzed the effect of relatively weak pinning
on Josephson junctions between layers and on random mo-
tion of vortex lines.
The importance of pinning for interlayer coupling in lay-
ered HTS materials was also presumed in some experimental
works 2761 0.2
Benkraouda and Clethanalyzed the stability of a vor- 0
tex line as a pile of vortex “pancakes” to transverse dis-
placements.
In the MC simulation of a B system of vortex lines, the
following states of the system can be singled*btt the 3D 10
phase, the liquid phase, and thB Dhase. In addition. Ruy 0
et al*! investigated the effect of reconnection of couplings
between vortices in different planes, which was mentioned iff'G: 3 Vortex line distribution in a triangular lattice fd8=100mT,
Sec. 3.2. An analvsi ied tin by D al s’ =5K; the number of pinning centefs,;,=10 for U=—0.005 eV.
ysis carried out in by Daemeual.
proved that the P-3D transition is of the second order.

400

0

300
200

WOOOOOOXXX,

100

et al%® analyzed the situation when point defects generate a
random potential acting on each vortex, which destroys vor-
It was noted by Yatest al** that the introduction of tex lines.
defects into a system affects the vortex mobility in the plane.  Machida and Kaburakt studied the pinning of vortices
It was observed that defects with a weak to moderate pinningt columnar and point defects as well as the dynamics of
force weakly affect the melting in the system. In the case oftepwise vortices.
strong pinning, the vortex structure is stabilized even by a  Tauber and Nelsch studied the behavior of a vortex
small number of pinning centers approximately equal tosystem in the “vortex glass” phase. They analyzed the situ-
Npin<Nyo/4. Yateset al** state that an increase in the num- ation when each vortex line is connected to one of the de-
ber of defects td\,,,/2 initiates diffusion of vortices in the fects, while some defects remain vacant. This phase is asso-
system. ciated with the phase of Bose glass known from simulation
Rudnevet al®® used the MC method to analyze the be- of Bose systems with defectd.Tauber and Nelsoh also
havior of a D vortex system with defects. Vortices were studied the case when a vortex is pinned to two nearest co-
regarded as zero-mass classical particles with a long-randemnar defects. The description of such a system at a low
repulsion. Pinning was presented by a finite number of rantemperaturé can be reduced to a quantum lattice Bose gas
domly distributed potential wells with a short-range attrac-with the so-called hard-core statistics: bosons at different
tion. They analyzed the behavior of systems with 100—225%ites are characterized by a symmetric function, while those
vortex points distributed over a square mesh of size 45@t the same site obey the Pauli principle, i.e., obey the fer-
% 390 or over a triangular mesh of size 32820 cells. Pe- mion statistic$? In this case, the phase transition from the
riodic boundary conditions were used. Simulation parameterpinned lattice to a mobile lattice is equivalent to the well-
were typical of layered HTS materials. In order to observeknown transition from a Mott insulator to superfluidity for a
vortex lattice melting, the hexactic order parame®grwas  Bose gas’
calculated. It was found that the value %f is close to unity
in the case of an almost perfect Abnkosov_lattlce_ and I8~ ONCLUSIONS
equal to zero at temperatures above the melting point of the
vortex lattice. It was also found that pinning shifts the melt-  The variety of phase diagrams for the vortex state of
ing point and modifies the phase diagram Figure 3 shows BTS materials, the complexity of layered strongly correlated
typical structure of a vortex lattice at a low temperature afterstructures under investigation, and the lack of rigorous ana-
4.10" MC steps. The series of Figs. 4a—c illustrates the vorlytic approaches necessitate intense studies of phase transi-
tex lattice dynamics at various temperatures. Dark spots irtions in a vortex lattice by using effective humerical meth-
dicate regions near pinning centers, in which vortex “pan-ods. The results of humerical simulation by using the Monte
cakes” are unstable. Clear-cut spots correspond td&arlo method presented in this review make it possible to
“pancakes” located at large distances from pinning centersdescribe satisfactorily the available experimental facts in
It can be seen that the vortex lattice is destroyed at higlsome cases and to obtain the phase diagrams as well as im-
temperatures, and vortices do not experience the action gfortant parameters of the systémcluding their numerical
pinning forces. Figure 5 shows the temperature dependencealue.
of Sz at various numbers of pinning centers. In addition, it In conclusion, it would be appropriate to outline a num-
should be noted that the transitiGmelting) temperature de- ber of problems which can be proposed as topics for further
creases upon an increase in the concentration of pinning cemvestigations in the field of modeling of the vortex lattice of
ters, which corresponds to a shift of the phase boundary oHITS materials and for experimental investigation of the
the B—T diagram. mixed state. For example, it would be important to carry out
In a perfect layered superconductor at a low temperaturegxperiments demonstrating the changes in the melting curve
vortex “pancakes” in different layers are aligned. Koshelevand the position of the critical point induced by disorder. It is

4. INFLUENCE OF DEFECTS ON VORTEX LATTICE
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' . “‘ FIG. 5. Hexactic paramete®g as a function of temperature for a square
» . . ' . . l mesh after 310 MC steps forB=45 mT and various number of pinning
. . * ' centers Ny, 0(@®), 25(+), and 100 (OJ). The pinning potential
® e & U=—-0.1eV.

. . T . e b interesting to calculate phase diagrams of the vortex state for
ot tom,. .o & 1 various extent of disorder, to determine the state of the sys-
R T S e Y tem above the melting point of the vortex lattice, to investi-
,.‘ ® * gate the region of low fields and temperatures, in which the
" ‘. .: L vortex lattice can also experience melting, and finally, it
3 f * * would be important to carry out exact calculation of current-
5. o oo . . voltage characteristidsee recent publications devoted to an
; # : . % P . analysis of current-voltage characteristics of a vortex system
T Gy with defect3®®® reflecting the dynamics of the vortex state
"p . Yo L. i in the regions of the phase diagram corresponding to the
W ‘ ) L state of vortex crystal, glass, and flux liquid.
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QUANTUM LIQUIDS AND QUANTUM CRYSTALS

On critical rates of vortex formation in rotating helium
T. I. Zueva

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of the Ukraine, 310164 Kharkov, Ukraine

(Submitted April 8, 1997; revised June 23, 1997

Fiz. Nizk. Temp.23, 1162—1171(November 199y

The vortex flow of a superfluid liquid between concentric cylinders rotating with the same
angular velocity is studied. A general expression is obtained for the free energy of a liquid with
vortices ofarbitrary intensity. The possibility of emergence of vortices whose vorticity is
opposite in sign to the angular velocityegative vorticesis studied. It is shown that the formation

of negative vortices in a liquid corresponds to larger values of free energy than for positive
vortices. The friction force exerted by the normal component on a vortex dislodged from
equilibrium position is derived, and the energy barrier overcome by a vortex in crossing

from one wall to another is calculated. It is shown that in view of the presence of the energy
barrier, the probability of vortex formation is significant only for angular velocities

considerably exceeding the theoretical angular velocity. Parametric equations are obtained for the
envelope of a family of lines expressing the free energy as a function of the angular

velocity of a rotating vessel with different numbers of vortices. An approximate relation between
the angular velocity of a rotating vessel and the number of vortices formed at this angular
velocity is obtained. ©1997 American Institute of Physid$$1063-777X97)00211-9

In most works devoted to investigation of vortex statesvortex is formed at thénner wall, its detachment from the
in rotating superfluid helium, it is assumetcitly or other-  wall must lead to a circulation around the inner cylinder that
wise) that vortices formed at a certain rotational velocity is opposite to the vortetso that the total circulation around
have vorticity of the same sign as the angular velocity of theany liquid contour is conserveédHowever, if the vortex is
rotating vessel. This means that the circulation around théetached from theuter wall, absorption by its image at the
vortex defined in an appropriate manrieee, for example, inner wall leads to a circulationf the same signas the

Ref. 1) vortex “descending” to the inner cylinder. This means that
circulation may have the same direction as the angular ve-
i; Ve-dl=2my (1) locity of the rotating vessel upon a detachment of a negative
vortex (according to the definitior{l) of the vortex sigh

is positive if the vessel rotates in Counterdockwisefrom the inner Wa”, or of a pOSitive vortex from the outer

direction? If the motion is considered in a doubly connectedWwall.

region(ring), the vortex motion in the liquid itself is supple- Thus, it can be assumed that intensity vortices can have
mented by dquantized circulation around the inner cylinder @ sign opposite to that of the angular velocity. We shall pro-
which neutralizes the difference between the linear velocitie§eed from this assumption to construct a refined theory of
at the outer and inner walls for low rotational velocitfes. Vortex motion of a superfluid liquid in rings of any size.

This circulation has the same sign as the angular velocity,

which means that we can write the following expression for

a vessel rotating in the counterclockwise direction:

FREE ENERGY AND EQUILIBRIUM CONDITIONS
jg Vs-dl=2myL>0.
R While solving the two-dimensional problem for the flow
Here,r =R, is the inner radius of the ring under consid- function of an ideal liquid in a ringwe obtained expressions
eration, R, its outer radius R;<r<R;), L the number of for the flow function (r,#) and the complex-conjugate
circulation quanta measured in units af2 velocity v(z) of an ideal liquid containingN vortices of
According to Kelvin's theorem on conservation of circu- arbitrary intensity v,, located at arbitrary points z,
lation (see Ref. 4 circulation around the inner cylinder can- =r, exp(6,). All vortices are assumed to be infinitely long
not commence on its own. If the circulation around the inneffilaments stretched along the rotational axis of the ring. We
cylinder was equal to zero at the initial instant, then accordshall rewrite these expressions after eliminating the compo-
ing to the ideal liquid model which we are following here, it nents associated with the circulation around the inner cylin-
cannot change simply as a result of the formation wbgiex  der (since no constraints are imposagriori on the sign of
near a wall followed by its annihilation at another wall. If the the vortex, and the existence of circulation is not presymed
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Here, z=r exp(d) is a complex variable in the ring,
(r, ) are polar coordinates of a point,and{ are the Weier-
strass sigma- and zeta-functions with half-periegs= ,

w2=1 IN(Ro/Ry); 7= {(w1); Zk=Ry exp(éy).

In deriving the expressions for the free energy, we re

placed the assumption concerning the existendé wbrtices

of arbitrary intensity by the assumption that all vortices have®

the sameintensity y whose sign coincides with that of the ! .
However. one Carpresented in the form of @ equations

angular velocity of the rotating vessel.

easily obtain ageneral expression for the free energy of a

superfluid liquid in a ring containingl vortex lines of arbi-
trary (both in magnitude and sigintensity y, (the presence
of circulation is not assuméd

It was shown by us earliéthat

1 SO .
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The values of flow functiongs, and ¢, at the inner ¢
=R,;) and outer {=R,) boundaries of the ring were ob-
tained while deriving the expression for the flow function:

N R

2

Y1=0, =2, 7 In—.
=1 ri

The values of the flow functiong; at the vortex surfaces
(which are assumed to be cylinders of rada)scan be ob-
tained from the general expressi®) for the flow function
by putting z=z;=r; exp(#) in all terms but one in which
ali In(z/z)] has a singularity fok=j. In this term, we
assume thaz=z;+a expl¢), where ¢ is the angle mea-
sured from the vortex center. In this case, we obtdm
within terms of the order oé/r)

N
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The expression for the free energy assumes the form

Ny a o R,R
i 12
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This is just the general expression for the free energy of
a superfluid in rings rotating with an angular velocityand
ontainingN vortices of arbitrary intensityy, .

The equilibrium condition for a vortex system can be

oF
a6;

&F_

a—ri—O; =0,

i=1,2,...N.

It is not difficult to write these equations, but we shall
require in future only equations corresponding to vortices
with positive and negative unit intensity. Hence we shall
write only these equations.

Note that all terms in the expressiéf) for free energy
except one contain thproduct of intensitiesy;y, (or 'yjz).
The only exception is the termy(R5—r?) which contains
the factory; to the first powefor outside the brackets, which
leaves a term of the type«{ y)(R5—r?), as in the case of a
system of one-quantum positive vorti¢ésThus, a reversal
of the sign of intensity of one or more vortices reverses the
sign of only a few cross-multiplication terntfor k#j) and
of the term proportional ta for N>1, or only of the last
term if N=1 or all vortices have the same sign.

We shall consider the last case only, and endeavor to
determine the sign of vortices emerging for low angular ve-
locities of a rotating vessel as well as the reason behind it.

Let us assume that a ring is filled with superfluid helium
rotating at such a low angular velocitythat no vortices are
formed in the liquid, and hence

vs=0.

A vortex appears in the liquid for a certain angular ve-
locity w=w.. We shall show that this vortex, which
emerges near a wall, imstableirrespective of its sign and is
annihilated by its image relative to the other wall, resulting
in a circulation around the inner cylinder.

FORMATION OF ARBITRARY-SIGN VORTEX

The free energy of a superfluid liquid in a ring contain-
ing a vortex of intensity- y at the pointz;=r, can be writ-
ten in the form

T. I. Zueva 872
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; Vo 2 Ry R/ o
[} t
-4 - : : rl w 2
X|1—=In=—|——r5=0.
! ! | . ! 1=Ing =5 =0 ®
0 F*1 0.4 1.2 R2 2 Let us determine c@/y)ri from the equilibrium condi-
fy,cm tion (6) and substitute it int@8):
FIG. 1. Dependence of velocity of the superfluid; and normal ¢,) —Re {' 2i In r_l + 1_ 2 r2>0 (9)
components on the vortex position. The figures correspond t&; 1 w, Y 1 '

=0.1cm andR,=1.5cm. . L
2 We now calculate the first two terms, taking into account

the expression fot-functiong and substituting the values of
half-periodsw, =7 and w,=i IN(R,/R,), as well as the de-
nominatorqg=R; /R,:

1 a rq r 7 1
F_i=m 2——In—+ReIna<2i In—) oin -] = L=
1=TPsY 3 r R, Re 7| 2i In R;) w; 4sintf(Inr,/R;)
27 r o * 2n
+—1In? =+ — Rz—rz)]. (5) 9 1
o "Ry (Ry—r1 +2n§=:l =g cosh 4 In Ry
This expression differs from the corresponding expres- [ Rirg 2 Zi g%
sion for a vortex with positive intensity y only in the sign N rlz_Ril + = 1_q7n n
of the last term. It turns out, however, that it is this term that
plays a decisive role in studying the behavior of a vortex 15
system. In order to prove this, let us turn to the detailed xcosh 2 In Rl>0'
analysis of the system with orositive vortex, which was Thus, inequality (9) is never satisfied: a negative-

carried out by us earliéms a first step towards the study of intensity vortex isunstable (like any number of negative

a multivortex system, but was not presented there since Wgyices, since the computations remain valid for an arbitrary
considered a more general problem about the formation of g& it \ve take forq the quantityg= (R, /R,)"). Thus we have

whole ring of vortices. _ _ to make the following choice: both negative and positive
_ The equilibrium condition for a vortex of arbitrary inten- g tices are unstable for low angular velocities of a rotating
sity assumes the form vessel; so which ones should be given preference and why?

In the previous analysis, we stated that, if there is no stable
) solution of the equation fodF/dr,, the emergence of cir-
; 1. (6 culation around the inner cylinder is assumed to be advanta-
geous from the energy point of view. We shall study the

The upper sign corresponds to a positive vortex and th&stification for such a statement. _
lower one to a negative vortex. We shall consider in detail L€t US consider expressiab) for free energy. Since the

the curves describing the functions on the left- and right-S€¢0nd variation of free energy is negative for any sign of

hand sides of Eq(6) (having premultiplied the equation by VOrtices, the root is a maximum. At the right efibr r,
r,#0 for convenience(Fig. 1). =R,), the values of the flow functioR, corresponding to a

It can easily be seen that for>0, Eq.(6) has only one positive vortex and of the flow functioR _; corresponding

root for any fixed value of the angular velociyThis rootis O @ hegative vortex coincidFig. 2). At the left end (for
close to the valu®, and, as was shown earlier, unstable. For'1=R1), the difference between the free energfes and
y<0, Eq.(6) cannot have more than one root which is al-F -1 ¢an be presented in the form

ways close tdR,, i.e., the equilibrium position of the vortex )
is closer to theinner wall of the ring. We shall find out Fo1i=Fi=mpsy
whether this equilibrium is stable. For this purpose, we cal-
culate the second variation of the free ene(gy

~Tint==

27 rN
wif; Ry

1+1| 2'Irl
z—uamglnR—l

2w
— RZ—RZ} 10
5 (Rz—R1) (10

The absolute values of these quantities can be obtained
by calculating the limiting values of; and F_; for
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this purpose, we use the expression for the friction force

F lf”"‘“‘~-\\ exerted on a vortex by the normal component and reverting
J TSCF (-1 to the equilibrium position if equilibrium is stable or drawing
\\ v it from the equilibrium position in the opposite case. The
. equation of motion for théth vortex filament displaced from
N equilibrium has the form
F(1) \

dér;
Y| (Vn— Vse) X— dt §3Ps(Vse Vn) ez

Here, or; is the deviation of the vortex filament from the
equilibrium position,{3 the bulk viscosity v ¢ the velocity
generated in the vortex core by all the remaining vortices and

R1 ry R2 images(i.e., the velocity of the vortex itsglfande, the unit
vector of the axis perpendicular to the plane of the iroy
FIG. 2. Qualitative dependence of the free energy on the vortex position tational axig. Calculating these expressions in cylindrical
for a positive £(1)) andnegative £(—1)) vortex. coordinates, we obtain a scalar equaticadial component
for one vortex filament:

ri— Ry, by puttingr;=R,—¢& orr;=R;+& and expanding d(5ry) Laps y
the sigma-functions in the small parameterThese limits =-— ofj— =—— — Im §<2| In —)
. dt Y 2rl 1
are defined as
1 2 2yn, M1
Fl‘rlleJrs%ﬂ-pS/y §+In§ ’ mr; o Ry
1 2¢e R, o ilibri itior . =T, ight- idei
Fy ~pey? = +1n 2 +n R (R2—R?) In the equilibrium positiom,=r, the rlgh_t hand S|de_|s
r1=Ry=e 2 a R, vy equal to zero. For;=r+ dr,, we can obtain an equation

(1)  for ér, by expanding all terms in the small parameter

At the right endF_,=F,, while at the left end the sign '1/T1:
of the last term is reversed. Aj=R,, we find thatF =0 if

we put e=a/2 and disregard the term 1/2. However, it d(or,) w 1 T
should be recalled that the accuracy of the obtained formulas  ~— gt ~ 3Ps y 2~ ?_i ( Im 5( 2i In R_1>
(disregarding deviations of the vortex core shape from cylin- _
drical) deteriorates sharply near the walls. Hence these val- —2Res'| 2 In f_1))
ues of free energy can hardly be called limiting values. How- R
ever, for the same assumptions concerninge obtain from 27
formula (11
( ) + 7T_I'2 |n } 5r1

Fi=mpsy?{In %— i (R%— Ri) .
1y It can be seen easily that the brackets contain just the
This is just the expression for free energy of a liquid in second variation of the free ener¢g) (except for a dimen-
the presence of a circulation quantisee Ref. 7 or formula sional factoy. It was shown earlier that this quantity is al-
(12) below). Thus, as a vortex descends to the inner cylinderways negative for both positive and negative vortices. Hence
the free energy is transformdwith a slight erroy into the  vortices displaced from the equilibrium always move away
free energy of a superfluid liquid without vortices but with a from this position.

circulation. A positive vortex detached from the outer wall and
The free energy curves are presented schematically iorossing the energy barrier approaches the inner wall and
Fig. 2. merges with its image, while a negative vortex detached

The real values of the maximum energy are of the ordefrom the inner wall drifts towards the outer wall. According
of ¥~ 10 8 (a more detailed estimate of this maximum will to formula(10), however, the free enerdy, for r;=R; is
be obtained beloy If for some reasonghydrodynamic in- lower than the free enerdy_, for r;=R,. This means that
stability, thermal fluctuations, mechanical vibrations,)éta. the detachment of a positive vortex from the outer wall is
vortex is detached from the wall and falls into unstable equi-energetically more advantageous than the emergence of a
librium, its deviation from this position leads to the emer- negative vortex at the inner wall. Such a detachment leads to
gence of a force that draws the vortex from the equilibriumthe emergence of a circulation around the inner cylinder with
position. the same sign as the angular velocity of the rotating vessel.
We shall show that the magnitude of this force is pro-Thus, all previous arguments remain valgbe Ref. ¥, and
portional to the second variation of the free ene(@y For  we can write for free energy the expression obtained above:
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formula (5)]. Of course, this obstacle can be overcome in
numerical computations, but it is not possible to obtain exact
analytic expressions in the general case.

In some limiting cases, however, we can obtain approxi-
mate expressions far; and free energy, which are more
graphic and can provide valuable information.

In particular, for rings with a small inner radigse shall
call them “broad”), we obtain the following approximate
expression for the most complex term in the free energy:

. -100

2 r
+ 2 2L
w7 R

-200

S=Re Ino| 2i In
=Re Ina| 2i In R,

Calculations show that the first vortex in such rings ap-
pears near the outer wdlthis is true for rings withR; /R,
<0.05. In this case, the quantily=R,—r, i small, and we
can introduce a small paramete=\/R,. Expanding all
expressions appearing $and free energy in this small pa-
rameter, we obtain

-300

FIG. 3. Dimensionless free enerdyF/(my?ps) as a function ofw/y for

various values ofL and N for a ring with dimensionsR;=0.1 cm and 2w, ( rl) 2q1/4
R,=1.5cm. S=In—F=+In6.|i In=—||=I"——=
3 cm 76;(0) 1 R, 61(0)
N R +In ri_Rg—qz RS q° R H
' 1Y
2 1/4
R, a ry ~In ’q +1In 2e+In(1—30g2+50%+...).
+2LNIn—-NIn—+NRelno| 2i In = 61(0)
s ry R2
Taking into account the expansion 6{(0) in q,% we
2nN (M) o 2.2 can presens in the form
w—ln R_ ——N(Rz—rl) . (12)
1 2 Y

. S=In2¢+0(e).
However, the flow pattern is reversed completely for the e+0(e)

vessel rotated in the opposite direction. In this caseThis gives
negative-intensity vortices are formed, and the velocity cir-
culation around the inner cylinder is also negative. This be-
comes obvious from the expression for free energy in which
the last term(which plays a leading role in this analykis
depends on the rati@/y. The total “energy spectrum” cor- For “narrow rings” (2d=R,—R;<R;), the denomina-
responding to negative and positive rotational velocities hatof d is not small. However, we can use the homogeneity
the form shown in Fig. 3. It can be seen that rotation of acondition for o-functions (“halfperiod reversal”, which
vessel filled with superfluid helium always leads to the emerWas carried out while studying narrow rings in Ref. 7
gence of vortices having the same directi@ign as the
angular velocity of the rotating vessel.

2R,e\e w
2 (—;Rgzs . (13)

Fi=~my?ps)In

o(izliwy,iwy)=i0(Zlwy,w,).

For such a substitution, the denominator

T
VELOCITY _—
IN(R,/Ry)

ENERGY BARRIER AS A FUNCTION OF ANGULAR i 7w 2
q=ex;< ) =exp( )

w1
It was shown above that detachment of a positive vortex . L )
from the outer wall decreases the free energy. However, it Small even for quite broad” ringsfor example, its value
order to appear in the vicinity of the inner wall, the vortex IS Of the order of 10 for the ratioR,/R,=5). In this case,
must overcome an energy barrier whose height is equal tH'€ Series used for expressing tidunction will converge
the free energy at the maximum. To calculate this value, w&0 rapidly that one can confine to just the first term in the
must know the equilibrium position; of the vortex(i.e., the ~ €xpansion. Computmg this series, we obtain the following
solution of Eq.(6)] and the angular velocity corresponding to @PProximate expression for free energy:
the emergence of the vortex. The problem is complicated by o \/E In2(r, /R,)
the fact that the root; of Eq. (6) cannot be expressed ana- Fl%ﬂy’zps[ In /= 4 12
lytically in terms of the parametef®; andR, of the ring, but a In(R2/Ry)
is the solution of a complex equation containing infinite se- 7In(r,/Ry)| o2
iNn———————— (R5—r9)){.

s |n(R2/R1) Y ( 2 l)
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This expression is valid for all rings with a quﬁ Hence  TABLE I. Angular velocities corresponding to the emergence of the first
we can easily calculate/y for which F, vanishes. el

Computer calculations show that in any case, the root i§21 om wg, s 1 . st
larger tharR= (R, + R,)/2. This means that, as in the case of — : —
broad ringsy;=R,—\. For narrow rings, the value of is i-;o j-ﬁofs 4.7 1073
close tod. Hence the ratice=\/R, is also small, and all 1'38 4'118,5 gg 18,3
q_uantities can be expanded in the small parameteFhis ;35 3.910°5 1.3.10°2
gives 1.40 3.810°° 1.9-10°2

1.45 3.610°° 3.810°?
Cowmin(ri/Ry)  wIn(l—¢e) | w €
sin IN(R,/Ry) ~Ssin In(1—2¢) ~Ssin 2 1- 2 Note. The outer radiuR,=1.5 cm.
. m2el2
- 16

Since F;~10 " erg, P= exp(-10"°% at T=1K,

In this case, the free energy assumes the form which is several orders of magnitude smaller than the second
factor in the expression foP (the vortex radius is of the
order of 10~8 cm). Thus, the probability of formation of a
vortex for w= wy is practically equal to zero. In actual prac-

. tice, circulation around the inner cylinder appears at veloci-
In general, we can disregard terms of the orde,aind  ties much higher tham,.

2R2\/E 3 w 2
—se— —R32¢.
a 2 0%

Flwﬂ'ysz In

present the energy barrier through a very simple relation With increasing angular velocity, the barrier heighi
decreases. But since the contribution from the second term
Fi~my?psl In - R%Zs (14)  Wwhich is proportional tow is not as large as from the first
a Y term, F, becomes equal to zero for angular velocities much

Thus, the main contribution to free energy for both nar-Nigher thanwe. The real angular velocities at which the
row and broad rings comes from the logarithm of the rela-firSt vortex appears must exceed the theoretical valyi®y
tively large quantity R,/e/a (the small factor is added to & factor of about 10@see Table I Although the absolute
the numerator for broad ringsDue to the presence of the vglue of the angular velocity still remains .qur[e small, this
small quantitya in the denominator, this logarithm is of the difference can be probably detected experimentally.
order of 20, and hence the energy barrier is found to be of the
order of 210 7 erg in dimensional unitsit is found that
this barrier is practically independent of the inner radius for aReLATION BETWEEN ANGULAR VELOCITY AND NUMBER

fixed outer radius OF VORTICES
From formulag(13) and(14), we can easily calculate the ) ) ) o
angular velocity for which the energy barrier vanishes: The family of straight lines presented in Fig. 3 generally
depends on three parameters, viz., L, andN. However,
o 1 2R2\/E for a quite large number of vortices, the equilibrium position
;: 2¢ In a of the vortex chain lies practically at the middle of the gap

for rings of all sizes, i.e.,
(for broad rings, we must add to the numerator of the

logarithm). ri=(R,+Ryp)/2,

Although we must assume in a rigorous analysis that the
root of Eq. (6) depends onw (it approaches the outer wall While the angular velocity of the rotating vessel is connected
with increasingw), even a qualitative analysis shows that theWith the number of vortices and the number of circulation
angular velocity at which the energy barrier vanishes is muci§luanta through a similar relatin
higher than the theoretical velocity, at which the emer-
gence of the firs{unstable vortex becomes advantageous « P2=| + E (15)
from the energy point of view. This means that the probabil- V¥ ! 2’
ity of emergence of a vortex fap= wg is low. , . i ,

This probability can be estimated by calculating theWh'Ie deriving the above relation, we have disregarded the
quantity terms

P= i
~N T
Here F is the height of the energy barrier being over- We can estimate the number of vorticEsfor which
come, andT the temperaturé The exponential factor is these terms are several orders of magnitude smaller than the
determined by the frequency of collisions with the potentialremaining terms I{ + N/2). For a fixed radius of the outer

barrier, for which we can take the ratio of the circumferencecylinder R,=1.5 cm, the discarded terms are of the order of
of the circle containing the vortex to the vortex radius. 103 for the following pairs of values oR; andN:

2N
27Tr1

a

N

2N ry
Ry

Ry
[
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R, cm 0.1 0.3 0.5 1.0 1.2 treated as a functiom/y, i.e., we should takes/y for the
N =8 =10 =12 =28 =50.  argumentx, andFy, for y. In order to obtain an equation

For large values oR;, the number of circulation quanta for the envelope, we differentiatél?) with respect to the

L around the inner cylinder becomes very large, and hencgarameten.

the real values o for which formula(15) is valid are much w[R? R r2 N R, aN

smaller than those mentioned above. — ?-1— ?—rﬁr1 In AR In R~ In r——l
Using the expression for, and formula(15), we can Y 12 1 ! (19

make the family of linesFy  one parametric(although _ ) ) )
these lines will no longer be straighand try to find the Together with Eq(17), this expression gives the equa-

envelope of this family. For this purpose, we first derive antion for the envelope of a one-parametric family of curves

approximate expression for the term containing the  Fn,L- Although this equation cannot be derived expliciily
function: is impossible to eliminatéN in the analytic form, we ob-

serve that formuld18) can be treated as a quite simple rela-

+ 2_77 In 2( rl) tion between the number of vortices and the angular velocity

ri
Sy=Re |n0<2| InR—

1 R; of a rotating vessel: by specifying the numiéiof vortices,
5 0,(iN In(r,/R,) 5 we can determine the corresponding angular velocity, and
—In=+Re In— v vice versa. The accuracy of this expression is determined by
N 01(0) N61(0) the order of the discarded terms in formuld$) and(16).

The author thanks I. E. Tarapov for raising interesting
1/4 n(n+1)
24 2 (=1 sinh N(2n+1)in J questions at the seminar in the Department of Mechanics,
which stimulated this research. Thanks are also due to S. I.
2 rq 1 rq i i
~inZ N sinh NIn—:~In —+N In -~ Shevchenko for a discussion of the results and for helpful
N R, N Ry’ comments.

+In

This gives
YNote that while solving Eq(6) with the right-hand side obtained from the
® L . : .
. 2 _ 2 B2y 2.2\ © conditionF,<F,, we have no roots at all, since the right-hand side grows
F~my Ps{ ( L(Rz—Ry) —N(R; rl)) v more rapidly than the left-hand side near the boundarR,. However, it
is obvious that a root always exists foffiged w, and this root is close to
aN R,. Figure 1 shows the plot of«/ y)rZ for the value ofw obtained from

R, R,
+|L2%In R +2LN In T N In . the conditionF, (<Fq in the preceding analysfs.
1 1 1

+ N2 In (16) !R. Milne-Thomson;Theoretical Hydrodynamics.ondon(1960.
rl Rl 2C. Patterman,Superfluid HydrodynamigsNorth-Holland, Amsterdam
(1976.
SubstitutingL=(w/y)r1—N/2 and grouping terms in 3R J. Donnelly and M. M. La Mar, J. Fluid Mech86, 162(1988.
: 4L. D. Landau and E. M. Lifshitz, Fluid Mech.-Sov. Re<1986.
powers ofw/y, we obtain 5A. D. Tyuptsov and T. I. Zueva,Mat. Fiz., Analiz, Geomet529 (1994).
6M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions,

+NZ2In

w\? R,
FaL= _(_) ri Rg— RZ_ réln== Dover, New York(1965.
' Y Ry "A. D. Tyuptsov and T. |. Zueva, Fiz. Nizk. Temp0, 1116(1994 [Low
5 2 2 Temp. Phys20, 877 (1994].
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It should be recalled that the free enerdy) should be  Translated by R. S. Wadhwa
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The conductivity of carriers in a quasi-one-dimensional electron system over liquid helium is
measured in the temperature interval-059 K in confining electric fields up to

4 kV/cm at a frequency of 1.1 MHz. Quasi-one-dimensional channels were created by using an
optical diffraction grating covered with a thin helium layer. The carrier conductivity

decreases exponentially with temperatliteand the activation energy is of the order of a few
degrees, thus pointing towards localization of electrons in a quasi-one-dimensional

electron system. As the thickness of the helium layer covering the grating is increased, a
departure from a mono exponential dependence is observed @18 K, which indicates that
quantum effects begin to play an active role in electron mobility at these temperatures.

An analysis of the obtained results leads to the assumption that under localization conditions,
quasi-one-dimensional electron systems may contain two branches of the optical mode

of plasma oscillations, viz., a high-frequency branch associated with electron oscillations in
potential wells, and a low-frequency branch associated with the oscillations of the electron-
dimple complex with a large effective mass. 97 American Institute of Physics.
[S1063-777X97)00311-3

The behavior of charge -carriers in quasi-one-emerging in conducting channels under the influence of elec-
dimensional(Q1D) and one-dimensiondllD) electron sys- trons localized over a thin helium film in the immediate vi-
tems over liquid helium is very interesting because of thecinity of the grooves filled with the liquid*
possibility of realization of conducting channels with small In this research, we have measured the conductivity of
transverse dimensions, containing one to ten electr@s-  electrons over liquid helium in quasi-one-dimensional chan-
face electrongSE) over liquid helium form an extremely nels under strong localization conditions. Measurements
pure and homogeneous low-dimensional electron systemyere made in the temperature range 0.5-1.9 K in the electron
and it can be expected that Q1D and 1D electron systermsensity of states between 4@nd 1§ cm™2 at a frequency
employing SE will also be homogeneous and perfect. Quasief 1.1 MHz. The experimental cell used for measurements is
one-dimensional conducting channels over liquid heliumshown in Fig. 1a. A high-quality glass optical grating 1 of
were created experimentally by using the surface undulationsize 24.4<19.6 mm and thickness= 0.8 mm(Fig. 1b was
of liquid helium flowing under the action of capillary forces used to obtain quasi-one-dimensional liquid channels. The
into the grooves of the profiled substrdtéUnder the action glass used to form the optical grating had a dielectric con-
of a confining electric field, electrons are displaced towardstante =4, and the number of grooves in one centimeter of
the bottom of the groove and can move freely only in onethe grating was 1670. The grating was mounted over elec-
direction. A distinguishing feature of such channels is thatrodesA, B, andC which were held at zero potential. The
the depth of the liquid in the grooves of the profiled substratesize of the electrode8, B, and C was 15.6<9.2, 2x9.2,
reach values-10~* cm and the roughnesses of the substrateand 15.6<9.2 mm, respectively. A negative voltage confin-
have no effect on the behavior of the electron. Transfer meang the electrons to the surface of the liquid helium wetting
surements in such quasi-one-dimensional systems havhe substrate was applied to electro@eand 3. In order to
shown that the mobility of electrons in Q1D channels mayproduce an electron spot with a sharper electron density pro-
become close to the electron mobility in bulk helidfi. file at the edge, a negative potential was applied to the
However, experimental results obtained by increasing thehielding electrodd. Two opposite cuts of width-1.2 mm
separatiorH between the bulk helium surface and the uppemwere made on the electrodes 2 and 3 to ensure a free leakage
plane of the substrate, i.e. by decreasing the radius of curvaf helium to the drift space of the experimental cell and to
ture of the liquid in the substrate grooves, indicate that the@educe the possible temperature gradient between the liquid
mobility of charge carriers decreases, and its temperatureelium film at the grating surface and bulk helium. The gen-
dependence begins to differ strongly from the analogous desrator voltage was supplied to the electrofle while the
pendence for SE over bulk helium. The obtained results wersignal passing through the cell was recorded at the electrode
attributed to the localization of carriers in potential wells C. For such a voltage supply, the drift electric field is
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mined by the length_, of the grooves. For a rectangular
geometry and quasi-one-dimensional channels, the coeffi-
cientA, was taken from Ref. 6.

The estimates obtained from an analysis of the experi-
mental data show that for the valuestbfused in this work,
the total resistance of all channels was quite large, and hence
the conditionm?ﬁﬁ« ne’wp, is satisfied. Moreover, experi-
ments reveal that, during charging of the cell by electrons,
the signal amplitude varies by just a few percent, while the
phase shift turned out to be of the order of a few degrees.
This means that we can disregard the contribution from elec-
trons to G;, and we can writeG;~dg,. In this case, the
quantity tanA¢, which is defined by the ratio of the quanti-
tiesG, andG;, can be presented in the form

1
tan Ap~Ap=—— 2, A4, )
9o “ap "

where the quantityr=1/p, corresponds to the conductivity
of the channels over an area of 1Tm

FIG. 1. (8 Schematic diagram of the measuring cell: optical grating The electron density at the surface of liquid helium wet-
confining electrodes$2, 3), shielding electrodé4), foliated textolite glass ting the substrate was determined from the condition of com-
(5), copper supportg), incandescent filameiif), and measuring electrodes | h - hat the si I'f

(A.B,C), (b) Optical grating profile. plete charge saturation. Note that the signal from SE appears,

as a rule, starting from a certain valdg , thus pointing

towards a slight initial charging of the substrate. The electron

density in each experiment was determined by plotting the
directed along the liquid grooves. The electroBewas  dependence ake onV, . While recording this dependence,
earthed. the liquid surface was charged each time at a new value of

The signal passing through the experimental cell wasy at which the quantityA¢ was measured. The dependence

amplified by a wide-band preamplifférand detected by a of Ap onV, was practically linear. Upon a decrease in volt-
phase-sensitive detector. In the experiments, we measurege the curve o(V,) was displaced, i.e., a slight hysteresis
the phase shifde and the signal amplitude variatiohU  \as observed. Unfortunately, a spread of about 30% was
produced during charging of the measuring cell by electronsghserved in the value df¢ in different experiments for the
USiﬂg the measured values Afp and AU, we determined same values oH, VJ_! andT. Such a spread is probab|y
the realG, and imaginanG; components of the conductance caused by the presence of a small number of impurities of
of the cell. According to the computations made in Refs. 7solidified gases on the substrate, which could vary from ex-
the values ofG, andG; are defined by the real and imagi- periment to experiment, by uncontrollable charging of the
nary componentg, andp; of the electron layer resistance, as substrate, as well as by an uncertainty in determining the
well as the frequency of plasma oscillationg in the two-  value ofH. However, the results showed a very good repro-
dimensional electron system. ducibility in the course of a single experiment. The total

Estimates reveal that, under the conditions of such meanumber of electrons over 1 &'Tof the ||qu|d surface was
surements, we can disregard terms containgipin the ex-  determined from the condition

pressions folG, andG; . In this case, the expressions 8¢

andG; assume the form v, —VE
n0= y
n ezwzp ec
G,=—ne?Y, A — ! ; N =
r s 4 n m2w3+(nse2wpr)2 whereC=¢/4md.

Figure 2 shows typical temperature dependenceAf
and o for values ofH equal to 1.8(curve 1) and 0.8 mm
2 (curve?2). It can be seen that the smaller the valudHofthe
larger the value ofr, the dependence af on T being the
Here, e andm are the electron charge and mass,is the steeper, the larger the valueldf An analysig of the experi-
average density of electrons in the conducting channels, Mental data shows that cundecan be described by the de-

the cyclic frequency@,, the plasma frequency in conducting pendence

channelsq, the wave vector of plasma oscillations, amgl a

the conductance of the cell in the absence of electrons. Since o= 3 exp(— E/T), 4
the plasma wave in a quasi-one-dimensional system can

propagate only in one direction, summation in E@9.and  where the coefficient& and E do not depend on tempera-
(2) is carried out over wave vectors of oscillations directedture. For curvel, these quantities have the following values:
along the conducting channels. The quantitigsare deter- a=(4+0.1)-10°Q 1. K, E=(6+0.2)K. It can be seen that

mwzwp +g
I m?G; + (ne2wp,)? o

Gi=—-nge?>, A
An
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8 nels on the substrate, we can determine the valug oBuch

[ \ calculations were made by using the condition of constant

‘: D\ 107 potential over the charged helium surface. Since the width of

X ] channels exceeds the mean separation between electrons in-

s “. \ 1 significantly, this condition is not satisfied exactly, and the
"g\' 1 computation ofng is approximate. The quantitg, defining

the characteristic scale of variation of the potential relief in a
liquid channel is determined by the mean separation between
- electrons localized over a thin helium film. Thus, knowmg
a anday and using(6) with the corresponding activation en-
ergy E, we can determine the mean frequengyof electron
4108 oscillations in potential wells. For curvdsand?2, these fre-
] quencies are found to be1.0-10'* s™* and ~5-109 s %,
respectively.
4 At temperaturesl’ below 0.8 K, curve2 exhibits a de-
4 viation from the monoexponential dependence. Two possible
9 explanations can be given for this effect. The first one is
. 22'10 associated with the assumption that two types of potential
1/T, 1/K wells of different depths exist in Q1D channels. The number
of carriers in deeper potential wells is larger than in shal-
FIG. 2. Temperature dependences of the phase shiftf the signal trans-  |ower wells. At relatively high temperatures, carriers in deep
ey oy 58 ol s oo Potenial wels play the main role in transport phenomend,
and dashed curves correspond to the dependercen/T)exp—EMa-1  While at low temperatures, when the mobility of such carriers
with a=(4+0.1)-10 “Q %K, E=(6+0.2)K; and a=(7.8+0.9) becomes small, the main contribution to the conductivity
X10°°Q71-K, E=(5.4£0.2)K; respectively, while the solid cuve de- comes from the electrons in shallower potential wells. An-
scribes the dependence =(a/T)exp(_EM+(BMexp(-E./M2 Y E  giher possible reason behind the observed effect may be the
=(5.4£0.2)K, E;—0.05K. o=(7.8£0.9)-10 °Q"*.K, B=(4+0.5) X
%10-2°0 1. K. emergence of guantum effects of electron tunneling from one
potential well to another in the electron mobility at
T<0.8K.
A characteristic feature of the system under consider-
curve2 displays a departure from the mono exponential deation is that there is a certain spread in the values of potential
pendence. An analysis of the data reveals that this curve cafie|l parameters irQ1D channels. This spread is probably

Ag , deg

be described satisfactorily by the expression not significant since at relatively high temperatures the data
o 8 are described quite well by a single activation energy expo-
o=F exp —E/T)+ T exp—E{/T) (5 nential. However, even a slight variation of the potential well

parameters or a nonuniformity in their distribution along a
with coefficients a=(7.8+0.9)-10 °Q~1.K, E=(5.4  channel can considerably affect the behavior of carrier con-
+0.2)K, B=(4+0.5)-10 1°%01.K, andE;=0.05 K. ductivity in Q1D channels. In particular, displacement of

The experimental dependencesfon T indicate that  energy levels in potential wells may lead to tunneling if en-
carriers are localized iQ1D channels. In the case of clas- ergy levels in adjacent potential wells coincide as a result of
sical thermally activated motion of localized carriers, thefluctuations. It should be borne in mind that electrons local-

conductivity is described by the following expression: ized in Q1D channels will form dimplesripplon polarong
nsezvoaﬁ at_ the surface of liquid helium. The pic_ture is further com-
o=————exp —E/T), (6)  plicated due to the fact that the potential well may contain
keT several potential levels.
wherekg is the Boltzmann constand, is the mean separa- Analyzing the diffusionD of *He impurities in crystals

tion between potential wells in which the electrons are local-of solid helium, Kagah showed that as the temperature is
ized, v, the electron vibrational frequency in potential wells, lowered, the emerging quantum effects make the dependence

andE the height of the potential barrier. of D on T weaker than the dependence corresponding to the
The obtained results allow us to estimate the value otlassical activation motion of particles. The effects observed
vq. For this purpose, we must know the valuesiginday. by us in this work are similar to a certain extent to those

During charging of the surface of helium covering the sub-observed in Ref. 8, with the only stipulation that the spread
strate, plane segments of the helium film are charged as wetif potential well parameters in the present case may further
as the liquid channels. Our earlier calculations shdwat, complicate the picture. Finally, we observe that the transition
for a given value oH, the number density of electrons over of a particle from one potential well to another may involve
a thin helium film is about double the value of electron den-absorption or emission of ripplons. Unfortunately, a theory
sity over the grooves with a thick helium layer. Knowing the of this effect does not exist at present, and a quantitative
total number of electrons over a unit area of helium surfaceomparison of the experimental and theoretical data is not
and the relative areas of the thin helium film and liquid chan-possible.
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It was mentioned above that the conditiorrm’zr)rz, Thus, we have shown in the present work that, in quasi-
<n.?wp, is satisfied in our experiments. This relation al- one-dimensional electron systems over liquid helium, the
lows us to estimate the upper limit of the quanfiy which  electron conductivity under localization conditions decreases
turns out to be below- 1 GHz in the present case. This value exponentially with temperature, the activation energy being
one or two order of magnitude lower than the characteristiof the order of several degrees. A 0.8 K, theo(T) de-
oscillation frequency of electrons in a potential well. Such pendence corresponding to small valueslashows a depar-
an estimate does not contradict the data of Ref. 6 where it itire from the exponential law. This is apparently due to the
shown that the maximum value @, for the grating used by existence of two types of carriers with different activation
the authors does not exceed00 MHz. The fact thalo, is  energies, or to the tunneling of electrons to the neighboring
much smaller tham, indicates that the electrons localized in potential wells. It is predicted from an analysis of the experi-
potential wells form dimples at the surface of liquid helidm, mental data that, under localization conditions, Q&D
and the effective mass* of an electron-dimple complex is channels may contain two optical modes of plasma oscilla-
much larger than the free electron mass. tions. One of these is a high-frequency mode with limiting

It was shown by Chapli that one-dimensional electron frequency of electron oscillations in potential wells, while
systems contain a longitudinal branch of plasma oscillationshe second is the low-frequency mode whose limiting fre-

with an energy-momentum relation guency is determined by oscillations of massive electron-
2e2k 1 dimple complexes in potential wells. _ -
)= In —, The authors are grateful to V. N. Grigor’ev for his inter-
ma "~ ka est in this research and for fruitful discussions of the results.

wherek is the wave vector of oscillations, asadis the mean

separation between electrons. According to what has been

stated above, two optical modes of plasma oscillations may

gX|st on thg helium su_rface Q1D channels_under Ic.)callza—. *E-mail: kovdrya@ilt kharkov.ua

tion conditions. The high-frequency mode is associated withthe authors are obliged to V. V. Dotsenko for his help in designing the
electron oscillations, and its energy-momentum relation hasmeasuring system.

the form

w5=(2mv)’+ wf. (7

The Iow—freq_uency mode is assomgted with the oscnlatlonslm Z. Kovdrya and Yu. P. Monarkha, Fiz. Nizk. Tenf, 1011(1986
of electron-dimple complexes, and its energy-momentum re- (soy. 3. Low Temp. Phys2, 571 (1986)].

lation has the form 2yy. Z. Kovdrya and V. A. Nikolaenko, Fiz. Nizk. Temp8, 1278(1992
2 [Sov. J. Low Temp. Phy<l8, 894 (1992].
_ 2 2e°k 1 30. 1. Kirichek, Yu. P. Monarkha, Yu. Z. Kovdrya, and V. N. Grigor'ev,
"’p( K)= o+ m*a In ka’ (8 Fiz. Nizk. Temp.19, 458 (1993 [Low Temp. Phys19, 323(1993].

4Yu. Z. Kovdrya, V. A. Nikolaenko, and P. K. H. Sommerfeld, Czech. J.
where , is the oscillation frequency of electron-dimple Phys.46-S1347(1996. _
complexes in potential wells. In view of a spread in the po- H‘ggg‘ Yayama and Akihisa Tomokiyo, Czech. J. Phy-S1 353
tential well parameters, the plasma oscillation spei@rand 6V. A. Nikolaenko, H. Yayama, Yu. Z. Kovdrya, and A. Tomokiyo, Fiz.
(8) obviously have a certain dispersion. However, since the Nizk. Temp.23, 642 (1997 [Low Temp. Phys23, 482 (1997)].
experimental data on conductivity @1D channels are de- 'Yu. Z. Kovdrya, V. A. Nikolaenko, O. I. Kirichelet al, J. Low Temp.
scribed correctly by an exponential relatidat Igast aFT 3 853}’?{2&5 ﬁ?ﬁ.(}_?)?/\?;l'emp. Phy&7, 571(1992.
>0.8 K), the potential well parameters do not differ signifi- sy, z Kovdrya, F. F. Mende, and V. A. Nikolaenko, Sov. J. Low Temp.
cantly from one another, and it can be expected that disper-Phys.10, 1129(1984. |
sion in the spectra will not be significant. It should be quite'*A- B. Chaplik, Pis'ma Zh. Esp. Teor. Fiz31, 275(1980 [JETP Lett31,
interesting to carry out experimental observation of such 252 (19801

plasma oscillation modes. Translated by R. S. Wadhwa
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SUPERCONDUCTIVITY, HIGH-TEMPERATURE SUPERCONDUCTIVITY

Resistive relaxation processes in oxygen-deficient single crystals of YBa 2Cuz0,_5
M. A. Obolenskii, A. V. Bondarenko, R. V. Vovk, and A. A. Prodan

Kharkov State University, 310077 Kharkov, Ukraine
(Submitted March 11, 1997; revised May 14, 1997
Fiz. Nizk. Temp.23, 1178-1182November 199y

The effect of low-temperature annealing on the superconducting transition temperature and
electrical resistance of single crystals of Y,Ba;O,_; with an oxygen deficiency=0.5-0.6

quenched from temperatures of 620—650 °C is considered. The transition temperature

increases during annealing, while the resistance decreases. The isothermal relaxation of resistance
is measured and used for estimating the activation energy of the relaxation process, which
coincides with the activation energy of oxygen diffusion. The obtained results are attributed to
oxygen ordering in Cu-O planes without changing its concentration. The observed step

form of resistive transitions to the superconducting state is interpreted as the formation of clusters
characterized by different oxygen concentrations and ordering. The cluster size is estimated.

© 1997 American Institute of Physids$1063-777X97)00411-§

Studies of the superconductirfgand optical proper-  mounted in a measuring cell and cooled to liquid helium
ties of YBaCusO;_5 single crystals with an oxygen defi- temperature in about 15-20 minutes. All measurements of
ciency 6=0.5—-0.6 quenched from high temperatures havehe temperature dependences of the sample resistanese
shown that these properties depend not only on the oxygemade during warming-up of the sample. The resistance was
index, but also on the annealing time at room temperatureneasured by the standard four-probe technique in a constant
For example, room temperature annealing causes an increaserrentl =1 mA. The temperature was measured by a plati-
in the superconducting transition temperatligewhich may  num resistance thermometer.
attain values up to 15 K depending on the oxygen index. The following sequence of measurements was adopted
Optical investigations have showhthat annealing at room while studying the effect of room-temperature annealing on
temperature causes an increase in the reflectivity single cryshe superconducting transition temperature. After the first
tals, which was attributed to an increase in the carrier conmeasurement dR(T) just after mounting, the samples were
centration. held at room temperature for twenty hours before repeating

Neutron diffraction studi€s of ceramic samples of the measurements. The samples were then held at room tem-
YBa,Cu;04 41 quenched from a temperature of 500 °C pointperature for another three days, and measurements were
towards a change in the lattice parameters during sampl@ade once again. The last seriefR§fl) measurements was
annealing at room temperature. However, no significantarried out after a further annealing for two weeks.
variation is observed in the occupancy of oxygen positionsin ~ Figure 1 shows the results of measurements of transi-
Cu-O plane alon@g andb-axes. tions to the superconducting state for samples S1 and S2

The effect of room-temperature annealing on the transiwith different transition temperatures. It can be seen That
tion temperature, carrier concentration, and lattice parameténcreases with increasing room-temperature annealing time
variation of oxygen-deficient samples of YBarO;_sis at-  for crystals, while the remnant resistanRg,,, decreases. It
tributed to the ordering of oxygen atoms in the Cu-O planecan also be seen that the main increase in transition tempera-
without any change in the oxygen concentration in theture and decrease in remnant resistance occur at the initial
sample® Since the electrical resistance depends significantlgtage of annealing, i.e., during the first day. Subsequent an-
on the carrier concentration and defect structure of thenealing for three days has no significant effect on the varia-
sample, a change in sample resistance must be observed dtion of transition temperature and of remnant resistance. Fur-

ing room-temperature annealing of the sample. ther annealing for two weeks does not change the transition
The present paper aims at studying the effect of roomtemperature of the remnant resistance.
temperature annealing on sample resistance iratiplane A characteristic feature of resistive transitions to the su-

and on the superconducting transition temperature operconducting state is their step form. After room-
YBa,Cu;0;_ 5 single crystals with decreasing oxygen con-temperature annealing, the steps on the resistive transitions

centration after rapid cooling from 620-650 °C. are smoothed and sometimes vanish completely as, for ex-
Single crystals of YBgCu,O,_s were grown by using ample, in the case of sample S2.
the solution-melt technique in a gold cruciBl@he crystals The following sequence of measurements was adopted

were annealed for two days in oxygen flow at temperatureto study the effect of annealing on resistance. The sample
620-650 °C. After annealing, the crystals were cooled towas held aff =620 °C for a day, cooled to room temperature
room temperature in two-three minutes. The sample wa@ 2—3 minutes, and mounted in the measuring cell for five
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FIG. 1. Resistive transitions to superconducting state in single crySials
(curvesl-3) andS2 (curves4—6). The dependences shown by curiesnd

4 were obtained directly after thermal treatment of the crystal in oxygen
flow, while the dependences shown by cur2eand5 were obtained after
room-temperature annealing of the crystals for 20 hours. The depend&nces
and6 correspond to annealing for four days.

minutes. After this the resistand®(t) was measured as a
function of time at a fixed temperature. Measurements were
made at various temperatures between 240 and 320 K. Dur-
ing isothermal measurements, the temperature was kept con:
stant to within 0.05 K.

The dependencd’(t) are presented in Fig. 2. It can be
seen that the resistance decreases continuously with increas
ing annealing time, and the slope of the dependeR{gs
decreases rapidly with temperature. This points towards the
thermal activation nature of the relaxation process. Using the
method of variation of slope of resistance relaxation curves,
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we can determine the activation energy with the help of the-g. 2. |sothermal time dependences of electrical resistance measured at

expressioﬁ various temperatures, (K: 279 (curve 1), 257 (curve 2), 239.4(curve 3),
295.3(curved), 305.6(curveb). The temperature was varied at poiAsB,
U= |n(a1/a2)/(1/T2— 1/T1),

andC: 289 (curvel), 320(curve?2), 289(curve3). (a) and at pointd-, and
where @, and «, are the slopes of th&(t) dependences D (®).
measured at temperaturés and T, and are determined for
the same values of electrical resistance. The activation en-
ergy of resistance relaxation, determined from the measuresample had been held at this temperature for two days. It can
ment of R(t) dependence at 295.3 and 305.8 K andRor be seen that the resistance does not vary with time. The
=0.440 (curves4 and5in Fig. 29 is 1.1: 10* K. The value  temperature was then increased to 320 K, the sample was
obtained by us coincides with the activation energy of oxy-held at this temperature for four houiirve 2), after which
gen diffusion in YBaCuO,_; single crystals with a de- the temperature was again lowered to the initial value
creased oxygen concentratidh. Hence the earlier =289 K. It can be seen that the resistance relaxes slowly to
assumptiof® about oxygen ordering in CuO planes duringits equilibrium value (curve 3). The equilibrium value
room-temperature annealing of YR&a;0,_ 5 single crystals R(289 K)=0.341) was reached only after two days. It is
guenched from 500 °C seems to be quite plausible. also worth noting that the resistance value did not change
It should also be observed that if the temperature is insubsequently as a result of isothermal holding of the sample
creased after the attainment of the equilibrium value of elecat this temperature for two weeks.
trical resistance corresponding to a given temperature, and Since the magnitudes of electrical resistance and super-
then reduced to its initial value, the equilibrium resistanceconducting transition temperature of YEakO; s single
value is restored only after the passage of a considerablgrystals are sensitive to the magnitude of the oxygen index as
longer time. This is shown graphically in Fig. 2b in which well as the spatial distribution of oxygen, the results obtained
curve 1 corresponds to measurements at 289 K after thén this work can be attributed to saturation of the surface
883 883
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layer of single crystals by oxygen, as well as the redistributemperature from 150 to 20 4Gvere interpreted as oxygen
tion of oxygen in the bulk of the crystal. In the former case,ordering in Cu-O planes. The decrease in electrical resistance
the oxygen-enriched surface layer with a reduced resistivitgluring annealing observed by us also points towards order-
and elevated . may shunt the bulk of the crystal. However, ing in the oxygen-vacancy system. Hence an ordered state in
magnetization studies in YB&u;Og 45 Single crystals reveal the oxygen-vacancy system can be expected at least at room
that the transition temperature increases throughout the entitemperature. The step form of resistive transitions observed
volume of the crystal upon room-temperature annedlitig. by us probably points towards a nonstoichoimetric ratio of
is also worth noting that x-ray diffraction studies of the oxygen and vacancy concentrations, leading to the for-
monocrystalliné oxygen-deficient samples and neutron dif- mation of a mixture of different clusters. These clusters,
fraction studies of polycrystalline samptesoint towards a which can be in the form of separate phases, are apparently
change in the crystal lattice parameters as a result of roongharacterized by different concentrations of oxygen and its
temperature annealing, as also towards an increase in ortherdering, and thus have different superconducting transition
rhombicity of the lattice. The occupancy of oxygen temperatures. The presence of steps also assumes the ab-
positions and weight of the sampledo not vary upon an- sence of percolation paths of current flow in the phase with a
nealing. The aggregate of these experimental data suggedtigher transition temperature. Otherwise this phase would
that annealing causes structural changes over the entire vaihunt the low-temperature phase, and only the high-
ume of the samples without any change in the oxygen contemperature phase would display a superconducting transi-
centration. The decrease in the electrical resistance observé@n.

in by us points towards structural ordering during annealing, A typical feature of the effect of annealing is a change in
and the fact that the activation energy of resistance relaxatioth€ height of the steps in resistive transitions. This change is
is equal to the activation energy of oxygen diffusion indicatemanifested most clearly in th82 crystal. The height of the
that these changes are associated with the diffusive flow dpwer step in Fig. 1(curve 4) is 0.5Ry, whereRy is the
oxygen. Hence we assume that the decrease in resistance difmal state resistance. On cunsand®6, this height cor-

the increase i, observed during annealing are due to or-responds to 0.98; and 0.9®y, respectively. Such a large
dering of labile oxygen in Cu-O planes over the entire Crystayariation of the step height indicates a significant variation of
volume, and not to the enrichment of surface layer of thethe percolation paths after room-temperature annealing of the
crystals by oxygen. It can be seen from Fig. 2b that equilib£rystals, which may occur upon a change in the spatial dis-
rium distribution of oxygen depends on temperature and varlfibution and the size of the low- and high-temperature phase
ies even when the temperature changes by ATt 30 K. clusters. The latter requires a diffusive flow of oxygen over a
The reversibility of resistance after attainment of equilibriumdistance of the order of cluster size.

value of indicates that the oxygen concentration in the crys- ~ Itis well known that saturation of YB&u;07- s crystals

tals remains unchanged upon annealingrat320 K. This ~ PY 0Xygen requires an annealing in oxygen flow for one day
conclusion is in accord with those drawn in Refs. 1-5 fromat @ temperature of 400 °C. Typical crystal size is1
investigations of the effect of annealing in the temperature0-1mm and hence the distantg=(Dt)"* over which
range 300—420 K on the optical, magnetic, and structuraPXY9gen diffuses under the above-mentioned conditions is

characteristics of oxygen-deficient mono- and polycrystallind®-1—1 mm. Since the diffusion coefficierd ~exp(-U/T)
samples of YBsCusO,_. and the activation energy=1.1-10* K, we can estimate

The structure of YBsCu;0,_ s for 6=0 is characterized the distance over which oxygen can diffuse in one day at

by the presence of Cu-O chains. In other words, the oxygefPO™M témperature:

positions @1) are completely filled, while the (B) positions

are vacaqt. For an oxygen dfaficien&iyt 05 Fhe st_ructure is L~L{[exp — U/300)]/exp( — U/700)}+2~30-300 A.

characterized by an alternation of chains in which tH&)O

positions are filled, and chains in which th€1p positions

are vacant. Such ordered structures can be realized for Ehus, the cluster size may attain values between 30 and 300

stoichiometric ratio 1:0 and 1:1 of oxygen and vacancyA. This quantity is in reasonable agreement with the values

concentratiot®! On the basis of experimental studies of of the lengthl of Cu-O chains in YBsCuO,_ s single crys-

various physical properties of YBau,O;_ s with an oxygen tals at room temperatures, obtained from neutron

deficit 6<0.3, Sukharevskiet al'? provided a justification diffraction'® (I=50 A) and opticdl (1=300 A) experiments

for the emergence of a superconducting cluster whose strucespectively.

ture is nearly ordered for oxygen-to-vacancy ratios 5:1, 4:1, It should also be observed that the decrease in resistance

3:1, and 2:1. For example, it is assumed that for the ratio 5:1AR/R=0.2—0.4 observed by us during room-temperature

the oxygen positions @) are vacant in every sixth chain, annealing of crystals is in accord with an increase in the

while in all other chains they are occupied. carrier concentration in Cu-O chains obtained from optical
For a nonstoichiometric ratio of oxygen to vacancy con-studies’

centration, the oxygen-vacancy system can either be disor- The increase in the superconducting transition tempera-

dered, or contain a mixture of ordered clusters with differenture during annealing of crystals at room temperature may be

oxygen concentrations. It was mentioned above that an indue to several reasons. Thus, the authors of Refs. 2, 5 asso-

crease inT,, during room-temperature annealing of crystals ciate the increase iff, with a local ordering of oxygen,

and an increase in carrier concentration upon a decrease Wwhile the authors of Refs. 3, 4 believe that this is due to an
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increase in carrier concentration. The increasg.imay also  *E-mail: Mikhail. A.Obolenskii@univer.kharkov.ua

be due to a change in the crystal lattice parameters and,

among other things, in the separations Cu-O and Cu-Cu in

theab-plane® This problem was discussed in details by us in 1B. W. Veal, H. You, A. P. Paulikast al, Phys. Rev. B2, 4770(1990).

Ref. 14. 2H. Claus, S. Yang, A. P. Paulikat al, Physica C171, 205(1990.
Finally, it should be noted that the results obtained by us®J. Kircher, M. Cardona, A. Zibolét al, Phys. Rev. B48, 9684(1993.

are in accord with the results of optical and magnetic inves-_K- Widder, A. Zibold, M. Merzet al, Physica C232 82 (1994.
D. Jorgensen, S. Pei, P. Lightfoet al., Physica C167, 571 (1990.
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Effect of high pressure on the phonon spectra of Bi2223 in Andreev junctions
V. M. Svistunov, V. B. Tarenkov, and A. |. D’yachenko

A. Galkin Physicotechnical Institute, National Academy of Sciences of the Ukraine, 340114 Donetsk,
Ukraine*
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Faculty of Engineering, Osaka University, Yamada-oka 2-1, Japan
(Submitted March 24, 1997; revised May 19, 1997
Fiz. Nizk. Temp. 1183-1186November 199y

A “softening” of the high-frequency modes of the phonon spectrum is detected under pressure.
These modes correspond to breathing oxygen modes and to other vibrational modes of

Cu-0. The obtained results explain the observed increase in the atioT2 within the
framework of the strong electron—phonon interaction model. 1997 American Institute of
Physics[S1063-777X97)00511-2

INTRODUCTION multaneously the rati®=2A/kT. as well as the shift of the
phonon frequencw(P) under different pressures. It is well

temperature superconductors suggests a non-phonon pairihgor;'\mg that a stro?g Elf’lﬁresults r']nl a rf}re:qjuency_ depe(r;dence
mechanism. However, the electron—phonon interaction ma? t € energy gap unc.tlo (_w)’ while the dynamic conduc-
play a significant rolé=2 The phonon spectrum of cuprates vity G of anS— c-N junction has the form

extends to 100 mV, and previous investigationishave dil 1

shown that a strong coupling exists between electrons and G= av R_N

high-energy phonons. In the present paper, this fact is con-
firmed by experiments on elastic electron-phonon interaction
(EPI) spectroscopy in Andreev-typ8—c—S point contacts

under hydrostatic pressufbereS denotes a superconductor ) _ _ _ )
andc a normal constriction where Ry is the junction resistance in the normal state. It

Tunnel studies of conventional superconductors undefollows from formula (1) that the data on the derivative
high pressures have proved convincingly that the departur@®/dV can provide informatiortas in the case of a tunnel
of the ratio R=2A/kT, from the universal BCS value junction)- on the electron—phonon interaction in a supercon-
R=3.53 is associated with a strong EPIThere is no uni- ductor (@’F(e) and A(@)).*? In S-c-S-type junctions,
versal relation between/,,, and T, in anisotropic high- analogous singularities in the behawor of the conductlmty
temperature superconductors {,=max(A(k)). Neverthe- caused by a strong EPI must be manlfest'ed. at bias voltages
less, EPI can make a significant contribution to the ratio®V="%®1+2A, wherew, are the characteristic phonon fre-
R=2A.,/kT.. As in the case of conventional superconduct-duencies of the density of statBgw).
ors, this contribution must be manifested under high pres-
suresP since the phonon frequencies correspo_nding to th?ANALYSIS OF EXPERIMENTAL RESULTS
lower part of the boson spectrum of cuprates will affect the
R(P) dependence most significantly. The Andreev reflection was observed in bismuth cu-
In order to single out this contribution, i.e. to reveal the prates (containing 95% Bj gPh, 4Sr; €Ca sCuU;O,(Bi2223)
role of EPI in high-temperature superconductivity, we mustphase,T.=110 K) prepared by solid-phase synthesis from
measure the ratidR and the phonon frequencies under chemically pure oxides. Bismuth ceramic plates of size
pressure. For this purpose, the available Raman spectroscofyk0,1X0.01 cm were obtained by pressing the powder be-
dat& on w(P) are not suitable since this method defines thetween steel anvils with copper wire props under pressures of
phonon frequencies, for =0, i.e., at the center of the 30-40 kbar. The initial diameter of the wires (0.25 mm) de-
Brillouin zone. At the same time, the maximum contribution termined the finite plate thickness. Prepared plates with sil-
to superconductivity comes from phonons with large valuesrer area elements for current and potential contacts were
of the vectorg~ w/a, a being the lattice constant. It is these annealed at a temperatufe=845 °C. The ceramic samples
phonons that are registered by the contact techrfique. were pasted to a flexible steel substrate and covered with a
Hence the information orw(P) obtained by this method layer of varnish. The substrate was bent until the formation
reflects the electron—phonon interaction in superconductorsf a microcrack in the ceramic, which was controlled by
more accurately. measuring the variation of the sample resistance. This led to
The effect of pressure on the paramd®er 2A/kT, was  the formation of a point contact of “break junction” type,
studied by us earliétIn the present paper, we shall presentwhich was either a tunnel junctiorR(,~50-100Q) or an
the results of complex studies of the Andreev reflection ef-S—c—S-type junction with an ordinary conductivity
fect in S—c-S junctions, which enable us to determine si- (Ry~1-5Q). Contacts with ordinary conductivity were

The unusual symmetry of the order parameter in high

Alw) \2

ho+[(ho)?—AY(w)]" wmeVih

{1+ (1)
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FIG. 1. Characteristic of the dynamic conductivity of 8rc—S junction -8
demonstrating the energy gap singularity &r=2A. The inset shows the
variation of the gap with pressur®=0, 2A =114 meV, T,=110 K (curve -10
1); P=10 kbar, A=117 meV,T,=111.5 K(curve?2). L
-12 . NI | a1 . 1 . 1
o 20 40 60 80 100 120
found to be much more stable to pressure variations, an V-2A, mV

enabled a complete cycle of measurements under high pres-
sures. Moreover, the superconductor energy gap in Andree\ﬁ'IG. 2. Effect of pressure on Andreev reflection spedi@dV=d?/dV?
type junctions was manifested much more strongly than inn s—c-s junctions. The inseta) shows the derivatives of the conductivity
tunnel samples. This circumstance is quite significant for deef tunnel (curve 1) and Andreev(curve 2) junctions, while the insetb)
termining the variation A/kTC. shows the theoretical dependenced@/dv for an Andreev junction with
. . Bi2212 (curve 1) and the corresponding EPI functidourve 3), as well as
. Hydrogtatlc pressure up to 15 kbar' was prqduced N e experimental curvdG/dV for the phase Bi2228curve 2).
piston—cylinder chamber. The metallic behavior of the
S—c-S junction was controlled by measuring the tempera-
ture dependence of its resistance, as well as from the weak
reaction of the junction conductivity to pressure. At low tem-95 meV. A similar result was also obtained &l —S tunnel
peraturesT<T., the current—voltage characteristics ®  junctions (see inset a to Fig.)2 However, the parameter
c—S samples had an excess current, which is a reliable indeRA =2A,,,=114 meV for S—c—S Andreev junctions is
of junctions with direct(ordinary conductivity**° much larger than in tunnel junctions £2= 70—84 meV).
Figure 1 shows th&(V) dependence of aB-c—S junc- Figure 2 shows the effect of a pressure of 10 kbar on the
tion displaying an energy gap at eV=2A structure of the second derivative for one of the investigated
=114 meV({[ =77 K). A similar manifestation of the sum of S—c—S Andreev junctions. It can be seen that the initial re-
energy gaps of aB—c—S junction Nb—Nb was observed by gion of the phonon spectrum of Bi2223 does not vary much
Hoffmannet al!! As in Ref. 8, the temperature dependenceunder pressurallnw/dP=(1-1.5) 10" 3kbar * (this is in ac-
A(T) corresponds to the BCS curve. cord with the Raman spectroscopy détahe most signifi-
For bias voltagegV higher than A, the conductivity of  cant variations occur in the high-frequency spectral region
S—c—S samples displays singularities which can be interfor A w=70-95 meV, where the application of pressure
preted as a reflection of the phonon structure of the metatauses a considerable decrease in the phonon energy:
oxide under consideratioffFig. 2). The spectroscopic nature dinw/dP=-6x10"2 kbar *.
of these singularities is confirmed by the fact that their posi- In order to find the general nature of the phonon struc-
tion measured from the sum\2of the energy gaps coincide ture peculiarities in Andreev reflection spectra in Bi2223 cu-
for both tunnel and ordinary conductivity junctio(eee inset prates, calculations were made using form(a in which
ato Fig. 2. The peculiarities of the experimental curve are inthe complex gap parametefs(w) is obtained by exactly
accord with some peaks of the functibiiw) (see inset b to solving the Eliashberg equation for the phonon density of
Fig. 2), although the experimental spectrum is more blurredstatesF (w) for Bi222312 The effect of the high-frequency
Moreover, according to Ref. 12, the phonon spectrum ofart of the boson spectrufine., the nonphonon mechanism
Bi2223 ends in the region of 80 meV, while the Andreevof high-temperature superconductivitwas formally taken
reflection spectrum displays peculiarities at-e#A=90- into account by replacing the Coulomb pseudopoteniial
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by u* —\,, where\, is the effective constant of coupling meV. According to the data of inelastic neutron
with high-frequency bosons. The electron-phonon couplingspectroscopy® the functionF(w) in Bi2212 extends a little
constantz?(w) in the functiong(w) = a?(w)F(w) was de- farther (up to 85 meV). For LaSrCuO, the edge of the pho-
termined by using the method described by Aekial,”*  non spectrum lies at the energyo~95 meVv?’

while the EPI constant was chosen from the condition of The theoretical data presented here can claim to be the
matching the theoretical critical temperature with the experitesult of a qualitative analysis only. However, it is obvious
mental value ofT.. In particular, the theoretical values of that the experimentally observed decrease of frequency in the
the critical current and energy gap a~3.3 and ypper part of the phonon spectrum can explain the discov-
p*=0.1(A,=0) wereT,=110K andA=27 meV. When gred increase in the ratio §2,,/KT.)(P). An agreement

the nonphonon mechanism (>0) is taken into account, \ith the experiment is essentially reached by using a simple
the EPI constant decreases to values1.63 for\,=0.2,  generalization of the Geilikman—Kresin formula), where

but in this case the phonon structured@/dV is preserved. c—c(k) is a constant determined by the anisotropic pairing
In the anisotropic case also, the main phonon singularities ithechanism in cuprates. The characteristic phonon frequency
dG/dV remain 4Connected with a certain effective value ofwO is the breathing mode whose energy decreases under
the energy gap’ pressure at a rat In w /dP=—6x10"3 kbar *. This means

_ The departure from experimental values of the parameteg, 5 yhe ghserved increase in the rativ,2,/k T, under pres-
A is not surprising since the superconducting Bi2223 undegure is due almost entirely to the strong electron—phonon
consideration has a high anisotrogy(k). However, the interaction

maximum va.lueAma,_( is always r_eahzed n the ca'se_ of An-. This research was supported by the Telecommunication
dreev reflection, while the solution of Eliashberg’s isotropic N
Advancement Organization of Japan. One of the authors

equations defines a certain effective mean value of the erl—v M.S) wishes to thank Dr. C. Lobb of the Maryland Center
ergy gap(this is the value recorded in tunnel junctions dur-,; "’ C y

. A : . for Superconductivity Research, USA, and Prof. G. Plitnik of
ing diffusive scattering of electrons at the msulator—th Frostbura Uni itv USA. for fruitful di .
superconductor boundary e Frostburg University, , for fruitful discussions.

Although the above calculations are of qualitative na-
ture, they can be used to establish the general form of the
spectrum ofdG/dV and its variation under a pressure
P=10kbar. The corresponding variation of the phonon o _
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in F(w) by the experimentally determined quantityw(P).
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Tunneling of nonequilibrium quasiparticles excited by x-ray quanta in a honsymmetric
superconducting tunnel detector
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Pulse height distribution from nonsymmetric superconducting Nb/Al/AND tunnel junction

irradiated by x-ray quanta emitted by’¥e source is studied. Signals of opposite polarity

emerging as a result of absorption in different electrodes of the tunnel junction are observed at
low bias voltages. This makes it possible to obtain amplitude spectra of essentially different

shape for each electrode separately. The dependence of the maximum charge output on the bias
voltage is analyzed. The diffusion coefficient, effective lifetime, and recombination

probability for quasiparticles are obtained. It is found that the charge output increases with the
magnetic field strength. €1997 American Institute of Physid§1063-777X97)00611-7

Detectors of x-ray and soff-quanta that are being de- trode with a larger superconducting gap were detected. Dif-
veloped on the basis of superconducting tunnel junctiongerent polarities of pulses from the lower and upper elec-
(STJ make it possible to lower the energy threshold for re-trodes made it possible to separate spectra and to analyze
cording and to obtain a much higher energy resolution thathem for each electrode separately.
for semiconducting detectot€. The values of energy reso- The spectra obtained for different electrodes differ sig-
lution R attained for electrodes consisting of Nb and Al films nificantly. The spectra were analyzed on the basis of the
are 36 eV for 6 ke\? the theoretical limit being approxi- diffusion model taking into account the dependence of qua-
mately 4 eV. For detectors in which Ta films are used tosiparticle output on the coordinate of phonon absorption and
increase the efficiency of radiation absorption, the best resainder the assumption of the presence of quasiparticle traps in
lution for 6 keV is 68 eV* However, the efficiency of STJ the electrodes.
detectors that have been developed by now is low in view of ~ Preliminary results of this research were reported
their small size, and such detectors are used very rarely. Bearlier®
sides, some peculiarities in the operation of STJ detectors
complicate their practical application. Among other things,
radiation absorption in the lower and upper STJ electrode
usually leads to the emergence of pulses of the same polarity, Tunnel junction Nb/AI/AIQ/Nb were prepared at the
but with different amplitudes, which complicates the shapenstitute of Radioelectronics, Russian Academy of Sciences,
of the obtained amplitude spectra. The improvement of STy magnetron sputtering on a silicon substrate of thickness
detectors necessitates a further study of physical processes).4 mm. Schematic diagram of STJ is shown in Fig. 1. At
taking place in various types of STJ upon the absorption ofirst, a buffer layer of amorphous &D; was deposited on the
an energy quantum and excitation of quasiparticles. substrate, followed by a three-layer structure: the lower Nb

In this research, we study a nonsymmetric tunnel junc{ilm of thickness 2000 A, a thin Al layer of thickness 60 A,
tion Nb/AI/AIO,/Nb. The shape of current-voltage charac-on which an insulating AlQlayer of thickness 10-20 A was
teristics(IVC) proved that the tunnel junction has a structurecreated as a result of oxidation, and finally the upper Nb film
of the S/I/S’ type with different widthsA; and A, of the  of thickness 1000 A. The deposition of the Nb current-
superconducting gaps for the upper and lower electrodegarrying layer of thickness 3500 A on the upper electrode
The STJ was irradiated by x-rays emitted by Mn and accomincreased its thickness to 4500 A. The structure formation on
panied by the radioactive decayBFe. The amplitude spec- the chip was carried out by the photolithographic and etching
tra were measured at different temperatures in the intervabchnique. The STJ had the shape of a square with the insu-
1.4-2.2 K. We studied the effect of the applied bias voltagelating barrier size 2820 um. The sizes of the lower and
magnetic field applied for suppressing the Josephson currenpper electrodes were larger than the size of the barrier by 20
and Fiske resonances, and temperature on the shape of thed 10 um respectively. The normal resistanBg of the
spectra. STJ was 8).

For small bias voltage¥ <(A,—A;)/e (e is the elec- In view of technological peculiarities, the Nb films had a
tron chargg pulsed of anomalous polarity emerging as asmall-grain structure and contained the Ar impurity since the
result of competition of the electron and hole channels ofputtering was carried out in the Ar plasma. The residual
tunneling for nonequilibrium quasiparticles from the elec-resistance coefficieRRRof the films was close to 3.

gAM PLES AND APPARATUS
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FIG. 1. Schematic cross section of a superconducting tunnel junction: sili-

con substrate€l), layer of amorphous AD; (2), lower Nb electrode with vd’ mV
leads(3), Al/AIO, barrier layer(4), upper Nb electrodé), insulating SiQ
film (6), leads to the upper electrod®), and Al/Au contact area8). FIG. 2. Current-voltage characteristic of a ST0=1.4 K, H=200 Og.

Detector currenty is laid on the ordinate axis in three measuring ranges.

The STJ was cooled to 4.2—-1.4 K in a helium cryostat
with evacuation of He vapor. The detector was exposed tity corresponds to the upper electrode with a more defective
x-rays with 5.89 keV of MnK ,(88%) and 6.49 keV of Mn small-grain structure. Such an identification of electrodes
K5(12%), accompanying the radioactive decay¥®fe. The does not contradict the experimental data obtained by Gol-
intensity of the®>Fe source was 0.8Ci. The magnetic field ubovet al® and is in accord with our results on the time of
of strength up to 900 Oe was created by a superconductinguasiparticle tunneling from different electrodes.
solenoid and was directed in the plane of the tunnel barrier At T=1.4 K and for voltages across the junction smaller
along its face. than ~0.8 mV, the quasiparticl&herma) current does not
The signals from the STJ detector were supplied througlkexceed a few nanoamperes. The temperature variation of this
a coaxial cable of length~1m to a low-noise charge- current in the interval 4.2-1.4 K follows the theoretical
sensitive preamplifier operating at room temperature. Thelependencel 4~ T exp(—A/KT)E with A =1.34 meV, indi-
bias voltage was supplied to the tunnel junction through aating the smallness of leakage currentsTat1.4 K and a
loading resistance of 50(k which ensured the conditions of high quality of the tunnel barrier. At voltages above
pulse measuring close to the constant-voltage regime. The 0.8 mV, the quasiparticle current increases abrufike
amplitude spectra were recorded by using a multichannefig. 2), which was also observed by some autfd@nd was
analyzer. The pulse shape was determined with the help of explained by two-particle tunneling processes.
digital oscillograph. A more detailed description of the
samples and the setup is given in Ref. 5. X-RAY DETECTION

The absorption of radiation in STJ is usually responsible
for the emergence of pulses whose polarity is determined by

Figure 2 shows the IVC obtained at temperatire the sign of the applied voltage and corresponds to the en-
=1.4 K in a magnetic fieldd =200 Oe. The Josephson cur- hancement of the quasiparticle current. However, at small
rent was suppressed by the magnetic field. The current stdpas voltages/y<V =A,—A,;, anomalous pulses with the
at a voltage of 0.5 mV coincides with the first Fiske step.opposite polarity were also observed by us along with the
The IVC hysteresis at voltages below 0.5 mV is associateghulses of normal polarity. Fovy>Vg, no pulses with
with the local current peak at a voltage=0.14 mV (the  anomalous polarity were observed. The oscillograms of nor-
IVC were measured in the constant-current modihis peak mal and anomalous pulses are shown in Fig. 3. The pulse
is due to the difference in the superconducting gaps for thé&ont durationsr; differ considerably and amount to approxi-
lower and upper electrodes of the STJ;E(A,—Aq)/€). mately 0.3us for normal and 0.8s for anomalous pulses.
The gap singularity on the IVC is observed at a voltage Figure 4 shows the pulse-heigtamplitude spectra for
=2.74mV and corresponds to the sum of the gaps of theulses from théFe source aT=1.4 K in a magnetic field
lower and upper electroded/=(A,+A,)/e). This gives H=175 Oe for different bias voltageg, across the tunnel
the values ofA;=1.30 meV andA,=1.44 meV. junction. The heights of pulses are normalized to output

Thin films are characterized by a smaller width of thecharge units. The electron noise level of the entire circuit
superconducting gapAp=1.55meV) as compared with (including STJ noisgswhich was determined with the help
bulk Nb samples, which can be explained by the defect naef a gage pulse generator, did not exceed®e.
ture of Nb films and by the presence of the Al interlayer in Figures 4a and b show the amplitude spectra for normal
the lower electrode. However, for small thicknesses of the Abnd anomalous pulses, measured at a voltageV, across
layer (~50A), the decrease in the gap width associatedhe junction. The spectrum of pulses with the normal polarity
with the proximity effect is small, and defectiveness of the(Fig. 43 has a peak blurred on the side of small amplitudes,
film is a decisive factor in the decrease of the gap width. Foand a small step behind the peak, which correspond to the
this reason, the smaller valdg =1.30 meV in all probabil-  x-ray linesK, andK; of Mn, marked by arrows in the fig-

CURRENT-VOLTAGE CHARACTERISTICS
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FIG. 5. Schematic diagram of tunneling of nonequilibrium quasiparticles in
a nonsymmetric STJ. The electron and hole channels are denoteay

h. The arrows indicate the direction of electron tunneling. Double hatching
marks the states blocked for tunneling. Anomalous pulses are formed as a
result of absorption of radiation in the electrode with a larger superconduct-
ing gap forVy<V¢=(A,—A,)/e; Eg is the Fermi level A the supercon-
ducting gap, and/, the bias voltage across the detector.

FIG. 3. Pulses from the STJ detector behind inverting charge-sensitive pre-

amplifier forVy4<V,: normal polarity,7;=0.3 us (a) and anomalous polar-

ity, 7:=0.8 us (b).

ure. Besides, a steep ascent is observed in the region of small
amplitudes. The spectrum of anomalous pul$eg. 4b dif-
fers considerably from the above spectrum. It contains a pla-
teau in the region of large amplitudes and a broad peak at the
beginning of the spectrum.

The emergence of pulses with opposite polarities for

800F: V4<Vq is associated with the radiation absorption in differ-
© " l Ka ent electrodes of a nonsymmetric STJ. Tunneling of excess
2 'Y a quasiparticles can take place through tietectron and hole
2 400 B & channels making opposite contributions to the resultant pulse
Z ¥ (Fig. 5). The electron channel dominates fég<V; in the

N, pulse

N, pulse

400

N, pulse
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Q, 103 ¢
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case of radiation absorption in the lower electrode with a
larger superconducting gap in view of the difference in the
densities of the final states, and the observed pulses have the
anomalous polaritfFig. 53. As the voltage increased/{
>V,), the electron channel is blocked, and the hole channel
of tunneling plays the major role. As a result, pulses acquire
the normal polarity(Fig. 5b.

In the case when a quantum is absorbed in the electrode
with a smaller gagupper electrodg electron tunneling pre-
vails at all values of voltage, and hence the pulses always
have the positive polarity. For low voltag&§ <V, quasi-
particle states near the gap boundary are blocked for tunnel-
ing. As the voltage increases from 0¥q, the blocking is
gradually removed, and the tunnel current increases, reach-
ing its maximum value foW4=Vg. A further increase in the
voltage leads to a suppression of the tunnel current due to a
decrease in the density of the final states. Thus, the ampli-
tude of pulses from the upper electrode must be a nonmono-
tonic function of the bias voltage.

Thus, for low voltages\{4<Vs), the amplitude spectra
of normal pulsegFig. 48 correspond to the absorption of
radiation in the upper electrode with a smaller superconduct-
ing gap, while the spectra of pulses with the anomalous po-
larity (Fig. 4b correspond to the lower electrode in the STJ.

When the voltage across the junctivig>V,, radiation
absorption in the upper and lower electrodes leads to the

FIG. 4. Amplitude spectra of pulses for various voltages across the STXormation of pulses with the same polarity, and the observed

Vg4, mV: 0.12, normal polaritya), 0.07, anomalous polaritgb), 0.23 (c), .
and 0.75(d). Dashed curve corresponds to calculations based on the diﬁ‘u-SpeCtra are a superposition of the spectra from each of the

sion model. Fine curves describe the decomposition in the spectra from thlectrodes. Figures 4c and d show typ_ica! spectra Obtain_ed
upper and lower electrodes. for V4>V,. The sharp crest at the beginning of the ampli-
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FIG. 6. Dependences of the boundary values of the output cligyga the
voltage across the junction for the lowéurve 1) and upper(curve 2)
electrodeqT=1.4 K, H=175 Osg.
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tude spectra corresponds to the upper electrode, while the T.K
broad peak and the plateau in the rgglon of large amplltUdelg'lG. 7. Temperature dependences of the boundary values of the output
CorreSponq .tO the lower eIeCtrOd?' Figures 4? and d show théﬁarge Qg for the lower (curve 1) and upper(curve 2) electrodes(H
decomposition of spectra obtained by using the Phazar17s0e,v,=0.75mV), and temperature dependence of the recombina-
program:® In the decomposition, use was made of the spection time rg (curve3).
tra obtained at lowsee Figs. 4a and) lvoltages, whose scale
on the abscissa axis varied in accordance with the change in
the voltage for which the resultant spectrum was obtained. to the upper and lower electrodes for two samples No. 1 and

An analysis of the duration of pulses measured at voltNO. 2 under investigation. The data were obtained from the
ages larger tha¥( also confirms the above decomposition of SPectra measured dt=1.4 K. It can be seen that in fields
the spectra. Pulses with short-0.3us) fronts had small higher than~100 Oe, the boundary of the spectrum for the
amplitudes corresponding to the spectrum from the uppefower electrode is displaced linearly, the boundary of the
electrode, while the amplitudes of pulses with front of dura-SPectrum for the upper electrode remaining virtually un-
tion ~0.8 us corresponded to the plateau region in the specchanged. For the second sample, the charge output in the
trum from the lower electrode. field 900 Oe increases almost by a factor of two.

The results obtained by us show that a variation of the
voltage across the junction virtually does not affect the shapgiscussioN OF RESULTS
of the spectra from each electrode, changing only the scale of ,
the output charge. Figure 6 shows the dependence of the 'N€ analysis of the STJ Nb/AI/AIOND revealed that

upper boundan®, of the spectra on the voltage across theNonsymmetric tunnel junctions under a low bias voltage per-

tunnel junction for the upper and lower electrodes. In accorMit the separation of the amplitude spectra corresponding to

dance with the diagram of tunnelirigee Fig. 5, the bound- absorption of x-ray quanta in different electrodes. The pulses
ary of the spectrum from the lower electrode passes througfo™m the electrode with a larger gap width have anomalous
zero(curve 3, while Q,, for the upper electrode has a peak polarity which doe_s not corrgspond to the sign of the applle_zd
(curve 2. The obtained results coincide qualitatively with Volt@ge. The obtained amplitude spectra and the time of sig-

the voltage dependences of the tunneling probability, whicﬁ‘z: growth in different electrodes of a STJ differ consider-
ably.

were calculated by Goluboet all! _ ,
Recently, the pulses with anomalous polarity were de-

tected independently during the study of tunnel junctions
with the help of a scanning electron microsctipend in the
analysis of STJ having a more complex structure and con-
The temperature dependence of amplitude spectra waaining Nb, Ta, and Al layers® The possibility of the emer-
measured in the interval 1.4-2.2 K. With increasing tem-gence of such pulses was theoretically predicted earlier by
perature, the spectra were gradually “compressed”. Figure Golubovet all!
shows the temperature dependence of the boundary output When a quantum creates a photoelectron in an electrode,
chargeQy, for the lower and upper electrodésurves 1 and 2  a cascade of quasiparticles and phonons is formed §oan
respectively. It can be seen that a decrease in the outpufew nanosecondswhich results in the creation of the initial
charge is mainly observed for the lower electrode, while forcloud of excess quasiparticles with an energy equal to or
the upper electrode it becomes noticeable onlya K. slightly exceeding the energy and nonequilibrium phonons
The magnetic field also produced a significant effect orwith the energy approximately equal t&2The linear di-
the amplitude spectra. Figure 8 shows the dependend@g of mensions of this cloud must be of the order of magnitude of
on the magnetic field strength for the spectra correspondinthe region occupied by the track of the primary photoelectron

DEPENDENCE OF SPECTRA ON TEMPERATURE AND
MAGNETIC FIELD
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(~500 A in our casp Then excess quasiparticles diffuse where the integration is carried out over the afeaf the
over the volume of the electrode, which is accompanied byunnel barrier.
the processes of loss, recombination, and tunneling with time  The initial conditions are determined by tid€unction
constantsr,,s, 7r, and 7 respectively. These constants de-
termine the effective lifetimery of quasiparticles: n(r,t=0)=Nod(r=ro), ®)
wherer is the coordinate of quantum absorption.

The boundary conditions are determined by the probabil-

The time 4 can be determined experimentally from the ity of quasiparticle reflection at the electrode boundaries and
durationr; of the pulse front from the charge-sensitive pre-Must also take into account the possibility of quasiparticle

amplifier: 7,= 7;/2.2. For the junction under investigation, 0SS through the leads.

-1_ -1, -1, -1
Tg = Tosst TR T 77 (D)

the timery is equal to 0.13us for the upper and 0.36s for We obtained an approximate solution of Eg) in the

the lower electrode. one-dimensional case. The solution was presented in the
In order to estimate the characteristic tunneling time ~ form of a series expansion in (_sausaéﬁsWe varied the

we can use the expressién diffusion coefficientD, tunneling timer;, and the reflection

coefficientR which changed from ZItotal reflection of qua-
Tq siparticles to —1 (perishing of quasiparticles at the bound-
Qp=eNo ' 2) ary) and used the experimental valuesrgf The final result
of our calculations was in the form of distribution functions
whereQ, are the upper boundaries of spectra¥ge-Vsand  for the output charge, which were compared with the experi-
No is the number of excess quasiparticles formed in Nb as ghental spectra.
result of absorption of a quantum of energy 6 keNj The results of calculations presented in Figs. 4a and b by
=22.10°07 dashed curves are in qualitative agreement with the experi-
Using the measured values @f,;=4-10"e and Qy,  mental spectra except for the region of small amplitudes in
=16-10% for the upper and lower electrodes, we obtainthe spectrum in Fig. 4b. The asymmetric peak in the spec-
Tr1="7 us for the upper andr,=5 us electrodes respec- trym for the upper electrodéig. 43 and the plateau in the
tively. These values are much higher than the experiment@]pectrum for the lower electrod€ig. 4b correspond to ab-
lifetime of quasiparticles in STJ electrodes. According to ourgorption of quanta in the central region of the electrodes. The
estimates, the recombination timg, at low temperatures  spectral regions with small pulse amplitudes correspond to
(=<1.4K) is also much larger thary. For this reason, the absorption in the “skirts” of the electrodes.
lifetime is determined by quasiparticle losses, i.e., capture of The calculated data are in agreement with the experi-
quasiparticles in traps, leakage through leads, and other pogrental results only for small values of the reflection coeffi-
sible processes. cient R, indicating annihilation of quasiparticles along the
The effect of diffusion on the shape of the observedperimeters of the electrodes. Taking into account the quali-

spectra is determined by the relation between the linear sizgtive nature of the model used, we can state that this can
of the electrodes of the STJ and the diffusion Iength over th%lso be an indication of quasipartic|e perishing in the

lifetime of nonequilibrium quasiparticlesL. = 4D 7y, “skirts”.

whereD is the diffusion coefficient. In our case, the diffu-  The results of calculations were used for estimating the
sion length and the size of the electrodes are approximatelyiffusion coefficientsD=1.5 cnf/s (L =9 um) for the up-

of the same order of magnitude. Consequently, the quasipager electrode an®=2.1 cnf/s (Lp=17 um) for the lower
ticle density distribution, and hence the output charge, ar@jectrode. The diffusion coefficient is connected with the

functions of the phOton abSOI’ption coordinate. The nonunimean free pat"]f of quasipartic'es through the re|ati:'8n
formity of the charge output becomes even stronger due to

the presence of large peripheral regions in the given structure _ } | (E) vz ©6)
of STJ, which have no direct contact with the tunnel barrier “3VF A )
( Sk_'#]se ()j'iffusion equation in our case has the form whereuvr is the velocity of electrons on the Fermi surface,
ve=0.57-10° cm/s!’ andk is the Boltzmann’s constant.
an(r,t) X 1 This gives the values dfi=34 and 48 A for the upper
i pvon(ry- T_d n(r,t), (3 and lower electrodes respectively. These values are slightly

smaller than the size of crystallit¢§0—100 A in Nb elec-
where n(r,t) is the number density of quasiparticles as atrodes.
function of the spatial coordinate and time. The difference in the shape of the spectra for the lower
Since diffusion lengthé p are always much larger than and upper electrodes is primarily due to the difference in the
the thickness of the electrodes, Eg) should be considered diffusion lengthL  in view of different values of the lifetime

for the two-dimensional case. 74 for quasiparticles. It was mentioned above that the value

The charge& of quasiparticles after tunneling is defined of 74 is determined by losses. The most probable mechanism

by the integral of losses is the capture of quasiparticles in traps which are
regions with a lower value of the gaf, that are not in

0= € fwdtf n(r,t)dr, (4) contact with the tunnel barrier, e.g., regio_ns on the oute_r

T Jo A surfaces of the electrodes. At the same time, the traps in
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superconducting electrodes to the penetration daptius
reducing the energy gap. In all probability, in the lower elec-
trode, in which superconductivity is suppressed by the Al
interlayer, the magnetic field caused a decrease in the gap
width sufficient for the formation of a trap increasing the
output of quasiparticles. The possibility of formation of a
magnetic trap was considered in Ref. 18.

This research shows that the shape of the amplitude
spectra of STJ detectors is determined to a considerable ex-
tent by diffusion of excess quasiparticles, in particular, by
the relation between the diffusion length, and the linear
dimensions of the electrodes. Peripheral regiftskirts” )
of the electrodes affect significantly the amplitude spectra
and can be sources of additional losses of quasiparticles.
Nonsymmetric STJ which make it possible to separate sig-
nals from different electrodes can be used for developing
specific STJ detectors as well as in analysis of kinetics of
nonequilibrium quasiparticles.
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The energy of the ordered state of the rare-earth subsystem of(KisDy), is calculated in the

pure dipole approximation, and the magnetic configuration corresponding to the ground

state is determined. The temperature dependence of the magnetic heat capacity is calculated in
the temperature range>Ty, and a good agreement with the experiment is observed.

© 1997 American Institute of Physid$1063-777X97)00711-1]

INTRODUCTION culate the temperature dependence of the magnetic heat ca-

In the theory and practice of magnetism, most magneti(g)aCIty above the magnetic ordering point.

systems are described in the exchange approximation in
which the dipole-dipole interaction is taken into account as
correction. The reverse situation has not been given mu%‘
consideration although a large number of magnetically con-
centrated compounds and, in particular, rare-earth insulators At room temperature, the crystallographic structure of
including those used as working substance for adiabatic d&2sDy(M0QO,), corresponds to the space groDéh with the
magnetization behave like pure dipole systems. This is duparametersa=9.51 A, b=7.97 A, andc=5.05A of the

to a considerable value for the one-site magnetic moment ainit cell which contains two structural units of this com-
rare-earth(RE) ions and a comparatively large atomic sepa-pound.

ration in the lattice, which effectively decrease the exchange In terms of the unit cell parameters, the coordinates of
interaction in the system. the RE ions arx=0, y=0.25, andz=0 (Fig. 1).

Studies of the compounds K@&t00,),* and With decreasing temperature, the crystal undergoes
CsGdMoO,),,% which belong to the group of alkali-earth structural phase transitions, among which the first-order
double molybdates, indicate that their main magnetic propphase transition occurring &t=40 K is studied most exten-
erties can be described in the pure dipole approximation. sively. Hence, in the helium temperature range in which we

According to the results of earlier investigations of elec-are interested, the volume of the unit cell is at least doubled.
tron paramagnetic resonaffcend magnetic heat capacity, This is accompanied by a decrease in its symmetry and the
the allied compound CsDilo0,), can also be treated as a formation of nonequivalent centers to be occupied by RE
dipole magnet. Indeed, the considerable valuelQ ug) of  ions® However, this nonequivalence is manifested in the
one-site magnetic moments of Byions in this crystal, a EPR spectrum of CsOio0Q,), in symmetric rotations of
low value of the temperature of transition to the magneticallythe effectiveg-factor (relative to the rhombic ax¢gharac-
ordered stateT=1.294 K), which is comparable with the terizing the resonant absorption at the lowest Kramers dou-
energy of dipole-dipole interactions in the system, as well ablet of the ground energy levéH s, of the Dy** ions,
the close nature of temperature dependence of heat capaciihich is split by the crystal field. The extremal values of the
near Ty and the heat capacity of a two-dimensional Isingeffectiveg- factor are found to be the same for both centers,
magnet, point towards the dominating contribution fromwhile the angles of rotation of the principal tensor axes are
dipole-dipole interaction to the general pattern of spin-spimot large and amount ta-10° and+5° in theab andbc
interactions in this case also. planes of the rhombic phase.

The present work aims at describing the magnetic prop-  In view of such an insignificant difference in the param-
erties of CsDyMoQ,), in the dipole approximation. We eters of the RE lattice sites, we can treat them as magneti-
shall determine the spin configuration corresponding to theally equivalent in the first approximation. In turn, during an
ground state in the magnetically ordered phase, obtain thanalysis of the magnetic structure, this circumstances allows
energy relations characterizing the ionic interaction, and calus to consider a unit cell containing one RE site and having

AGNETIC STRUCTURE OF THE GROUND STATE OF
SDy (M0oOy),
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The tensom is diagonal in the coordinate system of the

/ /
V. .1 unit cell and is independent of the position of the sitesd
T .
I / mygc According to Niemeyer's theorem, the magnetic struc-
ture of the ground state for one ion per unit cell must corre-
, '; 9y spond to one of the eight possible versions with the mini-
| mum energy of the moment; in the field of the surrounding
| i moments. Figure 2 shows the ferromagnetic structure 1FM,
a the antiferromagnetic Neel structure 2AF, and six types of
layered antiferromagnetic structures.

Calculation of the eigenvalues of the dipole-dipole inter-
action energy of these states involves the use of the third-
order matrices

7/ / X s 5
A=2, qkPi”, k=1,..8, (5)
/< %9y z/ y <]
Y4 g c which assume the following form if Eqg3) and (4) are
taken into account:
b %
7/
| A= 2 q(k)
| | I,m,n
2 re—3x OxgyXy 0x9,XZ
FIG. 1. Arrangement of DY ions in a CsSDYMoQ,), unit cell. The arrows Oy (5 -3 5 -3 5
indicate possible directions of the axesgtensors of nonequivalent cen-
ters. GGyXY  ,r*-3y? 9y92yZ
x| =3 (5 y 5 -3 /5 , (6)
, o 0x92XZ 9y9yz ,r’-32
half the volume in the case under consideration due to a 5 —3— z 5

r r r

halving of the parametds. ) _
The method of determining the magnetic structure of theVherer={xy,z;={la,mb/2,nc}. According to Fig. 2, the
ground state for one ion per unit cell was proposed by Lutconfigurational componerd(k) can be represented in the

tinger and Tisza for classical dipole systefrsnd general- form

ized by Niemeyer for quantum systefh¥his technique was a)=1; qG)=(-1%
used actively for determining the minimum dipole energy of emen. Lin
several paramagnetic saft8as well as the molybdates men- ~ 4(2)=(—1) ;ae)=(=1)"""%
tioned above. q(3):(_1)m; q(7):(_1)m+n;
The essence of the method lies in the following. The
q4)=(-1" q®@=(-1"" 0

Hamiltonian of interactions of magnetic moments lying at
the sitesi andj of the crystal lattice can be written in the
form

1

HDZZ -3 | #ipj—3

(pifig) - (miriy)
— 7
i<] T

: ()
wherer;; is the radius vector connecting the siieand j.
Taking into consideration the connection between the com
ponents of magnetic moment and spin

ui=2 ueg’S @ p=xy.z, )
where ug is the Bohr magneton, we can represent Hamil-
tonian(1) in the form

Hp=2> > Prfsst, (3
i<j ap
where
2 aN BV v
a M ae 9i gy riilii
Pijﬁ:MV s gi 9,—’8—3—I :2 u (4

ij
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Since ((S*)2)=S(S+1)/3, the energy eigenvalues for
Hamiltonian(3) have the form
a 1 2 a
Ek=§ MmeS(S+1)ey, (8

whereegy are the eigenvalues of the matiy,, which were
calculated through a direct summation of the elements of
matrix (6) over a sphere of radius 475 A, thus ensuring a
maximum error of 0.1% for moderate computing tithién
this case, we used the lattice parameters of the high-
temperature phase of Cs[oO,), since dilatometric
studied® show that the difference in lattice parameters at 4.2
and 300 K do not exceed 0.1%. The results of computations
are presented in Table | and shown schematically in Fig. 3.
The minimum energy value fdEg=—1.3390 K corre-
sponds to the configuration 8AF with the magnetic moments
directed along thec-axes and for the maximum value of
projection of the effectiveg-factor (g,=3.7, g,=1, g,
=13.4.* The configuration 3AF for which the moments are
also oriented along the-axis has an energy value very close
to the 8AF configuration. The difference in the energy char-
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FIG. 2. Niemeyer's ordered magnetic structdréslack and white sites
correspond to opposite directions of moments

FIG. 3. Energy scale of magnetic configurations of the ordered state of
CsDy(MoQ,),. The directions of magnetic moments are indicated in brack-
acteristics of these states is quite insignificaB—Eg  ets.

=0.0044 K. This quantity may serve as an estimate for the

coupling between chains in the ground state of

CSDV(MOO“)Z,' which is much lower than the binding energy moments oriented along the-axis. The crystals of
Eg=1.339 K.m the. chain. . . CsDy(MoQ,), are usually in the form of thin plateghe

. The conf|gura_t|on 1FM lies higher on the energy Scale’a-axis is perpendicular to the plane of the patelence,
its energy exceeding the ground state energy-iiy11 K for while calculating the energy of the purely ferromagnetic

structure 1FM. We take the demagnetizing factor into con-
TABLE I. Energy eigenvalues of spin configurations of the ordered state ofSideration only along tha-axis; this changes the energy of

CsDy(Mo0O,), with different directions of magnetic moments. the system byAE= 277,u§g§82n0, which amounts tAAE

= - =0.0667 K for a densityi,=4.98x 10?* cm™2 of Dy** ions

nergy, .

Magnetic i in CsDY(M0Oy,),.
configuration E,/Kg Ep/Kg E./Kg Results of our computations show that the energy of an-
1FM 11048 0.0488 1 2085 tiferromagnetic structurgs yv|th.the moments oriented at right
2AF —0.0702 0.0101 —0.3041 angles to the “easy” axig is higher than the energy of the
3AF —0.0543 0.0130 —1.3346 ferromagnetic structure 1FM with the momenta directed
AAF 0.2657 —0.0069 —-0.8322 along thec-axis (Fig. 3). This means that, in an external
5AF 0.0059 -0.0143 2.0852

magnetic fieldHllc, the system in the ground state must by-
6AF 0.0150 -0.0134 1.9751 ; X : 7
2AF —0.0709 1.0733 —0.3011 pass the energetically disadvantageous spin-flop state, giving
8AE - 0.0522 0.0123 ~1.3390 way to a metamagnetic phase transition to the ferromagnetic
phase. In this case, the transition field will be defined by the
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difference in the energies of the phases 1fhic) and 8AF

(mlic), which amounts to 0.16
H:kB(El_Eg)/gC,LLBS: 245.4 Oe.
The experimental resultson the dependence of magne- 0,12

tization of CsDyMoQ,), on external magnetic field obtained

at T=0.5 K show a sharp increase in the magnetic moment g
at H.=300 Oe forHlc to the nominal value which remains \80»08 -
unchanged upon a further increase in the field up to ©

~50 kOe. Such a behavior of magnetization is in qualitative
agreement with our conclusion about the metamagnetic 0,04
phase transition in this system.

MAGNETIC HEAT CAPACITY 0

The quantitative analysis of the heat capacity of a mag-
netic system can be used for verification of the interactionric. 4. Temperature dependence of the magnetic heat capacity of
model chosen by us for describing the properties of the cryscsDyMo0,),: experiment(*); calculations taking into account the first
tal under consideration. The method of high—temperature exerm of the expansiorfll) (solid curve, and the first two terms of the
. .. . . ._expansion(dashed curve
pansion of the distribution function is frequently used for this
purpose. In spite of the fact that computation of higher-order

terms in the expansion becomes quite cumbersome, thig ¢, calculated by using formuléll) taking into account
method has been used extensively for describing magnetignly the term withb,. The inclusion of the second term with
heat capacity and magnetic susceptibility of a number ofne coefficiento; does not improve agreement with the ex-
systems with dominating dipole-dipole interaction even atperimental values since this term appears with a negative
temperatures close fy .*#**A satisfactory agreement with - sjgn in the expansiofL1). It can be assumed that the experi-
the experiment was obtained by taking into account the firsfyental values can be described better by taking into account

two or three terms in the expansion. ~ terms withb, as well as higher-order terms. However, the
For d|pc_)le systems with Hamiltonia(8), the expansion problem becomes much more cumbersome due to a complex

of the partition function form of the coefficientsb, and a large number of lattice
Z=Tr(e Ho/ksT) (9) sums. However, the theoretical curve is in quite good agree-

) . ) ment with the experimental data if we take into account only
in powers of reciprocal temperature leads to a series of thg 4 first term of the expansiofl1) into consideration.

type

- 1( HD)” CONCLUSIONS
A=o N!

Z=Tr — | - = 10
E kgT (10 As in the case of previously studied alkali-earth double
molybdates KEMo00O,), and CsG@00,), with a large

Taking into account the relation between the Gibbs potential i ¢ of i h . i
G(T)=—ksTInZ and the heat capacity c,= magnetic moment of rare-earth ions, the main magnetic

—T(6%GI9T?)4_y, We can obtain an expression fog(T) properties of CsDiM0oO,), may be described by assuming a

also in the form of a series in powers of the reciprocal tempredominantly dipole-dipole nature of spin-spin interactions
in the system. The available computational methods allow us

perature: ) ; . !
to choose the magnetic configuration of the ground state in
Cm  — o Pn the magnetically ordered phase of a dipole magnetic and use
E:zz (-1 T 1) the energy estimate to predict its main properties. Among

other things, the magnetic structure of C$Mp0O,), in the
whereR is the universal gas constant. The general form Ofground state consists of ferromagnetic chains of*D'wns
coefficientsb, and bs for dipole systems is presented in arranged and oriented along thexis of the crystal with the
Refs. 12, 13. maximum value of theg-factor projection. The magnetic

According to the results of EPR experimefts, moments of adjacent chains are antiparallel to each other.
CsDy(MoO,), is characterized by a significant anisotropy of ~ Note that for a configuration corresponding to the
the g-factor (9.>9a,9p). Hence while calculating the coef- ground state, the computational technique used by us, which
ficients b, in the case considered by us, we can disregargs essentially a mean-field method, leads to an energy value
terms containingg;)" and @agp)". The expressions fds,  close to the valudy for the crystal expressed in kelvins,
andbz used by us for computing heat capacity are presentegihich serves as a measure of internal interactions in the sys-
in the Appendix. tem.

Figure 4 shows the temperature dependence of the mag- The coupling energy between the chains is much lower
netic heat capacitg,(T) for T>Ty, obtained by subtract- than the binding energy of magnetic moments in a chain.
ing the lattice contributior,,’: from the total heat capacity Together with a fairly stable minimum for orientations of the
Clat- Cm=Ciot—Ciat- The solid curve corresponds to the value momentsglic, this allows us to consider CsM0O,), as a
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guasi-one-dimensional Ising magnet which is characterized
by a metamagnetic phase transition in an external magnetic
field oriented in the direction of the moments. Experimental
studies of magnetization of a crystal qualitatively support
this conclusion.

Finally, we can describe the magnetic component of the
heat capacity of CsOio0O,), without introducing any ad-
ditional types of ionic interactions. All this confirms the
gualitative applicability of the dipole model of a magnet for
the system under consideration.

APPENDIX

Since TrH %) for systems with purely dipole-dipole in-

2 2

_ Xjk__. _ Ik,

0= & 3.5 3 1= &4 T35 3
ijgkki Tkl ijkki Tyl ki
2.2 2 2

_ 2 Xij Xk _ 2 ZijZik

2= 2 55 3. 3= 24 55 3.
ijugkki TijFklgi ijkki Fij Tl ki
2,2 2.2

S XijXki S ZijZy

4= 24 53,5, 5= & T5 3.5,
ijgkki Tkl ijkki Tyl ki
2,22 2.2.2

_ E Xij XjkXki | _ E ZijZikZi

6~ £ 55 5, 7= 44 5 5 5

ijgkki il ki ijkki Tkl ki

teraction contains only terms of the typeP?Pi#, while
.

j
Tr(H3) contains only terms of the typeS P{PPi Pif
i jk ki
andSP{PPPPEP , the coefficients, andb; can be repre-
ij

sented in the form
1 2 2 2 4

bzzm S*(S+1)“up{0yx(S,— 653+ 9S;)

+03(S,—6S,+9S5) +1802(95So + 9710 };

_ 1o 2 246 _

b3_6k2 S(S+ 1) ua{0x(S,—9Ss+27(S11— S13))

+05[S,—~ 95+ 27(S1o— S14)] — 540395 S1s

3 1 3 3746
+0yS1e)}+ 913 S*(S+1)%up{g: S17—3(2S:s

+S50) + 9(2S5+ Spa) — 27S56] + 92 S17— 3(2S1e
+S,1) +9(2S,3+ Sps) — 27S,7] — 5493(93Szs
+09550)},

whereS, are lattice sums of the following types:

2
1 1 X
_ . _ ) _ i
SI=2 % S=2 5 S=2 5
ij Ty i T ij T
2 2 2
zf X z
_ j. _ ij _ ij
=2 7 S=X2 11 S=2
TR TR T TR AT
4 4 2.2
Z: X5 75
_ i . _ ij _ ij 4]
S=2 1 =2 1 S=X —m
ij T ij T ij T
2.2 4 4
-3 YijZij _5 K. Zij
Si=2 — 1w Su=2 1 ST 13
T r: i r: i r
] ij J ij J ij
3.3
_ ij _ 1) _ 1171
S13_2 15 S14_2 15 S15_2 15 »
1] rlj 1] ij 1] rl]
3.3
_y YuF 1
S16_ - 15 Sl7_“ 3.3.3
ij T ijokki Tkl
2 2
_ j ij
Sie= 2 w33 S= X 53w
ijkoki Fij Tkl ki ijugkki Tkl
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Xij XjkXkiZij ZjkZki

8™ E . 5.5 .5 )
i,k ki Fij Tk ki

Sy YijYikYkiZij ZjkZki

9T &4 5 5 5 -
ij,jk,ki rijrjkrki

Numerical values ofS, were obtained through direct
summation with increasing number of coordination spheres
participating in the summation. The computer program ter-
minated the computational process when the difference be-
tween the results of preceding and succeeding summations
was less than 1% of the preceding value of the sum.

*E-mail: aanders@ilt.kharkov.ua

YA preliminary analysis of the convergence of eigenvale@supon an
increase in the number of coordination spheres participating in the sum-
mation shows that even a doubling of the radius in this case changes the
value ofg) by not more than 0.1% of its initial value. Hence this estimate
is used for the error in the results of computatioref.
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Effect of pressure on the phase diagrams and dynamic properties of easy-plane
antiferromagnets

Yu. N. Mitsay, Yu. A. Fridman, G. A. Bairamaliyeva, and C. N. Alexeev

Simferopol State University, 333036, Simferopol, Yaltinskaya st., 4
(Submitted March 19, 1997; revised May 22, 1997
Fiz. Nizk. Temp.23, 1202-1210November 199y

Phase diagrams and dynamic properties of strongly anisotropic, easy-plane antiferromagnets in
the presence of external pressure are studied. It is demonstrated that the phase with

tensorial order parameter is possible in the system. Spectra of bound magnetoelastic waves are
studied in the vicinity of the phase transition points. 197 American Institute of
Physics[S1063-777X97)00811-9

INTRODUCTION B
Ho=—H2 Sy+5 2 (S)*+ 2 {I(n—ny)

Special attention has recently been focused on the study i " 1.2
of pgculiari.ties of tt1e behavior qf easy-plane magngts yvith XS, Sh.—D(N;—Ny)[Sy. X Sy 15}
one-ion anisotropy-> Systems with the energy of uniaxial 1o v
anisotropy comparable or greater than the energy of the ex- . +7 ) )
change interaction have attracted considerable interest. First V; SJniSniUik(“i)“Lf dr > (Ut ugy+uz,)
of all, it is connected with the fact that such magnets are '

low-temperature magnets. They 4fe NiSiFs 6H,0, + (g, UL+ U, + N (Uyglyy+ Uy Uy,
NiZrFg-6H,0, FeSik-6H,0, CsFeC), and some others.

The behavior of these magnets in a transverse magnetic field 1 , )— Puxx] ' (1)
has been studied extensivefyand interesting peculiarities

of their properties, such as the emergence of the quadrUp{ﬁhereSﬁ is the spin operator at site of the ith sublattice,
phase(QU) and discontinuity of phase diagrams when the (n —ni)<0 the Dzvaloshinskii's exchange.is the con-
value of the magnetic ion spin is greater than unity, havéD 1 fz | y h dg ' he el

been revealed. The dynamical properties of such syste ant of magnetoelastipAE) exchange) andy are the elas-

have also been studied extensively in the vicinity of the ori—icgy. n:ﬁdu“’ uhik(ni) !sttheaggfo;hmatlo? tenlsorl(nl—nz) q
entational phase transitig®PT), is the exchange integra®, is the external pressure, an

However, the behavior of such magnets in a Iongitudi-H is the external magnetic field.

nal field (parallel to the basic plandas been studied insuf- In (1) the_ first three terms descrlbe_ the magnetic sub-
ficiently since investigations of this case were limited o System, the fifth term describes the elastic subsystem, and the

small anisotropy(3<J, where 3 is the constant of one-ion fourth term describes the ME exchange. Further investiga-

anisotropy, and is the exchange constaitThe influence tions are carried out in a low-temperature lifM<Ty, Ty

of mechanical boundary conditions on the properties mjs the Neel temperaturesince in this case it is possible to

strongly anisotropic easy-plane magnets and spectra of erl’gake all calculations analytically. Without lack of generality

ementary excitations with allowance for magnetoelastic in Ve can assume the magnetic ion spin toel. The orien-

teraction have virtually been ignored in those studies. tation of the sublattice magnetic momenta for the system

In this study we have focused our attention on thes:edescrlbed by(1) can b_e represented as shown in Flg. L
factors. Rotate the coordinate system around the dgierpen-

dicular to the plane of Fig.)lso that the new quantization
axis & would be parallel to the vector of magnetization of
the ith sublattice. In this local coordinate system define the

new spin operatorS: , S7; andS; as follows:
PHASE DIAGRAM OF A STRONGLY ANISOTROPIC EASY- b '

PLANE ANTIFERROMAGNET St =S¢ cosf+(—1)"1S7 sin 6;,
The system under study is a strongly anisotropg ( S =(—1)"*1S sin 6;+S! cos 6, (2
>J) antiferromagnet with the Dzyaloshinskii’'s exchange. ' ' '
The resulting magnetic momentum lies in the easy plane 6,+ 6, 6,— 6,
(XY), as does the applied external magnetic field. Let us Sﬁi=5ﬁi, = 5 v T T 5

determine the influence of the external pressure on the static

and dynamic properties of the magnet. We assume that the We carry out further calculations with use of the Hub-

external pressure is applied parallel to the easy plane. As weard’s operators® which make it possible to exactly take

shall see, this is the most interesting case. into account the one-ion and ME exchange. These operators
The Hamiltonian of the system has the form are built on eigenfunctions of the one-site Hamiltonian
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FIG. 1. Orientation of the sublattice magnetic momenta.

Fo(n;). After separation of the mean field in the exchange

part of (1) and transition to local operatof8) the one-site
Hamiltonian assumes the form

To==2 HiSh+ 2 (~1)FIH(S] +S,)

—2; {(S1)?+(S,)* =81 S, — S Su b

14

+
2

; (Ut Uy — Uy, = A+ By (S7) 2+ 2A(SF )2
1 i i i + Q- — ot
+ > (U Uyy Uz~ AD(Sy S, + S, Sq)

+(CL+CH)(S) S, + S5 Sh) Hegy. 3

Here we denote
Sy=STEiSy . (Sh)=(Sh)=(S),
Hi=H cos 6;—(S*)[J, cos 2+ Dy sin 2],
H_i=% {H sin 6,—(S%)[J, sin 2— D, cos 1},
Ai=Uj, cog 6;+uy, sin? 6,+(—1)' "u), sin 26;,
Bi=—2i{u}, cos 6, +(—1)' "u}, sin 6},
Ci=(—1)'(uy,—uy,)sin 26, + 2u}, cos %;,

ChL=—2i{u}, cos 6;+(—1) "u,, sin 6;},

(3a)

where J, is the zero Fourier component of the exchange

integral, andD, is the zero Fourier component of the
Dzyaloshinskii exchange. Here

J0=; J(n).
Solving the one-ion problem with the Hamiltoni§B)

901 Low Temp. Phys. 23 (11), November 1997

o)t (M) =yt (M),

we determine the eigenvalues and eigenfunctiongZgf(M
is the magnetic quantum number. F&=1 M=-1, 0, 1:

| :E vI2
1-1

o
2 +m{(ulxx+uly)(Hi +8H{)+uy,

y
X (H2+4H?)+ A(H2—4H?)+ (—1)'"*2C H;H}

_| P 2 2 vBl4 i i 2 i
+[1—6+H +4Hi—m(uxx+uyy)Hi—uzz

I |
X (HZ+4H?) = A (H? = 4H?) +(~ 1) " 12CHH;

2

vl2 . ) ) .
[(Ult Uy ) HE = UL (HZ+4H?)

+| ———
H2+4H?

1/2

SAHE-4RY) (-1 2CHHE L @

. 14 . . . —_—
P {(Usoe Uy Y HP + Uh (HZ+4H?)

Eo—

+ —
2 H2+4H?
— A(H?=4H?)+(— 1) 12CI H;H;}.

The Hubbard’s operators are built on eigenfunctions by
standard ruIé’sY,'\{"'\" =, (M")) (¢ (M)] and describe the

transition of a magnetic ion statd to stateM’. These op-
erators are related to spin operators through familiar
relations’
From the condition of free energy density minimum
F=Fo—TInZ,

®

where.7 is the free energy of an elastics subsystem which
is determined by the last term {A)

z=% exp(—Ey /T)

andZ is the partition sum. Determine the equilibriuspon-
taneous deformationsu§Y(n;). They appear to be

bl (7+2\)—\(b,+bb)
n(n+3\) ’

(0)i _
XX

(i P27+ 2)) ~A(by+by)
v n(7+3\) ’

by(7+2\)—\ (b} +b))
n(n+3N) ’

(0)i _
Y4

WO =% -0,
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oi_ (=" v(HE—aHP)Si(y+ (—1)'"2o) —4HH, cosy+(— 1) 1)
T2y HZ+ 4K2
0

Kio ,8 . K;j (0)
X cosh?+?smh?—exp(—ﬂl4T) z\9, (6)

(H; cog g+ (—1) 1)+ 2H; sin(y+(— 1) *1g))? 0
— cosh?

H2+4H?2

b‘lz—P—%[ 1
Zi

[H; sin(y+(=1)""2g)—2H; cogyt (-1 )P [ B w0
_ A ——sinh— e ,

4K?

o (Hi sin(y+(=1)""2p) + 2H; cog g+ (~ 1) "1p))? i
by=—— 1|1+ s cosh—
Z; Hi +4H;
H; cod g+ (— 1) " L)+ 2H; sin(y+(— 1) *1g))2 K2
_ (H; g+ ( ) @)2 _|2 n(r+( ) ) io COSh—I— o BIAT , )
0 0
i v Ki L N
=——= —+-—3 —+
b3 200 {cosh T2 sinh TTe ,
(0) K —pIAT 0 2, o, B
|
As is evident from(4) and (6), the energy level corre- H+(S%|Dy
sponding to the ground state i5 whose analytical expres- cos = 2‘]—<S§>
sion in our approximation is 0
. Hi2+4H_i2 vP 2vP HiH_i One can demonstrate that in thi, vicinity the mean
Ei=-— B 7+ "7 HZt+4H2 sublattice magnetization approximately equals unit$)
_ ' ! =1. The phase which is realized Bt=H,, is called the
Xsin Ay+(—1)"1o). (8) FM1 phase. We determine the value ldf, from the ME

In (8) the terms proportional to”/ 5 are rather cumbersome Wav/i ?Er?ﬁter? increase of the field leads to the fact that the
and we will omit them here. Near the phase-transition lines

these expressions are important and we take them explicitlveCtor'vI =M+ M, orients along the dlrectpn of the f'e.ld
into account %.e., ¢=¢=0) as well as vectors of sublattice magnetiza-

' i i =
In this case the free energy density can be represented |t|non. Such configuration occurs d#=Hcs, where Heg

the form =2Jo—|Dol. _ _
S The phase realized &=H_; is called the FM2 phase.
T =7L+E], Of most interest is the case of small fields in which the
so-called quadrupléQU) phase is realized. In this phase the
70:”_77 (HZ2+ U2+ Uu2) + p(ud + U2+ u2) magnetic vector or(jer parameter equals Zero. .
2 4 Y Y For our system it means that the mean sublattice magne-

@) tization and the mean magnetization at the site equal zero. It
is well knowr! that for easy-plane ferromagnets in a trans-
Using (9), we determine the phases in which the systemyerse magnetic field the realization of a QU phase is accom-
under study may exist. Suppose that the system has su@anied by the inversion of energy levels; i.e., thg level
values of fieldH and pressur® that the mean magnetization becomes the lowest level. In the system under investigation
at the sites is oriented as shown in Fig. 1. With an increase ithere is no such inversion and the QU phase is realized due
the field to a certain valuél., (at constant pressurethe  to certain purely quantum effects.
vector of mean magnetization is oriented along the direction  Let us discuss this question in detail. Let us assume that
of the magnetic fieldH. In this case the angle=0 andis  in a certain field the system undergoes a transition to the QU
determined from the condition of free energy density mini-phase. The magnetic phase realized in figlgs<H<H_; is
mum (9). This condition leads to that in a phase with called the QFM phaséquadruple ferromagngtin our ge-
=0, H;=0 from which it is easy to obtain ometry the pressure plays the role of an effective anisotropy

+ N (UyyUyy+ Uy Uy, Uy Uy p) + Py,

902 Low Temp. Phys. 23 (11), November 1997 Mitsay et al. 902
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FIG. 2. Phase diagram of an easy-plane AFM in the plang). FIG. 3. Dependence of the sublattice magnetization on the external mag-
netic field.

with the easy magnetization axiEMA) parallel to the OY

axis® At fields close to the field of the QFM-QU phase tran- | Fig. 2 we show the phase diagramtt=0 in the plane
sition, as follows from the analysis of the free energy(p g). The field of QFM-QU phase transitiomH(,) can be
density its minimum corresponds to values of the angles andjetermined from the ME wave spectra. The behavior of
is close to the followingp=m/2, 4=0; i.e., the vector of angles and sublattice magnetization as a function of external

mean magnetization at the site the vectors of the Sublatticmagnetic field is shown in F|gs 3 and 4, where we denote
mean magnetization tend to “turn” along the “effective”

2 1/2
EMA. For mean magnetization of sublattices we obtain _ Do Do do B
Yo=——+|—=z+5—| , do=Pu/n.
; 43, |\ 16327 23,
(Sh)=4— cody+(—1)* Vo). (10)
B SPECTRA OF BOUND ME WAVES

At P=0 andH=0 the system is in the QU phase since . . .
. . ) ; . . The dynamic properties of magnets have several special
this result may be interpreted in the following way: there is : . . . o .
features in the vicinity of orientational phase transitions. It is

no distinct axis in the system and all the directions in the Il k hat all for th . : lead
basic plangXY) are equal. Therefore, magnetizations at dif- Vel Known that allowance for t_e '\(/)LE Interactions leads to
ferent sites may be directed arbitrarily and their averagé1 ybr|d|zat|qn of ele.mentary _e>§C|tat| .Although the ME
equals zero. This situation is similar to the one in which theexchange is weak in the vicinity of OPT, precisely this pa-
QU phase is realized in strongly anisotropic easy-plane
ferromagnets.

As is evident, the ground state of an AFMRt0 and v

H=0 corresponds to the eigenvectty of the S¢ operator:
Yo (1)=]1).

With increasing pressure the mean magnetization should
be turned along the axis of the “effective” anisotrof@Y).

The ground state of an AFM is a superposition of the eigen-
vectors|1) and |—1) of the St operator: ¢ (1)=cosg|1)

+sin &|—1). Such superposition of the vectdis and|—1)
leads to the quantum redaction of the spin. This effect is
characteristic of easy-axis magnets in a magnetic field per-
pendicular to an easy axis. In our case this effect is caused by
the presence of an external pressure, which plays the role of
uniaxial anisotropy.

In the AFM under study the two described quantum ef-
fects account for the existence of the QU phase. It turns out n/2
that the QU phase exists up to pressures determined by the
formula

vP B
77° =5 Jo—2a,, (11)

where

|
|
|
|
|
I
1
ag=1°127. Hc1 Hea Hc3 H

_ This exprt_assion can be O_btained by investigating t_he €XFIG. 4. Dependence of the angles of sublattice orientation on the external
istence domain of a phase with nonzero mean magnetizatiomagnetic field.
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rameter plays the decisive role in the dynamics of a 0 o i _
systent® To investigate this question we represent the de-  Tn(a,)=Ty(q,)=(-1)""" Tnj(q,t)qe%'( vl (ay)
formation tensor as a sum of two terms: spontaneous defor- _
mationsuj((k))(ni), which are determined b{6), and the dy- — ) (ay))cos 24,
namic term u{f)(n;), which corresponds to the lattice _ _
illati i tten i T, a,0=Ta *(q,t)
oscillations. The latter may be written in terms of phonon ng A n '
operators as followé:

v )
- - =(—1)I* — T2 (q,)q€/ (Y] (as)
oo expliqn;) . . 4 'n il
Ufﬁ)'zz(% Wﬁ?(bq,k'}_bq,)\)(ej}\(q)qk ; ]
' — 7} (@g))cos 2,
+ef(q)q)),

To, M@, 7)==Tg"(a,7)
wheree, (q) is the unit vector of a phonon polarization,
=I, t, 7; mis the mass of a magnetic ioN, is the number
of sites in a latticew, (q)=c,q is the dispersion of a free
phonon, andt, is the velocity of polarized sound. ,
After separation in the one-site Hamiltonié3) of a part 10 — _ 701 —_ 70 Z(

proportional tou{)(n;) and its quantization in accordance To(@7)==Ta (@)= 7 Tn (@ A€ (1)
with the given formula it is possible to write the Hamiltonian
describing the processes of magnon-phonon transformations:

= (1)) 3 T2 (q,7)q¢€ sin 4,

+ 9! (ay))cos ¢,

=3 |3 Ad S Avs). T, 0,7 =-T% {a,1= 7 T2,(q,7ae(¥, (as)
where + 9} (ag))cos ,
P b= S (B b T @) Thad)Zedan) B (o
@ N ER TN e TR The functionsy! (a) in (12) are determined from the

relation between the spin operators and the Hubbard

_ operator8and in the given geometry! (@) ¥}(a)=0 for all

of transformations. a, n is the number of the site, andis the number of the
Further, we consider the simplest and the most interests p|attice.

ing case in which the wave vector is parallel to an external  The spectra of ME waves are determined by the poles of

field H. In such geometry the only nonzero components of; f,|| Green’s function

the unit vector of phonon polarization agfq), €/(q), and , o

e’(q) and the corresponding amplitudes of transformation ~ G“* (n,7;n’,7")=—(TY/ (7)Y, (7)),

have the form

« are the root vectof$, andT)'()(q,\) are the amplitudes

where T is the time-ordering operator, and;(7) are the

1-1 1 iv_, H; Hubbard operators in the Heisenberg representation.
T"i (q‘l):T”j (q,I)=?Tnj(q,I)qef‘ FCOS 2, The Fourier transform of the Green’s function to be
. found is related to the irreducible transform by the Larkin
—iosin 26i)sin2 o, part Eﬁ“'(k,wn) and the amplitudes of transformation
Kj Ti'(k,\) are related by the Larkin-type equation

TR =Ta,)=(~ 1)1 2 T2 @.)ae(¥ (a) G (k=257 (kwn) + (X oo (k)P (k)

F3 5, o) TN D (K ) T;2

— 7 (az)sin 2, ,
T %an=T% Y X(=k NG (K, wp). (13)
iy _ In (13 Dy(k,wy)=2w,(k)/(0?— w?(k)) is the Green's
=(—1)*1 7 Tﬂj(q,l)qe,x(yi(ag,) fgnctﬁon of'a)\—polarized frge phonon, arﬁj“(k,w,!) is the
six-dimensional vector, which in the block notation has the
— ¥\ (ae))sin 2y, form

38k @) = (S8 (K, wp) 35 (K, o),

where the three-dimensional vectois,‘j,(k,wn) have the
form

B .
_ 4_KJG sin 25j>sm 2, (12 Eﬁ/(k,wn):zath/(—al)Eﬁofl(k,wn),

iv H;
To, (@ =T,"a.0=- T21.<q,t>qqy(K—$ cos 2,
J
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yiH(—a).

The six-dimensional matrix i¥(k) = o®V, anda? is
the Pauli matrix

ci(a)=(Yl(a), Yi(a),

Vi€ —yté _yté
V= V+§ V++ V+—
V+§ V+— V++

V&(n—n’)=J(n—n")cos 2+ D(n—n")sin 2,

1
VT (n=n")= 2 {V&(n—n")=I(n—n")},
1
V**(n—n’)zZ{Vgg(n—n’)JrJ(n—n’)},

V*té(n—n')= % {J(n—n")sin 2y—D(n—n')cos 24}.

The six-dimensional vector@f,(k,wn) can also be repre-
sented in a block notation

Pja/(kywn):(PJql(kawn)y ng(k,wn)),
while the three-dimensional vectot%ﬁ,(k,wn) are deter-
mined by the relation

Pl (K,wn) =2 ¢(a1)G; T (K wp).
ay

Equation(13) can be solved due to the “split” depen-
dence on indexa. Finally, the dispersion relation in the
mean-field approximation for the ME waves has the form

{1-(y2—y3)3{1-(y2+y3)%=0, (14
where
yz(k,wn)Z—V++(k)[b(a)Gg(wn)|n(a)|2
D, (K, wp) .
+ 1_Q)\)\/D)\(k,wn) b(a)b(B)GO(wn)
Xy () ¥ (BTYKMNTA(=kN) ¢,
(15

ya(k,wn)= —V+(k)( b(a)Gg(wn)y, (). (—a)

D)\(klwn)
1-Q,\'Dy(k,wy)

XGE(wn) Y (@) y (=BT kN TP

b(a)b(B)Go(@n)

Quur =T (=K AZ5T (ko) T), " (K \).
Here we sum oveg, B, A, and\’.

As is evident from the analysis afl4) in the QFM
phase, the transverse polarized ME waf/eandt) “become

905 Low Temp. Phys. 23 (11), November 1997

entangled”, while the equation for the longitudinally polar-
ized wave splits oufl) and its spectra has the form

w3(K)= 0 (K)(1—a9/Jo).

However, in the vicinity of the OPT QFM-FM phase and
QFM-QU phase it is possible to uncouple Ed4) with re-
spect to polarizations. Let us consider the dynamics of a
system in the vicinity of the QFM-FM1 phase transition. In
this case(see above ¢=0, cos 2y~—1, and cos/~0,
while the mean sublattice magnetization(&)~1. It fol-
lows from (12) that the only nonzero amplitudes of transfor-
mations areT(k,t) and T%(k,t) and only t-polarized
phonons interact with the magnetic subsystem. The equation
1—(y,+Yy3)2=0 decomposes in the vicinity of the QFM-
FMI transition into three equations, each describing quasi-
phonon oscillations of certain polarization. The solutions of
these equations are

w?(K)=wf(K)(1—ag/Jy),
w3 (K) = w%(k)(1—ag/4do),

ak2+[(H2+ H|D0|)/2Jo]_do

2 _ 2
win() =ik Zrar ap+[(H?+H|Dg|)/23p]—dy’
(16)

From the condition[ (H?+H|Dy|)/2]5]—do=0 we deter-
mine the field of a QFM-FM1 phase transition

Dy
2

1/2

D2
0
Heo= +<7_ 2doJo) (17)
It follows from (16) that at the point of OPT in a long-
wave limit (ek?®<a,) the spectrum oft-polarized quasi-

phonons softens:
w(K)~ o (k),

oy (K)~w,(k), (18

ak?
Wy (k) =wf(k) =,
0

while the spectrum of quasimagnons is determined by the
expression

Z2(k)=2Jo(ak®+ag). (19

Thust-polarized phonons strongly interact with magnons in
the vicinity of the OPT(QFM-FM1). Their spectrum softens
while in quasimagnon spectrum the ME gap appears.

The value of the gap, as follows frof9), is

®Wme= V2Jp3y. (20)

The results(18)—(20) obtained by us precisely coincide
with the results for slightly anisotropic AFK.

Of special interest is the dynamics of a system in the
vicinity of the OPT QFM-QU phase since this case has not
been investigated previously.

As we have noticed above, near the point under study
¢=m/2 and =0, while the mean sublattice magnetization
equals zero{S¢)~0. HenceV ™' * =0 and thereforg, equals
zero (15). The dispersion relatioil4) has a more simple
form:
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1—y§=0. (21)  follows from (20) and(25), the ME gap suffers the so-called
exchange amplification characteristic of antiferromagnets.

From the conditiorH.;<H., we obtain the value of a
one-ion anisotropy constant at which the above-described ef-
fects are realized

It should be noted that in this situatioR*%(k,r) and
T%k,7) amplitudes of transformation differ from zero
Tk, t) =~ T k)~0 by virtue of infinitesimally smalH/3
ratio. Equation21) accordingly splits into equations, each of
which describes quasiphonon oscillations of certain polariza-  8>Jo+ do+ 280+ {(Jo+do+2a0)*+ Dg+4dy

tion. These equations have the solutions 4Dy éDéMJrJodo 12
wf(k)=wf(K),
2 ) CONCLUSIONS
ak™+Hg —H As we have noted recently, anisotropic magnets have
ak?+ Hgl— H?+2a,’ attracted considerable attention. Peculiarities of their behav-
) ) ior were studied in many papefs® However, the influence
@ (k)~wi(k), (22 of mechanical boundary conditions on the properties of such
where systems was virtually neglected. In the present paper it is
demonstrated that the presence of mechanical boundary con-
He1=VB/2( 12— do— 280~ Jo). ditions (external pressurP) leads to a series of specific fea-
HereH, is the field of a OPT QFM-QU. At the point of a tures in the behavior of easy-plane AFM.

w3 (k)= w?(k)

transition in a long-wave limit ¢k?<a,) the spectrum of In particular, these peculiarities exhibit themselves in the
7-polarized quasiphonons softens: QU phase. We show that this phase is formed due to the
20 2 2 presence of two quantum effects, one of which is character-
wy(K) = w7 (k) ak®/2a,, 23 stic only of the easy-plane magnets and the other is charac-
while in the spectrum of quasimagnons teristic of the easy-axis magnets.
SR (12 Quite interesting is the effect involving the change of
£4(K) = (ak=+2a)(2Jy+ 2ay), (24 polarization of the soft mode, which softens in the transition
the ME gap appears from H¢, to Heo.
®Wme=2vJpa0. (25 V. G. Borisenko and Yu. V. Pereverzev, Fiz. Nizk. Terift, 730(1985.
. . . . 2W. G. Bos, T. O. Khassen, N. J. Poulis, and R. L. Carlin, Magn. Magn.
As is evident from the relation§l8) and (23), in the Mater. 15-18, 464 (1980.

vicinity of the point of OPT QFM-QU phase the soft mode is qu. N. Mitsay and Yu. A. Fridman, Uk;- Fizé ZI85, 459(1990.
. ; i ; i F. J. Varret, Phys. Chem. Soli@3, 257 (1976.
ar pOIarlzed quasmhonqn mode, V.Vhlle at the pomt of OI:)T5E. A. Zavadsii, Thesis of a report, Makhachk&l®84), p. 131.
QFM-QU phase q—polarlzed quasiphonon mode is a soft ey, N mitsay and Yu. A. Fridman, Ukr. Fiz. Zt85, 5 (1990.
mode. Therefore, in the QFM phagat H.,<H<H;) two 7F. N. Onufriyeva, Fiz. Tverd. Telé_eningrad 26, 145 (1984.
transversely polarized modes interact with the magnonSL. D. Landau and E. M. Lifshitz, Statistical Physics, Nauka, Moskow
(1976. ;
branch. . . °R. O. Zaltsev, Zh. Esp. Teor. Fiz63, 207 (1975.
Note that the value of ME gap in the spectrum of quasi-
magnons in the QU-phase & times larger than the gap in  This article was published in English in the original Russian journal. It was
the vicinity of a transition to the FM1 phase. Besides, asedited by S. J. Amoretty.
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ELECTRONIC PROPERTIES OF METALS AND ALLOYS

Faraday rotation in conductors with magnetoimpurity electron states
A. M. Ermolaev and G. I. Rashba

Kharkov State University, 310077 Kharkov, Ukraine
(Submitted April 22, 1997; revised June 2, 1997
Fiz. Nizk. Temp.23, 1211-1214November 199y

The high-frequency Hall conductivity for metals and degenerate semiconductors with
magnetoimpurity electron states is calculated. The effect of these states both on Faraday rotation
angle and on magnetic circular dichroism is considered. Additional maxima and minima on

the frequency dependence of Faraday angle, which are associated with the magnetoimpurity
electron states, are observed. 1®97 American Institute of Physid§1063-777X97)00911-7

Crystals in a magnetic field have a circular anisotropyFermi boundary(Al-Cr, Al-Fe, Al-Cu), as well as above it
caused by nonequivalence of rotational directions in a planéAl-V).” New optical absorption bands associated with these
perpendicular to the magnetic field. This anisotropy causes states have been observed experimentdlly.
difference in the velocities of electromagnetic waves having  The magnetoimpurity state¥ formed as a result of the
opposite circular polarizations and propagating in the mageombined action of the attractive potential of impurity atoms
netic field direction, as well as a difference in the coefficientsand a magnetic field on electrons are a specific case of im-
of absorption of these waves. As a result, the polarizatiopurity states of electrons. The impurity perturbation partially
plane of a linearly polarized radiation passing through a crysremoves the degeneracy in the position of the Larmor “or-
tal turns through a certaifFaraday angle, while the linearly bit” center and splits one or several sublevels from each
polarized radiation becomes elliptically polarized. Landau level. This results in the emergence of a large num-

The practical significance of the Faraday effect is assober of optical absorption resonances associated with electron
ciated with the possibility of using it as a method for study-transitions between Landau levels and magnetoimpurity
ing the structure of solids. For example, the Faraday effedevels!®** Magnetoimpurity states of electrons have been
can be used to determine reliably an important band paranfbserved experimentally and are responsible for the creation
eter in semiconductors, viz., the effective mass of conductio®f beats in the de Haas-van Alphen effect in bismuth with Te
electrons, and to draw conclusions about the properties gind Se impuritie$:'“ They also cause new optical absorption
energy bands and electron impurity stétdzaraday rotation ~fesonances in semiconductors Si and Ge with neutral impu-
at optical transitions from bound states of donor impurities infity atoms:*
semiconductors was considered in Refs. 3 and 4, where it I this work, we shall consider the effect of magnetoim-
was shown that bound electrons make a strong contributioRUrity states of electrons in metals, semimetals, and degen-
to the Faraday rotation in weak as well as strong magneti€'ate semiconductors on the Faraday effect and circular mag-
fields. If the electron and impurity concentrations are com-etic dichroism. We use the model of a conductor described
mensurate, the contribution of rotation at donor electrond Refs. 9, 10, 13. Among other things, it is assumed that the
may be comparable with the Faraday rotation at free carrierdn€an separation between point impurity atoms is larger than

Impurities are manifested in two ways in low- the radlus_of _the bound stat_e of an el_ectron, while the elec-
temperature magneto-optical effects. On one hand, they coftomagnetic field frequency is much higher than the elec-
fine the mean free path of conduction electrons and hindefon collision frequer;cy. _ _
the formation of closed stable electron orbits as well as reso- 't iS well knowrf® that the angle of rotation of the light
nance absorption. This effect is usually taken into considerPlarization plane parallel to teaxis and to the wave vec-
ation by introducing a constant i.e., the electron collision tor is determlneq by the Q|fference in the r_efracnve indices
frequency. This is true for the case when electrons undergB- @ndn.. for circularly right-and left-polarized waves. In
only potential scattering at the impurity atoms. At the samdhe case of weak absorption, this dlffereln(.:e is proportional to
time, electron-impurity scattering may contain resonanced® real component of the Hall conductiviay, :
corresponding to local and quasilocal stateghich are ac-
companied by a sharp increase in the electron density of o= o(n_—n,) _ 2m Re oy 1)
states at local and quasilocal levels. This leads to the forma- 2c nc '
tion of new optical absorption resonances associated with
electron transitions between impurity and band states. Virwheren=(n,+n_)(1/2) andc is the velocity of light in
tual bound states of electrdhare a special case of impurity vacuum. The magnetic circular dichroism is determined by
states. These corresponddeaesonances in the scattering of the quantityA proportional to the difference in the absorp-
electrons by transition metal impurities in a nonmagnetiction coefficientsk.. of circularly polarized waves or to the
matrix. The corresponding resonant levels may lie below thémaginary component of the Hall conductivity
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o(k-—ky) 27 Im oy,
A= = .
2c nc

)

In the approximation linear in the concentration of im-
purity atoms, the high-frequency conductivity tensor can be
written in the formo=o0y+ 8o, where o is determined
only by potential scattering of conduction electrons by im-
purity atoms, andbo is the contribution from magnetoimpu-
rity statest® This givesé= 6,+ 86, where 6, is the known
contribution due to rotation at free carriers taking into ac-
count potential electron-impurity scattering, whi#® takes
into account magnetoimpurity states.

The method of calculation of high-frequency Hall con-
ductivity of metals with magnetoimpurity electron states was
described in Refs. 10 and 13. Near the frequencies of reso-
nant transitions of electrons between Landau levels and mag-
netoimpurity levels, it contains the contribution

2 - 1/2
en w
doiy) =i —= ag| —=———| | 3
Ixy Mwg “s wg —w—il © ] | l ]
-0.08 -0.04 0 0.04 0.08
where X
n Q [ wg 3/2 FIG. 1. Frequency dependen@@® of the Faraday angle.. as a function of
ag=2——|—| XX [f(ek—wg)—f(el)] x=wlw.—1 near the resonance frequencies .
Ne wg \ g K
k—s k—s+1 @
X
(1+Q/wg)? (1-Olwg)? Lo Q[ w) r o
aj=2"—|— ; [f(e)—f(ef+wl)]
is the oscillator force of a resonant transition. Hereande € s s
are the effective mass and charge of the electngrgnd n; k+s k+s+1

the number densities of electrons and impurity atomsg, X
=s()— wq are the resonance frequenci€kis the cyclotron

frequency andv, the separation between the Landau level Expression(6) leads to the emergence of asymmetric

and the magne.toimpuritry level split from 8=1,2,..), f i peaks on the frequency dependence of the Faraday angle.
the Fermi function, and, andI" are the position and width  The minima lie at frequencies; and are shifted towards
of the kth magnetoimpurity level. Summation in formul&) low frequencies.

is carried out over the magnetoimpurity levels participating Figure 1 shows the results of calculation of the quantity
in transitions at frequency, . The difference in the Fermi

(1-Qlol)? (1+Q/wl)?

functions is associated with the Pauli exclusion principle. mcnw-
Here and below, the quantum constant is assumed to be ¢==|86+| e — (7)
et =®

equal to unity.

Taking (3) and (4) into account, we obtain frorfl) the  as a function ofx=w/w.—1 in the vicinity of resonance
contribution of magnetoimpurity states to the Faraday anglefrequenciesw. =Q+ w,. We have used the value of the

) B parametery.=I'/w.=0.02 typical of semimetals and de-
S0-— 2mwene o Re( Ws 5) generate semiconductors with donor impurities in a magnetic
S mcnwg ° w—wg +ill field of inductionB=50 T. If we substitute int@7) the InSb

parametersn=3.2x10 %’ kg, n,=10"* m~3 n=3, 4, and
This formula shows that the Faraday angle as a functian of alson;/n,=0.002,w,/Q=0.04, the maximum value of the
has asymmetric peaks at resonance frequencies which  correction to the Faraday angle due to magnetoimpurity lev-
are shifted towards high frequencies. In the case of electrosls is|567%{=0.2. The ratio of this value to the maximum
transitions from magnetoimpurity levels to above-lying Lan-Faraday angle in the absence of magnetoimpurity states is
dau levels, we can write this correction in the vicinity of 259%.

1/2

resonance frequencies, =sQ+ w, (s=0,1,...) in the form The corrections ta\ due to magnetoimpurity states of
electrons is found to be negative. It leads to asymmetric
v 2me’n, + wg vz minima on the frequency dependencedofThe minimum at
005 =~ mcnwg %s o —o—il] ©) o, is displaced towards low frequencies and thatwdt
towards high frequencies. For the above values of param-
where the oscillator force now has the fdfit® eters, this correction is equal to 0.2.
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LOW-DIMENSIONAL AND DISORDERED SYSTEMS

Vibrational modes of a terminated atomic chain
E. Ya. Glushko and V. A. Khrisanov

State Pedagogical Institute, 324086 Krivoi Rog, Ukrdine
(Submitted April 21, 1997; revised June 28, 1997
Fiz. Nizk. Temp.23, 1215-1222November 199y

A complex terminated molecular chain adsorbed at the surface is analyzed without taking into
account periodic boundary conditions and translational invariance approximation. The

solution of the motion equation is a standing wave. The dispersion equation for band modes is
obtained and conditions for the existence of localized states are investigated. The

constructed parametric diagrams make it possible to evaluate vibrational bands and local modes
(if they exis) for (SN), and C-C samples. It is proposed that excitations of local and

band modes of adsorbed molecules can be used for low temperature laser cleaning of the surface
and for molecular engineering purposes. 18997 American Institute of Physics.
[S1063-777X%97)01011-9

INTRODUCTION analysis involves the solution of a finite system of coupled
dynamic equations, in which the equations of motion for

is traditionally affiliated to exactly solvable problems form- Poundary atoms differ from those for other atoms in view of
ing the basis of the dynamic theory of crystal lattiéed. @ SPecial position of these atoms. In such an approach, the
Periodic boundary condition®BC) used in this approxima- Phases of atomic displacements are determined by matching
tion as well as the assumption concerning the independen&@nditions and “perceive” the remoteness of their “host”
of the vibrational phase of the unit cell numb&make it Tom the lattice boundary. _

possible to obtain an analytic solution for dispersion of band "€ mechanism of the influence of boundaries on the
mode frequencies for simple chains. A transition to the de&lectron spectrum of a periodic system was clarified in Ref.
scription of real(including terminatefsystems is made by 10: the eigenstates in an mﬁmtgly Igrge system have the form
taking into account more accurately the interaction betweeRf Standing waves due to the inevitable presence of the re-
atoms, its quantum-mechanical nature in the PBC approxilected wave(see also Ref. Jland do not possess transla-
mation, and the condition of translational invariar{@) of  tional invariance. The same effect can be expected for the
the solutior The arguments in favor of the PBC approxima- problem on vibrational modes in a terminated chain, which
tion put forth starting from Born andarmanare based on can be essentially treated as a single large molecule. The
the independence of bulk propertiésiectron and phonon distribution of mode amplitudes in such a system is essential
spectra of the state of the boundary for one- or three-for understanding of thermodynamic and optical properties,
dimensional crystals of large size, which is well known fromas well as adsorption and desorption conditions. Finite
experimentgsee, for example, Ref)5A theoretical proof of ~ atomic and molecular chains play an important role in mod-
the smallness of the density perturbation for normal vibra€rn microelectronics as an element of ultrasmall semicon-
tions, which is introduced by cyclic boundary conditions inducting devicet: bridges, switches, elements of optical
the case of bulk crystals was obtained by Ledermfabifi. ~ memory, etc. Electronic, phonon, and optical properties of
shits and Rozentsvéigarried out a more complete analysis linear chains and superstructures are being intensely studied
of the effect of free surface on the vibrational states of @oth experimentalfi? and theoretically**> Among scarce
semi-infinite crystal by using the method of regular pertur-publications which are not confined to the PBC and TI ap-
bations. More general relations were obtained for local stategroximations, we can mention the paper by Syrkin and
split from continuous bands. However, PBC become inappIiFeodOS'e\ll,G in which exact analytic expressions for integral
cable(even for band statgsn the case of small or mesos- characteristics(heat capacity, spectral shift function, and
copic crystals in view of the fact that the effect of boundariesspectral densityof a monatomic linear chain are considered
on the bulk states cannot be eliminated in principle in suctby using the Peresada method of Jacobi matrices.

systems. The grounds for application of the PBC method in  In the present paper, the exact solution of the classical
an analysis of local stategheir frequencies, conditions of problem on vibrational modes in a complex harmonic chain
splitting from bands, and amplitude distributjcare still less  containing an arbitrary numbeY of unit cells is obtained
solid. Local states can be obtained approximately for a semiithout using the Tl and PBC approximations. It is shown
terminated chain by introducing a complex wave numbetthat for N>1, the positions of the edges of the acoustic and
whose imaginary component is responsible a decrease in thoptical bands of states virtually coincide with the results ob-
amplitude of a local vibrational mode with increasing dis-tained in the Tl and PBC approximations, but local vibra-
tance from the boundaf® On the other hand, an accurate tional states and mode amplitude distribution in the chain

The problem of small vibrations of a linear atomic chain
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where xq,, is the amplitude of vibrations of theth atom.
Note thatx, does not possess translational invariance in
view of the finite size of the linear crystal.

The condition for the existence of a nonzero solution of
system(1) is the equality of its determinant to zero. Taking
into account(3), we obtain

FIG. 1. Schematic diagram of a model chain.

differ radically. The mode amplitude distribution in band
states resembles the pattern of standing waves in a cavity
with absorbing walls. In the case of a diatomic chain, the
dispersion equations are obtained for band and local states,
and the phase diagrams as well as conditions of local mode
splitting are analyzed for various ratios of elastic constants
and atomic masses. The parameters of the (SMd C-C
chains are evaluated. The possibility of selective effect on
individual regions of linear molecules in the low-temperature
experiments are considered.

DESCRIPTION OF THE MODEL

b b; 0 O
a;, a, az O
0 by by, bs
=0.
a; a, az O
0 b; by, b;
0 a; a;
(4)

The order of determinari8h) is 2N. The left-hand side of

Let us consider a linear diatomic chain containiNg with the matrix elements

identical cells. The atomic masses in each cell will be de-
noted bym; andm,. The longitudinal interaction between
the atoms of a cell is described by a force conskantwhile

the interaction between cells is described by the force con-
stantk,. We assume that there is a surface with which the
first atom of the chain is linked, while the last atom remains
free (Fig. 1). The coupling of the chain with the surface
changes the force constants near the first atom. Assuming
that interaction takes place only between nearest neighbors,
we can consider that only the constant of coupling of the
chain with the surfacédenoted byk,) will be modified. The
transverse degrees of freedom of the linear chain are de-
scribed by other sets of force constantg) k;,k;) and

(kg K7 ,k3). In the case of small vibrations, the problem is
solved independently for each vibrational branch in view of
separatibility of the interaction potential. The resultant spec-

trum is obtained as a result of combination of three solution&"d

obtained in a similar way.

EXACT SOLUTION OF THE PROBLEM OF SMALL
VIBRATIONS OF A TERMINATED LINEAR CHAIN

(4) can be represented as the product of matrices

~ (A
(D,-D")A" 5'|=0, n=N-2 (5)
1
- b3 b3, o 5 0 |
a; ap a; as
b, bs b; bs
A= B,=
Ya, a3t "t o ai|
b, b b 0
c 2 3, ,_|P2
a, ap a; as
o b, bg, o |pr 0 |
0 a, 0 a3
A ¢ -c 6
- Q —-R/ (6)

*

_ 2 )
A; = w07

2 2

*_ 2 2 .
b3 = wi+ wi— 0

_ 2. _ 2, 2 2 _ 2.
AT Ty BT eRTRTEY A3T 0y
__ 2. _ 2., 2 o _ 2
bi=—w3; by=witoy—0 bz=—-wl,
Y

j /mj,|,]—1,2, a)o—kolml.

Let us consider longitudinal vibrations of the adsorbedwherewiz =k,

model chain shown in Fig. 1. We write the system of classi-
cal equations of motion in the harmonic approximation:

ma;(a: kaxafl_ (ka+ ka+ l)Xa+ ka+ 1Xa+1>
a=1,...,2N, 1)

wherex,, is the displacement of theth atom from its equi-
librium position under the following conditions:

)

which indicate that the surface is stationary and the last ato
is free. We shall seek the solution of systéhnin the form

)

X0=0 kon:+1=0,

Xoy= Xani wt’
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Equation(5) has an exact solution if we represent the

matrix A in the form of the sum of two matrices; and X,
which possess the properties of orthogonality

5(1‘ 5\(2: O (7)
and reproducibility
X2=aX;, i=12. 8)
rjr% can easily be verified that the matrices
N 1 x - 1 z 9
Xi= Xy=
Yy xy/” 77l -1k —zix ©
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satisfy conditiong7) and(8). In this case, the transfer matrix magnetic oscillatory modes of a terminated structure of al-
can be written in the form ternating layers with different permittivitiés. The type of
PR, solutions of Eq.(18) is determined by the sign of the func-
A=h(X+Xa), (10 tion g. Delocalized states distributed over a chain are com-
whereh=C/2, and the coefficients; in (8) are defined as  pactly located in frequency intervals whege<0. In our
case, these intervals correspond to acoustic and optical

a;=1+xy, ap,=1-2z/x. (11 - .
] ) ) ) modes. Positive values gf correspond to frequency regions
Taking (10) into account, we obtain the following formula jn \which only local states can exist.
for the nth-order matrixA: For frequencies belonging to the acoustic or optical
A R A band, the expressiong+ &\g and B— &g are complex
A“=h“( ol "I+ — X1X2+a2_1X2). (12  conjugate:
1— &2
. . .. . . . —ati¢
A slightly different approach for derivingl2) is described in B=x f\/a_ e’ (19)
Ref. 20. The components of the matricégs and X, can be  Sincex also becomes a complex quantity, we have

determined by comparing Eq&), (9), and(10): x:|x|e“P (20)

r +R +R 2 111/2
(o CTR_|[CER _C_} where |x|=C'7Q, cose=—gC+RINAC'Q, 0<e<.
2Q 2Q Q Substituting (19) and (20) into the generalized dispersion
C+R [[C+R\? Q¥ Q equation(18), we obtain the dispersion equation for band
= 7 T r C vibrational modes:
VY=~ 2c T|lze) “T t2c b I mod
C+R (C+R 2 CT/Z c’ sin(ng+ ) =0, (21)
7= —— || ——| —=| —-2—
\ 2Q 2Q Q C where

After summing up the matrices in the parentheses on the — arccogn. /Vp2+ p2) 0< U<
right-hand side of12), we obtain v $PL/VPI+Py) O<yg<m,

R hn-1 ¢=arccosB, 0<op<m,
A= V. (13 A.D’

= ap 1D ,

HereV is a matrix with the components; :

v1=—Lial+Lya), vi=—C'(a]—a)), p.=(B;D’'—A;D)sin ¢.
vr=Q(al—al), va=Lyal—L,al, (14) It follows from (21) that for N>1 the chain_ ends affect Fhe
mode spectrum of band states weakly since the additional
where phasey e [0,7]. For sufficiently long chains, the exact result
L,=C'/x, L,=0QXx, (21) coincides with that obtained by using the Tl and PBC
approache$,the only difference being that the number of
a;=(C+La)/h, az=(C+Ly)/h. (15 pand modes is reduced by the number of split local modes.
Taking into account14) and (15), we can write the general Figure 2 shows the band relief calculated by formi@a) for
dispersion equatiofb) in the form ko=Kk,. It can be seen that the acoustic and optical bands
merge form,; /m,=Kk, /k,=1. As the inequivalence of atoms
1 ; g
— — _[(C+L,y)"(A;+Byx)(DC'+D’L,) becomes stronger, the forbidden gap is broadened, and the
X(Lz—Ly) optical vibration band becomes narrower. In the frequency

—(C+L)"(D' +Dx)(C'B,+A;L,)]=0. (16) range whgreg>0, Eqg. (18 describes.the boundary local
- ) ) states split from the bands to the forbidden gap. In the case
The quantitiesC+L,; andC+L, are conjugate, which fol- , 5 long chain N>1), the dispersion equatiofl8) for

lows from (15) and (13): local states is simplified. The frequencies of local modes are
C+L,=B+&Jg, C+L,=B—&Vg, (17) geterminedf br?/ zeros czjf the fifrst term (8) for ¢8>0 and
t t <0.
where 3= (C—R)/2, £=sgnQ, g=(C+R)2/4—C'Q. Not- Y Z8ros of the second term f@s
ing thatx(L,—L;)#0 and taking(17) into account, we ob-
tained from(16) the generalized dispersion equation for Vi- | 5~ MODES AND AMPLITUDE DISTRIBUTION

brational modes of a linear chain:
The general dispersion equati@iB) allows us to formu-
n ! ! !
(B+£J9)"(AiL1+B,C")(DC'+D'Ly) late the condition of splitting of local states from band edges
—(B—&Jg)"(D'L,+DC’)(C'By+A;L,)=0. for long chains. The requiremegt=0 gives
(18) A;D—B;D’'=0. (22
Equation(18) has a structure coinciding with the structure of Analyzing this equation, we find that a local state splits from

dispersion equations for electronic states in a terminated pehe top of the optical band for the following relation between
riodic system of potential wells as well as for electro- model parameters:
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FIG. 2. Band relief of a diatomic chain fd=k, as a function of relative . . . .
parameters of the model. Band states are hatched, local states are not sholilf¢- 3- Region of existence of local states above the optical band for vari-
(w§2= Ky /my). ous ratios of the parametess=m; /m, and a=Kkqy /K.

the optical band upon an increase kp. The ratiok, /k,
2{(1+e—a)+a=0. (23 determines the form of this approach: the level approaches

The condition for the splitting of local states from the bottomthe bottom of the optical band asymptotically foy/k;>1

of the optical band and from the top of the acoustic band ha§-ig. 43, while for k;, /k,<1 the local state rapidly reaches

the form the optical band and vanishéBig. 4b. In both cases, an

increase in the rigidity of coupling between the chain and the

{A+e—a)(1*0)+3a—8=0, (24 surface leads to the splitting of a local state in the band

where the plus sign corresponds to splitting from the bottonabove the optical band of the spectrum. The superoptical

of the optical band and the minus sign from the top of themode is formed rapidly as the local state moves away from

acoustic band. Here the band edge in a narrow region near the free end of the
12 chain. For certain values of the parametens/m, and
= M :< — 1_62> , kq/k,, the region of localization of vibrations with a super-
ey ey{ optical frequency can be shifted from one end of the linear
my ky Ko chain to the other upon an increase in the coupling rigiklity
= YT aT i and can even be distributed over both ends of the chain. Such
2 2 2

a phenomenon is observed, for example, fior=m, and
Relations(23) and(24) allow us to determine the regions k;=k,, when the ratioky/k, increases from 2 to 5. For
of existence of local states on the diagrams of model parank, /k,>1, a rigidly adsorbed chain has three local modes,
eters. Obviously, for chains with any parameteendy, we  while such a number of local modes can be observed for

can always find a value af for which a local superoptical k;/k,<1 only in a very narrow band of values kj.

state is formed. On they,«) plane, the region of localization 2. If a light atom is coupled with the surface, the forbid-
lies above the straight line=1. The region of splitting of den gap can contain, in accordance wizd), not more than
local states from the top of the optical band on the diagranone local statéFig. 5). For k;/k,>1 and a rigid coupling

of parameterge,a) lies between the straight lines=1+¢ ko, a local level lies near the acoustic band the closer to it,

anda=2¢+2/(e+2) (Fig. 3. the closer the ratik;/k, of coupling constants to unity.
Let us consider various cases of coupling between amnother local level is observed above the optical band. A
atomic chain and the surface. chain weakly coupled with the surface has only one local

1. If a heavy atomif, /m,>1) is coupled with the sur- state in the forbidden band, which moves away from the
face, the forbidden band contains a level which does nobptical band as the coupling with the surface becomes
depend on the coupling with the surface. Its position is deweaker and weaketFig. 53. For k;=Kk,, no local state is
termined by the ratié /k,. Fork,/k,>1, the level lies near split from the acoustic band, and when the coupling constant
the bottom of the optical band the closer to it, the larger thek; andk, are such thak, /k,<1, the diagram contains only
ratiok, /k,. Fork,/k,<1, the level occupies a position near the upper local branch whose slope is smaller than in the
the acoustic band in a similar manner. K@=k, the level  case wherk,/k,>1 (Fig. 5b. Thus, in the case of a rigid
is localized at the middle of the forbidden gap. Moreover, asoupling of a chain with a surface through any of the two
the rigidity of the coupling between the chain and the surfacatoms. i.e., for any ration,/m,, the frequency spectrum
increases, a level splits from the acoustic band approache®ntains a strongly localized superoptical vibrational mode.
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FIG. 4. Diagram of local states for a coupling with the surface through a heavy atom: ¢ajcagd weak(b) coupling of the atom with the chain.

Irrespective of the rigidity of coupling of a chain with a from 1.0 and 1.5. Irrespective of the type of the atom linking
surface, the frequency spectra for chains coupled with tha chain with the surface, all the local vibrations depicted in
surface through a heavy atom always contains at least orfeigs. 4 and 5 are formed at the rigffitee) end of the chain.
local vibration, while the spectra of chains coupled through a  The second part of the problem on vibrations of a termi-
light atom are characterized by a range of values of the cousated chain for the amplitudes,, of vibrational modes also
pling constank,, in which not a single local state is formed. has an exact solution. The substitution of mode frequencies
For example, form;/m,=0.5 andk;/k,=0.9, no local into (1) leads to a nonhomogeneous system Wf-2L linear
states are formed for values of the ratig'k, from the range equations which can be solved by the Kramer method. The

S [, 7m, =0.438 a 5[ m, /m,=0438 b
K+ /K, =2.000 k1 /ky = 0.500
N=15 N=15
4 4
o 3 o 3
3 3
3 3
2+ 2 1=
—__'_3——‘—;
1 E 1 m
0 2 4 6 8 0 2 4 6 8
Ko/ K, Ko/ K,

FIG. 5. Diagram of local states for a coupling with the surface through a light atom: siapagd weak(b) coupling of the atom with the chain.
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the constant-phase approximation: they have the form of
standing waves in a periodic structure with semipermeable
walls. In this case, the well-known oscillatory theorem on the
relation between the number of nodes in the amplitude dis-
tribution function in a mode and the serial humber of this
mode holds well.

T The information about the position of a local vibrational
mode of an adsorbed chain of atoms can be important for
practical purposes of laser cleaning of surfaces under con-
trolled low-temperature desorptidh.In the course of fine
cleaning, optical radiation is spent on “heating” of the sur-
face local mode only right to the rupture of the bond and
L following desorption. On the other hand, the emergence of
desorbed molecules at a certain laser frequency in low-

‘ c . . . .
L temperature experiments makes it possible to determine the
ok elastic constant of coupling between a linear molecule and a
i=29 surface from parametric diagransee Figs. 4 and)5
1 1 (] i 1 1

Selective excitation of band modes of an adsorbed chain
0.40 3 10 15 20 2530 z(telow temperatures makes it poss@le.to preserve a definite
n quence of antinodes and nodes in its linear structure for
subsequent restriction or another action on the system.
FIG. 6. Distribution of mode amplitudes in arbitrary units over a chain of 30 We obtained approximate estimates of frequencies and
toms. The atoms are marked by dot i i i i i
zetter visualization: fifth mode fro% thesb?)?t(cj)niogqﬁzt:\?:oz)lst?ér;%h;rigeS f(.é{mp“tUdes of Vlbratlor.‘S for ar.] (SN):rYStal whose St_rUCture
modes near the top of the optical bafirl and (c). is f_ormed by yveakly mtera_lctmg _chalns. We c_onS|dered an
individual chain as a one-dimensional lattice with two atoms
in a unit cell with the same coupling constants, €k»).
convolution of the determinants appearing in this case is caProceeding from the energy of dissociation of the S-N
ried out according to the above proced(ire-(13) (see also  bond® and assuming that the ratio of the energy of a vibra-
Ref. 10. Analytic expressions fox,, are found to be real- tional quantum of S-N to the energy of dissociation of the
valued both for band and for local modes. S-N bond is the same as for C¥iwe find that the S-N
The distribution of mode amplitudes of band states in acoupling constank=1.43 mdyne/A. In this case, the optical
linear chain is shown in Fig. 6. The chain contains 30 atomsspectrum lies in the band (1-1.:3)0* s™%, while the acous-
The state with the numbér=5 corresponds to the fifth level tic spectrum occupies the frequency range (0.3-7.4)
lying in the acoustic band, while the state with the number. 10'3 s™1. The vibrational amplitudes of upper modes in the
i =29 corresponds to the boundary of the optical band. Thacoustic and optical bands are 0.10 and 0.13 A, respectively,
complete frequency spectrum also includes a local vibratioffor the average length of the S-N bond of 1.62A.
with a frequency lying above the optical band. The chainis  For a C=C=C chain, the acoustic band width is esti-
coupled with the surface through a light atom. The results ofnated as 1.310'*s™!, which gives approximately 3.3
calculations definitely confirm the fact that band vibrationalmdyne/A for the elastic coupling constant.
modes in terminated oscillatory systems do not possess
translational invariance, and the amplitugg, in (3) de-
pends strongly on the position of an atom in the chain. ThéE-mail: eyagi@kpi.dp.ua
splitting of a local mode at one end of the chain is accom-
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Magnetoplasma waves in inversion layers with local electron states
N. V. Gleizer, A. M. Ermolaev, and Babak Haghighi
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The spectrum and damping factor of plasma and magnetoplasma waves in a two-dimensional
electron gas at low temperatures are calculated, taking into account local electron states

at impurity atoms. It is shown that localization of electrons decreases the frequency of long-wave
plasmons and rearranges the magnetoplasma spectrum in the vicinity of resonant frequencies

of electron transitions between the Landau levels and local levels. As a result, the plasma
absorption peak is displaced towards low frequencies, and the magnetoplasma peak splits.

The characteristics of plasmons and magnetoplasmons are calculated for parameters of the
inversion layer at the boundary between silicon and silicon dioxide.1987 American

Institute of Physicg.S1063-777X97)01111-Q

1. INTRODUCTION where wq is the spectrum of plasmond) and vy, is the
) ] ) ] ) damping factor. This expression shows that plasma waves
Two-dimensional plasmons in the inversion layer at théyre manifested in the presence of a clear peak on the curve
boundary between silicon and silicon dioxide at low tem-qegeriping the frequency dependence of absorption, which is

et b 1
peratures were observed for the first time by Allenal™  g,herimposed on the high-frequency Drude backgrbund
who excited plasma waves by linearly polarized infrared ra-

diation incident on the grating deposited on the surface of a Re o=e’nv/(me?).
semitransparent shuttéf.Since the wavelength of the radia- In a magnetic field perpendicular to the inversion layer,

tion is much larger than the thickness of the inversion layerplasma resonance is transformed into magnetoplasma reso-

the latter can be treated as a conducting plaa® with @  pance. Such a resonance was observed for the first time by
two-dimensional conductivity tensor. The calculatiomsade Theiset al® and is manifested in the presence of a peak on

in the approximation of an infinitely large conductivity of the {4 dependence of absorptio® on the magnetic field

shutter without taking into account delay effects proved tha%trength or radiation frequency. The peak lies at the magne-
the plasmon frequency can be written in the form toplasmon frequenéy

e’n

4 O = 24 w2(q)]¥2, 3
"N cotady 00 =[ 0+ w3(q)] ®

where w,. is the cyclotron frequency of electrons. The peak
width is given by

wp(q) =

1/2
teg COt“qdd)]_I] : (N
VO3 (1+ 02 wl??). @)
wherem and e are the electron mass and chargeis the
electron number density in the inversion layeyandey are  In the vicinity of the peak, the real component®iis given
the static permittivities of the semiconductor and the insulaby formula(2) as in the absence of the field, bug and y,
tor, dg anddy their thicknesses, arglis the two-dimensional are defined by3) and (4).
wave vector. Collisionless damping of long-wave plasmons It was noted in Refs. 1-3 that the experimentally ob-
in a two-dimensional degenerate electron gas is not observed properties of plasmons and magnetoplasmons in the
served. Their damping is mainly determined by collision ofinversion layer at the Si—SiOboundary are satisfactorily
electrons with impurity atoms. The damping of such plas-described by the classical formulé®—(4) only for a large
mons is mainly determined by collisions of electrons withelectron number density. In the case of a low density
impurity atoms. The damping factor is equalit2, wherer  (n<10'® m~?), deviations from the classical theory of con-
is the collision frequency determined by the potentialductivity of a two-dimensional electron gas become signifi-
electron-impurity scattering. The absorption of the electro-cant. For example, Alleret al! noted that the plasma peak
magnetic radiation by the inversion layer is determined byon theP(w) curve for low electron densities is shifted from
the real component of the quantity(g,0)=0(q,w)/  the value predicted by formuld) towards low frequencies.
(0, ), wheres ande are the conductivity and permittivity According to Allenet al.! such a displacement is due to an
of the two-dimensional electron gas, which are functions ofincrease in the effective masa or electron localization.
the wave vecto and frequencyw.? In the vicinity of fre-  Theiset al proved that for smalh the magnetoplasma peak
qguency(1l), we have splits into two peaks. One of them lies below the peak de-
scribed by formula3), while the other peak lies above it. In
order to explain this phenomenon, the effects associated with
a nonlocal nature of conductivity of a two-dimensional elec-

2
S en
Reo(q,w)= 2—%‘

(0= 0g 2+ 2] @
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tron gas in a magnetic field were taken into acccitithe  the residue of the amplitude of the electron-impurity scatter-
conductivity contains a correction of the order ofi)? (I is  ing at the pole;',\,—il“,6 andf the Fermi function; the quan-
the magnetic lengjhwith a resonance at a frequencw2. tum constant is assumed to be equal to unity. The difference
The interaction of a magnetoplasmon with the subharmoniin the Fermi functions in(6) takes into account the Pauli
structure of the cyclotron resonance leads to magnetoplagxclusion principle in electron transitions from the local
mon peak splittind.It was noted in Refs. 2, 4, however, that level s'N,l to the Landau leveky. We assume that the
this interaction is too weak to be responsible for the observe#ermi boundaryse of two-dimensional electrons lies be-
splitting. For this reason, the problem of the plasma absorptween the levelg_; and a'N, andqgl<1. In this case, the
tion line in inversion layers cannot be regarded as solve@xpression for the oscillator force contains only one t&m
completely. and spatial dispersion of conductivi{§) can be neglected.

In the present paper, we consider the effect of local elec-  Expression(5) must be taken into account in the disper-
tron states in the field of impurity atoms on the spectrum angion equation for magnetoplasma wakes
absorption of plasmons and magnetoplasmons in a two- .
dimensional electron gas. We used the model and the com- (g ,,)=1+ 4miq o (Q,0)
putational method described in Refs. 5, 6. It will be shown ®
that electron localization leads to a displacement of the
plasma peak on thB(w) curve towards the low-frequency
region. The inclusion of resonant transitions of electrons beThis equation can be written in the form
tween Landau levels and local levels causes a rearrangement 2, 2._ _ _
of magnetoplasmon spectrum in the vicinity of resonant fre- 1-AL (- wglol) T=a A H(x=1) (8)
guencies similar to the crossover in the theory of coupledyhere
waves’ This leads to the splitting of the magnetoplasmon
peak mentioned above. x=olw,,

In Sec. 2, we consider the properties of magnetoplas- A, =4me®ng[me? (s, coth qdg+ &4 cothqdg)] ™.
mons near the frequenay, = w.+ wy of resonant electron 9)
transitions from a local level to the Landau level lying above
it (v is the separation between a Landau level and the local In the absence of local levelg( —0), the solution of
level split from it by an attracting impurily The neighbor-  EQ. (8) is the function(3). The inclusion of electron local-
hood of the frequencw_ = w.— w, corresponding to transi- ization leads to a rearrangement of themagnetoplasmon spec-
tions from a Landau level to a local level will be analyzed in trum in the vicinity of frequency, . As a matter of fact, the
Sec. 3. The spectrum and damping of plasmons taking intétraight linew = w , intersects the dispersion cur(® at the
account electron localization in zero magnetic field are conpoint

X (g4 cothqds+ £4 cothqds) ~1=0. (7

sidered in Sec. 4. The obtained results are summarized in 2

. . . w¢
Conclusion, where the theoretical results are compared with g = > (1+2_ (esteq),
experimental data. Amen wo

where we assume thgds>1 andqdy> 1. Consequently, in

2. EFFECT OF LOCAL ELECTRON STATES ON THE the vicinity of this point we have a crossover situation simi-
PROPERTIES OF TWO-DIMENSIONAL lar to that observed in the spectrum of a lattice with quasilo-
MAGNETOPLASMONS

cal vibrations’ Equation(8) has two real positive roots,

It was proved in Ref. 6 that local electron states in aandXx,, one of which lies below the magnetoplasmon fre-
quantizing magnetic field perpendicular to the inversionquency(3), while the other lies above this frequency. Figure
layer are manifested in the presence of resonant terms in tHe shows the results of numerical solution of the dispersion
tensor or high-frequency conductivity of a two-dimensionalequation(8) for values of parameters of the inversion layer at
electron gas. For example, the transverse conduciyifyin ~ the Si-SiQ boundary in a magnetic field of inductioB
the vicinity of the frequencyn . = w.+ wq corresponding to  =0.1 T. The dashed curve describes the funct@®n while
electron transitions between a local level and a Landau levdhe lower and upper curves presentandx, as functions of

contains the term the ratio of the wave numbaeg to the Fermi wave number
- ke. The following values of parameters are used:
so=i SNt . +il) L, (5 M=02m, (mg is the free electron masswo/w.=0.1,
Ma n=10**m™2 g,+s4=15, andn;/n,=0.1. In this case,
where N=196, which allows us to neglect the effect of magnetic
N field on the scattering amplitude residue. In zero field, it is
n;iNry_ ;
a+:+l4[1+(1+N71)(1+2wc/w0)72] given b)ﬁ
2mMnwyw | _
r=2m|g|/m,
X[f(en-1)—f(en)] (6)

whereg, is the position of the local level in the field of an
is the oscillator force of a resonant transition dhthe width  attracting impurity. The residue is obtained foreg /||
of the local level labeled bi{i—1 and participating in tran- =2. For such values of parameters, we hayg=1.5
sitions. Heren; is the number density of impurity atomsy  X10° m*andw, =9.8x10°s 1,
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q / kp . 10 FIG. 2. Low-frequencycurvel) and high-frequencycurve2) branches of

the magnetoplasmon spectrum in the vicinity of frequesacyin a magnetic
field B=1T. The dashed curve corresponds to spectfgnin the absence

FIG. 1. Splitting of the dispersion cury8) (dashed curveof magnetoplas- of local levels.

mons into the low-frequencycurve 1) and high-frequency(curve 2)
branches in a magnetic fieB=0.1 T.

The damping factor for magnetoplasmons with the spec- =~ _ NiNTy [1+(1-N"Y)(1- 2w /wg) 2]
trum () (i=1,2 is the number of the brancks given by T 2mmneie_|* ci®o
() — (1)
Y4 Tt oY here X[f(on-o)~ (b1,
. wWoX .
D=7 (1420, /wg) T[(0) — 0, )?+T?] L,
“

5’}’q 2w

where N is the number of the local level participating in
(10)  transitions.
The dispersion equatiofT) for magnetoplasma waves in

The t 10) in the d t, which i iated with th )
e term(10) in the decrement, which is associated wi ethe vicinity of frequencyw _ can be obtained from E@g) by

local level, has a peak at the frequeney of electron tran- . . . .
P g ¥ replacing the subscript+” by “ —”. This equation has two

sitions from the local levet! to the Landau levet ). . .
N-1 N roots y; .= w; o/w_ lying below and above3). Figure 2

The existence of two roots of the dispersion equat®n h ih iuti t the di . tion for th |
indicates that the plasma peak on the curve describing t'OWs the soiution ot the dispersion equation for the vajues

frequency dependence of absorption of electromagnetic r%_p;(;ame;er; used'én Sec.h2 ﬁjn?) Bﬁtll T'I Itn(;htl)s iai?’
diation splits into two peaks. In the vicinity of théh peak, . t_ » an tthe resi uet’.\' ? (I)(;J F e<ca cu'f\'e oy %)%ng
the absorption is proportional to into account the magnetic field. Fap<w,, it is given

— M(es+eq)?yy’ i r=2m(lwg)?.
Re0(0,0) = g5 7z - (0g 2~ 0D’ °
(N2 ()29-1 The contribution of the local level to the damping factor
X[(0=wg)™+yg ] 1D for magnetoplasmons can be obtained from form{a@ by

The position of the peak dfL1) is determined by the energy- replacing the subscript #” by * —" and by changing the
momentum relation ) for magnetoplasmons, and the peakSign of ¢ . This leads to a peak against the background of a

width is determined by the damping facwg)_ smooth dependence of the damping fa¢thron the plasmon
frequency. The position of the peak is determined by the

resonance frequenay_ , and its width by the broadening of
the local level. The ratio of the maximum value of decrement
(10) to (4) is equal to 3.3 for all values of parameters indi-
In the vicinity of frequencyw _ = w.— wg, the conduc- cated in Sec. 2 and far=T=10'" s,

tivity of resonant transition of electrons from a Landau level  As in Sec. 2, the magnetoplasma peak on the curve de-
to the neighboring local level differs frorts) in the reso-  scribing the frequency dependence of absorption splits into
nance frequency and oscillator foft&he latter quantity is two peaks. The absorption in the vicinity of the peak is pro-
defined as portional to expressiofil1) in which we must substitute the

3. MAGNETOPLASMONS IN THE VICINITY OF FREQUENCY

W_=W.— W)
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frequency ¢} and the damping facton(’ of magneto-
plasma waves obtained in this section. The ratio of the maxi- y
mum absorption to the background /

2
11k /

— env
Re o=

is k;=0.02 for the low-frequency branch ahd=21.4 for /

the high-frequency branch in Fig. 2. It should be noted that

this ratio for magnetoplasmons in the absence of electron

localization isky=0.6. The calculations were made for the /

above values of parameters andder 10° m™L. In this case, 10

w,=3.2x100s!,  »{P=95x10"s?, and w_=8 '

x10" s,

2 2y —
(w2+ wc)(wz—wc) 2

4. PLASMA WAVES IN ZERO MAGNETIC FIELD

We assume that the energy spectrum of two-dimensional 0.9 [
electrons contains only one local levgk — wg split by an
attracting impurity from the lower edge of the conduction
band. Owing to the local level, the imaginary component of
the high-frequency conductivity of the degenerate electron

gas contains the contributi®dn 0.8l
e’rn, EE—&—®
Im do= 7 (gt 0) XIN|——— — (0— — w),
mTw - 1 i
(12) 0.2 0.3 0.4
in which (w— — w) denotes the term differing from the pre- a/kg
vious one in the sign of frequency. Taking into acco(ir®),
we can write the dispersion equati6f in the form FIG. 3. Dispersion of plasmons taking into account the local level. The
) dashed curve is the dispersion cufi¢ in the absence of electron localiza-
1-bu™“=ce,(u), (13 tion.
where
U= ol/(ep+ wyg); where
oy 1Y 2 Re 50(w)= S0 ©(ey+ )(e1+ 0)
—11 P _ . eoo(w)= J(eTw)eTw
ea(u)y=u"%uln 170 aln|l—u||; w3
a:(1+8F/wg)_l, X[f(8|)_f(8|+w)]+(w%_w)!

and® is the Heaviside function. Formu({da4) shows that the
contribution 8y to the damping factor from the local level
n; . has a frequency threshola}, for activation of localized elec-

c=2b n (1+ep/wg) . trons. Near the thresholdfyxw—wy. This threshold is

, i , , shifted upon cooling to the poirt:+ w4 in accordance with
Figure 3 shows the solution of the dispersion equationy,e pa i principle. Fog/ke=0.04 and the values of param-

(13) for long-wave plasmons in a degenerate electron gas fo%ie g given in Sec. 2, the relative value of the peak of the

the above values of parameters. It can be seen that the inCIHécremen(M) is 28y/v="6.

sion of electron localization reduces the plasmon frequency. Plasma absorption taking into account the local level is

Sgch an effect was observeth the inver;ion layer at the_ given by formula(2) into which the energy-momentum rela-
SI-Si0, boundary for a low electron density. The separationjo, ang the damping factor of plasmons obtained in this

b=4me’ng[m(er+ wy)?(es+eq)] L,

between the dispersion curves in Fig. 3 is section should be substituted. Fayke=0.04, n=0.4
N . X 10 m~2, andv=0.5x10'? 571, the relative height of the
Au=— b (1+2er/wg)(1+ep/wg) * plasma peak isd,/v)?=70.

This leads to the relative deviation of the plasmon frequency-gnciusions
from (1), i.e., Aw/ w=0.06.

The damping factor for plasmons with the energy-  In this paper, we considered the effect of electron local-
momentum relationw, is given by ization in the field of isolated impurity atoms on the spec-
) trum and damping of plasma and magnetoplasma waves in a
=Z+%Re So(wg) (14) two-dimensional electron gas. We also considered the
YaT2 7 2e%n ar plasma absorption of electromagnetic radiation incident on
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the electron layer. It was proved that electron localizationdependence of absorption splits into two peaks. Such a split-
reduces the frequency of long-wave plasmons as compareihg was observed by Theist al® who studied the depen-

to its value in the absence of local levels. Such a decreasgence of absorption on the magnetic field in the inversion
was observed by Allert al! who studied plasmons in the layers at the Si-Si@boundary. According to calculations,
inversion layer at the boundary between Si and,S#@d for a fixed radiation frequency (following Ref. 3, we put
explained the freezing out of charge carriers to local levelsw= 3.7 meVj, the resonant field8,; and B, for which ab-

But this is not the only effect observed in this case. loniza-sorption has the maximum value aB3=6.88 T andB,

tion of electrons localized at impurities by an electromag-=5.69 T. The positions of the peaks and their separation
netic field is accompanied by the emergence of a noticeablAB=1.2 T are in good agreement with the experimental
contribution to the high-frequency conductivity, which must data®> However, the theory gives higher heights of the peaks
be taken into account in the dispersion equation for plasas in the case of zero magnetic field. This is apparently due
mons. This also leads to a decrease in the plasmon frae the existence of mechanisms of electron scattering in in-
guency, which is manifested in a shift of the plasma peak owersion layers, which were not taken into account in this
the curve describing the frequency dependence of absorptiaesearch.

towards the low-frequency region. The estimate of the dis-

placement given in Sec. 4 is in satisfactory agreement with's. J. Allen, Jr., D. C. Tsui, and R. A. Logan, Phys. Rev. L&&, 980

the experimentally obtained estimatbuyt the theory predicts _(1977.

2 . )
; T. Ando, A. Fowler, and F. SternElectronic Properties of Two-

an elevated Via“.Je of the p(.aak. helght' . Dimensional System#merican Physical Society, New Yoirl982.

In a quantizing magnetic field perpendicular to the elec-z1 N Theis, J. P. Kotthaus, and P. J. Stiles, Solid State ComawR73

tron layer, a system of local levels alternating with Landau (197%.

levels is formed. Electron transitions between these Ievelng- Ando, Solid State Commur27, 895(1978. _

which are induced by the magnetic field, lead to resonant [ES' (ﬁ/’l ';i;‘;r ;2%?5' '\féeEsr(nIg?%/.' Zh.Ksp. Teor. Fiz.92, 2245(1987
corrections to the conductivity of the two-dimensional elec- s\ v Gleizer and A. M. Ermolaev, Fiz. Nizk. Tem@3, 73 (1997 [Low
tron gas. A rearrangement of the magnetoplasmon spectrumremp. Phys23, 55 (1997].

similar to the crossover in the theory of coupled waves is”A. M. Kosevich, The Theory of Crystal Latticgin Russia, Vishcha
observed in the vicinity of the resonant transitions frequen- S'<°!: Kharko1988.

cies. As a result, the magnetoplasma peak on the frequenayanslated by R. S. Wadhwa
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LOW-TEMPERATURE PHYSICS OF PLASTICITY AND STRENGTH

Verification of the theory of Brownian motion of a particle through a potential barrier in
a viscous medium during experimental study of dislocation acoustic relaxation in
normal and superconducting niobium

V. D. Natsik and P. P. Pal-Vval

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of the
Ukraine, 310164 Kharkov, Ukraifie
(Submitted May 28, 1997

Fiz. Nizk. Temp.23, 1229-1242November 199y

The Kramers theory1940 describing a thermally activated escape of a particle from a potential
well in a viscous medium is used for explaining the acoustic absorption peak discovered by
Kramer and Baue¢1967) in niobium in the liquid helium temperature range. It is shown that the
properties of the peak observed in experiments correspond to the model of resonant

interaction of acoustic vibrations with dislocation kink chains. Kinks, viz., pseudopatrticle
excitations on dislocation lines, perform diffusive drift in the second-order Peierls relief under
the action of acoustic vibrations, experiencing simultaneously viscous drag exerted by
conduction electrons. The possibility of a sharp controllable change in electron viscosity during a
superconducting transition can be used for verifying the conclusions of the Kramers theory

in experimental investigations of the dislocation contribution to attenuation of sound. It is found
that at low temperatures, the conditions for the observation of the anomaly predicted by
Kramers are created for kinks in niobium: the diffusion mobility of particles increases with the
dynamic drag coefficient. This circumstance makes it possible to explain one of the most
interesting properties of the Kramer—Bauer peak which could not be interpreted correctly till now,
i.e., the displacement of the peak towards low temperatures during a magnetic field induced
transition ofNb from the superconducting to the normal state. The possibilities of observation of
quantum diffusion of kinks in acoustic experiments are also considered briefl\.9%

American Institute of Physic§S1063-777X97)01211-5

INTRODUCTION sion is not trivial and even unexpected to a certain extent: the
first case is intuitively clear, while the second appears as a
Thermally activated motion of quasi- and pseudopar-paradox and can be regarded as a peculiar anomaly.
ticles through potential energy barriers is of utmost impor-  The Kramers analysis as well as the theory of Brownian
tance for many branches of physical kinetics. In 1940,movement on the whole are based on phenomenological as-
Kramers was the first to pay attention to the important andsumptions concerning specific correlation properties of a ran-
nontrivial role of the viscosity of the medium in contact with dom force describing the interaction of a particle with a me-
moving particles in processes of this type. He described onetium. The correctness of these assumptions for a specific
dimensional Brownian movement of a particle in a complexphysical situation is not obvious as a rule. For this reason,
potential relief(Fig. 18, which is activated by thermal forces physical experiments aimed at the verification of nontrivial
exerted by a thermodynamically equilibrium medium andpredictions of the theory of Brownian movemetike the
calculated the mean time in which the particle, which wasconclusion concerning the nonmonotonic dependence of the
initially trapped by the potential wel\, escapes through the time of emergence of a damped particle from a potential well
barrier B. Following the basic concepts of the classicalon the damping constanare of special interest.
theory of Brownian movement, Kramers assumed that the The Kramers theory was developed to clarify the kinet-
action of the medium on the particle can be presented as thes of chemical reactions and of decay of heavy atomic nu-
sum of two components: viscous drag and fast thermal imelei, which were urgent at that time, on the basis of the
pacts. The main result obtained by Kramers was the concldiquid-drop model of the nucleus. To our knowledge, no at-
sion that the time during which the particle escapes from théempts were made to verify experimentally the above con-
potential well is a nonmonotonic function of the drag coef-clusion concerning the role of viscosity in such type of reac-
ficient. It was found that in the case of a high viscosity of thetions. It is also difficult to estimate the possibility of a
medium, the increase in the drag coefficient slows down theontrollable change in viscosity during the measurements of
emergence of the particle from the well. At the same time, irreaction rates in experiments made in the above fields of
the other limiting case of a low-viscosity medium, the oppo-science. In this paper, we consider an interesting possibility
site effect is observed: the increase in the drag coefficientf experimental verification of the Kramers theory while
accelerated the particle escape from the well. This conclustudying dynamic dislocation processes occurring in metallic
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superconducting to the normal state, induced by an applied
magnetic field®
The experimental study of the kinetics of formation and
motion of dislocation kinks is based on the application of
acoustic spectroscopy*® By varying the vibrational fre-
quency and temperature of samples, we can create conditions
for a resonant interaction of sound with kinks. A detailed
analysis of such resonances makes it possible to obtain rich
information on the dynamic and kinetic characteristics of
kinks as well as on the parameters of potential barriers over-
come by kinks. For a fixed frequency of vibrations, each
such resonance corresponds to a peak on the temperature
dependence of sound absorption. In 1967, Kramer and
Bauer® who studied the low-temperature acoustic properties
of niobium at a frequency- 10° Hz observed a new absorp-
tion peak localized in the temperature region mg@& and
changing its position on the temperature axis upon a change
in the vibrational frequency as well as upon a superconduct-
ing transition. Later, the existence of such a peak was con-
firmed by some other authots:*°In a recent publicatiofs
the properties of the Kramer—Bauer peak were analyzed in
X detail, and it was proved that most of these properties can be
. o . . described by using the model of resonant interaction of
FIG. 1. Two types of potential reliefs in which Brownian movement of . . . . . .
particles is considered: a solitary potential well of a finite dejpjhand the sound with dislocation kink chains performlng a therma”y
sum of a periodic crystal relief and a potential field of constant inteigjty ~ activated diffusion in a second-order Peierls relief.

However, the explanation of the behavior of the peak in
the superconducting state proposed in Ref. 15 appeared as
slightly artificial since it was based on the assumption about

superconductors at temperatures below the superconductigsignificant change in the lattice potential barrier for dislo-
transition temperatur@, . cations in niobium upon a superconducting transition. This
Bcc metals are the most effective Objects of investigaﬁssumption does not contradict the existing ideas about a
tion, which can be used for solving the problem formulatedrelation between the lattice and electronic properties of tran-
above. Among these metals, niobium which has a relativelyition bcc metals, but other experimental confirmations of the
high superconducting transition temperatidie=9.3 K can  assumption have not been obtained.
be singled out since the potentialities of experiments with A dissatisfaction remaining in connection with this prob-
this metal are much richer. A typical element in the dislocalem after the previous publicatibhstimulated a more de-
tion structure of bcc metals is a set of dislocations whosdailed analysis of changes in the diffusion mobility of dislo-
lines lie in extended rectilinear valleys of the lattice potentialcation kinks which can appear upon a considerable change in
relief (first-order Peierls relief A special action on such the electron viscosity. It was found that the dislocation and
dislocations can lead to the creation of pseudoparticle excielectronic parameters of niobium have values permitting the
tations(kinks) connecting two rectilinear segments of a dis- realization of the anomalous dependence of diffusion mobil-
location line, which lie in neighboring valleys of the Peierls ity of a particle (kink in our cas¢ on the drag coefficient
relief>* One-dimensional motion of kinks along a disloca- predicted by Kramers: the inclusion of this circumstance
tion line involves the overcoming of another system of latticemakes it possible to provide a universal description of the
potential barriers, viz., second-order Peierls relief. In addibehavior of the Kramer—Bauer peak in the normal as well as
tion, moving kinks experience the action of viscous friction superconducting state without any additional assumptions.
due to scattering of phonons and conduction electrons akhis publication is devoted to the description of details of
dislocations'=® In metals with standard electron parameters,such an analysis and to a substantiation of the above conclu-
the electronic component plays the leading role in dampingsion.
of the motion of a dislocation line in the temperature range  In Sec. 1, the basic concepts of the Kramers thearg
T<10K.%® Thus, a thermally activated motion of a kink formulated in the form convenient for the application of the
(pseudoparticlethrough second-order Peierls barriers in atheory to a description of the Brownian movement of dislo-
viscous electronic medium corresponds completely to theation kinks.
process considered by Kramers. The advantage of the super- In Sec. 2, the experimental data obtained by different
conductor used for verifying the conclusion of the Kramersauthors who studied the Kramer—Bauer acoustic relaxation
theory about the role of viscosity lies in the possibility of a peak in normal and superconducting niobium are system-
controllable change in the electron drag coefficient for aatized. The basic concepts of the dislocation model proposed
kink: at T<T,, the electron damping of dislocations can bein Ref. 15 and used for explaining the physical nature of the
varied considerably by a transition of the metal from thepeak are also described briefly.

U(x)

U(x)
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In Sec. 3, the contribution of the ensemble of dislocationdynamically equilibrium distribution function determined by
kinks to the logarithmic decrement of sample vibrations isthe properties of the medium. A formal expression of these
analyzed. The analysis is based on the application of thassumptions is the equality
results of the Kramers theory to the description of the ——
Brownian movement of a kink through the barriers of a  (P-) =#a7. N=1.23..., )
second-order Peierls relief. where the bar indicates statistical averaging, and the coeffi-

In Sec. 4, the conclusions of the theory are comparedients u,, do not depend on time explicitly, but can be
with the experimental data obtained from the study of thefunctions of the variablep andx as well as of the param-
Kramer—Bauer peak. It is shown that the application of thesters of the medium. Using equalit®), we can write the
Kramers theory makes it possible to describe all the mairollision integral in the form of a series in the moments of

peculiarities of the peak. the transferred momentum:
P9 1 .
s(P)——%(Mlp)JFE&—pz(sz)Jr... : 4

1. KRAMERS THEORY
The next step is the establishment of the relation be-

Kramer¢ studied a one-dimensional motion of a particle tween the coefficients; and ., and physical parameters of
under the action of the resultant of two independent forceshe medium. This problem can be solved by analyzing two
f(x) andfg(t). The first termf(x)=—dU(x)/dx describes |imiting cases for which the distribution functiop(p,x,t)
the action of the potential field (x) on the particl€Fig. 18,  can be written easily from simple physical consideratibns.
while the second ternfg(t) is a random force associated The first is the stabilized motion of a particle with a constant
with the thermal motion of a thermodynamically equilibrium average momentunp=p,=const under the action of the
medium in which the particle moves. The time variation of uniform potentiall (x) = — fox, wheref, is a constant force.
the dynamic variables of the particle, viz., the momentumit is well known that such a motion can be described by
p(t) and coordinate(t), obeys the Hamilton classical equa- characterizing the interaction of the particle with the medium

tions through the viscous drag coefficieft
p=F(x)+fs(t) BV=fo,
mx=p, @ X=Vt; ®

wherem is the mass of the particle, and the dot denotes thgyhere V= x= m~p is the average velocity of the steady-
time derivative. As a result of the action of a random forcestate motion. If we neg'ect dispersion of momentum and co-
f5(t), the time variation of the dynamic variables becomesprdinate and are interested only in the change in their mean

random also. For this reason, it is more convenient to deyalues, we can put in correspondence with motina dis-
scribe the motion of the particle by using the distributiontribution function of the form

function p(p,x,t) for the mapping point§,x) in the phase

space. In the general case, the funciigp,x,t) must satisfy p(p.x,t)=const §(p—mV)5(x—Vt), (6)

the kinetic equation where (x) is the Dirac delta function. It can easily be veri-
9 P fied that Eq(2) permits such a form of diffusion in the phase

p d - . . , ) L

—+f(x) —+—=—|p=Lg(p), (2)  space if we retain only the first term in the collision integral
at p  moxX (4) and put

in which the left-hand side is determined by the motion of

the particle in the phase space in the absence of the medium, u;=— - P (7)

and (L)<(p) is a functional(collision integral describing the

change in the distribution function under the action of thein it.

medium. . The other limiting case is the steady state of a patrticle in
We can obtain the explicit form of the operaforonly & potential well with infinitely high wallsl (—)=U ()

by specifying the statistical properties of the random force=2. In this case, the functiop(p,x,t) must coincide with

fs(t) and by establishing its relation with temperature andthe equilibrium Boltzmann’s distribution

dissipative parameters of the medium. Kramers proceeded

from the assumption that the random procégd) has a pe(p,X)=const exr{ — E(If_l’_x)),
short correlation time: on one hand, the values d§(t) and
fg(t+ 7) are regarded as statistically independent, and on the 2
other hand, the momentum E= m +U(X). (8)
p.= ft+7fs(t’)dt’ In order to describe dispersion of momentum and coordinate
t in the collision integral(4) typical of distribution(8), we

must retain both terms. In this case, the functi®nhsatisfied

transferred to the particle during this time can be regarded aé;q (2) if we put, in addition to(7)

very small. The quantity, defined in this way is indepen-
dent of timet; moreover, it is assumed that has a thermo- Mmo=2BKT. 9
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The retainment of only two terms in the collision inte- kT )12 muakT

gral and the choice of the coefficients and u, in the form Bo=5 - (MUY =—5—. (12
. . . 0 0

(7) and(9) are in complete agreement with the classical pat-
tern of Brownian movement proposed by Einstein. In thisHere and below, we will use in addition to the barrier height
approximation, diffusion of the mapping point of a particle U, its differential characteristict), 5 and the frequencies
in the two-dimensional phase space is described by solutions, g of undamped motion of the particle near the bottom of
of a partial differential equation of the Focker—Planck type:the well and the top of the barrier, corresponding to these

characteristics:
g dU(x) ¢ p d +,8(7 i
AP~ Tdx ap P max P T map |\ PP U o |FYX) L1 [Uas 13
AB dx? AR Tl m ‘

Jd X=Xp ,X
+ka—p). (10 _ e
Jp Ultimately, Kramers proved that the dependence

It should be noted that in the derivation of this equation, theVO(ﬂ’T) can be correctly described by a re!auve_ly simple
drag coefficientg and the temperatur were introduced as interpolation formula for any values of the viscosity of the

two separate characteristics of the medium, which, howevemed'um:
does not rule out a possible temperature dependgce. vo(B,T)

The solution of the problem of the emergence of a par-
ticle from the wellA of a potential reliefU (x) we are inter- BUo/(mKT), B<PBo;
ested in(see Fig. 1ais reduced to the search of a solution of = val[1+ (BI(47mug))21Y2— Bl(4mmug)}, B> Bo.
Eq. (10) satisfying the initial condition of the form (14)
p(p,x,t)=const&p)d(x—xX,). Considering the low- ) ]
temperature limit in whickk T<U,, Kramers proved that the Thus, the theory predicts a nonmonotonic dependence of
temperature dependence of the average frequemnfyemer- t.he regcnon rat.e{ll) on the V|sco§|ty of the medium: the
gence of the particle from the wel through the barrieB linear increase in the preexponential factor1d) for small

without taking into account the reverse process can be de/@lués of <, is transformed into a broad peak in the

scribed by an expression resembling in form the Arrheniud®9ion Bo<B<4mmvg. As the viscosity increases further,

classical law for the rates of chemical reactions: the preexponential factor decreases according to theviaw
~27muavgB L. The anomaly described by the upper line

_ T 0 11 of formula(14), i.e., the increase in the reaction rate with the
v=rvo(B.T)exg — 15 11 viscosity of the medium, is a consequence of the specific
. ] ] nature of diffusion of the mapping point along the energy
However, the preexponential factog(B,T) in this ex-  qordinate.
pression remains a complex function of the paramegerad Concluding this section, let us consider a more complex
T. We can obtain explicitly only the asymptotic forms of the gjtfysion underlying many kinetic phenomena in crystals. In
function vo(B,T) in the limits of low (8—=) and high  the physics of crystals, it is often necessary to describe mac-
(B—0) viscosity. In each of these cases, diffusion in theygscopic diffusion flows for which the elementary process of
two-dimensional phase space,X) can be reduced to a one- activated transition of a particle through an individual barrier
d}mens[ona! problem. For large v.alues of. the drag coeffi.gnsidered by Kramers is repeated many times in sfdite
cient, diffusion flow along the spatial coordinateplays the  fysjon of impurities, electrons, polarons, elements of a dislo-
Igadmg _role, while the role qf the effective d|ffu§|on coeffi- cation line, etc. in a periodic potential relief of the crystal
cientd, is played by a quantity inversely proportional to the |attice). In such cases, the problem involves the calculation
drag coefficients: of a macroscopic diffusion flux or macroscopic mean values
d,=mkT 8. of the particle displacement=(x) and velocityu=(x) in a
_potential of the form
In the case of small drag, the emergence of a particle
from a well id determined by one-dimensional diffusion ~ U(X)=U,(x)—foxX, (15
along the energy coordinat¢E) =¢$pdx, where the integra- . S . :
Y ) = +
tion is carried out along the contour of constant energyWhereUp(X) Up(x+b) is a periodicwith periodb) lattice

. : . ) . 2’potential andf, is a constant force applied to the particle
E(p,x)=E (I is the adiabatic invariant for undamped motion ;_. . :
of the particle in the potential wel\). In this case, the role (Fig. 1b. The operation of averaging.,) presumes the

of effective diffusion coefficient. is plaved by a quantit evaluation of average values of the relevant quantities over
. Nt 1S play yaq Y time intervals much longer than the time ! of emergence
proportional to the drag coefficieytt

of a particle from an individual well. According to the well-
BKTI dI known concepts of the diffusion theory in crystiis mac-
= "m dE roscopic diffusion flux is characterized by the spatial diffu-
sion coefficientD, which is connectedin the case of one-
Kramers also obtained an estimate for the characteristidimensional processewith lengthb and frequencw of an
value of the drag coefficienB, separating the above- elementary jump through the relati@=b?v. In the linear
mentioned asymptotic forms: approximation pf,<kT), the average velocity of diffu-
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sion drift, which is acquired by a particle under the action of

the constant forcefy, is determined by the Einstein _
relationg®7 8 2. a 80 kHz
, KT KT 6L, o0 Kramer, Bauer [10]
Bau=To, Ba=F =z, (16) Badi S
v =3
~— 4 - © °

Relations(16) are also valid in the case when a particle b o :. R
experiences the action of a periodic time) force f(t) if the 2}k [V 2 °,
characteristic frequency of force variation remains smaller X '.,“ ° o
than the frequency of diffusion jumps. bt PP PT9 e oo,

It should be noted that in problems of the type under 12k & 84 kHz
investigation, the role of the medium the interaction with .
which is determined by the particle drag coefficightis - . P. Pal-Val, Natsik,
played by the ensemble of quasiparticipbonons, conduc- sk . L. Pal-Val [15]

tion electrons, etg.in the crystal, which are scattered at a .
particle or pseudoparticle undergoing diffusion. Henceforth, 06&:,
we will call this phenomenon the dynamic drégr first- 4 a-. %
order damping At the same time, relationd 6) show that

the steady-state diffusion drift of a particle in the crystal

1055

"-0&,.'.0.'0...00.0@' L
°oo?ooo 000000

relief under the action of the constant forégis also for- 28 i S —
mally equivalent to its motion in a viscous medium with the | et 30 MHz
drag coefficien{By . This drag describes actual dissipation of 16 F ry e
mechanical energyyx of the particle, accompanying ran- : o *ee,
dom activated wandering in the lattice; such a process can be f,‘° 12 .~ w‘\;"  TIPP
called diffusive drag(or second-order dampingFormulas e 8 fo o0° & %00
(112), (14), and(16) describe the relation between the diffu- i o9° i
sive (84) and dynamid8) drag of the particle: 4 [ oo000000®  Dresher-Krasicka,
Granato [12]
_ kT Uo ol e o
ﬂd—m eXR T/ 17 2 4 6 8 10
Such a relation is not universal: for a large dynamic viscos- T.K

ity, By is proportional toB, while in the opposite limiting

casepfy is inversely proportional tg3. There also exists a FIG. 2. Low-temperature peaks of acoustic relaxation in Nb in the normal

large interval ofB values for whichvo~ v,, and the value of (@) and superconductin¢O) states for various ultrasonic frequencies ac-
0™ ¥a» cording to data obtained in Refs. 10, 12, 15.

Bq is virtually independent oB. It should also be noted that

the temperature dependences of the dyng8git) and dif-

fusive B4(T) viscosities differ qualitatively. As a rulgg(T) 12.14.15 ) L

decreases with temperature: the phonon viscosity as a resu easurerlnenit% q by ilpplyln?(g magk?e::c f'eldl o; a su-

of the decrease in the density of thermal phonons, and ele(perclrltlca mag?'trl: EH>k 02_5d Ie which resulte Fm a

tron viscosity in the superconductor due to Cooper pairing szilsp jc_?n;elznt OTrt\ € pea towa; f] ow tekmpe(;atlﬂsee '9.

electrons. On the contrangy(T) increases exponentially 2 and Table ). The presence of the peak and its reaction to

upon cooling in accordance witti7), and the temperature the superconducting transition can also expfathe anoma-

dependenc@(T) can only suppress or enhance this mcrease“es in the field dependences of acoustic absorption in Nb in

2. KRAMER-BAUER PEAK TABLE I. Frequency dependence of the Kramer—Bauer peak temperature in

the normal and superconducting states.
Kramer and Bauel? and subsequently a number of other

authord’~*®who studied experimentally the acoustic proper- Peak temperaturg; , K
Cycllc frequency
ties of niobium in the liquid helium temperature range, ob-

w, st n-state s-state Reference

served an absorption peak of the relaxation typay. 2).
They used in experiments a wide range of acoustic and uI1 3.10° - 2.62 13
trasonic frequencies from-20* to 7- 10’ Hz and observed a 1? 2_08 %121 11%
systematic displacement of the peak temperafyreowards 5:3. 10 505 315 14, 15
high temperatures upon an increase in the vibrational fres.s 10° 2.37 3.75 10
quency(see Table)l 6.3 10 - 6.3 1

The measurements were mainly made on samples in the 1 4.7 7 12
superconducting state since the peak was localized beloxgl9 108 ~ 325 ﬂ
T.=9.3K in all cases. In some cases, the samples werg, 1 _ 78 11

transformed into the normal state during
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a mixed state foH <H<H.,, which were detected in
Refs. 18-21.

It was found in Refs. 10—15 that the peak is affected not ]
only by the superconducting transition, but also some other
factors characterizing the structural state of the samples
(single crystals, polycrystals, grain size, impurity composi-
tion, and preliminary plastic deformatipas well as the ex-
perimental conditiongthe rate of sample cooling to helium
temperatures In Ref. 15 devoted to a generalization of vari-
ous experimental observations, we noted the following most
significant peculiarities in the acoustic absorption in Nb at

helium temperatures: FIG. 3. Dislocation modét used for interpreting the Kramer—Bauer peak:

. . . various configurations of a dislocation linsolid curve in a first-order
1. All the absorptlon peaks listed in Table | have thePeierls relief(before(a), during (b) and after rapid cooling of the samples

same physical origin and are due to the action of &c); dashed lines show minima of the relief, crosses indicate the nodes of
system of identical thermally activated relaxators indislocation mesh, and dark circles correspond to impurity atoms.
Nb samples.

2. The linear response of relaxators to acoustic excita- . . : .
tion of the samples corresponds to the model of asmaII periodic mechanical stresses accompanying acoustic
standard linear body with a single characteristic 1Ere_vibration of the sample, kinks move along the dislocation,
quency of relaxation overcoming second-order Peierls barriéts(x) (Fig. 4b.

3. The temperature dependence of the characteristic rél’_he contribution from kink chain; bounded by impurity

laxation frequency is described qualitatively by the atoms (Fig. 49 to the response of the sample 1o acoustic

i . - excitation becomes resonant under certain condition, causing
Arrhenius relation(11), and the empirical values of . .
L : the formation of the absorption peak. The shape of the peak
the parameters appearing in this relation have values - " . .
3 and its position on the temperature axis are determined by
of the order of Uy~(2-3)-10 eV and v, o ) .
101101 g2 the temperature dependence of the mobility of kinks in the

relief U (x).

QO
o
(@]

podugupupmpmiujeniuuiuinduiu e
oS

et Rt

4. The transition of the samples from the normal to the
superconducting state leads to a considerable de-
crease in the relaxation frequency, which is formally 3- 'NTERACTION OF ACOUSTIC VIBRATIONS WITH
equivalent to an increase in the activation energy b)P'SLOCATION KINKS
5U~1-10 % eV. An individual kink connecting two linear segments of a
5. The relaxators responsible for the Kramer—Bauedislocation line, which are located in neighboring valleys of
peak are formed in the samples as a result of action athe Peierls reliefFig. 43, is characterized by the widtk
thermoelastic stresses upon rapid cooling; in the casand effective massn,. In the simple case of a sinusoidal
of a slow cooling, no peak is observed. relief, these quantities are defined“as

6. An increase in the impurity concentration in the oC |12 4aM | maboo 12
samples facilitates the accumulation of relaxators )\, =a . M= P ' (18)
upon rapid cooling. mabop w2 2C

Having analyzed all possible mechanisms of the emer-
gence of above singularities critically, we propoSea
simple dislocation model for their explanation. This model is
based on electron microscopic data on the dislocation struc-
ture of bcc metald,on the concepts of dislocation kinks ex-
isting in the theory of dislocations and on their dynamic
properties’*® and on the results of computer simulation of
the motion of an individual kink in bcc metals through
second-order Peierls barriéfsThe basic concepts of the
model are illustrated in Figs. 3 and 4. We assume that the
initial Nb samples contain a mesh of screw dislocations of
the slip system{111){011}, consisting of rectilinear segments
Ly lying in the valleys of the first-order Peierls reliéfig.
3a). In the case of rapid cooling of the sample, thermoelastic
stresses bend the segments between the nodes of the mesh Un .
and form a system of kinks at thefRig. 3b. After tempera- 0' )'( L.
ture stabilization, thermoelastic stresses disappear, but kinks n
are preserved at dislocations owing to the drag effect of im-

" . . FIG. 4. Kinks on a dislocation lif& and individual kink and its geometri-
purities which hamper the returning of the segments to th%al parametersa), Second-order Peierls relief for a kirk), and a kink

initial linear configurations(Fig. 39. Under the action of chain bounded by impurity atori®) (c).
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whereC andM are the linear densities of eigenenergy andvibrations of a chain containing a large numibgrof kinks,
effective mass of the dislocation,, the Peierls stress the  the forceXfnn’ can be approximated by the formula

Peierls relief period, andb the magnitude of the Burgers n

vector of the dislocation. The one-dimensional motion of the ”s

kink along the peak of the religthe x-axis in Fig. 4a is > fow=’ azck Uy,
equivalent to the motion of a particle of masg, is we n’ It

choose the coordinate, of the center of the kink as the \hereC, is the effective linear tensile force in the kink chain
coordinate of such a pseudoparticle. The kinks moves in th@Oy the order of magnitude,@,~2C~ Gb?, whereG is the
periodic second-order potentidp(x)=Up(x+b) of the  shear modulus Consequently, the kink chain under the ac-
Peierls relief(Fig. 4b), and the total potential energy of the tion of a varying stress performs forced vibrations equivalent
kink in the presence of a shear streg,t) in the disloca- tg the vibrations of an overdamped oscillator:

tion slip plane has the form _
Uobla(Ni+ 1)2 e'“’l

un(t): 2 - )
C 1+ i
Up(x,t)=Up(x)—abJ o(x,0)dx. (19) Atk 1O Tdi
_ Byl®(Nj+1)? -
The role of the thermostat-medium in which the motion of % #%a’Cy (21)

the kink takes place is played by the system of conductioqJsing formula(21), we can easily calculate the energy
electrons and the system of thermal phonons. The scatterin ’

of electrons and phonons at a kink moving at a constangq;if_ated by the kink chaib; over the period of vibrations

average velocitx=V,=const leads to the emergence of the

viscous drag force8V,,*™® and the drag coefficient is the N2 _
sum of the electron and phonon components. w;= 21 Odt Ref,(t)Reuy(t)
Let us consider the interaction of the acoustic field with "
an individual kink chairl; bounded by impurity atom@-ig. ggb2|3Ni(Ni+1)2 0Tyi
f e 1
4¢). For a large lengtih.y of the initial segment and not very = p—e TTa?2 (22)
high concentrations of impuritieb/Ly<<c<<b/\, the seg- k di
mentsL; contain a large numbeX; of kinks separated by In real samples, the parameteds and| are random

linear segment$=L;/N;+1>\,. The kinks interact with quantities. Let us introduce the average numpeof dislo-

one another through long-range forces of the Coulomb type cation kinks per unit volume and the dimensionless param-
and hence form equidistant chaikg=nl (n=1,2,...N;) in  eter

the absence of stressas<0). If the shear stress component
o(x,t)=o0y(x) expwt) acting in the region of location of
the chain(w is the cyclic frequency of vibrationdas a small
amplitudeab?| | <U,, the chain performs small forced vi-
brations in which an individual kink with numberperforms
diffusion drift in the relief (19), being displaced from the
equilibrium positionX,, by |x,,— X,|=b.

Under real experimental conditiongy<10® s 1<,
and the acoustic wavelength isr® w=10"2 cm>L,; (s is
the velocity of sound These inequalities allow us to assume
that the stresgry is uniform over the length,;. Under the

action of a uniform forcd ,=aboy exp{wt) varying slowl LS ; ;
with time. individual kinks perfor?’n dir;f(usi)ve d)r/iftgi]n the ?/e- ergy of vibrations averaged over the period. Calculating the
. /[nean energy dissipated in a unit volume of the sample by

lief Up(x) considered at the end of Sec. 1. Such a motion " . . :
can be described conveniently by using average displac Ising formula(22), we obtain the following expression for

mentsu,(t) = (xi) — X, which satisfy the inequalities max he logarithmic decrement of the individual vibrational

3
i

&N D) 2

| 3
K=(5) (N;+1)2=

where the bar indicates statistical averaging over the en-
semble of kinks. In addition, the sample contains several
equivalent slip systems with dislocations of the type under
investigation, and hence we can characterize their interaction
with an individual mode of elastic vibrations of the sample
by introducing the average orientational facgodefined by

the relation VoM x= o3, whereM is the elastic modulus
corresponding to the given vibrational mode aifg the en-

|u,|>b and|u,.;—up|<l. In the case of diffusive drift of a mode:
kink, the average force of inertia,l,~mw?u, is negligi- Sw 2.3
no ; i Mcb

bly small as compared to the diffusive drag forggu, 5= LT xMeD AT kpk wT‘Z’ = (24)
~wByu,(mw<By). For this reason, the collective move- 2Wo 7Cx 1+ oy
ment of a kink chain is determined by the balance of drag K

: ) : _ T U
forcesBqyu, , the forcef,, of interaction between kinks, and Td:a';’gd =— 2aK exp{ _0)_ (25)

v Ck b Ckyo(ﬁ,t) kT

the driving forcef :

While deriving the expression for the relaxation timg we
- _ iw have used formulél?) for the diffusion drag coefficiens, .
U,+ >, fow=aboge “. 20 . ) d-
Baln nE nn 70 20 Formulas(24) and (25) provide an exhaustive descrip-
tion of the contribution of dislocation kinks to the internal
It was shown in the monograptihat in the case of small friction of the sample. These formulas contain the parameters
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px and k characterizing the distribution of kinks over the

sample volume as well as the parametdgsand vy(B,T) 22+
characterizing the interaction of an individual kink with the - e -N- state
second-order Peierls relief and quasipartidielectrons and 201
phonon$. The temperature dependence of decrem#) i
might acquire peaks located at the poifitgw) on the tem- -~ 18 '
perature scale, which are defined by the equation l'é 16|

oTy(Ty)=1. (26) £ I

14

In the cases when the frequeney(B,T) appearing in L 0-s-state
formula (25) strongly depends on the dynamic drag coeffi- 12}
cient 8 for kinks, the positionT, of absorption peaks on the . 1 1 1 ! 1
temperature axis also becomes sensitive to the value of the 0.1 0.2 03 0.4 0.5
coefficientB and to the form of its temperature dependence. 1/T,, K-
4, THEORY AND EXPERIMENT FIG. 5. A comparison of experimental dat@iable ) on the frequency

. . . dependence of the Kramer—Bauer peak temperafy(e) with formula
According to the results of computer simulation of the (ZBF)).lS P perdliy(e)

motion of a kink on a screw dislocation of the slip system

(11D{01L in bcc metals, the typical heightd, of the

second-order Peierls barriers are of the order of*1€V.%2

For such values of activation energy and reasonable valudndences(B,T) of frequency in formuld25) on the elec-

of the parameters appearing in the preexponential factor dfon drag coefficient for kinks, which decreases abruptly
formula (25), the peak on the temperature dependence ofPON such a transitiohAccording to the conclusions drawn

decrement(24) falls in the region of helium temperatures. by Kramers, a considerable dependence of frequency
The peak height vo(B,T) on the coefficient3 can be observed only when

certain inequalities connecting the dynamic drag coefficient
27) B, the kink massn,, and the parameters of the rellgf,(x)
27Cy are satisfiedsee formula14)). In order to obtain semiquan-

is proportional to the parameteksand p, characterizing the ttative estimates, we assume that the relig{x) has a sinu-
kink distribution in the sample. Thus, the model formulategSCidal shape
in Sec. 2 and formulag24) and (25 corresponding to it Uo 20
provide a qualitative description for most of properties of the ~ U(x) = > ( 1- cos—- x) , (30)
Kramer—Bauer peak, which are listed in that section. An
additional analysis is required only for the effect of displace-and estimate the barrier heights by using the values of the
ment of the peak during a superconducting transition. relief Uy~ (2—3)-10 2 eV obtained from Fig. 5. We will
Analyzing Eq.(26) connecting the peak temperatufg  also use the standard estimates of the continual theory of
with the vibrational frequencw,® we assumed that the de- dislocations, i.e., 2~Gb? and 2V ~pb? (p is the density
pendence of relaxation timey on the dynamic drag coeffi- of the crystal and assume that the relatior,;~10‘26 typi-
cient 8 is insignificant and puty= v, in formula (25). I cal of most of bcc metals is satisfied for Nb. For the slip

M b?asx
5 = 5(Tp): XWVe Pk

this case, Eq(26) can be written in the form system in Nb under consideratiom=3.3x10 8 cm, b
Uy =2.9x10 8 cm, G=3.9x 10" dyne/cnt, and the Nb den-
In wT,=—In a— KT (28) sity p=8.6 g/cnt. Using these estimates and formuld®),
p (13), and (30), we obtain the order-of-magnitude estimates
axk for several important parameters appearing in fornili:
T TC o, (29 - 23 _ 11
mk~10 g, Va= VB"‘SX 101 S 7

A comparison of experimental results given in Table | with 10 1
formula(28) is illustrated in Fig. 5. For the normahj state, Bo(T~5K)~10"*gxs = 3D

the position of the peak on the temperature axis is in good  Going over to the estimate of the drag coefficightor
agreement with formulé28), but for the superconductingX  kinks, we note that elastic scattering of conduction electrons
state the agreement is much worse. Besides, the slopes ghd thermal phonons at kinks plays the leading role in the
straight lines for the normal and superconducting states difdynamic drag of kinks in bcc metals in the helium tempera-
fer considerably, which indicatetunder the assumptions ture regior*® Using the results presented in the reviéws,
made abovethe effect of the superconducting transition onwe can write the following expression to the total contribu-
the height of Peierls barriers for kinkslp,~2.15meV and  tion of electrons and phonons to the coefficightat T
Ups=3.23 meV. <10K:

Here we will consider the possibility of another expla-
nation of the effect of the superconducting transition of the

a fib [ T|%?
Kramer-Bauer peak, that is based on an analysis of the de- ’8:'86+Bph:)\_k AeabPENeYn s(T) + Gpn (@) }

a3
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AMI]™ 26 26
7n(T)Ely yS(T):Z 1+exp kT . (32) d O~-S- State -
24 424 =

Here pg and n, are the Fermi momentum and the number [ 1 '__8
density of conduction electrons respectively, (T) is a -~ 22 122
function describing the change in the number of electron T >
excitations upon a transition of the metal from the normalto = ! =
the superconducting stat&(T) the energy gap of the super- £ 18 418 3
conductor,® the Debye temperature, argl and g, are f &
numerical coefficients whose exact values are determined by 16 n-state 116
details of scattering of electrons and phonons at the disloca- 14+ .'_:_ 414
tion core. The available theories give only rough estimates AN SR T ST |
for the coefficientsy, and gy, (with an order-of-magnitude 01 02 03 04 05
spread in valugs q,~10 ! and Qpn~5X% 10°. 1T, K1

In the case of Nb@=275K, pe=10 1°g-cm/s, and
Ne= 10% cm*. Usmg this values, we_c_an e_aSIIy find that the FIG. 6. A comparison of experimental da(@able ) on the frequency
electron component in the drag coefficient in the normal stat@ependence of the Kramer—Bauer peak temperalye) with formulas
has the valug8,,~10 13 g-s™1 and is much larger than the (35). The values of the function(T) are calculated by using the data on
phonon Componem'gph<10*14g.§l at temperaturesT the value of the gapA(T) for Nb, presented in the review in Ref. 24.
<10 K under consideration. In the superconducting state, the
electron component of drag decreases abrufekponen-
tially) with temperature. The phonon component also deit should be noted that the order of magnitude of the quantity
creases, but according to a power law. Consequently, therg corresponds to the activation energy jump determined
exists a temperaturg, below which S.{T)<B,n(T). The  from the change in the slopes of the straight lines in Fig. 5.
temperaturdl, is determined by the condition of equality of However, in the present case, the effect is not associated with
the electron and phonon components of drag in the superco@- change in the lattice parameters of Nb upon a supercon-
ducting state, which can be written in the form of the equaducting transition, but is a consequence of the anomalous

tion effect of viscosity on the Brownian movement of particles
T\ 972 hq (dislocation kinks in our cageredicted by Kramers.
Ys(To)ZQ(—O) , = —'”‘4_ (33 The application of formul4343a allows us to write Eq.
® QePrNed (26) defining the peak temperatufe, in the form
Unfortunately, the value of the parametgcan be estimated Uo
only to within two orders of magnitude in view of a large In wT5,=—In 7- T (3539
. . i ) on
indeterminacy in the parametegs, and g: q~10°-10'.

Taking into account this indeterminacy and using the valudor the normal state and

of the gap width for NmA (0)=1.5x 10"° eV,?* we can eas- T2 U

ily obtain the estimat&,~ (1-3)K. In PS —n - —2,
The above analysis shows that for temperatures of inter- s(Tps) KTps

est, the dynamic drag coefficients for kinks satisfies the infor the superconducting state. Figure 6 illustrates good agree-

equality 3< By, and hence we must use the expression in thenent between formulag5) and experimental results given

upper line of formulg14) for the frequency factorg(8,T).  in Table I. It can be seen from the figure that the valuesof

In the temperature range,<T<T,, the phonon component recorded experimentally in the normal {;) and in the su-

in formula (32) can be neglected, which leads to the follow- perconducting T,s) states lead to identical values of the

(35b

ing expression for the relaxation timeg: barrier height,=2.4x10"2 eV and the parametey=1.5
T2 U X 10" %K 2,
74(T)= e exr{ _0), (343 An important circumstance supporting the applicability
Yn,s(T) KT of the above consideration to a description of the Kramer-

Bauer peak is the correlation of the temperattrgswith the
(34b magnitude and temperature dependence of the energy gap
A(T) of Nb, which are determined from independent

Formula(34g provides a natural explanation for the ef- experiments?
fect of an increase of the activation energy for the Kramer—  Using the empirical estimates of the parameters of the
Bauer peak upon a transition of Nb to the superconductingheory obtained above, the experimental valuespf 10%,
state: at low temperatured,(T)>kT, and the temperature and formulas(27) and (34b), we can also obtain the order-
dependence of relaxation time in the superconducting statef-magnitude estimates for the parameters characterizing the

B kzmkaK
7 7TZbZCkUOBen'

acquired the form kink distribution in the samples:x~10° and py
) ~10% cm™3,
7o(T)= A exp{ UotA Thus, the dislocation model described in Sec. 2 together
d 2 kT with the Kramers theory of activated motion of a particle
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through a potential barrier as well as the theory of electron
dislocation drag provide a satisfactory semiquantitative de-
scription of all the peculiarities of the Kramer—Bauer peak
detected in experiments. It should be noted, however, that
the pointT,=2.62 K in Fig. 6 deviates noticeably from the
straight line described by E¢35b). The most plausible rea-
son behind such a deviation is apparently the role of the
phonon component in the dynamic drag coefficient for kinks
in the s-state, which increases upon cooling. In order to de-
scribe this deviation quantitatively, we must 10" in

Eq. (33) and the corresponding value ©§=3 K. However,

an unambiguous interpretation of this deviation requires the
experimental detection of the peak in thestate at lower
temperatures, which is possible only for vibrations with a
cyclic frequency<10* s 1.

Concluding this section, it is also appropriate to discuss
the consideratiorfs concerning the possibility of the effect
of quantum properties of dislocation kinks on the properties
of the Kramer—Bauer peak. According to general laws of
guantum statistics, there must be a characteristic temperature
T4 below which the diffusion of kinks in the relidf p(x)
will be determined not only by the thermally activated tran-
sition of kinks through the barriefld,, but also by the pos-
sibility of under-the-barrier passagguantum tunneling A
detailed discussion of tunneling of kinks through the barriers
of the second-order Peierls relief and estimates of the tem-
peratureT, were given by Petukhd®:

f
kTqE B
According to conclusions drawn in Ref. 26, the diffusion of
kinks atT>Tj is thermally activated, and a transition to the
purely quantum limit occurs at<0.5T. In the temperature
interval (0.5-1), diffusion is determined by the joint ef-
fect of quantum tunneling and thermal activation. Substitut-
ing the parameters of kink in Nb int@36) leads to the esti-
mate T,~3 K. Consequently, we can expect a significant
influence of quantum effects on the Kramer—Bauer peak in
experiments at frequencies<10* s™, for which the tem-
perature of the peak is shifted below 2 K. A theoretical de-
scription of such effects should be based of a quantum ana-
log of the Kramers theory.

UO 1/2
2—mk) IﬁvA. (36)

CONCLUSIONS

1. This research aims at theoretical interpretation of the
acoustic absorption peak discovered for the first time
by Kramer and Bauel® who studied niobium at lig-
uid helium temperatures, and observed later by some
other author$*~*®The main attention was paid to an
analysis of the most interesting peculiarity of the
peak, i.e., its shift towards low temperature upon a
transition of Nb from the superconducting to the nor-
mal state, induced by a magnetic field.

2. The analysis is based on the model of resonant inter-
action of acoustic vibrations with kink chains at
screw dislocations of the slip systegi11){011},
which was proposed by us earli€rand on the appli-
cation of the results obtained by Kraméraho de-
scribes the kinetics of a thermally activated emer-
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gence of a particle from a potential well taking into
account of the force of viscous friction acting on it,
for describing kink diffusion in the lattice potential
relief (second-order Peierls relleWhen kinks move
along dislocations in a metal at low temperatures, the
drag is mainly due to their interaction with conduc-
tion electrons. For this reason, a transition of the
metal to the superconducting stdtes well as the re-
verse transitio)) which changes significantly the vis-
cosity of the electron gas, is also accompanied by a
strong controllable change in the drag coefficients for
kinks. This creates unique premises for experimental
verification of the conclusions of the Kramers theory
concerning the role of viscosity in activated motion
of particles.

. The basic concepts of the Kramers theory are pre-

sented in this paper in the form convenient for appli-
cation to a description of diffusion of dislocation
kinks. The main properties of the Kramer—Bauer
peak recorded experimentally are systematized, and
the data characterizing the dependence of the tem-
perature of the peak on the vibrational frequency in
the normal and superconducting states are tabulated.

. Itis shown that the conditions for observing the non-

trivial kinetic effect predicted by Kramers, i.e., the
increase in the diffusion mobility of particles with the
drag coefficients, are satisfied for kinks in Nb in the
helium temperature range. Owing to this effect, the
relaxation time(the characteristic diffusion timeor
dislocation kink chains in the superconducting state is
much longer than in the normal state, which caused
the experimentally observed displacement of the dis-
location absorption peak towards low temperatures
upon a transition of Nb from the superconducting to
the normal state.

. According to the conclusions of the theory, the dis-

placement of the Kramer—Bauer peak as a result of a
superconducting transition must correlate with the
temperature dependence of the energy gap of the su-
perconductor. The use of gap values obtained from
independent experimeffsin the analysis of the
properties of the peak confirms these conclusions.
This circumstance is a sound argument in favor of the
adequacy of the theory and experiments.

. A comparison of experimental data with the results of

the theory makes it possible to obtain empirical esti-
mates for a number of parameters characterizing
kinks at dislocations of the systeth11){011} in Nb:

the orders of magnitude of the kink mass, second-
order Peierls barrier height, electron and phonon drag
coefficients for a kink, and the volume density of

kinks.

. An approximate estimate of the characteristic tem-

perature(2—-3 K) below which kink diffusion in the
lattice relief in Nb can acquire quantum-mechanical
features is obtained. Quantum diffusion of kinks
should be studied by acoustic spectroscopy methods
at vibrational frequencies of 10* Hz.
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SHORT NOTES

Hamiltonian formalism in the theory of quadruple magnet
A. A. Isayev

National Science Center “Kharkov Physicotechnical Institute,” 310108 Kharkov, Ukfaine
(Submitted April 18, 1997; revised June 5, 1997
Fiz. Nizk. Temp.23, 1243-1246November 199y

Poisson brackets are obtained for dynamic variables of a quadrupole magnet, i.e., the spin
density and the matrix of the quadruple moments. The starting point for the analysis is the
derivation of the kinematic component of the Lagrangean of the system. Equations of

motion are derived, and the number of Goldstone and activation modes is determined for the
case when the energy functional is invariant to spin rotations.1997 American

Institute of Physicg.S1063-777X97)01311-X]

1. POISSON BRACKETS FOR A QUADRUPLE MAGNET play a decisive role for determining the PB structure. For this

reason, we shall consider the derivation of the functional
The description of magnets in which tensor interactions ,(x) in the case of a quadrupole magnet.

(higher-order exchange interactions and one-ion anisotropy  In Ref. 6, the kinematic component of the Lagrangean

exist along with ordinary spin-spin interactions necessitategor a magnet with complete breaking of symmetry relative to

the application of not only dipoléspin degrees of freedom, spin rotations was written in the form

but also multipole(quadrupole, octupole, ejcdegrees of

freedom? This is due to the fact that the replacement of

tensor interactions by certain effective fields which can be

expressed only through magnetization and the application

uncoupling of the type((s')™—(s')™ are possible only

when tensor interactions are weak. Even in the simple ca

when the spinS=1, th_e matrix (_)f the_ quadruple momem condition of orthogonality of the matria with respect to

must be used along with the spin variable. Such dynam|c§1me we obtain

which includes tensor degrees of freedom, can differ signifi- '

cantly from the orientational dynamics for magnetization de-  aa+aa=0. 2

scribed by the Landau—Lifshitz equations. Modifying the density of the kinematic compone#t, of the

This communication aims at the development of theL taking int t the limitatic®) btai
Hamilton approach to the theory of a quadrupole magnet. agrangean taking into account the imitatit), we obtain

The Hamilton approach is known to be an effective method 1 .
for deriving nonlinear dynamic equations which take into  Zk— “k= 2%kt 5 fap(@a+ad) ap. ()
account the symmetry properties of the Hamiltonian

automatically> Being a phenomenological formalism, it is Here the quantities, ; play the role of Lagrangean multipli-
simpler and more clear from the physical point of view thaners(it will be shown below that the matrik, ; has the mean-
the microscopic approach which, as a rule, depends on theg of the matrix of the quadrupole momgnfAssuming that
model used. The Hamilton approach is based on Poissonthe matrixf .z is symmetric €=f ), we transform expres-
brackets(PB) of dynamic variables of the system. In the sion(3) to the form

continual limit, the dynamic variables of a quadrupole mag-
net include the spin density,(x) and the matrixf,(x) of

the quadrupole moment. Poisson brackets can be obtained jfhere
several different way$We shall follow the approach devel-

oped in Ref. 5, according to which the form of the kinematic c = (f
component of the Lagrangean of the system B ap

1 - .
';Z/k(x) == Sa(x)wa(x)a wazi Saﬁyay,ua,u,ﬁ ’ (1)

c“/herea id the real matrix of rotations in the spin space
aa=1). Using the kinematic componetit), we can obtain
B for the variables,(x) anda,z(x). Differentiating the

:%kzcaﬁ aﬁa’ (4)

1 L =
—zeapys a,; f=f. 5)

14

Henceforth, we shall assume thais the matrix of an arbi-
trary linear transformation. In fact, we extend the set of dy-
Lsz dSXFa(XKP)%(X)EJ' d*x Zi(x) namic variables. A new set of variables corresponding to the
density of the kinematic componei) includes the spin
densitys,(x), the matrixa,z(x) of an arbitrary linear trans-
(¢, are dynamic variables anB ,(x;¢(x’)) is a certain formation, and the Lagrangean multipliefs;(x). The PB
functional of the variablesp,) and variations of dynamic for the initial set of variables,(x),a,z(x) (wherea, is the
variables which leave the kinematic component invariantotation matriy will form the subalgebra of PB for the ex-
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tended set of variables. Also, the new set of variables will be...,..} by the commutators (@)f...,...] according to the
used to obtain the subalgebra of PB corresponding to a quadeneral rules of quantum mechanics. Then relatidis as-
rupole magnet. sume the form

The density of the kinematic componéd#j has the stan- i
dard for_m knO\_Nn from_classwal mechanlcs: Consequ_entlwfaﬁ(x),f}w(x')]: 7 (€ayuOput € BypOart € gyudan
we can immediately write the PB for the variablesndc:

{8400, 8, (X )} ={Cap(X),C,u, (X )} =0, T Eayudp)S,(X) (X =X"),
{8, 4(X),Cop (X' )} = B0y 8, (X —X). 6  [8a(0), 15, (X)]=1(8apyl yp(X) & aypf (X)) SX=X),
For further analysis, it is convenient to introduce the tensofs,(x),54(X’)]=ie 45,5,(X) S(X—X").

Gap- We can easily explicate this algebra in the language of spin

945=Cav 8,3- (7) matrices corresponding to the sp8=1[(S,),,=i&quul,

It follows from (5) that in this case we have namely,
Fam s 88,4858, 2 0,82 13
gaB:faB_ESOKBYSY' aﬁ_z Sasﬁ SBSa_§ aﬂs - ( )

In turn, the spin density can be expressed in terms of the _INC€fag iS the operator of the quadrupole moméste
antisymmetric component . ; Ref. 7), we shall assume that the quantity; appearing ul
formulas(11) is the matrix of the quadrupole moment of spin

3 a a _ 1 3 g S=1, and Tf=f_,=0 (relationf_,,=0 together with sub-
Sa(X) =€apydyp(X)s 9= 75 (9uv™Gup), (8) algebra(11)). Using the PB(11), we obtain dynamic equa-

. . . . tions for the quantities, andf ,;:
and the matrixf,; is expressed in terms of the symmetric q A

component oy ,4: . oH
Sa(X) =E48y m Sy(X) + Zsaﬁpfﬂp(X) m,

1
fap=0ap:  9ap=7 (Gapt 9pa): ) .
fa (X):——(5 €y a+5avs )S (X)
Taking into account the definitio(¥) of the matrixg,; and g 2 6f,,(%) e vonTH
formulas(6), we can easily obtain the following algebra for SH
the variablesa, 5(x) andg,g(x): +(&ypf ap(X) + &0y 5p(X)) m (14

{8500, 0,10 (X )} = 85,80 (X) S(X=X"), These equations describe “ideal hydrodynamics” of a

1905(%),9,(X")} = (9au(X) 85, = 9up(X) Bay) S(X—X"). quadrupole magnet and are valid in the low-temperature re-
(10 gion (T<T,.), in which we can neglect relaxation processes.

It follows from Egs.(14) that the main conditiors?= const

of the orientational dynamics is not satisfied for a quadrupole

magnet in the general case. Instead, we have two new inde-

pendent conserved quantities

The variables,(x) andf ,4(x) are connected with the vari-
ablesg,z(x) through relationg8) and (9). Using these ex-

pressions andl10), we can obtain PB for the dynamic vari-
abless,(x), a,g(x), andf ,4(x):

o L I =Tl’f2—£SZETI’ 9°
{faﬁ(x)!f,uv(x )}: Z (sayvéﬁu+ Sﬁyugav—’—sﬁyvéa,u ! 2 '

, 3
+8a'y,u.5ﬁl/)s‘y(x)5(x_x )’ |2=Tr f3+ > SafaﬁsﬁETr 93, (15)

4
So(X), T 5, (X )} = (& 0p5,f 0 (X) + &4y 5,(X)) S(X—X"), . .
15a0X): Ty (X )= (B agpl 3 (X)F Sy (X)) & ) whose PB with the variables, andf,; are equal to zero.

184(X),S5(X" )} =& 45,S/(X) S(X—X"), (1)  Since the conservation of the quantitigsandl, is not as-
sociated with a specific structure of the Hamiltonian and is
{aap(X),5,(X")} =2 g, p84,(X) S(X—X"), only due to th_e structure of PBLl), reIatiqns(lS) can be
regarded as kinematic constraints. For this reason, the num-
{aap(x),a,,(x")}=0, ber of independent dynamic variables is actually equal to
1 six®~% and not to eight. From the general algelftd) and
{aa5(X),f (X"} = > (8pu@ar(X)+ 65,84,(X)) S(X—X"). (12), we can single out the subalgebra of dynamic variables

12 a,p ands, (the quantities ,; do not appear in this subalge—
bra), which is compatible with the additional conditiaa

The first three formulas if11) define the subalgebra of the =1. This subalgebra determines the low-frequency dynamics

dynamic variables and f. We shall give a physical inter- of a many-sublattice magnEt_

pretation of this subalgebra, by replacing the dynamic vari- It should be noted that quantum-mechanical dynamics of

abless, andf,; by the operators, and f.s and the PB a quadrupole magnet with the spB=1 was studied by
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many authorgsee, for example, the review in Ref. 2 and thepoint of minimum. Since these displacements do not draw
literature cited therein In the case of pure states, this dy- the minimum from the stationary $8) orbit, the three vi-
namics can be described in terms of four independent varbrational branches corresponding to these displacements are
ables. In the general case, the complete set of mean values @bldstone branches. Second, there exist five types of dis-
eight operatorss,, ,f 5 forming the Lie algebra S@) and  placements which pull the minimum from the &Porbit; in
taking into account two kinematic operator identities shouldview of the existence of two kinematic constraints, only

be used. three of these displacements are independent. These dis-
placements correspond to three activation branches. Thus,
2. SPECTRUM OF COLLECTIVE OSCILLATIONS for a biaxial quadrupole magnet with the energy functional

invariant to spin rotations, we have three Goldstone and
three activation vibrational modes.

Let us now consider a uniaxial quadruple magnet. In this
case, the energy minimum belongs to the steady-s$ate
I . : . L orbit, and there are two types of displacements in a space
earization of the dynamic equatio(is) in the vicinity of the tangential to this orbit, corresponding to two Goldstone vi-

obtained values® and f°. As a rule, this is a complicated . o L .
._brational branches. In addition, there are six displacements in
procedure. Here, we shall formulate a few symmetry consid- ) )
. . . . . _a space transverse to the steady-state orbit, which draw the
erations which make it possible to draw general conclusions

. . A . minimum from theS? orbit. Four of these displacements are
concerning the form of possible oscillations in the system.

Let us consider uniform spin rotations described by th independent, which corresponds to four activation modes.
matrix c. i.e P y eThus, two Goldstone and four activation vibrational branches

exist for a uniaxial quadrupole magnet.

s—s'=cs, f—f'=cfT, (16) It should be noted that a symmetry analysis similar to
that considered above was used for describing and classify-
ing intrinsic modes in thd-phase ofHe (Ref. 13 and in
nematic liquid crystal$? In particular, Golo and Kettersbh
H(s,f )=H(s",f"). (17)  explained the “real squashing” of the mod@=2.) in ex-
periments of propagation of zeroth sound®ie— B on the
basis of the theory of representations of the(3@roup.

The calculation of the spectrum of collective oscillations
involves the determination of the corresponding equilibrium
values of the spin densits’ and quadrupole momerif by
minimizing the energy functionafi(s,f ) followed by a lin-

and assume that the energy functioHdk, f ) is invariant to
transformationg16):

If in this case the functionaH(s,f ) attains its minimum
value fors=s® and f=f°, the minimum is degenerate, the

degeneracy being described by the transformation The author is grateful to S. V. Peletminsky and M. Yu.

s —s=cs?, fO-f=cfoC. (18) Kovalevsky for fruitful discussions.

The order parameter of a quadrupole magnet is represented-mail: isayev@kipt.kharkov.ua

by the spin densitg, and the matrix of the quadrupole mo-

mentf .z or, which is the same, by the traceless magyjx, LE. L. NagaevMagnets with Complex Exchange InteractigimsRussian,
and is therefore eight-dimensional. According to  /Nauka, Moscow(1988.

2 .
2 . “V. M. Loktev and V. S. Ostrovskii, Fiz. Nizk. Tem 0, 983 (1994
Monastyrsky'? the space of the order parameter as a mani- [Low Temp. Phys20, 775 (1994,

fold is a factor-space S@)/H, where S@3) is the group of 3| A. Takhtadzhyan and L. D. FaddeeMamiltonian Approach in the
three-dimensional rotations amti the subgroup of rotations  Soliton Theonfin Russiar}, Nauka, Moscow1986.
preserving go _fgﬁ_ (1/2)8aﬁy5330906: go_ In addition I. E. Dzyaloshinskii and G. E. Volovick, Ann. Phy%25, 67 (1980.

(99ap™ . SA. A. Isayev, M. Yu. Kovalevsky, and S. V. Peletminsky, Teor. Mekh.
to the trivial identity transformation, the $8) group has a i, 105 283(1995; Preprint ICTP 1C/94/3291994.

nontrivial subgroup, viz., the continuous group of two- ®M. Yu. Kovalevsky, S. V. Peletminsky, and A. L. Shishkin, Ukr. Fiz. Zh.
dimensional rotations S@). Consequently, the space of the 36 245(199D. o o .
order parameter can be either the(SIIgroup or the sphere L. D. Landau and E. M. LifshitzQuantum Mechanicg$in Russian,

' o Nauka, Moscow(1989.
§?=S0(3)/SQ(2). The former case corresponds to a biaxial s 1. Hioe and J. H.gEberIy, Phys. Rev. Let, 838 (1981.
guadrupole magnet, while the latter indicates the existence ofs. I. Orfanidis, Phys. LettA75B, 304 (1980.

a certain preferred direction and corresponds to a uniaxiallﬁR- Sasaki and Tdh- N. RUiJ?TOK; PEYSical‘lC*» 38kﬁ(191§)3-
quadrupole magnet. A. A. Isayev and S. V. Peletminsky, Teor. Mekh. Fif)2 470(1995.

. : 12M. 1. Monastyrsky, Topology and Gauge Fields and Condensed Media
Let us first consider the former case. We assume that thepjenym Press, Londof1992.

energy functional has a minimum in the class of solutions®v. L. Golo and J. B. Ketterson, Phys. Rev.4B, 2516(1992.
belonging to S@). In this case, displacements of the point **V: L. Golo and E. I. Kats, Zh. Esp. Teor. Fiz103 857 (1993 [JETP76,
of minimum can be of two types. First, these can be three- 420(1993].

dimensional displacements in a space tangential to the initiatranslated by R. S. Wadhwa
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The behavior of the paramagnetic susceptibility of a 2 D metal during transitions
between normal, pseudogap, and superconducting phases

V. P. Gusynin, V. M. Loktev, S. G. Shaparov

N. N. Bogoliubov Institute of Theoretical Physics, National Academy of Sciences of the Ukraine, 252143
Kiev, Ukrainé&

(Submitted May 23, 1997; revised July 1, 1997

Fiz. Nizk. Temp.23, 1247—-1249November 199y

The paramagnetic susceptibility of &2metal with an arbitrary charge carrier density is
calculated. It is shown that the temperature dependence of the susceptibility displays a clearly
manifested nonmonotonisity upon a transition from the normal to an “abnoria$d
nonsuperconductinghase whose one-particle spectrum contains a pseudogap99® American
Institute of Physicg.S1063-777X97)01411-4

1. Phenomena occurring in high-temperature superconnetic correlation length in view of the fact that the GuO
ductors(HTS materialg upon a change in the concentration planes contain lattice site magnetic moments. Some critical
n; of mobile charge carriergholes in them remain vital remarks concerning this hypothesis were formulated in
problems in solid state physics. Although the relation beRef, 1.
tween doping and magnetic, conducting, and superconduct- |t was proved recently*?(by using a simple model of a
ing properties of these compounds has been established refib superconductor with an arbitrary) that a pseudogap in
ably, the reasons behind the observed correlations rematfie one-electron spectrum and the corresponding pseudogap
unclear. Essentially, the following main tendency should beyhase emerge in metallic systems with a lowered dimension-
mentioned: the lower the concentratiopin cuprate (Cu@  ality. In the approximation used, the pseudogap phase is
layers, the stronger the deviations in the properties of HTSormed self-consistently at a certain temperatligewhich
materials from the predictions of the theory of a normalfor all n; is higher thanT, (=Tgkr in the 2D case,Tgxr
Fermi liquid on one hand and the BCS theory of superconpeing the Berezinskii—Kosterlitz—Thouless temperature
ductivity on the other hand. For this reason, the concepts of  This communication aims at the calculation of the para-
underdoped and overdoped statemdes in which the be-  magnetic susceptibilityPMS) of a 2D metal undergoing a
havior of various HTS parameters differ qualitatively havetransition from the normal to the pseudogap phase, and then
been introduced and used widelgee the reviews in Refs. to the superconducting pha@8KT in our case with singlet
1-3 and Ref. # pairing. The unexpected result of this research was that the

For example, a transition from the normal to the superPMS clearly “perceives” the transition to the pseudogap
conducting state in underdoped samples is accompanied wifonsuperconductingohase, while the transition to the su-

a decrease in the density of quasiparticle states which is n@ferconducting phase occurs smoothly.

typical of the normal Fermi liquid. It is important that this 2. The density of the Hamiltoniahl* for 2D fermions
decrease starts long before the temperafuagtains its criti-  jn an external magnetic fielhas the form

cal valueT.. The behavior of the heat capacitand the

ARPES spectrufiY confirm this effect directly. This de- 2
crease is interpretedsee Ref. % as an opening of a TX)= =15 (X) om T H | ¥e(X)
pseudogap in the electron spectrum of cuprates. According to
Pines® the reasons behind the emergence of the pseudogap —Vz//f(x) 'J/f(X)l//L(X)%(X)
form a key problem in the HTS theory. N N
At the same time, other characteristitse NMR relax- — peHLET () () = ¢ 0% ()], @)

ation time and the Knight shift indicate that the uniform ) )
magnetic susceptibility(T) of the normal phase decreases Where all notations are the same as in Ref. 11.

upon cooling at a value of much higher tharT,, which Without considering the details of calculatio(_which
also contradicts the Fermi-liquid behavior according to@r€ virtually the same as in Ref. 1 ve note that, since the
which field term in (1) has a diagonal form in spin indices, the

general expressions for the statistical szirand the thermo-
dynamic potential) preserve their form, the only difference
being that the one-particle Green'’s function through which
these quantities are defined becomes a function of the field:

1 2
X(T) = Xpau= ; pmpm

in the regionT>T, (here ug is the Bohr magneton anch
the effective mass of the carrjeAccording to an alternative

point of view (see reviews in Refs. 3, 9, and)1@he main Gliwy k)= ("."H+MBH)I +136(K)— mp don3d
changes occur not in the delocalized subsystenarge car- "’ (iwn+pgH)*— (k) — p* '
riers), but in the localized subsysteapins of Cd" ions) in

which a spin gap can emerge upon a decrease in the mag- 6— +0. (2
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given case, we neglect this contribution in order to empha-
size the difference in the behavior of the PMS at the points
Tekr (e, Te) andT,.

Moreover, our calculations prove@dee Fig. 1 that the
higher the value ofi;, the relatively smaller the width of the
region of the pseudogap phase, which is also in satisfactory
agreement with the pattern following from the
experiment$:** As regards the thermodynamics of the phase
transition from the normal to the pseudogap phase, it must be
studied only by taking into account the damping of the exci-
tations present in the system, which requires a special analy-

ol W R TR sis(naturally, including a more complete analysis of the con-
0 051 15 2 25 3 35 445 tribution from fluctuations It should also be borne in mind
7 that this transition does not lower the symmetry spontane-
BKT ously and hence cannot be regarded as a true phase transi-

fG 1T devend ¢ PMS for diff s af tion. The only thing that can be stated is that the value of
. 1. Temperature dependence o or different values; afeter- : : ; ; ; ;
mined by the value of the ratieg /ey, (g}, is the energy of a two-particle starts Increasing rapldly at the pOIﬂﬁi, (If T<TP)’ while

bound statt): 0.2 (curve 1), 0.6 (curve 2), 1 (curve 3), 5 (curved), 10 above this temperature the valuegodiecreases quite slowly.
(curve5), and 20(curve6). However, the potentialities of the simple model used for
obtaining the results described above should not be overes-
timated, although these results are in good agreement with
Thus,() is also a function oH, which allows us to calculate the conclusions drawn on the basis of experiments. The
directly the required PMS by using the well-known relation model not only disregards the three-dimensional nature of

e

~

L34l
T

1

1 520 real HTS materialgthis effect is weak, but is essential for
x(T)=——13 (3) T, but also ignores such an important circumstance as the
v dHT, presence of localized spins which strongly interact with
The final expression fof3) taking into account2) is simple ~ charge carriefsand make their own significant contribution
and has the form to the PMS, not to mention the possible formatigee Ref.
1 1) of an anisotropic order parameter. However, théesed
_ - " —2 02 2472 some other factors cannot be studied simultaneously and
XM=3 Xpa“"f - M/szX COS x4 p/AT™. @ consistently so far.

It can easily be verified that if the modulus of the order*E I vioktev@gluk

_ . : -mail: vioktev@gluk.apc.org
parameterp=0 (normal phasp integral (4) Ca,n easily b? YThe direction of the field is insignificant for subsequent calculation; it
evaluated, and the PMS acquires the form typical for an idealshould be noted, however, that if the field lies in the plane of motion of
2D Fermi ga§3: fermions, the diamagnetic contribution to the total magnetic susceptibility

RS [1 o - 1 is ruled out automatically.
X(T)=XpauiL 1 +exXpl—p .

The results of numerical solution of the self-consistent 'V: M. Loktev, Fiz. Nizk. Temp.22, 3 (1996 [Low Temp. Phys22, 1
system of equations fgs, u, and Tgkr (and also forT,, on Zg.ggél]_.evi, Physics Todayl9, 17 (1996.
the critical linep— 0), which was derived in Ref. 11, make it 3p. pines, Tr. J. Physic20, 535 (1996.
possible to calculatg(T) directly by using(4) (see Fig. L “Proc. of the 10th Anniversary of HTS Workshop on Physics, Materials,
It can be seen that, if the PMS has a sharp kirk=afl,, the gri‘:' gpg'rgig%%ﬂexa& Houston, March 12-16, 1998Vorld Scientific,
point of transition to the superconducting state on (&) 53, v?/. pLoram, K. A. Murza, J. R. Cooper, and W. Y. Liang, Phys. Rev.

curve is actually not manifested. Such a behavior corre- Lett. 71, 1740(1993.
sponds qualitatively to the situation observed for HTS mate-°Y. Fukuzumi, K. Mizuhashi, K. Tanaka, and S. Ushida, Phys. Rev. Lett.
; i ; ; 76, 684 (1996.
rials (See Refs. 3 and 1’4m which the. uniform PMSas We.” ’D. S. Marshall, D. S. Dessau, A. G. Loesaral, Phys. Rev. Lett76,
as other observable paramejezzperiences the most notice-  4g41 (1996,
able change at a certain temperatlige>T,.. If we assume  8H. Alloul, T. Ohno, and P. Mendels, Phys. Rev. L&8, 1700(1989.
that this temperature corresponds to the formation of al\zV- Barzykin and D. Pines, Phys. Rev.%2, 13585(1995.
pSGUdogamor P which is aCtua”y the Siamewe must ide_n_- 11\?: gf:aedﬁglhny%ir-lrr.\/\.]-l\llihgjlfg\)/y z\i%(é?QC?-Sharapov Fiz. Nizk. Te2®.
tify T, andT, . Thus, the tenjperatufék mtrodgced empiri- 816 (1997 [Low Temp. Phys23, 612 (1997)].
cally by some authors acquires a clear physical meaning. *2v. M. Loktev, S. G. Sharapov, and V. N. Turkowski, Preprint, Cond-mat/
The curves depicted in Fig. 1 correspond to the disregard,9703070. _ o _ _
of fluctuations Ofp and vortex configurations of the ang?e M. A. Kvasnikov, Thermodynamics and Statistical Physjas Russian,
. . . . . Izd. MGU, Moscow(1991).
which is more or less justified only for phases' in which 14 Berthier, M. H. Julien, M. Horvatic, and Y. Berthier, J. PhiRarig 6,
p#0. However, in the normal phase the fluctuations of the152205(199@. o
order parametefand not only of its phageare significant Y- M Lg‘;]tevzgn‘; ; Claég'hafapov' Fiz. Nizk. Tenfi8, 180(1997 [Low
even for relatively highn; and can make a contribution to the emp. Phys23, 132(1997).
PMS (which is also negativein the regionT>T,.">In the  Translated by R. S. Wadhwa
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Temperature dependence of the dislocation component of the modulus defect in
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Experimental data on temperature dependences of the dislocation component of the modulus
defect are obtained for some bcc metéido, Fe, and Np of different purity and orientation.
Measurements are made at frequen@é3d7=90 kHz in the temperature range 6—300 K. It

is found that the modulus defect in Mo and Fe single crystals increases monotonically with
temperature starting from 6 K. The increase in the modulus defect becomes stronger in
temperature intervals in which relaxation peaks were observed earlier on the temperature
dependences of absorption. It is shown that such a behavior of the modulus defect is due to some
thermally activated dislocation processes with a broad distribution of activation parameters,
which occur in the given temperature range. In contrast to Mo and Fe, Nb shows no temperature
dependence of the modulus defect up to 170—200 K, but at higher temperatures it increases
rapidly. The existence of a broad temperature region in which the modulus defect is constant
indicates that thermally activated processes with a relaxation time close to the reciprocal

cyclic frequency 1b are either absent or suppressed considerably in this temperature range.

© 1997 American Institute of Physid$1063-777X97)01511-9

INTRODUCTION general case, we are dealing with a complex superposition of
o ) . contributions from different microrelaxators, and a special
The total strain ina mechan!cally loaded real crystal 'Schoice of experimental conditions is required for the objects
the sum of the elastic and inelastic components. The inelastig iierest to make the dominating contributions. This prob-
component is determined to a considerable extent by the M@z, nas a relatively simple solution when we analyze the
bility of structural defectgabove all, dislocationscontained  yisiocation contribution to dynamic moduli. At first, thor-
in the crystal. The main difference between the elastic ang gy annealed samples are investigated, which are subse-
inelastic strain components is that elastic deformation OCCUr§uently subjected to plastic deformation, and repeated mea-
“instantaneously,” while inelastic deformation is a function surements are made. On the contrary, in other experiments
of time. This is due to a certain relaxation timeharacter- e geformed samples are studied first, and then dislocations
izing the mobility of crystal structure defects. By definition, .,ntained in them are fined by irradiation or annealing. If
the elastic modulus is the ratio of the applied stress 0 th@yetormation is carried out mainly due to slip, the change in
total strain of the crystal. In view of the presence of theg|,gtic moduli can be attributed to changes in the dislocation
relaxing strain component, we distinguish between two lim-gu,ctyre of the crystals, i.e., the creation of new dislocations
iting values of elastic moduli: unrelaxed modullig (i-€.,  ang untrapping of the initial dislocations. To our knowledge,
the elastic modulus at the instant of application of a loadg aythors of all publications in this field assurresiplic-
when the inelastic component of strain is 2emnd relaxed juy or implicitly ) in an analysis of experimental data that the
modulusEg (i.e., the modulus measured in a time interval yig|ocation contribution to inelastic strain in annealext

exce_edingr considerably, When the inelastic st.rain has theirradiated samples is equal to zero. In this case, formda
maximum valug¢ The quantity Ey—Eg)/Ey=A is known o1 be written in the form
as the maximum defect of modulus. If we apply a periodic
load of frequencyw to the crystal, the dynamic elastic modu- AE Eo—E, 1
lus measured in experiments will have an intermediate value ( ) =" =Ay 11022
Er<E<Ey, i.e., a certain intermediate defect of modulus d 0 @ Td
AE/E will be observed. In the approximation of a linear here Ex is th dd ic elast dulus i
standard rigid body, this quantity can be expressed in th/NEre Eo 1S the measured dynamic €lastic modulus n an-
nealed(or irradiated samplesE, the dynamic elastic modu-
form (see, for example, Ref)1 . e .
lus in deformed samples, and the subscdpihdicates the
AE Ey-E 1 dislocation nature of the relaxation under investigation.
T g =M 2z (o Dynamic dislocation effects are usually described quali-
tatively and quantitatively on the basis of the string model of
The value ofA is determined by the number of micro- dislocation proposed by Granato andcke® as well as the
scopic relaxators of various types and by their individualkink model of dislocations developed by Seeger and subse-
contribution to inelastic deformation under given experimen-quently by other researchets. Several dislocation pro-
tal conditions, in particular, at a given temperature. In thecesses making contributions to additional dislocation-

E

@
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TABLE |. Basic parameters of samples.

Residual

Impurities, strain, AE/E AE/E

Metal Orientation 1074 wt. % RRR % (6 K, 10 K for Nb) (300 K)
(112 — 1.510° 0.25 7.6510°° 7.2 1074
0.019 7.4110°° 7.2310°4
Mo (110 7 1.210° 0.24 1.1610°8 6.4 -10°3
0.59 2.7910°° 213102
(941) — 0.9510° 0.34 9.2510°4 7.0 -1073
(100 ~2 1.10* 0.65 1.1410°? 2.6410°?
Nb 10 2.10° 15 1.3310°2 8.8 .10 2
Polycrystal 500 60 5 7.32072 7.691072
(100 — 0.82 9.0710™* 6.73107°
Fe (941) ~1 — 0.84 9.9510 * 4.31.10°3
2.76 4.3910°% 1.4810°2

induced deformation, and hence determining the quantitiegrowth dislocations was-10°—10° cm™2. The main param-

Ay and 74, can be distinguished. The most important pro-eters of the samples under investigation are given in Table .
cesses in the low-temperature region are quasiviscous flow of = Acoustic measurements were made by the method of a
dislocations®’ the motion of dislocation segments in the double compound vibratd?. Longitudinal standing waves
force field of trapping centerfs}”the formation of kink pairs  with an oscillatory frequency-90 kHz were excited in the

at dislocations, and migration of geometrical kinks along a samples. The application of resonant methods in an analysis
dislocation>*%*!In most cases, an analysis of these pro-of small variations in elastic moduli is most expedient since
cesses by acoustic methods was carried out by using these methods can ensure a relative error in the measure-
temperature and amplitude dependences of sound absorptiafients of the elastic modulus as small as40Ne measured
while similar dependences of dislocation modulus defecthe resonant frequency of forced vibrations of the samples
were practically not used for this purpose. Moreover, while &rom which the corresponding velocity of sound and elastic
large number of theoretical publications were devoted to demoduli were determined. The temperature dependences of
tailed interpretation of dislocation anomalies of sound ab+the resonant frequency of the samples were measured in un-
sorption, peculiarities in variation of the dislocation modulusdeformed and deformed samples in the temperature range
defect were not studied sufficiently. The lack of information6—-300 K at a constant amplitude of ultrasonic strain

is especially noticeable in the temperature dependences of 107, Special measures was taken to carry out experi-
elastic modulus defect. In some cases, this led to erroneoyfients in the amplitude-independent range; for this purpose,
assumptions and even unjustified generalizations concerningie amplitude dependences of the resonant frequency of the
the dislocation contribution to the modulus defect measuredamples were measured preliminarily. As a rule, the ampli-
in a wide temperature interval. An analysis of some of theseude “margin” of the beginning of amplitude dependence
assumptions will be given below in the discussion of thewas not smaller than strain. The dislocation component of
obtained experimental results. the modulus defect was determined from form(a Tem-

In the present communication, we report on systematigerature dependences of decrement of vibratimkich
experimental results on the temperature dependences of thgre reported earlier and are not presented)heeze mea-
Young modulus defect in some bcc transition metalo, sured simultaneously.

Fe, and Nb, which were obtained in the temperature range  The relation between acoustic properties of the samples

6—300K. Typical features of these dependences are reveale#d dislocation processes was established by introducing

and analyzed on the basis of available theoretical conceptgesh dislocations in the samples by deforming them at room

concerning the dynamic behavior of dislocations in crystalstemperatures to residual plastic strain varying from 0.019 to
15% for different samples.

EXPERIMENT

The samples were cut from Mo, Fe, and Nb single crys-DISCUSSION OF THE RESULTS OF MEASUREMENTS

tals of various purity and orientation. The integral measure  The results obtained for different metals differ notice-
of sample purity in the case of Mo and Nb single crystal wasably both qualitatively and quantitatively; for this reason, the
the residual resistand@RR=R3q0/ R, reduced and extrapo- results will be described and analyzed separately.

lated to O K. The orientation of monocrystalline samples was

determined by using Laue diffraction patterns. For the sakdolybdenum
comparison, one of Nb samples was polycrystalline with an  Figure 1a) shows the temperature dependenceSBfE

average grain size smaller than 0.1 mm. The initial density obbtained for samples with different orientations at approxi-
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FIG. 1. Temperature dependences of modulus defect for various orientations of samples and various preliminary plastic strémb)jri-&e) (curvel
describes the dependenckH/E)(T) defined by formulag2) and (5) for the activation energy) =0.071 eV and frequency of attemptg=5-10'? s 1) 24
and Nb(d).

mately the same level of a preliminary plastic deformation.relaxation of dislocations, which, in accordance with the
The main feature of theE/E)/(T) curves is the monotonic Granato-Leke theory? has the following expression for the
and considerable increase in the dislocation component aghodulus defect in the range of low vibrational frequencies
modulus defect in the entire temperature range. The value diw7y,<<1) and amplitudes:

AE/E at room temperature is almost an order of magnitude AE 486 b2

larger than its value at 6 Ksee Table)l This peculiarity was (_) ~A,=—— QAL? 3)
considered earlier by édand by Wire and Granatbwho E), 7 =@C

obtained results for NaCl and copper. Figure 1b shows that .

the observed effect is preserved upon an increase in residu‘ﬁ(ﬁereG IS the shear_modulu_h the modulus of t_he Bgrgers
plastic strain and in the absolute value HE/E, although vector, C linear tension of dislocationg) the orientational
the relative change with temperature becomes slightl acto_r,A the d|s|ocaF|on densgty, arid the '?”.9”‘ of a d|s—_
smaller. Wire and Granath assumed that the behavior of '0cation segment. Sincé~Gb*/2, the quasiviscous contri-
AE/E in NaCl and Cu is the same and that it is due to thebution to modulus defect must be virtually independent of
movement of dislocation segments in the Cottrell field Oftemperature, Whi.Ch contradicts most of experimental results.
interaction with point defects, which increases statisticall)/o‘t h|gh frequgnues fqr,Wh'Ch"Tdel' th.e mod.ulus defect
with temperature. However, the proposed model, first, givegssouated with quasiviscous flow of dislocations must de-

an increase in modulus defect not more than by a factor o([:r:ea:jgel “Potﬁ arzjmcreas;lr) témp erature dudg to tanGlncre?se n
four, which does not correlate with most of our results, anaI € dislocation drag coetlicient since, according o ranato

NS o ) .
second, such a behavior oA E/E)(T) is not universalsee and Lwcke; the relaxation timery, increases with tempera-

below). ture in this case:
It should be noted that in some publicatiofsee, for B(T)L?2
example, Refs. 15, 18he deformation modulus defect was Ta= "2 (4)

used for obtaining the temperature dependdB€E) of the
dislocation drag coefficient. It was assumed implicitly thatTo our knowledge, the decrease in the valueA&/E with
the entire deformation modulus defect is due to quasiviscoumcreasing temperature was detected experimentally only
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oncel’ and hence we can state that the quasiviscous compgeak region. This is apparently associated with the fact that
nent of dislocation relaxation does not dominate as a rule imeformation defects responsible for relaxation have a wide
deformed crystals. Consequently, the us@&&/E for deter-  distribution of activation parameters, and the end of one of
mining B(T) and other characteristics of a viscous flow of thermally activated relaxation processes extended on the
dislocations requires at least a preliminary analysis of theemperature scale in most cases overlaps with the extended
temperature dependence of the modulus defect as, for ebeginning of the next process corresponding to a higher tem-
ample, in Ref. 15. It should also be borne in mind that noperature. In this way, a continuous spectrum of mechanical
clearly manifested acoustic anomali¢absorption peaks, relaxations is formed. The increment of intensities of these
etc) were observed on the temperature dependences of deelaxations increases considerably fery—1, but is not
rement5(T) in molybdenum in the range of temperaturesequal exactly to zero in any case. This explains the continu-
and plastic strains under investigatth?°in contrast to the  ous increase in the deformation modulus defect in Mo and
case when the behavior &f(T) was studied, and thé(T) Fe.
curve had a relaxation peak. Kobeleval?! proposed an
algorithm for separating the quasiviscous and relaxation
components of sound absorption and modulus defect, whicHiobium
includes information on the position of the relaxation peak  The experimental results obtained in Nb single crystals
on the temperature axis as an essential element. and polycrystals differ considerably from the results for Mo
The behavior of the modulus defect in the helium tem-and Fe described above. The dependendd=/E)(T) pre-
perature range, in which a sharp increase in the value odented in Fig. 1d have extended segments in the low-
AE/E gives way to a more gently sloping region abovetemperature regioffrom 10 to~ 200 K), in which the tem-
~25K, is of considerable interest. The height of the “step” perature dependence of the modulus defect is utterly absent
formed in this case increases with preliminary plastic strainin spite of considerable value &fE/E after plastic deforma-
This peculiarity correlates with a considerable increase in th@ion. This means that thermally activated relaxation pro-
decrement in this temperature regigri>*°It will be shown  cesses in Nb in the temperature rang&0—200 K® which
below that the presence of a “step” can indicate a strongare connected with deformation defects and have a typical
acoustic relaxation at temperatures below 10 K. Another perelaxation time of the order of &/, are either absent or sup-
culiarity of this type, which is clearly manifested at relatively pressed to a considerable extent. A sharp increase in the

high strains, is observed near 150 K. value of AE/E in single crystals at higher temperatures,
which correlates with the acoustic absorption peak in this
Iron temperature range as in the case of Mo and Fe, indicates the

Temperature dependences of the modulus defect in higtfmergence of such a process in. the h_igh—_temperature region
purity Fe single crystals proved to be similar to a certain®f the temperature range under investigation.
extent to those obtained for molybdenusee Fig. 1& At
temperatures 60—70 K, thE/E)(T) curves have a well-
defined inflection(“step”). As in the case of Mo, the total
modulus defect and the height of the “step” increase with 1. Single crystals of Mo and Fe display a monotonic
preliminary plastic strain in the samples. The position of theincrease in the dislocation component of the modulus defect
“step” and the variation of its height with preliminary strain in the temperature range 6—300 K at ultrasonic frequencies
correlate with the presence of the so-callegheak on the ~90 kHz, indicating the presence of a large number of ther-
temperature dependences of the decrement near 55 K. Theally activated microscopic relaxatotgapped dislocation
height of this peak increases with plastic strain, while thesegments and kink pajrsvith a wide spectrum of activation
position on the temperature scale remains unchanged. It wgmrameters. This can be, for example, due to a distribution of
proved in Refs. 21-23, that the-peak in Fe is due to the dislocation segments over length and/or a change of this dis-
thermally activated formation of pairs of double kinks at tribution with temperature.
‘non-screw’ dislocations. For thermally activated relaxation 2. Niobium single crystals and polycrystals are charac-
processes, the relaxation timg, can be written in the form terized by the extended{(10—200 K) segment on which the

I modulus defect is independent of temperature. In all prob-

7n=vo " &XPU/KT), ® ability, thermally activated processes with a relaxation time
where v, is the frequency of attemptsl the activation en- close to the reciprocal cyclic frequencyl6f vibrations are
ergy, andk the Boltzmann’s constant. In Ref. 22, the follow- either absent, or suppressed significantly in this temperature
ing activation parameters were obtained for fapeak in Fe:  range.
U=0.071 eV andvy=5-10'% s 1. The solid curve in Fig. 1c 3. In temperature regions where the increment of the
shows the dependencA[E/E)(T) obtained by formulas2) modulus defect increases abruptlye., a “step” is formed
and (5) taking into account the above activation parameterson the AE/E)(T) curves, temperature dependences of
It can be seen that formuld8) and (5) predict a much nar- sound absorption have relaxation peaks. The ‘“step” is
rower temperature region of transition from a nonrelaxed tdlurred in temperature more strongly than predicted by the
relaxed state than that observed in experiments. Moreoverheological model of a “standard linear rigid body”, which
the increase iIME/E with temperature continues after the also points to a wide distribution of activation parameters of
transition also, although this increase is slower than in theorresponding relaxation processes.

CONCLUSIONS
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Negative thermal expansion of fullerite C 4, at liquid helium temperatures
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A. V. Soldatov and B. Sundqgvist

Umea University, Department of Experimental Physics, 90187 Umea, Stveden
(Received August 8 1997
Fiz. Nizk. Temp.23, 1256—126Q0November 199y

The thermal expansion of fulleriteggohas been measured in the temperature range 2-9 K. A
compacted fullerite sample with a diameter of about 6 mm and height of 2.4 mm was
used. It was found that at temperatures belo®.4 K the linear thermal expansion coefficient
becomes negative. At temperatures ab8&vK our results are in good agreement with the
available literature data. A qualitative explanation of the results is proposed. 999 American
Institute of Physicg.S1063-777X97)01611-3

A considerable body of data already exists on the physicarried out in the ILTPE of the National Academy of Sci-
cal properties of fullerite$.Regarding the thermal expan- ences of Ukraine by using a capacitive dilatométerich
sion, however, no data yet exist on the thermal expansion ofias specially modified for the measurements qg. Ghe
Ceo and other fullerites at temperatures below FRef. 2, resolution of the dilatometer was- 20~ ° cm. The sample
although one may expect that at liquid helium temperaturesvas transported to Kharkov in a vacuum glass cell shielded
there are peculiarities typical of orientational glasses in thérom light and was held in a high vacuum during the mea-
behavior of the thermal expansion o§fIn this paper we surements.
report the results of measurements of the thermal expansion The dilatometer was constructed in such a way that all
of Cg, carried out in the temperature range 2—9 K. Singg C its elements capable of affecting the measured thermal ex-
has a cubic lattice, its thermal expansion is isotropic angansion of the sample due to their own thermal expansion
fully described by a single thermal expansion coefficient. ltwere held at constant temperature in a liquid helium bath.
is therefore not necessary to use single crystals in thermdlhe temperature of the sample was measured by a reference
expansion studies. germanium resistance thermometer and a differential ther-

The sublimated C60 powder used in our experiment fomocouple. Since the sample was in a vacuum chamber, it
sample preparation was supplied by Term USA, Berkelywas well insulated thermally. Figure 1 shows a schematic
CA, and had a nominal purity of better than 99.98%. Nodrawing of the measuring cell of the dilatometer. A thermo-
traces of solvents were found by Raman analysis within itsnetric block containing the sample thermometer, a thermom-
accuracy(0.1% by mass Room-temperature powder x-ray eter to control the temperature, and a sample heater were
diffraction pattern of the material displayed sharp peaks fronmounted on the objective tabld) of the dilatometer with
fcc structure 6=14.13 A). In an atmosphere of dry argon which a good thermal contact was established. The fullerite
the C60 powder was loaded in a small piston-cylinder devicesample studied7) was also located on this table. The tem-
used for the sample preparation. After subsequent compagberature difference between the upper and lower parts of the
ing of the powder at about 1 GPa, the sam(plellet of 6 mm  sample was measured by a differential thermocougtdd-
in diameter and about 2.4 mm in heightas immediately iron alloy versus coppgrwhich measured the temperature
transferred into a glass tube and dried under dynamidifference between the objective tal§¥® of the dilatometer
vacuum 10° Torr for about 16 h. The compacting proce- and a fine aluminum foil gaské8) 0.02 mm thick and a 7
dure was done in air and did not exceed 15 min. Finally, thenm wide, which is located between the upper part of the
sample was sealed in vacuum 0 shielded from light, and sample and a sapphire hemisph&k Thermal connections
kept in that state for 3 months until the beginning of dilato- between the objective table and the structural elements of the
metric measurements. Before mounting the sample, the glaslatometer and those with the displacement gauge were
cell containing the sample was opened in argon atmospheraade by sapphire-sapphire point contacts. Because of the
at excessive pressure of about 200 Torr. During insertion ofiardness and thermal conductivity of single-crystal sapphire,
the sample into the measuring cell of the dilatometer, thesuch contacts were found to perform very well in
sample was exposed to air for no more than 20 min and thedilatometers:® According to the data of Carr and Swengon,
was evacuated. During the measurements the vacuum in thiee thermal expansion of a sapphire single crystal along the
dilatometer cell was maintained at the level of £0rorr. direction making a 60° angle with respect to the hexagonal

The measurements of the linear thermal expansion weraxis isa=1.2T%2.10"1* K 1 in the temperature range under
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FIG. 1. Schematic drawing of the measuring cell of the dilatometer: rod to T K

sensitive displacement transdudé); sapphire tip(2); aluminum packing

(3); sapphire objective table of the dilatometdy; base for the objective
table (5); sapphire hemisphei®); Cgsq sample(7); sapphire support for the
dilatometer objective tablg8). Elementsl, 2, 5, and8 are in a liquid helium

bath held at constant liquid helium temperature.

FIG. 2. Linear thermal expansion coefficient of fulleritg,C

When the temperature variation of the sample no longer ex-
ceeded 0.001 K per minute, we determined the change in its
length because of the temperature change fiignto T,.
consideration. For the direction along the axis this magnituddhe temperature steps were 0.1-0.3 K, depending on the
is probably even smaller since at room temperature the lineaemperature region. In the temperature range below 4.2 K
thermal expansion of sapphire along the hexagonal axis is agight runs were made as the temperature was raised and then
order of magnitude smaller than that in the basal pfane.lowered, while in the temperature range above 4.2 K three
Therefore, in order to have a minimal thermal expansion theuns were made.
sapphire was cut from a single crystal of artificial sapphire in  This procedure determined the relative elongation of the
such a way that the direction along which thermal expansiosample AL/L,) as a function of temperature, and the ther-
measurements of the studied samples were made coincidetal expansion was determined by differentiating these re-
with the direction of the hexagonal axis of the sapphire cryssults with respect to temperature.
tals. It should be noted that since we did not know the true  Figure 2 shows the final results for the linear thermal
contribution of the sapphire and the aluminum foil to the expansion coefficientt of Cg4y as a function of temperature
results of thermal expansion measurements gf @e made  (the solid curveé The error bars show the estimated experi-
additional studies to determine this contribution. From themental errors. A marked increase in the error below 2.5 K is
data obtained by us it was found that this contribution wasworth noting; however, we have failed to find the reason for
smaller than the experimental resolution of our setup in thehis behavior. The most interesting and, at first glance, unex-
whole range of temperatures studied. pected result is the negative thermal expansion observed be-
Temperatures below 4.2 K were obtained by pumpingdow about 3.4 K. Such a phenomenon has been observed
out liquid helium into a small container which was in ther- previously in other molecular crystals at liquid helium tem-
mal contact with the sample and by continuously refilling it peratures, namely, in methane below 8Refs. 8—10and in
by using the capillary method of DeLoreg al.” The elonga-  a dilute solution of nitrogen in argon @< 3.5 K (Ref. 11).
tion of the sample was measured by a two-terminal capaciFor comparison, we show as open circles the existing experi-
tive gauge connected so as to determine the frequency ofraental data from dilatometric studies of the linear thermal
tunnel diode oscillator circuit. The block containing the ca-expansion coefficient of a single crystal ofGRef. 2. In
pacitive displacement gauge and the tunnel diode oscillatathe overlapping temperature range 5-9 K an excellent agree-
were also placed in a liquid helium bath at constant temperament is observed between these data and our results. As an-
ture. other comparison, the dashed curve shows the results of a
The change in the length of the sample was determinedalculation of linear thermal expansion coefficient obtained
by increasing the temperature and decreasing it. Data on tifeom data for the specific heat capacity of,GRef. 12,
temperature and sample length were measured once a minwgesuming that the Gneisen lawy=3aV/Cy is valid, i.e.,
and processed in real time by a computer. the behavior expected far in a quasi-harmonic model for
The measurements were made by a temperature stépe crystal lattice. Data for the compressibiljgyand molar
technique. At the beginning of each measurement the samplelume V were obtained from Refs. 12—14, and the Gru
was held at constant temperatufe and the output of the eisen coefficienty is assumed to be equal to (Ref. 13,
displacement gauge was constant. The temperature of thehich is close to the Gneisen coefficients for rare gas sol-
objective table with the sample was then changed to a tenids and for simple molecular crystals with dominant central
peratureT,, which from that moment was held constant. interactions:>® If instead we use the present data fetto
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dom, but in most cases the thermal expansion becomes nega-
. tive only at very low temperatures which are beyond the
Of e b reach of experiment because of the presence of very high
[ barriers that prevent the molecules from rotation. The barrier
U, which prevents fullerene molecules from rotating in the
. solid phase, is also rather higtand it seems surprising that
tunnel splitting of the levels can reveal itself at such a high
temperature as a few degrees. The lowest librational energy
" levels of fullerite in a low-temperature phase are about 7.3
and 8.5 cm*! (Refs. 22—24 A possible reason for the large
tunnel splitting is that the low-temperaturé <90 K) phase
of Cgp is an orientational glass, and for some molecules in
the glass the barrier may appear to be significantly lower
i Fullerite Cg, than that is observed in experiments on crystals with orien-
-150 F L L L L ) tational order. Local deformations arising ing@uring the
1 ) 3 4 5 6 formation of the orientational glaSsmight also decrease the
T, K value ofU. Note that the structure of the glass and, hence,
) the coefficientsy and y may depend on the history of fuller-
FIG. 3. The Graeisen coefficient of fullerite £ ite samples, and on the type and number of impurities in
them.

calculate an “effective” Grmeisen parameter as a function " Zlﬂally,tlm[)t}:_rl'tly at_cc)ims agdt smalll Ln ()Ime/culesthcan bte Ilo-
of temperature, we find that at temperatures below 3.4 K thgated In interstiial voids :and tunnel between them at low

Gruneisen coefficient is negative and reaches very large Vaf_emperatures. In principle, this situation must lead to a split-

ues Fig. 3. For a glassydisorderedl material such as an ting of their tunnel levels and account for the negative con-

orientationally disordered scggwe would expect to find a :_nbut_mnﬂ;[o theltherlmal_ etxpatq_s,li)n.hThe ﬁ)resgnce ofhlmpurtl-
comparatively small contribution to the thermal expansion, €S In he molecular nterstiials has aiso been snown 1o
hange the critical temperature for the orientational

which would be proportional to absolute temperature, bufNany 6 .
against the observed background of very large negative vaEan\i'/t'oi an;j thus sihotuhldtalso ha\llle an effetct ?n thef barrier
ues such a component is impossible to see. - e therefore note that a small concentration of argon

may exist in our sample, which was prepared in an argon

As mentioned above, a negative thermal expansion co- h On the other hand. th bability of i
efficient has previously been observed in some other moleciiMmosP ere. On the 9t er hand, the probability of tunneling
ust be highest for light molecules such ag ahd for He

lar crystals, and it is reasonable to assume that the effel} L .
ms, but significantly smaller for the comparatively heavy

observed here arises from the same mechanism. In the ca8®
; ; i<atoms of argon.
of molecular crystals a negative thermal expansion can aris . -
Although we can thus explain qualitatively the effect

from the tunneling of molecules between different orienta- hich b q detailed lanation h b
tional states with identical energies. It is well knowhthat which we observed, no detalled explanation has yet been

tunnel energy levels split up into several levisequal to found. The influence of, for example, the sample history and

the number of energy equivalent states of the molecule. Th'gnpurities on the effect requires further investigation, and it
Grineisen coefficient for such levelsy,= —(d In E)/ would also be interesting to extend the studies to lower tem-
| 1

(d InV), is negative since the magnitude of the separatiorperatures'
between the new levels increases with decreasing height and \ye wish to thank A. I. Prokhvatilov and M. A. Strzhe-

width of the barrier, which prevents a molecule from rotat-mechny for participation in the discussion of the results.

ing. In turn, the indicated parameters of the barrier decrease Thjs work was financed, in part, by the Royal Swedish
with increasing volume/ of the solid in such a way that the academy of Sciences and by the State Foundation for Fun-
derivative ofE; with respect toV is positive andy; is nega-  damental Research of the Ministry of Science and Technol-
tive. In the Grueisen law approximation=yC, whereC gy of Ukraine (Project N2.4/11¥. B.S. and A.V.S. also

is the specific heat angt is the effective Groeisen coeffi-  acknowledge financial support from the Swedish Research

cient. It thus follows that at sufficiently low temperatures, coyncils for the Natural SciencegdlFR) and Engineering
where the rotational motion of molecules occurs mainlysciencegTFR).

through tunneling, the thermal expansion coefficient must be
nega}uve. The tunn(_el splitting of engrg); Iev_els depends EXPOr:  il: aalex@ilt kharkov.ua
nentially on the height) of the barriert’ while U, in turn,  2g_mair bertil.sundquist@physics.umu.se
has a power dependence on the crystal volwh& The
. . . 0 —
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CHRONICLE

In memorium of Andrei Stanislavovich Borovik-Romanov

Fiz. Nizk. Temp.23, 1261 (November 199y
[S1063-777X97)01711-9

Andrei Stanislavovich Borovik-Romanov passed awayful and raised a considerable interest in reports containing
on July 31, 1997 in Australia where he had gone to attend theeally important results. As the editor-in chief of the Journal
International Congress on Magnetigt€M-97). His demise  of Experimental and Theoretical Physics, he promoted new
came as a complete surprise to all of us, for right until theldeas in many fields of physics. His impact on research in the
end he was displayed extraordinary activity both in sciencdiélds of magnetism and low temperature physics extended
and in his interaction with friends and colleagues. He spokd@" beyond Moscow. Presenting the results of his research

about his latest results on nuclear magnetic resonance in afCtiVity in an extremely lucid and intelligible manner, Andrei

tiferromagnets with a trigonal one-dimensional structureStan|S|a\/0VICh won acclaim in many_coun'Frl(éQanerland,
with the same type of enthusiasm and pride that accompaEngland’ USA, Japan, efcHis beneficent influence on the
growth of physics in the Ukraine and especially in Kharkov

nied his account about his discoveries of weak ferromagaan hardly be overestimated

netism, piezomagnetism of antiferromagnets, and spin cur- We shall cherish forever fond memories of Andrei

rent in superfluid®He. The rgle of Andrei Stanislavovich in. Stanislavovich, who was not only a talented physicist, but
the development of magnetism and low temperature physicgiso highly intelligent and a good-minded person.
is not confined just to his own discoveries. His participation Editorial Board

in conferences, seminars, and meetings of the Council on
magnetism which he headed for many years were very fruitTranslated by R. S. Wadhwa
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Anatolii Illarionovich Zvyagin
(1937-1991)
On the 60th birth anniversary

Fiz. Nizk. Temp.23, 1262—-1263November 199y
[S1063-777X97)01811-2

The 60th birth anniversary of the leading Ukrainian sci-of perception were responsible for the choice of this subject
entist, Professor Anatolii lllarionovich Zvyagin, Correspond- which is one of the most important topics in solid state phys-
ing Member of the National Academy of Sciences of theics today. It is in this field that Dr. Zvyagin attained the most
Ukraine, falls on November 14, 1997. All through his scien-impressive results. In his investigations of low-dimensional
tific activity, he was associated with the Physicotechnicaimagnets, Dr. Zvyagin observed and studied subthreshold
Institute for Low Temperature Physics and Engineeringtwo-magnon absorption of antiferromagnets in the micro-
headed by him since 1988. His style was distinguished byvave range.
perception, precision, perfection and the appropriate choice His discovery in 1983 of exchange branches in the spin
of the subject of investigation. The mainstay of his scientificwave spectra of a low-dimensional antiferromagnet, which
activity was the study of low-symmetry and low-dimensionalare analogs of optical phonons, and the study of their inter-
magnetic insulators. His scientific intuition and a wide rangeaction with ordinary “acoustic” magnons, are of special sig-
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nificance in the physics of magnetism. His works aimed atils. He was also a member of the Editorial Board of this
finding the effect of low symmetry on various branches offjournal. Dr. Zvyagin paid a lot of attention to the promising
energy excitations in highly anisotropic magnetic crystalsyoung scientists. The seminars in his department were an
i.e., electron, magnon, and phonon excitations, have becomgcellent school for them, and very interesting topics and
classical. He obtained important results in essentially lowspeakers were selected for these seminars which were
temperature structural and magnetic phase transitions imarked by a friendly atmosphere and lively discussions, and
crystals with a strong spin—phonon interaction. ~always attracted large audiences. As a Professor at the
Anatolii lllarionovich earned fame not only as a leading kparkoy Polytechnical Institute, he delivered lectures for

scientist, but also as a talented scientific organizer. Owing t?nany years on the physics of magnetism, semiconductor
his zeal, benevolence, facility to infuse others with his ideas '

. o . . . hysics, radiospectroscopy, and quantum electronics.
and readiness to share his ideas and experience with his C(ﬁ'yThe fruitfulp researcrﬁ)yand gr anizational activity of
leagues, he gathered talented and devoted scientists to ca|i5¥ Zuvagin won wide acclaim angd appreciation Fo); his
out many investigations, including the study of ferroelastic™ * yag PP :

materials, viz., molybdates and tungstates of rare-earth melY cle of works on “Discovery and Study of New Types of

als which undergo low-temperature magnetic and structurgResonances, Structures and MagTetoeIast|c Anomalies in
phase transitions. A specific manifestation of the cooperativeOW-Témperature Antiferromagnets”, he won the Ukrainian
Jahn—Teller effect, i.e., a spontaneous deformation of differState Award in 1991. The pupils, friends and followers of
ent signs and the splitting of a crystal into sublattices, ZAnatolii lllarionovich cherish the fondest memories about
peculiar structural analog of an antiferromagnet, were obthis outstanding scientist and person, and are continuing the
served in these materials. The results obtained in this field bipvestigations initiated by him.

Dr. _Zvyagin were highly. acclaimed anq triggered intense Editorial Board
studies of such ferroelastics both in Ukraine and abroad. A. I.

Zvyagin was an active member of various Academic Coun-ranslated by R. S. Wadhwa
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