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Abstract—The results of the first observations of paramagnetic defects in SiC crystals irradiated with gamma-ray
quanta are reported. Three types of defects, designated as γ1, γ2, and γ3, were detected in irradiated 4H-SiC:Al
and 6H-SiC:Al crystals using electron spin resonance (ESR) measurements. All these centers have almost the
same parameters of the spin-related Hamiltonian with S = 1/2 and feature an appreciable anisotropy of the g-fac-
tors. The γ1 centers are almost coaxial with the local z-axis oriented approximately along one of the directions of
the Si–C bond that does not coincide with the c-axis. The γ2 and γ3 centers have a lower symmetry, although the
orientation along the above bonds is clearly pronounced. The values of the largest g-factor (gz) decreases in the
sequence from γ1 to γ3. The γ1 signal can be detected at temperatures of 3.5–15 K; the γ2 and γ3 signals are detect-
able at temperatures of 10–35 and 18–50 K, respectively. The hyperfine interaction of an unpaired electron in the
γ1 center with a nucleus of the 29Si isotope is detected for certain orientations of the crystal. The γ1, γ2, and γ3
centers cease to exist at a temperature of 160°C; it is concluded that the ESR signals of these centers are related to
defects in the C sublattice. It is assumed that the γ1, γ2, and γ3 centers have a common origin and are related to
the low-temperature (γ1) and high-temperature (γ2 and γ3) modifications of the same center. The models of a
defect in the form of either a carbon vacancy or a complex incorporating an Al impurity atom and a C atom that
occupies the silicon site or interstice are discussed. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, interest in silicon carbide (SiC) has
been growing. This is related to the need for the devel-
opment of electronic and optoelectronic devices that
can operate at high temperatures, high power, and
high radiation levels. A large Si–C bond energy ren-
ders SiC stable against high temperatures, aggressive
media, and ionizing radiation. Since the diffusivity of
the majority of impurities in SiC is low, ion implanta-
tion is mainly used to dope this material. Radiation
defects formed in SiC during ion implantation are sta-
ble at room temperature (in contrast to those in Si);
some types of secondary radiation defects are stable at
temperatures higher than 2000°C. All this stimulated
the initiation of numerous studies concerned with
radiation defects in SiC.

Electron spin resonance (ESR) is the most informa-
tive method for studying the structure of radiation
defects; this has been most clearly demonstrated by iden-
tifying the structure of the main radiation defects in sili-
con in classical studies performed during the last
40 years [1]. The history of using ESR to study the radi-
ation defects in SiC is much less impressive; neverthe-
less, the structure of a number of native defects in SiC,
such as the silicon vacancy or various types of divacan-
cies, has been established quite reliably [2–11]. It is
important to emphasize that all the above studies have
been concerned with SiC irradiated with electrons, neu-
1063-7826/01/3512- $21.00 © 21347
trons, or protons. Such irradiation simulates the ion
implantation used in production of electronic devices.
The challenge is related to the fact that, in the course of
ion implantation, defects are formed in a thin (less than 1
µm thick) surface layer; as a result, the sensitivity of
traditional ESR is not sufficiently high to detect these
defects. As far as we know, there have been no publica-
tions in which the detection of paramagnetic radiation
defects in SiC crystals irradiated with gamma-ray
quanta has been reported. At the same time, gamma-ray
irradiation is the most penetrating and, as such, affects
to a great extent the various electronic devices under
actual conditions of their applications. It is also known
that this irradiation easily produces numerous radiation
defects in silicon, and this introduces great difficulties
in the production of radiation-resistant electronic
devices. It should be emphasized that gamma-ray irra-
diation, in contrast with other types of irradiation, pro-
duces defects that are distributed uniformly over vol-
ume; this appreciably enhances the reliability of the
results of studying these defects because there is no
nonuniformity in the distribution of the defects over the
crystal bulk.

In this paper, we report for the first time the obser-
vation of the radiation-defect ESR spectra in the p-4H-
and p-6H-SiC crystals doped with aluminum and irra-
diated with gamma-ray quanta.
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2. EXPERIMENTAL

We studied p-4H- and p-6H-SiC crystals doped with
aluminum and grown by the sandwich-sublimation
method at a temperature of 2150°C [12] and at a growth
rate of 0.8 mm/h. We also studied commercial 6H-SiC
crystals produced by the Cree Corporation. The alumi-
num concentration was about 1017 cm–3 in all the crys-
tals that were subjected to gamma-ray radiation for two
weeks. The gamma-ray source was the 60Co isotope
with the gamma-quantum energy of 1.12 MeV and the
integrated flux of 1013 cm–2. The 4H- and 6H-SiC crys-
tals in the shape of platelets with the plane perpendicu-
lar to the hexagonal c axis were oriented to be rotated

in the { } and {1100} planes. The experiments
were performed using a Jeol ESR spectrometer at a fre-
quency of 9.2 GHz; the samples were installed in a lab-
oratory-made flow-through helium cryostat, which
made it possible to vary temperature in the range of
4−300 K. All the ESR spectra were recorded without
signal accumulation and resulted from a single scan.
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Fig. 1. The electron spin resonance (ESR) spectra measured
at 4 K in an unirradiated 6H-SiC:Al crystal for several ori-
entations of the crystal with respect to the magnetic field B

in the { } plane (the corresponding angles are indi-
cated at the curves). The designations of sAl, dAl, and sB
are introduced for the shallow Al level, deep Al level, and
shallow B level, respectively. The dashed lines correspond
to the ESR spectra in a 4H-SiC:Al crystal with an increased
Al concentration; for this crystal, the ESR signals related to
the shallow Al level were almost not observed. Vertical
arrows indicate an additional superfine structure.
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3. RESULTS

The ESR signals corresponding to the shallow- and
deep-level aluminum acceptors and the shallow-level
boron acceptors were observed in the studied 4H- and
6H-SiC crystals [13–17]. The shallow Al level is
formed by an Al atom that resides at the Si site with reg-
ularly arranged neighbors [13, 14]; in our opinion, the
deep Al level is related to a complex that consists of an
Al atom at the Si site and a C vacancy at the nearest site
along the c crystal axis [14, 16, 17]. Boron is an uncon-
trolled impurity and commonly manifests itself in the
ESR spectra of p-SiC crystals as a shallow B level;
however, for high Al concentrations on the order of
1019 cm–3, the ESR signals related to the deep B level
are also observed [16]. In Fig. 1, we show the ESR
spectra observed in a 6H-SiC:Al (Cree) crystal before
gamma-ray irradiation and recorded for several orienta-
tions of the crystal with respect to the magnetic field.
The signals related to the shallow Al level and desig-
nated as sAL, the deep Al level (dAl), and the shallow
B level (sB) are distinguishable in the spectra. Both sig-
nals overlap at a low temperature (≈4 K) for the mag-
netic-field orientations close to the c-axis (θ = 0°); in
contrast to this, for θ = 35°, these signals are observed
in different magnetic fields owing to dissimilar values
of the g-factors. For the orientation with θ = 35°, a
poorly resolved hyperfine structure (HFS) can be
observed in the dAl signal; this structure originates
owing to the interaction of an unpaired electron with
the 27Al isotope nucleus [14]. In the studied crystals, the
intensities of the sAl ESR signals are comparable to or
exceed those of the dAl; therefore, the ESR spectra
observed for a 4H-SiC crystal doped heavily with Al
(the Al concentration ≈ 5 × 1019 cm–3) [16] are also
shown in Fig. 1 (see dashed lines for the orientations of
θ = 0° and θ = 35°). In this crystal, the intensities of the
dAl ESR signals are higher by more than two orders of
magnitude than those of sAl signals; as a result, only
the dAl signal is distinguishable in the spectrum for the
θ = 0° orientation. For such crystals, electron–nuclear
double resonance (ENDOR) has been used to establish
uniquely that the ESR signals are related to Al [17]; the
ENDOR data are consistent with the magnitude of the
hyperfine interaction observed in the ESR spectra.

The ESR spectra were observed at a temperature of
7 K in a gamma-irradiated 4H-SiC crystal and recorded
for different orientations of the crystal in a magnetic

field. The field was rotated in the { } crystallo-
graphic plane. In addition to the sB signals (on the
right), an ESR line is distinguishable in the spectrum
recorded for the B || c orientation and shown in Fig. 2;
this line splits into four lines if the sample is rotated in

the { } plane. This splitting indicates that the para-
magnetic defect has several equivalent orientations in
the SiC lattice. The directions of the local symmetry
axes for the center can be determined from the extrema
in the angular dependence of ESR signals. In Fig. 2, one
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of such extremum is observed for an angle of the mag-
netic field with the c-axis of the crystal close to 70°. In
SiC, the angle θ = 70° corresponds to the angle between
the c-axis and the direction of the Si–C bonds. Thus,
this center has a specific local axis directed approxi-
mately along the Si–C bonds, which are not oriented
along the c-axis of the crystal. It is notable that the
intensity of the ESR signal decreases drastically in the
lowest magnetic fields for the angles close to θ = 70°.
There are, in total, six magnetically nonequivalent
directions in hexagonal crystals, whereas only four

such directions exist in the { } plane. For the B || c
orientation, all these directions are equivalent; as a
result, a single ESR line is distinguishable in the
spectrum. We also observed similar ESR signals in
the 6H-SiC crystals.

Three different types of signals were detected in the
ESR spectrum of crystals of both polytypes (4H- and
6H-SiC) subjected to gamma-ray irradiation. The tem-
perature dependence of the ESR signals observed in a
4H-SiC crystal with the B || c orientation can be deduced
from the spectra shown in Fig. 3. It can be seen that the
signal denoted by γ1 is observed at temperatures of 4.5–
15 K, the second signal (γ2) is distinguishable in the
range of 10–35 K, and the third signal (γ3) is observed
at temperatures of 18–50 K. Thus, the γ1 and γ2 signals
are observed simultaneously in a comparatively narrow
temperature range of 10–15 K, whereas both the γ2 and
γ3 signals are observed in a wider range of 18–35 K. In
addition, it should be noted that the linewidths of the γ1
and γ2 signals increase substantially before the disap-
pearance of these signals (Fig. 3), whereas the positions
of the ESR lines remain almost unchanged.

Angular dependences of ESR signals for the γ1, γ2,
and γ3 centers in the (a) 6H-SiC and (b) 4H-SiC crys-
tals are shown in Fig. 4. It is noteworthy that the crys-

tals were rotated in different planes: in the { }
plane for 4H-SiC and in the {1100} plane for 6H-SiC.
The symbols 1, 2, and 3 are used to represent the exper-
imental angular dependences for the γ1 (measured at
7 K), γ2 (at 23 K), and γ3 (at 34 K) centers. These
dependences can be described using the following spin-
related Hamiltonian with the spin S = 1/2:

Here, µB is the Bohr magneton and gx, gy, and gz are the
g-factors corresponding to the directions x, y, and z of
the local symmetry axes of the center.

The calculated (theoretical) angular dependences of
the γ1, γ2, and γ3 signals are plotted in Fig. 4 as the
solid, dashed, and dotted lines, respectively. The calcu-
lations were performed using the R-Spectr program
[18] and the values of the g-factors, listed in the table
where the values of the Eulerian angles for six magnet-
ically equivalent orientations of each center are also
given.
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Fig. 2. The ESR spectra observed for a gamma-irradiated
4H-SiC crystal at a temperature of 7 K; the spectra were
recorded for various orientations of the crystal with respect
to the magnetic field B (the corresponding angles are indi-
cated at each curve). The magnetic field was rotated in the

{ } plane.1120
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Fig. 3. The ESR spectra measured at various tempera-
tures (indicated at each of the spectra and expressed in K)
for a gamma-irradiated 4H-SiC sample with the B ||c orien-
tation.
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Fig. 4. Angular dependences of ESR signals for the γ1, γ2, and γ3 centers in the (a) 6H-SiC and (b) 4H-SiC crystals. The crystals

were rotated in the { } plane for 4H-SiC and in the {1100} plane for 6H-SiC. Experimental angular dependences correspond
to (1) γ1 (the measurement temperature of 7 K), (2) γ2 (23 K), and (3) γ3 (34 K) signals. The solid, dashed, and dotted lines represent
the results of calculations using the data listed in the table.
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When determining the Eulerian angles, we oriented
the laboratory reference frame so that its Z-axis (hence-
forth, we use capital letters to denote the axes of the lab-
oratory reference frame) was parallel to the c-axis of
the crystal, the X axis was perpendicular to the Z-axis

and was lying in the( ) plane, and the Y axis was

perpendicular to the ( ) plane. We used the follow-
ing definition of the Eulerian angles [18]: the first angle
α corresponds to a rotation about the Z-axis, the second
angle β represents a rotation about the new Y-axis, and
the third angle γ corresponds to the rotation about the
new Z-axis. Thus, the direction of the Z-axis in the lab-
oratory reference frame can be represented by the three

1120
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Eulerian angles (0, 0, 0). Six magnetically nonequiva-
lent directions along the Si–C bonds, which do not
coincide with the c-axis of the crystal, are specified in
the ideal 6H-SiC lattice by the combinations of the fol-
lowing Eulerian angles (α, β, and γ) expressed in the
degrees of circle: (0, 110, 0), (120, 110, 0), (240, 110,
0), (0, 250, 0), (120, 250, 0), and (240, 250, 0).

It can be deduced from the values of the Eulerian
angles listed in the table that orientations of the γ1, γ2,
and γ3 centers are different and do not completely coin-
cide with directions of the Si–C bonds. However, it is
evident that all deviations from ideal axes and also the
differences between the γ1, γ2, and γ3 centers are com-
paratively small; therefore, it may be stated that, at the
The ESR signal parameters for the γ1, γ2, and γ3 centers in the gamma-ray irradiated 4H- and 6H-SiC crystals

γ1 γ2 γ3

4H 6H 4H 6H 4H 6H

gx 2.006 2.006 2.015 2.015 2.014 2.013

gy 2.000 2.000 2.002 2.000 2.002 2.002

gz 2.044 2.041 2.040 2.042 2.036 2.031

α β α β α β α β α β α β

1 0 115 0 116 0 115 –4 115 30 124 0 130

2 119 115 118 116 121 115 124 115 115 124 121 130

3 241 115 242 116 239 115 236 115 245 124 239 130

4 0 245 0 244 0 245 4 245 30 236 0 230

5 119 245 118 244 121 245 124 245 115 236 121 230

6 241 245 242 244 239 245 236 245 245 236 239 230

Note: The Eulerian angles α and β are listed for each of the six magnetically nonequivalent centers and are expressed in the degrees of
arc; the angles γ are equal to zero.
SEMICONDUCTORS      Vol. 35      No. 12      2001



PARAMAGNETIC DEFECTS IN SILICON CARBIDE CRYSTALS IRRADIATED 1351
qualitative level, all these centers have a common ori-
gin. The γ1 centers have a symmetry close to axial with
respect to the local z-axis oriented approximately along
one of the directions of the Si–C bond, which does not
coincide with the c-axis. The γ2 and γ3 centers have a
lower symmetry; nevertheless, the preferential direc-
tion along the above bonds is quite pronounced. The
value of the largest g-factor (gz) decreases in the
sequence from γ1 to γ3.

An additional structure was observed for some of
the orientations in the ESR spectra for the γ1 signal in
the 4H-SiC crystal (in which the signals are most
intense). This structure can be seen in Fig. 2 for the line
at 327.5 mT at θ = 70° and is shown on the expanded
scale in Fig. 5. A well resolved outer pair of compo-
nents with splitting of ~ 1.2 mT and a more intense
poorly resolved pair of satellites with a smaller splitting
of ~ 0.3 mT are observed. It is most likely that the addi-
tional structure is brought about by hyperfine interac-
tion with the 29Si nuclei (in natural silicon, there is
4.7% of the 29Si isotope with a nuclear spin of I = 1/2;
at the same time, the content of the 13C isotope with the
same nuclear spin of I = 1/2 in natural carbon is much
lower and amounts to a mere 1.1%). The ratio between
the intensities of the center line and the additional com-
ponents can be used to obtain the data on the origin of
the HFS. Apparently, the outer pair of the hyperfine
components with larger splitting emerges owing to
interaction with one or two equivalent silicon atoms.
We may assume that satellites with smaller splitting
originate due to the interaction of an unpaired electron
in the defect with a large number of equivalent silicon
atoms residing in a more remote coordination shell. We
simulated the ESR spectrum assuming that the HFS
with larger splitting is caused by interaction with one or
two equivalent silicon atoms, whereas the HFS with
smaller splitting is due to successive interaction with
6−12 equivalent silicon atoms. In Fig. 5, the dotted line
represents the result of simulating the ESR signal for
interaction with two equivalent silicon atoms with the
HFS constant equal to 1.23 mT and with nine equiva-
lent silicon atoms with the hyperfine splitting amount-
ing to 0.32 mT. It can be seen that the result of simula-
tion adequately describes the observed ESR signal;
however, it should be noted that the agreement between
the simulation and experiment could be improved if we
consider interactions with several remote nonequivalent
coordination shells of silicon and carbon. We do not
present here the results of corresponding calculations
because there is evidently no sufficient body of experi-
mental data for choosing the correct combination of sil-
icon and carbon atoms. In our opinion, the compara-
tively effective interaction with two equivalent silicon
atoms (1.23 mT) supports the assumption that the defect
resides in the carbon sublattice. These two silicon atoms

can reside at the C–Si bonds lying outside the { }
plane, in which the magnetic field is rotated and the
local z-axis of the center is located. Thus, interaction
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with a silicon atom located at the local z-axis can be
much larger; however, we failed to detect the corre-
sponding structure due to the low intensity of the ESR
signal in the B || z orientation.

We studied the effect of isochronous heat treatment
on the γ1, γ2, and γ3 centers in the 4H- and 6H-SiC
crystals. The crystal was rapidly heated to a specified
temperature above 300 K, kept for 10 min at that tem-
perature, then rapidly cooled to a low temperature at
which the highest intensity of the ESR signal corre-
sponding to the γ1, γ2, or γ3 centers was observed, and
the ESR spectrum was measured. The process was then
repeated at a higher heat-treatment temperature. It was
found that the γ1, γ2, and γ3 centers respond similarly
to the heat treatment: the intensity of the ESR signal
decreases rapidly as the annealing increases, and the
signal ceases irreversibly to be detectable after heat
treatment at a temperature of ~ 160°C. This tempera-
ture corresponds to the annealing off of radiation
defects in SiC, which are formed in the carbon sublat-
tice and are typically represented by isolated carbon
vacancies.

4. DISCUSSION

The 4H- and 6H-SiC polytypes have common hexag-
onal symmetry with the c symmetry axis. Each Si atom
is surrounded by four C atoms and vice versa. When
considering the second coordination shells for the lat-
tice sites in 4H-SiC, we can recognize two nonequiva-
lent sites in the lattice, one of which is quasi-cubic (q)
and the second is hexagonal (h). For a q site, 12 atoms

327 328

4H-SiC
T = 7 K
θ = 70° 29Si(9)

29Si(2)

Magnetics field, mT

Fig. 5. The ESR line at 327.5 mT (see Fig. 2) recorded for
a gamma-irradiated 4H-SiC crystal at a temperature of 7 K
for θ = 70° and represented on an enlarged scale. The
dashed line represents the simulated ESR spectrum calcu-
lated in the cases of hyperfine interaction of unpaired elec-
tron with two equivalent Si atoms (the magnitude of the
hyperfine interaction is 1.23 mT) and with nine equivalent
Si atoms (0.32 mT).
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in the second coordination shell are arranged in the
same way as in the zinc blende cubic structure. For the
h sites, these atoms are arranged as in the hexagonal
wurtzite structure. These sites are distributed uni-
formly between the carbon and silicon sublattices.
There are three such nonequivalent sites in 6H-SiC;
two of them are quasi-cubic (k1 and k2) and the third
is hexagonal (h). The single type of the γ1-, γ2-, and
γ3-center signals was observed in the ESR spectra of
both the 4H- and 6H-SiC crystals irradiated with
gamma-ray quanta. As can be seen from the table, the
parameters of the ESR spectra for these centers are
almost the same in the 4H- and 6H-SiC crystals. The
most important difference between these centers con-
sists in the fact that the low-temperature (γ1) centers have
nearly axial symmetry in reference to the local z-axis ori-
ented approximately along one of the Si–C-bond direc-
tions, which does not coincide with the c-axis; in con-
trast with this, the high-temperature γ2 and γ3 centers
have a lower symmetry, although the orientation along
the aforementioned bonds is clearly pronounced. Large
deviations of gz from the g-factor for a free electron are
evident for both centers; the value of the largest g-factor
(gz) decreases in the sequence from γ1 to γ3.

Assuming that the ESR signal parameters should
differ for the defects formed at dissimilar lattice sites of
SiC, we have to choose one of two possible explana-
tions.

The first reasonable explanation is based on the
assumption that the γ1, γ2, and γ3 centers correspond to
different sites occupied by the defect in the crystal; we
refer to the k and h sites in 4H-SiC and the k1, k2, and h
sites in 6H-SiC. Since the ESR spectra of the three
types are observed for 4H-SiC with only two different
sites in the crystal lattice, we should rule out the
assumption that the γ1, γ2, and γ3 centers occupy differ-
ent sites in the lattice.

Thus, we may assume that we observe the ESR sig-
nals related to the same lattice site and that the γ1, γ2,
and γ3 centers correspond to the low- and high-temper-
ature states of the same center (for example, the distor-
tions in the center symmetry caused by the Jahn–Teller
effect may differ for these states). An increase in tem-
perature brings about a certain change in the structure
of the center; as a result, the orientation of principal
axes of the center changes by several degrees and the
symmetry is lowered, although the general anisotropy
represented by the difference between the largest and
the smallest values of the g-factor decreases. It is rea-
sonable to assume that the defect formation under the
effect of gamma-ray irradiation is equiprobable for dif-
ferent lattice sites in the crystal; therefore, the fact that
the ESR spectrum includes the lines that belong to a
single center may be caused by the relative position of
the level belonging to this defect (for the paramagnetic
state) in reference to the Fermi level. It should be
emphasized that the gamma-ray irradiation did not
result in appreciable changes in the ESR spectra corre-
sponding to the acceptor levels of Al and B, which sub-
stantially distinguishes the gamma-ray irradiation from
destructive irradiations of other types that, as a rule,
result in pinning of the Fermi level at the radiation
defects; i.e., it is highly probable that the Fermi level
position does not change much after gamma-ray irradi-
ation. Thus, the level of the detected defect is close to
the Fermi level in the p-4H- and p-6H-SiC crystals
doped with aluminum.

At this stage of the investigation, we may advance
only tentative suggestions concerning the structure of
the γ1, γ2, and γ3 centers. It is well known that gamma-
ray irradiation gives rise to fast secondary electrons in
the crystal; these electrons produce radiation defects in
the crystal lattice of irradiated samples. In accordance
with the energy of the gamma-ray quanta used in this
study (1.12 MeV), the average energy of the secondary
electrons is low and amounts to about 500 keV; i.e.,
this energy is equal in its order of magnitude to the
threshold energy for the production of radiation
defects in SiC.

In contrast with Si where the process of the produc-
tion of radiation defects is well understood [1], this pro-
cess in SiC is much more complicated due to the pres-
ence of two sublattices (those of Si and C). Correspond-
ingly, we have a much larger number of possible native
defects in SiC. Primary defects formed under the effect
of irradiation are the Frenkel pairs in the Si and C sub-
lattices; i.e., these defects can be combinations of a sil-
icon vacancy (VSi) and an interstitial Si atom (Sii) or the
combinations of a carbon vacancy (VC) and an intersti-
tial carbon atom (Ci). It is reasonable to assume that the
threshold for the formation of the Frenkel pairs in the Si
sublattice is higher than that in the C sublattice because
of the difference in masses of the corresponding atoms.
The irradiation energy for the formation of closely
spaced vacancies and interstitials (Frenkel pairs) in the
C sublattice is in the range of 100–150 keV, and that in
the Si sublattice ranges from 220 to 300 keV [10]. For
higher irradiation energies, spatially separated vacan-
cies and interstitials are mainly produced. In Si, the pri-
mary defects are unstable at room temperature [1], and
only the complexes formed as a result of capturing the
primary defects by impurities or other defects are sta-
ble; in contrast with this, the Si and C vacancies in SiC
are apparently stable at room temperature and the for-
mation of vacancy complexes occurs at higher temper-
atures. Nevertheless, as far as we know, there are no
indications that the Si and C interstitial atoms cannot be
mobile during gamma-ray irradiation at room tempera-
ture.

To the best of our knowledge, there have been only
a few studies which have been concerned with irradi-
ation of SiC with fast electrons that have energies
close to the displacement threshold for the atoms in
the main lattice. Two new zero-phonon lines G1 and
G2, peaked at 2.547 and 2.528 eV, were observed in the
luminescence spectra of 6H-SiC crystals irradiated
SEMICONDUCTORS      Vol. 35      No. 12      2001
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with 400-keV electrons [19]. Zeeman splitting was
detected for one of these lines (G1) in a magnetic field.

In very elegant studies [10], the lines of several
types of defects, including the Frenkel pairs in the Si
sublattice, were detected in the ESR spectra of 6H-SiC
crystals irradiated with 300–350-keV electrons.

We failed to detect any known ESR signals related
to radiation defects in the gamma-irradiated crystals.
However, this cannot serve as conclusive evidence that
these defects are not formed under gamma-ray irradia-
tion because either the intensity of the corresponding
spectra may be too low or the paramagnetic states of the
known defects cannot be detected owing to a specific
position of the Fermi level.

Destruction of the γ1, γ2, and γ3 centers at a temper-
ature of ~ 160°C indicates that these defects are most
likely formed in the carbon sublattice, which is consis-
tent with low irradiation energies; in this case, the for-
mation of widely separated pairs consisting of the car-
bon vacancies VC and interstitial carbon atoms Ci is
more probable. Since the Ci atoms are presumably
mobile at room temperature, they can be captured by
impurities. As a result, the VC vacancies in some
charged state and impurity-containing complexes may
be formed. The majority impurity in the crystals is Al.
The formation of complexes with Al in Si subjected to
ionizing radiation has been studied thoroughly [20]; it
has been shown that an interstitial Si atom pushes the Al
atom out of a lattice site, which gives rise to a paramag-
netic center in the form of an interstitial Al atom (simi-
lar atoms have also been observed for other impurity
elements of Group III). It is also conceivable that, under
certain conditions, a paramagnetic complex consisting
of a vacancy and an element of Group III can be formed
in Si [21]. Since an Al atom in the aforementioned pro-
cess occupies the Si site, a composite complex, involv-
ing a carbon atom at the Si site CSi (an antisite defect)
and an interstitial Al atom, may be formed.

We discuss first the possible relation of the ESR
spectra reported in this study to the carbon vacancies. It
is pertinent to compare the VSi vacancy in silicon with
the carbon vacancy VC in SiC because, in both cases,
electrons reside at the silicon orbitals. Two paramag-

netic states of the vacancy,  and , have been
observed. In both cases, S = 1/2; the g-factors are highly
anisotropic and are equal to gz = 2.0151, gx = 2.0028,

and gy = 2.0038 for , and gz = 2.0087 and gx = gy =

1.9989 for  [1]. As for SiC, only a single charge

state of the carbon vacancy ( ) has been reported [2,
6]; in this case, the anisotropy of the g-factors has been
also observed, with the largest g-factor value being
along the 〈111〉  axis. Theoretical calculations predict
that a pronounced Jahn–Teller effect should be
observed for carbon vacancies, with this effect being
enhanced as the negative charge of the vacancy

VSi
+ VSi

–

VSi
+

VSi
–

VC
+
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increases [22]. Such an effect also exists for vacancies
in silicon, and this results in an appreciable enhance-
ment of the g-factor anisotropy. According to calcula-
tions, the magnitude of the Jahn–Teller effect in SiC is
much larger than that in Si [22]. We may assume that an
increase in the magnitude of the Jahn–Teller effect
results in an enhancement of the g-factor anisotropy for
the negatively charged state of the divacancy ( );
consequently, the ESR signals observed in this study

may be related to . Important information can be
derived from studies of the hyperfine interaction. How-
ever, due to the comparatively low intensity of ESR sig-
nals, we managed only to observe the hyperfine struc-
ture in a narrow range of orientations; the values of
these orientations support, to an extent, the assumption
that the ESR spectra of new centers are related to the
carbon vacancy. Nevertheless, on the basis of obtained
data, it is difficult to explain such a large excess of gz

over the pure spin-related g-factor (∆g ~ 0.04, see table)
without considering the involvement of an impurity.

Thus, it is also quite reasonable to assume that the
γ1, γ2, and γ3 centers are formed as a result of the cap-
ture of mobile primary defects (Ci) by the impurity Al
atoms, the concentration of which is very high in the
crystals studied. The involvement of Al in the complex
may account for a large shift of the g-factor in reference
to the g-factor of the free electron. However, the ESR
spectrum does not feature an HFS related to Al, which
has a single stable isotope with the nuclear spin I = 5/2
(if a hyperfine interaction occurs, it contributes only to
the linewidth; i.e., its magnitude amounts to less than
0.05 mT); this makes the involvement of Al in the com-
plex very problematic. There are data on the ESR sig-
nals of Al- and B-related centers with deep levels in the
band gap; according to the suggested model, these cen-
ters are neutral complexes consisting of the impurity at
the silicon lattice site and the carbon vacancy located at
the neighboring lattice site lying along the c-axis [14].
In these centers, the hyperfine interaction with Al (B) is
weak because there is no direct spin density at impuri-
ties; however, this interaction is much stronger (on the
order of 1 mT for Al) than the upper limit for the impu-
rity–vacancy interaction derived from the linewidths of
ESR lines related to the γ1, γ2, and γ3 centers. Thus, an
impurity can be involved only indirectly in these cen-
ters, similarly to the role of boron in the boron–vacancy
complex in Si [21], in which case a hyperfine interac-
tion has not been observed. The obtained data on the
ESR spectra do not rule out the possibility that intersti-
tial carbon or the antisite defect are involved in the
complex; the reason for this is that the hyperfine inter-
action with an individual C atom cannot be detected for
the EPR signal intensities observed owing to a low con-
centration of 13C atoms.

VC
–

VC
–
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5. CONCLUSION

For the first time, we observed the paramagnetic
defects formed under the effect of gamma-ray irradi-
ation in SiC crystals. Three types of signals related
to defects, denoted in this study as γ1, γ2, and γ3,
were detected in the ESR spectra of gamma-irradi-
ated Al-doped p-4H- and p-6H-SiC crystals. These
centers have almost the same parameters of the spin-
related Hamiltonian with the electron spin S = 1/2 and
feature a pronounced anisotropy of g-factors; the devi-
ation of these g-factors from the free-electron g-factors
is as large as ~ 0.04. The γ1 centers have nearly axial
symmetry relative to the local z-axis oriented approxi-
mately along one of the directions of the Si–C bond that
does not coincide with the c-axis. The γ2 and γ3 centers
have a lower symmetry, although orientation along the
aforementioned bonds is clearly pronounced; the value
of the largest g-factor (gz) decreases in the sequence
from γ1 to γ3. The ESR signal intensities for the γ1, γ2,
and γ3 centers are temperature-dependent; the γ1 signal
was distinguishable at low temperatures (3.5–15 K),
whereas the γ2 and γ3 signals were observed at higher
temperatures of 10–35 and 18–50 K, respectively.
Thus, there are comparatively narrow temperature
ranges in which two specific ESR signals can be
observed simultaneously; in addition, the ESR signals
of these centers broaden significantly before their dis-
appearance with increasing temperature. A hyperfine
interaction of an unpaired electron in the γ1 center with
the 29Si isotope nuclei was detected for some crystal
orientations. The γ1, γ2, and γ3 centers cease to exist at
160°C; it was concluded that the ESR signals of these
centers are related to the defects produced in the C sub-
lattice under the effect of gamma-ray irradiation. It is
assumed that the γ1, γ2, and γ3 centers have a common
origin and are related to the low- (γ1) and high-temper-
ature (γ2 and γ3) modifications of the same center. We
discussed the models of the defect in the form of a neg-
atively charged carbon vacancy or of a complex con-
sisting of an Al impurity atom and a C atom that resides
either at the Si lattice site or at the interstice.
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Abstract—Interaction of hydrogen with radiation defects in p-Si crystals was studied by deep-level transient
spectroscopy. Hydrogen was introduced into the electron-irradiated crystals using wet chemical etching in a
solution of nitric and hydrofluoric acids at room temperature with subsequent annealing at 380 K under reverse
bias applied to the formed Schottky diodes. It is found that the passivation of radiation defects is accompanied
with the formation of new electrically active centers with the concentration profile dependent on the hydrogen
concentration. It is shown for the first time that hydrogen passivates the electrical activity of the CsCi centers.
Based on the data about the spatial distribution of defects and the kinetics of passivation, the plausible origin
of the newly formed centers is analyzed. The radii of hydrogen capture by divacancies, the K centers, the CsCi
complexes, and new centers were determined. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Hydrogen from the majority of commonly used
reagents and even water vapor can easily penetrate dur-
ing various stages of technological treatments into sili-
con crystal owing to its high hydrogen diffusivity even
at room temperature [1]. Due to the high chemical
activity of hydrogen, it can readily react with impurities
and crystal-lattice defects and passivate the electrical
activity of a number of defects with shallow and deep
levels [2]. The mechanism of interaction of shallow-
level acceptors with hydrogen is well understood [2];
the mechanism of such interaction is less clear in the
case of other defects. It has been found recently [3–6]
that, in addition to passivation of electrical activity,
interaction of hydrogen with defects and impurities
may result in the formation of new electrically active
centers; the latter represent intermediate products of a
sequence of transformations that result in the complete
passivation of the electrical activity of these defects and
impurities.

Intrinsic point defects and their complexes with
impurity atoms are formed in silicon crystals at various
stages of technological treatments; therefore, a study of
the interaction of these defects with hydrogen is not
only of pure scientific interest but also of practical
importance. In the case of hydrogen introduced in sili-
con crystals with existing radiation defects or intro-
duced by implanting silicon samples with protons, a
number of new types of defects that were not observed
in the hydrogen-free samples were detected [7–10].
Thus, for example, the majority defect arising in n-Si
and having the level E(0.32) in most of the publications
is related to hydrogenation of the vacancy–oxygen
1063-7826/01/3512- $21.00 © 21355
complexes (the A centers) [9–11].1 In p-Si, the situation
is more complex, and the origin and structure of either
of the observed defects arising as a result of the interac-
tion of hydrogen with radiation defects has not been
identified [7, 12].

In this paper, we report the results of studying the
interaction of hydrogen with radiation defects in p-Si
using deep-level transient spectroscopy (DLTS). It is
shown that the concentrations of all radiation defects
decrease as a result of hydrogenation; in addition, this
process is accompanied with the formation of new elec-
trically active defects. Based on data on the spatial dis-
tribution of new defects and on the kinetics of radia-
tion-defect passivation, we analyzed the plausible ori-
gin and structure of the formed defects. We estimated
the radii of the hydrogen entrapment for various radia-
tion defects.

EXPERIMENTAL

We used a set of p-Si crystals that were grown by the
Czochralski (Cz) and crucibleless floating-zone (FZ)
methods and which had various concentrations of boron
(from 6 × 1014 to 3 × 1015 cm–3), oxygen, and carbon. The
samples were irradiated at room temperature with
2−6-MeV electrons; the dose range was 1014–1016 cm–2.
Hydrogen was introduced into the crystals in the course

1 Henceforth, designations like E(0.32) or H(0.30) indicate the
positions of the energy levels. The letter E signifies that the
energy is measured from the conduction-band bottom, whereas
the letter H indicates that the energy is measured from the
valence-band top. The numerical energy values in brackets are
given in electronvolts.
001 MAIK “Nauka/Interperiodica”
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of wet chemical etching in a solution of hydrofluoric
and nitric acids (HF : HNO3 = 1 : 7) at room tempera-
ture; the etching rate was 2–4 µm/min.

Schottky barriers were formed by the thermal deposi-
tion of Al in vacuum. Ohmic contacts were deposited on
the back side of the samples using an Al + Ga paste. The
concentration profiles of charge carriers were deter-
mined from capacitance–voltage (C–V) characteristics.
The deep-level spectra were measured using the DLTS
in the temperature range of 40–300 K; a conventional
setup with a phase-sensitive amplifier as a correlator
was used. The filling 1-ms pulses were applied to the
diodes during the measurements of the deep-level spec-
tra. The spatial distribution of the deep-level centers
was measured under a constant reverse bias and under
varying amplitude of the filling pulse in the computer-
ized DLTS setup; nonuniform distribution of doping
impurity was taken into account when calculating the
concentration profile.

RESULTS

It is known that intrinsic point defects [vacancies (V)
and interstitial atoms (I)] are generated in silicon irradi-
ated with high-energy electrons. Interstitial atoms can
be involved in the substitution reactions with some
impurities [13] by pushing the latter to the interstices
(Ci and Bi). These secondary defects that migrate in sil-
icon can, in turn, be involved in various chemical reac-
tions and form defects that are stable at room tempera-
ture [14]; these defects include CiOi carbon–oxygen
centers (K centers) with H(0.36), BiOi boron–oxygen
pairs with E(0.25), BiBs boron–boron centers with
H(0.30), and metastable CsCi carbon–carbon com-
plexes with E(0.1/0.17) and H(0.05/0.09). Vacancies
are transformed into vacancy–oxygen V–O complexes
(A centers) with E(0.17) and divacancies V2 with
E(0.23), E(0.4), and H(0.21). The ratio between con-
centrations of stable radiation defects in silicon

0.30

0.25

0.20

0.15

0.10

0.05

0
100 150 200 250 300

Temperature, K

K centers
ep = 52 s–1

V2
H4

dC, pF

Fig. 1. The DLTS spectra of irradiated p-Si crystal grown by
the Czochralski method and subjected to wet chemical etch-
ing (dashed line) with subsequent annealing with a reverse
bias applied at T = 380 K (the solid line).
depends heavily on the type and concentration of impu-
rity in the as-grown crystal.

The DLTS makes it possible to observe only the
centers capturing the majority charge carriers; i.e., only
the centers with levels in the lower half of the band gap
can be tested in the p-Si crystals. The conventional
DLTS spectrum of irradiated p-Si crystals includes the
peaks related to the donor level of divacancy V2 with
H(0.21), the carbon–oxygen complexes CiOi (the K cen-
ters), and the metastable carbon–carbon complexes
CsCi in the FZ-Si samples.

The effect of hydrogenation on the energy spectrum
of deep levels in silicon grown by the Czochralski
method and irradiated with high-energy electrons is
illustrated in Fig. 1. Immediately after wet chemical
etching, no changes are observed in the DLTS spectra
of these samples; only the levels corresponding to con-
ventional radiation defects (divacancies and the K cen-
ters) (Fig. 1, the dashed line) are detected. This is
explained by the fact that the hydrogen penetrating into
the surface layers is captured quite effectively by boron
in the p-Si crystals. Simultaneously, electrically inactive
B–H pairs are formed [15]. The B–H bond becomes
unstable at temperatures of 340–380 K. Therefore,
annealing at such temperatures under the conditions of
applied reverse bias [reverse-bias annealing (RBA)]
stimulates the penetration of released hydrogen to a
greater depth where it can react both with boron and
with other defects. The extent of hydrogen penetration
can be determined from a characteristic dip formed in
the concentration profile of electrically active boron
obtained by C–V measurements in the course of iso-
thermal RBA [15].

The RBA induced the following changes in the
DLTS spectra of irradiated Cz-Si samples: the ampli-
tudes of the peaks related to radiation defects decreased
and a new peak H4 with H(0.28) emerged (Fig. 1, the
solid curve). H4 centers were formed in all Cz- and
FZ-Si crystals as a result of RBA at T = 340–380 K. It
is noteworthy that any new centers with deep levels
were not formed in unirradiated crystals subjected to
hydrogenation. In Fig. 2, we show the concentration
profiles of electrically active boron, radiation defects,
and the H4 centers after wet chemical etching with sub-
sequent annealing at T = 380 K under the conditions of
applied reverse bias. It can be seen that, as the RBA
duration increases, the concentrations of K centers and
divacancies decrease in the hydrogenated region. The
concentration of new H4 centers first increases, then
passes through a maximum, and finally decreases. All
changes in the concentration profile of H4 centers occur
in the region saturated with hydrogen. In addition, it
was found that the total concentration of K and H4 cen-
ters features a flat distribution profile (Fig. 2b); i.e., a
decrease in the K-center concentration is approximately
equal to the increase in the H4-center concentration.

Carbon–carbon complexes CsCi are formed (along
with K centers and divacancies) as a result of irradiation
in silicon grown by the crucibleless floating-zone
SEMICONDUCTORS      Vol. 35      No. 12      2001
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method; the CsCi complexes can be reliably identified
on the basis of their metastable behavior [16]. Figure 3
illustrates the DLTS spectra measured for irradiated
FZ-Si, in which case only the peaks related to radiation
defects are detected after wet chemical etching (dashed
curve). Using the same annealing procedure with the
application of reverse bias, we found that the signal
related to all radiation defects diminishes and the sig-
nals related to the H4 and H3 centers become distin-
guishable (Fig. 3, the solid curve). The special features
of the formation of H4 centers in the course of RBA in
these samples are similar to those observed in the Cz-Si
crystals; i.e., as the duration of RBA increases, the
H4-center concentration increases with the subsequent
formation of a minimum in the region with high hydro-
gen concentration, whereas the H4-center concentra-
tion profile correlated closely with hydrogen concentra-
tion. However, a balance between the decrease in the
K-center concentration and the formation of H4 centers
was not observed in the FZ-Si crystals; in some cases,
the concentration of the formed H4 centers exceeded
twofold the initial concentration of the K centers. The
H3-center concentration increased with increasing
RBA duration and, in some cases, exceeded apprecia-
bly the initial concentrations of the K centers and diva-
cancies. It can be seen from Fig. 3 (the solid line) that
the concentration of the CsCi complexes also decreases.
As far as we know, this is the first experimental obser-
vation of the effect of hydrogen on the electrical
activity of these complexes. At present, we cannot
relate the disappearance of the CsCi complexes to the
emergence of any other level. Therefore, it remains
unclear whether a CsCi–H complex is formed in this
situation or whether hydrogen stimulates the decom-
position of the CsCi pair. However, we note that theo-
retical calculations [17] are indicative of the possible
formation of a hydrogen-containing complex based
on the CsCi center.

We emphasize once again that all observed varia-
tions in the spectrum of radiation defects and new H3
and H4 centers are restricted to the hydrogenated zone
of the crystal.

DISCUSSION

We now analyze the reactions of the successive
attachment of hydrogen to a defect with concentration
N0. Assuming that the products of this interaction are
stable at the temperatures used in the experiments, we
can mathematically represent the interaction of the
defect with hydrogen and the formation of new com-
plexes at an arbitrary point in the crystal as [18]

(1.1)

(1.2)

∂N0

∂t
--------- 4πDr0N0 H[ ] ,–=

∂Ni

∂t
--------- 4πD ri 1– Ni 1– riNi–( ) H[ ] ,=
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where Ni is the concentration of complexes containing
i hydrogen atoms; r0 and ri are the radii of capture of a
hydrogen atom by the complexes containing no hydro-
gen atoms and i hydrogen atoms (i = 1, 2, 3, …),
respectively; and [H] and D are the concentration and
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Fig. 2. The concentration profiles of (a) electrically active
boron and [(b), (c)] the centers with deep levels in an irradi-
ated Cz-Si crystal subjected to wet chemical etching with
subsequent reverse-bias (4 V) annealing (RBA) for 60 and
480 min.
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Fig. 3. The DLTS spectra of irradiated p-Si crystal grown by
the crucibleless floating-zone method and subjected to wet
chemical etching (dashed line) with subsequent reverse-
bias annealing at T = 380 K (the solid line).
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diffusion coefficients of hydrogen. In order to solve
Eqs. (1.1) and (1.2), we need to know the values of D,
r, and [H]. However, this problem can be obviated if we
transform the system of Eqs. (1.1) and (1.2) into the
form

(2.1)

(2.2)

where

(3)

∂N0

∂Φ
--------- r0N0,–=

∂Ni

∂Φ
--------- ri 1– Ni 1– riNi,–=

Φ 4πD H[ ] t.d

0

t0

∫=
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Fig. 4. The kinetics of the defect transformation in an irra-
diated Cz-Si crystal in the course of annealing with a
reverse bias applied at T = 380 K. The values of Φ were cal-
culated using both formula (3) and the concentration pro-
files for electrically active boron.
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Fig. 5. The transformation kinetics for the K centers and the
CsCi complexes in an FZ-Si crystal in the course of anneal-
ing with reverse bias applied at T = 380 K.
Under the conditions of dynamic equilibrium between
[H] and [B–H], the concentration of mobile (not bound
by boron) hydrogen can be defined as

(4)

where νBH is the dissociation rate for the B–H pairs at a
specified temperature, [B]0 is the total boron concentra-
tion, and [B] is the concentration of electrically active
boron (not passivated by hydrogen). The values of rBH
and νBH were experimentally determined previously
[15] and were found to be equal to rBH = 4 nm and
νBH = 3 × 10–3 s–1 at 380 K. By substituting (4) into (3),
we can determine the values of Φ from experimental
data at specific points in relation to the RBA duration t0.
Profiling by the DLTS method allows us to determine
the concentrations of radiation defects and new centers
after each RBA stage. We can reconstruct the distribu-
tion of electrically active boron from the C–V measure-
ments, and we can calculate the values of Φ using (3)
and (4) after each RBA stage. We can then put into cor-
respondence the values of the defect concentration
measured experimentally at an arbitrary point of the
crystal and the value of Φ at the same point and obtain
the dependence of N0, i on Φ: Nexp(Φ). By comparing
the obtained dependences Nexp(Φ) with theoretical
dependences Ntheor(Φ) that are solutions to Eq. (2.1) for
N0 and Eq. (2.2) for Ni and by varying the values of r0, i
as free parameters, we can estimate the radius of cap-
ture of a hydrogen atom by a defect. In Fig. 4, we show
the dependences of the K-center, divacancy, and
H4-center concentrations on the value of Φ; the con-
centrations were measured at several depths in the
vicinity of the dip in the concentration profile for elec-
trically active boron in the Cz-Si crystals. For the K
centers and divacancies, the solid lines in Fig. 4 were
calculated in accordance with Eq. (2.1) using r0 as an
adjustable parameter for attaining the best fit to the
experimental data.

The use of the above scheme for determining the
radii of capture of hydrogen by the defects makes it
possible to compare the parameters of reactions for var-
ious defects. According to our estimations, the radii of
capture of hydrogen by divacancies in both the Cz- and
FZ-Si crystals were in the range of 0.14–0.17 nm. For
the K centers, these radii ranged from 0.14 to 0.21 nm.
Possibly, the larger spread of radii is caused by the fact
that another defect with almost the same activation
energy can contribute to the peak corresponding to the
K centers in the DLTS spectrum [19]; in this case, the
hydrogenation kinetics is more complex. Nevertheless,
it should be noted that the values of the radii of the
hydrogen capture by the K centers and divacancies are
almost the same. The passivation kinetics for the CsCi
complexes in FZ-Si is illustrated in Fig. 5, where the
kinetics of passivation of the K centers is also shown for
the sake of comparison. The best fit of the curve calcu-
lated in accordance with Eq. (2.1) to the experimental

H[ ]
νBH

4πDrBH
-------------------

B[ ] 0 B[ ]–
B[ ]

-------------------------,=
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data was attained for the radius of hydrogen capture by
the CsCi complexes equal to r0 ≈ 0.4 nm, which exceeds
the corresponding radii for the K centers and divacan-
cies by a factor of about 2–3.

We now analyze the processes of the formation of
the new hydrogen-containing complexes H3 and H4.
The concentration of the H3 centers was found to be
comparable to that of the main radiation defects in all
studied FZ-Si crystals; however, these centers were
practically absent in many Cz-Si samples (cf. Figs. 1,
3). The centers H(0.51) resembling the H3 centers were
observed after the implantation of either boron or
hydrogen ions [12]; it was inferred that these centers
are complexes of interstitial boron and hydrogen [12].
In our experiments, the formation of H3 centers was
observed in the boron-doped irradiated samples in the
zone with a high hydrogen concentration after anneal-
ing at 380 K. This is consistent with the previous infer-
ences [12]; however, the issue of the source of intersti-
tial boron remains unresolved, especially for the FZ-Si
crystals depleted in oxygen.

The H4 centers were formed in all studied irradiated
samples. The formation of centers similar to H4 has
been observed previously [7]; it has been established
that these centers are related to hydrogen, although
their microscopic structure has not yet been identified
[7]. Assuming that an H4 complex is the product of the
interaction of hydrogen with radiation defects, we con-
sider the most probable defects acting as the sources of
the H4 centers. The concentration of the H4 centers at
its peak exceeded that of the divacancies in the crystal
bulk in almost all of the studied crystals; in addition, the
H4 centers were formed as a result of the hydrogenation
of the crystals in which divacancies V2 were previously
annealed out. Therefore, we exclude divacancies from
further consideration. On the other hand, a decrease in
the concentration of the K centers was completely com-
pensated by an increase in the H4-center concentration in
the Cz-Si crystals at the early stages of RBA (Fig. 2b);
therefore, it is reasonable to assume that the H4 centers
are complexes of the K centers and hydrogen atoms
[20]. The behavior of the H4-center concentration in
the course of RBA may be described in the following
way: At the first stages of RBA, hydrogen, released as
a result of the dissociation of the B–H pairs, is captured
by the K centers and forms the CiOi–H complexes (H4);
when the concentration of these complexes increases,
they react with hydrogen on their own and are trans-
formed into other (probably, electrically inactive)
defects by attaching another hydrogen atom. Since this
process has a higher rate in the zone with the highest
hydrogen concentration, a dip in the H4-center distribu-
tion becomes distinguishable (Fig. 2c).

The dependence of the H4-center concentration in
the Cz-Si crystals on the quantity Φ is well described
using Eq. (2.2), under the assumption that these centers
originate from the K centers if the values of r0 = 0.21 nm
and r1 = 0.2 nm are used for the radii of capture of the
SEMICONDUCTORS      Vol. 35      No. 12      2001
first and second hydrogen atoms, respectively, by the K
centers (Fig. 4). This can also serve as an additional
argument in favor of the above assumption concerning
the relation between the H4 and K centers.

As mentioned above, there is no balance between
the increase in K-center concentration and the H4-cen-
ter formation, so that the concentration of the forming
H4 centers exceeds even the initial K-center concentra-
tion. It is difficult to account for this result in the con-
text of the suggested structure of the H4 center as a
complex of a K center and a hydrogen atom. In order to
explain this fact, we provide several suggestions.

First, another level close in energy to H4 can con-
tribute to the peak denoted as H4 in the DLTS spectrum.
However, formation of this level should also be con-
trolled by the presence of hydrogen. It is known [21]
that hydrogen can stimulate the modification of defects
in silicon. We may assume, for example, that the BiCs
or BiBs complexes can play the role of the products of
such a modification in the irradiated p-Si samples; these
complexes have an activation energy close to that of
H4: H(0.29) for BiCs and H(0.30) for BiBs [22]. The
formation of BiCs complexes, distributed uniformly
over the crystal bulk with a concentration exceeding
that of the K centers, was observed after annealing at
~200°C. The temperature position of the peak corre-
sponding to BiCs differs by several degrees from that of
the peak related to the H4 centers. However, the resolu-
tion of the conventional DLTS setups gives no way of
separating these two peaks reliably if both types of cen-
ters are present in the sample. The peak of the BiCs
complexes is even closer to the DLTS signal related to
the H4 centers.

Second, additional K centers or directly the hydro-
genated K centers (i.e., the H4 centers) can be formed
as a result of hydrogen-stimulated modification of
some defects in the FZ-Si crystals. In this situation, we
should assume that the mobile isolated atoms of inter-
stitial carbon Ci or the Ci–H complexes (these are also
mobile according to [17]) are formed under the effect of
hydrogen; these atoms and complexes can be entrapped
by oxygen. As shown above, the CiCs complexes that
cease to exist as a result of RBA can serve as the
sources of Ci or Ci–H. However, certain contradictions
remain in this scheme as well; for example, it is unclear
how the H4 centers can be formed with a concentration
that exceeds even the total concentration of the K cen-
ters and the CsCi complexes.

Third, we may assume that the K centers are not the
sources of H4 centers at all; rather, the latter are formed
from other defects; e.g., the A centers that are produced
with fairly high concentration during irradiation. How-
ever, in this case, the distinct correlation between the
K- and H4-centers in the Cz-Si crystals remains unex-
plained. In addition, E4 centers with E(0.32) emerge in
the irradiated n-Si crystals as a result of wet chemical
etching; according to [9, 11], it is these centers that are
the complexes of the A centers and hydrogen atoms.
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The transformation of A centers into E4 centers in pro-
ton-implanted n-Si crystals exposed to light has also
been observed [10]. Further studies are required to con-
fidently resolve the issue concerning the origin and
structure of the H4 centers.

CONCLUSION
We used the DLTS to study the effect of hydrogena-

tion on the energy spectrum of defects in p-Si crystals
subjected to wet chemical etching with subsequent
reverse-bias annealing (RBA). We found that the
hydrogenation of radiation defects is accompanied with
the formation of new electrically active centers (H4 and
H3). Based on the analysis of concentration profiles for
the defects after wet chemical etching and RBA, we
assume that the H4 centers are complexes of K centers
and hydrogen atoms; however, the formation of the H4
centers in the Cz-Si crystals differs from that in the
FZ-Si crystals. This study of the hydrogenation kinetics
of radiation and newly formed defects makes it possible
to estimate the radii of entrapment of hydrogen by the
defects; this was done for divacancies, K centers, CsCi
complexes, and H4 centers.
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Abstract—The n–p conversion of the conduction type and a decrease in resistivity to 102 Ω cm at 300 K
were revealed upon proton irradiation (5 MeV, 300 K, D ≈ 2 × 1017 cm–2) of semi-insulating GaAs:Cr
(ρ ≈ (3–4) × 108 Ω cm). Temperature dependences of ρ for heavily irradiated samples indicate a hopping con-
duction in the temperature range of 400–120 K, with the transition to the conduction with variable-range hop-
ping at T ≤ 120 K. The effects of electronic switching were found in low-resistivity proton-irradiated GaAs:Cr
at about 20 K. The isochronous annealing of radiation defects in the temperature range of 20–750°C was inves-
tigated. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Starting from the first study, in which an increase in
the electrical resistivity of GaAs upon bombardment
with H+ ions (3 MeV) was demonstrated [1], proton
irradiation has found a wide application in the forma-
tion of high-resistance interelement insulation regions
in GaAs-based electron schemes and the fabrication of
integrated optics elements, among others. It was dem-
onstrated later that variations in the electrical, recombi-
nation, and optical properties of GaAs as a result of
high-energy irradiation are conditioned by the trapping
of free carriers by deep levels of radiation defects.
These are so-called electron (E) and hole (H) traps,
which are radiation defects with the largest concentra-
tion in GaAs irradiated at ~300 K [2]. It was demon-
strated that, depending on the initial doping level of the
material, proton bombardment leads to an increase in
the resistivity of GaAs to maximum values ρmax(D) ≈
(105–109) Ω cm at 300 K [3, 4]. For all types of high-
energy irradiation, the Fermi level for GaAs attains the
limiting (steady-state) position near Flim ≈ EV + 0.6 eV,
which is identical to the local electroneutrality level
position for this material [5]. Subsequent proton irradi-
ation (overirradiation) of such material leads to a
decrease in the resistivity of the irradiated samples
(compared to maximum resistivity values ρmax(D),
which are achieved on the first irradiation) and, finally,
to the formation of low-resistivity GaAs layers [4, 6].
This study is devoted mainly to the investigation of the
properties of such overirradiated GaAs.

EXPERIMENTAL

The special feature of this study is the investigation of
the influence of proton beams on the electrical properties
of the Czochralski-grown semi-insulating n-GaAs:Cr
1063-7826/01/3512- $21.00 © 21361
(ρ ≈ (3–4) × 108 Ω cm and µH ≈ 1500 cm2 V–1 s–1 at
300 K). The choice of GaAs:Cr was governed by sev-
eral reasons.

(1) This material is used as the substrate for inte-
grated circuits.

(2) This material is used in high-energy physics for
the production of nuclear radiation detectors, specifi-
cally, for measuring high-intensity proton beams.

(3) The starting Fermi level in GaAs:Cr is located
deep in the band gap and nearby Flim for the material
irradiated, which makes it possible to minimize the
influence of trapping the free carriers by radiation
defects on the electrical properties of the samples irra-
diated. This offers possibilities for the investigation of
the electrical properties of the nearly intrinsic material
with a high density of deep local states of radiation
defects in the band gap of the crystal. In this case, the
position of the Fermi level in the band gap varies only
slightly due to irradiation. It should be noted that low-
resistivity layers in the semi-insulating GaAs were
obtained through bombardment by inert gas ions [7].

Bombardment with hydrogen ions (E = 5 MeV) was
carried out in a cyclotron at T ≈ 320 K and at current
density j ≈ (1–5) × 10–8 A/cm2. In terms of the mean
projected range of H+ ions (5 MeV) in GaAs, which is
about 125–130 µm, the samples with a thickness of d ≈
90 µm were chosen for investigations. The ion range
was determined from measurements of intensity distri-
bution of the edge cathodoluminescence over the cleav-
age of the layer irradiated using an electron microprobe
with a diameter less than 5 µm. In order to obtain a
more uniform distribution of radiation defects along the
damaged layer depth, irradiation was carried out from
both sides. In this case, integrated fluxes are combined.
This offered the possibility of using bulk samples and
thereby excluding the influence of the substrate on
001 MAIK “Nauka/Interperiodica”
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measured characteristics, which is important for the
investigation of a high-resistivity material. In this case,
the high efficiency of defect formation due to proton
irradiation allows for the obtaining of material with a
high density of radiation defects.

EXPERIMENT AND DISCUSSION

The dependences of the resistivity ρ(D), the Hall
constant RH, and the activation energy Eρ in the expres-
sion ρ(T) ∝  exp[Eρ(D)/kT] on doses D at about 300 K
for the material investigated are shown in Fig. 1. Two
regions of the variation of electrical resistance and acti-
vation energy can be seen in curves ρ(D) and Eρ(D).

(1) An initial increase in ρ from (3–4) × 108 Ω cm to

and the corresponding increase in Eρ(D) from ≈0.67 eV
to Eρ(D) ≈ Eg/2 for low H+ ion doses (D & 2 × 1014 cm–2).

(2) A decrease in ρ to 102 Ω cm and, correspond-
ingly, a decrease in Eρ to 0.1 eV with the subsequent
irradiation of the material with proton doses as high as
D = 2 × 1017 cm–2.

Measurements of the Hall effect and thermoelectric
power at about 300 K indicate the n–p conversion of the
conduction type for GaAs:Cr for D ≈ 8 × 1014 cm–2 due
to a Fermi level shift to the limiting (steady-state) posi-
tion. For GaAs, this value is close to EV + 0.6 eV [5]. In
this case, the irradiated material remains of the p-type
conduction upon further proton bombardment, in

ρ D( )max 1/2eni µnµp( )1/2 109–2 109×( ) Ω cm≈≈
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Fig. 1. Variation in (1) resistivity ρ, (2) Hall constant RH,
and (3) activation energy of resistivity Eρ in the expression
ρ(T) ∝  exp[Eρ(D)/kT] for the proton-irradiated (5 MeV)
semi-insulating GaAs. Measurement temperature was T ≈
300 K.
accordance with thermoelectric-power measurements
at about 300 K.

It is obvious that the variations in the shape of the
ρ(D) curves for D * 1015 cm–2 (at about 300 K) corre-
spond to the change in the mechanism of electron trans-
port. Instead of free-carrier transport, the charge is
transported according to the hopping mechanism over
deep states of radiation defects due to their high density
in the overirradiated samples. Deep-level transient
spectroscopy (DLTS) measurements for n-GaAs dem-
onstrate that the total rate of introducing the E and H
traps into GaAs by protons with energy E = 5 MeV is
about 103 cm–1 [8]. For D ≈ 1015 cm–2, this allows for
the estimating of the total concentration of radiation
defects as approximately 1018 cm–3 and, correspond-
ingly, for D ≈ 2 × 1017 cm–2, as approximately 1020 cm–3.
This implies a constant rate of introducing the radiation
defects for large H+ ion doses. In this case, the rate of
introducing the E5 deep traps (EC – 0.90 eV), close to
which the Fermi level for the irradiated GaAs is pinned,
is about 50 cm–1. This corresponds to the trap concen-
tration of about 1019 cm–3 for D = 2 × 1017 cm–2.

In general, these estimates are confirmed by the data
of optical investigations, which demonstrate a high
density of states (DoS) in the band gap of proton-irradi-
ated samples (Fig. 2). Optical absorption curves α(hν)
take an exponential-like shape, except for specific fea-
tures close to 0.5 and 0.1 eV. In this case, the contribu-
tion of band bending to the α(hν) quantity for the mate-
rial under investigation should be significant for the
edge absorption region only, since the Fermi level shift
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Fig. 2. Optical absorption spectra for the proton-irradiated
GaAs:Cr. Measurement temperature T ≈ 80 K. Integrated
fluxes D = (1) 0, (2) 1014, (3) 1015, (4) 3 × 1015, (5) 3 × 1016,
(6) 1 × 1017, and (7) 2 × 1017 cm–2.
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for the irradiated regions compared to the Fermi level
position for starting GaAs:Cr is less than 0.2 eV. One
would expect that the dependence α(hν), as a whole,
reproduces the DoS distribution in the band gap of the
proton-irradiated GaAs:Cr. Assuming that the cross-sec-
tion of absorption by deep levels is about 5 × 10–17 cm2

[9], we can use the value of α(hν) close to 0.6 eV to
estimate the band-gap DoS as approximately 1.6 ×
1019 cm–3 for D ≈ 2 × 1017 cm–2. By the order of magni-
tude, this value is close to the extrapolated values of the
density of E5 traps (EC – 0.90 eV) obtained from DLTS
measurements.

A high density of deep local centers, whose energy
is close to the energy corresponding to Flim for the pro-
ton-irradiated GaAs:Cr, gives rise to hopping conduc-
tion (Fig. 3). Thus, for starting crystals, the activation
portion of the type ρ(T) ≈ ρ1exp(E1/kT) at T > 200 K,
where E1 ≈ 0.67 eV, is pronounced in temperature
dependences of ρ. For low irradiation doses, E1
increases to the value close to Eg/2 (Fig. 3, curve 2),
which corresponds to a certain deepening of the Fermi
level due to introducing the radiation defects. In this
case, the 1/ρ1 ≈ 103 Ω–1 cm–1 is close to the value of
the so-called lowest metal conductivity for GaAs σm ≈
550 Ω–1 cm–1 [9, 10]. This portion of ρ(T) is condi-
tioned by the thermal excitation of charge carriers from
deep levels (Cr, radiation defects), which are positioned
close to the Fermi level, to the conduction band of the
crystal. For lower temperatures, the second activation
portion ρ(T) is found. This portion is characteristic of
hopping conduction over deep-level centers. The con-
tribution of hopping conduction to the total charge
transport increases with increasing the proton dose. In
this case, the parallel shift of low-temperature curves
ρ(T ) to the region of smaller ρ values is observed
(Fig. 3, curves 3–6). For these samples, the Fermi level
is already pinned close to its limiting value Flim ≈ EV +
0.6 eV, whereas the material itself is almost completely
compensated.

For D ≈ 2 × 1017 cm–2, the hopping conduction is
dominant in the temperature range from ≈400 to 20 K
(Fig. 4). At least two regions of the variation in ρ(T) can
be distinguished in curves ρ(T) for these samples at T <
400 K. In the temperature range of 400–150 K, the
dependence of the form ρ(T) ≈ ρ3exp(E3/kT) is
observed, where ρ3 ≈ (1–2) Ω cm and the E3 value is
about 0.1 eV. This region corresponds to the hopping
conduction of carriers over the defect band with the
width of about E3. On decreasing the temperature
below 120 K, the local activation energy of electrical
conductivity El = ∂lnρ/∂(kT)–1 decreases, which is
indicative of the transition to conduction with variable-
range hopping.

In order to investigate the mechanism of hopping
conduction in the region of the variable activation
energy El, the dependences ρ(T) ∝  exp[(T0/T)p] were
constructed. It was already noted in previous investiga-
tions that the choice of the p exponent is a complex
SEMICONDUCTORS      Vol. 35      No. 12      2001
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problem [11]. Figure 4 demonstrates curves ρ(T) with
the p value equal to 1/4 (Mott’s law for randomly dis-
tributed deep states) and 1/2 (presence of the Coulomb
gap in the DoS close to the Fermi level due to the cor-
relation effect). The dependence ρ(T) with the expo-
nent p = 1/4 is observed in the range of eight orders of
magnitude of varying the ρ value in the temperature
range 120–20 K. However, the law of varying ρ(T)
remains unknown. The reason is that the curves ρ(U)
for high-resistivity samples deviate from Ohm’s law for
the electrical field % ≈ 90 V/cm at T ≈ 20 K with
increasing external bias voltage (U) (see the inset in
Fig. 4). This value corresponds to the transition to the
region of high electric fields. It is close to the esti-
mated critical strength of the electric field %c = kT/ea ≈
102 V/cm for a ≈ 1 nm (here, a is the radius of localized
states adjacent to the Flim level [12]). In the region of
low temperatures of about 20 K, the phenomena of
electronic switching are observed with increasing
external bias (% > %c). These phenomena consist in the
appearance of negative differential resistance of the S
type in the static current–voltage characteristic for the
overirradiated samples and in the appearance of hyster-
esis phenomena on applying and decreasing the exter-
nal bias. These circumstances did not allow for carrying
out the measurements of ρ(T) for the material irradiated
at liquid-helium temperature.

One would expect that, similarly to amorphous
semiconductors, Mott’s law is most probable for the
description of the low-temperature portion of ρ(T) for
an irradiated semiconductor, in which deep-level radia-
tion defects are distributed randomly. For this reason,
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Fig. 5. Isochronous 10-min annealing of proton-irradiated
GaAs:Cr. Measurement temperature is 300 K. Integrated
fluxes D = (1) 4 ×1015, (2) 1 × 1016, and (3) 1.5 × 1017 cm–2.
we used the dependence ρ(T) ∝  exp[(T0/T)1/4] shown in
Fig. 4 to obtain the following estimate:

Here, A ≈ 21.2 is the numerical coefficient of the theory
[12], and a ≈ 1 nm was determined from the expression

where m* = mlh = 0.08m0, and the energy level of the E5
trap (EC – 0.90 eV) is taken as the energy of the Ei cen-
ter. Taking into account that the density of E5 levels can
be estimated from the relationship N(E5) ≈ 50 D cm–3,
this yields a ≈ 1.5 nm according to the expression

Thus, the radius of localization for the E5 trap, over
which the hopping conduction in the proton-irradiated
GaAs:Cr proceeds, is estimated as twofold or threefold
for the GaAs lattice constant equal to 0.565 nm. In this
case, the average hopping range in the high-tempera-
ture limit is approximately 6.5 nm and about 12 nm for
low temperatures (at about T ≈ 20 K). These investiga-
tions demonstrate that the electrical properties in a wide
temperature range, including 300 K for the proton-
overirradiated GaAs:Cr samples, are controlled by car-
rier hopping conduction over deep states of radiation
defects.

The specific features of recovery of electrical prop-
erties for the proton-irradiated GaAs:Cr at isochronous
annealing in the temperature range of 20–750°C are
investigated (Fig. 5). For lightly irradiated samples, the
first stage of recovery of ρ in the range of 150–300°C
coincides with the anneal of E- and H-traps (suppos-
edly point radiation defects) and corresponds to the
return of the Fermi level to the initial preannealing
position. For the heavily irradiated samples, due to a
high density of radiation defects, the Fermi level,
apparently, remains pinned nearby Flim when the E and
H traps are completely annealed off below 300°C. The
recovery of ρ, which is observed in the temperature
range from ≈200°C to ≈600°C, corresponds to a
decrease in the contribution of hopping conduction to
the total charge transport due to a decrease in the radi-
ation defect density. In this case, the return of the Fermi
level to the position, which is close to its initial position
for this material before irradiation, and the reverse n–p
conversion of the conduction type occur at annealing
temperatures above 600°C. This is attributed to a
decrease in the concentration of more complex radiation
defects in GaAs, so-called P-traps [P1 (EC – 0.35 eV),
P2 (EC – 0.5 eV), and P3 (EC – 0.72 eV)] [13]. These
defects keep the Fermi level close to the limiting posi-
tion Flim ≈ EV + 0.6 eV in the overirradiated material up
to the annealing temperatures of 500–600°C. The com-
plete recovery of the electrical properties of such mate-
rial is not observed even at an annealing temperature as

T0 A R/a( )3 E2/k( ) 7 107 K.×≈=

a h/2π 2m*Ei( )1/2,≈

ρ3 ρ03 1.73/NE5
1/3a( ).exp=
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high as 750°C. This fact is apparently associated with
the presence of complex, thermally stable defects of an
unknown nature in such material.

CONCLUSION

It is demonstrated that the p–n conversion of the
conduction type (which follows from the thermoelec-
tric-power measurements) and the further transforma-
tion of the semi-insulating GaAs:Cr into low-resistivity
p-type material are observed upon proton irradiation. In
this case, the main variations in ρ (about seven orders
of magnitude at about 300 K) are attributed to the
appearance of hopping conduction of charge carriers
over deep levels of radiation defects. In such low-resis-
tivity layers, the hopping conductivity with the variable
activation energy is observed below 120 K, and elec-
tronic switching is detected at about 20 K. It is demon-
strated that the reverse transformation of the material
from a low-resistivity to a high-resistivity (starting)
state for the proton-irradiated samples occurs in a wide
temperature range. This transformation occurs due to
the annealing of the E and H traps at 200–300°C, and
the P traps in the temperature range of 400–600°C.
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Abstract—Relaxation of the dynamic gratings formed by nonequilibrium charge carriers in thin single-crystal
silicon films during femtosecond laser excitation was studied. The case of the ultimate concentration of carriers
(N ≈ 1021 cm–3) is considered. Ambipolar diffusion and Auger recombination contributions to the grating decay
are estimated. The observation of a long-lived grating at pump intensity above 5 × 1011 W/cm2 is reported.
© 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The dynamics of free carriers generated in semicon-
ductors during pico- and femtosecond laser pulse
action is attracting considerable interest. This is due to
the formation of highly nonequilibrium states of the
electron and phonon subsystems. Femtosecond laser
pulses with peak intensity I ≈ 1011 W/cm2 may generate
a highly overheated electron–hole plasma with carrier
concentration N ≈ 1021 cm–3 [1–3]. These nonequilib-
rium states have the lifetime tp = 10–12–10–14 s, deter-
mined by a number of competing mechanisms [1–7].
Our study of single-crystal Si films is aimed at evaluat-
ing the role of the main relaxation mechanisms in the
electron–hole plasma decay.

EXPERIMENTAL

We applied the technique based on probe beam dif-
fraction by dynamic grating induced in a sample [4, 5, 8].

A femtosecond, passive mode-locked CPM (collid-
ing-pulse mode-locked), ring dye laser produced by
Avesta Ltd. was pumped by all spectral lines of an
LGN-512 argon laser. The output pulses propagated
through two six-pass FN-70 dye amplifiers pumped by
a copper vapor laser. The resulting pulses were band-
width-limited and had a pulse duration of 80 fs, a repe-
tition rate of 10 kHz, a pulse energy of 2–4 µJ, a peak
at 615 nm, and horizontal polarization. The amplified
beam was split in a 30/70 ratio. The smaller part was
fed to a computer-controlled optical delay line to form
a probing beam Ipr (Fig. 1). The other part, in turn, was
split into two parts of equal intensity to form the pump
beams I1 and I2. To compensate for the optical path dif-
ference produced by splitting, one of the pump beams
was delayed in its own optical delay line. Both pump
beams were focused by a lens and crossed each other in
a sample at an angle θ. As a result, the interference pat-
1063-7826/01/3512- $21.00 © 21366
tern was formed over an area of about 100-µm in size
according to the expression

(1)

where I(x, t) is the intensity of light, x is the distance
along the direction perpendicular to the bisectrix
between I1 and I2 directions, V is the modulation depth,
λ is the wavelength, and Λ = λ/2sin(θ/2) is the grating
period.

The intensity of the probe-beam diffraction by the
grating was measured with a photomultiplier (R4220,
Hamamatsu) in the photon counting mode and was pro-
cessed by computer.

Pure silicon (ρ = 10 Ω cm) was used as the sample.
Since the absorption of silicon at the laser wavelength is
high (α = 4 × 103 cm–1 at λ = 615 nm), the thickness of
the samples was chosen so that their optical density D
was rendered close to unity. In our case, the 10-µm-thick
sample has the optical density D ≈ 1.1.

The diffraction grating is initiated by the light-
induced change in the refractive index (∆n) in the inter-
ference antinodes. According to the classical Drude
model [5], in Si, ∆n = 9 × 10–22N for λ = 1.06 µm, where
N is the nonequilibrium free carrier density. In accor-
dance with this, the phase modulation depth in the sam-
ples under study should depend on their thickness and
their excitation level. For sinusoidal phase grating and
in the case of sufficiently thin samples (thickness is less
than the skin depth), the first-order diffraction effi-
ciency Feff can be estimated using the well-known for-
mula [4]

(2)

where J1(g) is the Bessel function of the first kind, g =
πN∆nehd/λ is the Bessel function argument, ∆neh is the
change produced in the refractive index by an electron–
hole pair, and d is the sample thickness.

I x t,( ) I0 t( ) 1 V 2πx/Λ( )cos+[ ] ,=

Feff J1 g( ),∝
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The typically attainable density of nonequilibrium
carriers in silicon for nano- and picosecond photoexci-
tation amounts to N = 1018–1019 cm–3 [4–6]. Using these
values and formula (2), we estimated Feff at ≈ 5 × 10–3–
5 × 10–5 for 10-µm-thick Si films. At such Feff values,
diffraction is confidently observed in experiments.

The structures under discussion decay via a number
of competing mechanisms, the main ones being the
ambipolar diffusion and Auger recombination. To
investigate the relaxation kinetics, we varied the inter-
ference pattern period Λ by changing the angle θ
between the beams I1 and I2 (Fig. 1). In doing so, we
varied the ambipolar diffusion contribution and were
thus able to assess its effect on the relaxation process.
In the course of the experiment, the sample was kept at
room temperature, and the absence of irreversible
changes was assured.

RESULTS AND DISCUSSION

Normalized dependences of the diffraction effi-
ciency on the delay time between the pump and probe
pulses for three different periods of the interference
pattern are plotted in Fig. 2. The angles between the two
beams θ, grating periods Λ, and the grating lifetime
constants tp are listed in the table.

At small grating periods Λ, the results obtained are
adequately explained in terms of the diffusion model.
Under the assumption of electrical neutrality (Ne ≈ Nh ≈
N), we have

(3)

where Ddiff is the ambipolar diffusion coefficient.
According to this model, the grating lifetime is defined
by the expression

(4)

Using formula (4), we determined the free-carrier
diffusion coefficients for Λ = 0.64 µm. The resulting
value Ddiff ≈ 14 cm2/s is in good agreement with similar
data obtained in other studies (Ddiff ≈ 10 cm2/s [4, 5]).

As the grating period increases, its decay rate
decreases, but not as fast as predicted by Eq. (3). Hence,
it follows that, in the cases illustrated by curves 2 and 3
in Fig. 2, the grating decay is caused not only by the dif-
fusion but also by the free carrier recombination. Let us
evaluate the influence of Auger recombination on the
rate of decay for large values of N. Taking into account
both the diffusion and Auger recombination and assum-
ing that there is electrical neutrality, we describe the
relaxation of the electron–hole plasma grating by the
following equation [5]:

(5)

Here, γ is the Auger coefficient.

d/dtN Ddiffd
2/dx2N ,=

Λ 2π Ddifftp.=

d/dtN Ddiffd
2/dx2N γN3.–=
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For large periods Λ, the dependence N(t) can be
approximated by a simple asymptotic expression

(6)

Using formulas (2) and (6), with only the Auger
recombination considered, we can estimate the grating-
lifetime constant tp at large grating periods Λ as

(7)

For N(t = 0) = 1020 cm–3 and γ ≈ 4 × 10–31 cm6/s [7],
we obtain tp ≈ 100 ps, which correlates well with the

N t( ) N t 0=( )

1 2tγ N t 0=( )( )2
+

--------------------------------------------------.≈

tp 2γ N t 0=( )( )2( ) 1–
.=

Ipr I2

Idiff

I1

Λ
Θ

Fig. 1. Schematic representation of the dynamic grating for-
mation.
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1

Fig. 2. Diffraction efficiency of the dynamic grating vs. the
probe-beam delay for three periods of interference pattern.

Table

Period no. θ, deg Λ, µm tp, 10–12 s

1 57 0.64 14

2 14 2.63 71

3 7 5.26 172
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diffraction-signal behavior observed in experiment
(Fig. 2, curve 3).

One more special feature of the decay was detected
when the pump power exceeded 1011 W/cm2. In this
case, we observed an approximately 12 ps delay in the
decay of grating with a small period (Λ ≈ 0.64 µm). The
corresponding plateau can be seen in Fig. 3. We believe
that the delay is caused by the metallization of the semi-
conductor surface due to the high-density electron–hole
plasma (N > 1021 cm–3); this case was analyzed in detail
by Kopaev [9].

In conclusion, studying diffraction by the dynamic
structures induced by light in thin semiconductor films
allows for the investigation of highly nonequilibrium
electron–hole plasma. We hope that subsequent experi-
ments will clarify the relaxation mechanisms consid-

0.8

0.4

0
0 10 20 30

Delay, ps

Feff, arb. units

Fig. 3. Diffraction efficiency of the dynamic grating with
small period vs. the probe-beam delay at I ≈ 5 × 1011 W/cm2.
ered above, including the formation and properties of
the metallized state of a semiconductor.
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Abstract—Photoluminescence from In1 – xGaxAs (0 ≤ x ≤ 0.16) solid solution epilayers LPE-grown on
(111)InAs substrates and electroluminescence from p–n junctions on their bases have been studied in the tem-
perature range 77–450 K. Despite the negative lattice mismatch between epilayer and substrate, radiative
recombination in epilayers occurs via direct optical transitions ensuring a high internal quantum efficiency of
luminescence (6% at 295 K). © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In1 – xGaxAs solid solutions of composition 0 ≤ x ≤
0.2 can be used to fabricate optoelectronic devices
emitting in the 2.5–3.8 µm spectral range. The struc-
tural and luminescent properties of InGaAs solid solu-
tions, with near-InAs compositions and LPE-grown on
InAs substrates, were studied in [1–7]. InGaAs/InAs het-
erostructures with a negative lattice mismatch between
the epitaxial layer and the substrate (  > ) are
characterized by instabilities at the heterointerface,
which lead to “island-type” layer growth and cluster
formation [8]. This may result in violation of the wave
vector conservation law and, correspondingly, in radi-
ative recombination via indirect optical transitions
[9]. Since the design of efficient light-emitting diodes
(LEDs) and lasers requires semiconductor materials
with direct optical transitions that can ensure high
quantum efficiency of luminescence, the question as
to whether the wave vector is conserved in the
InAs/InGaAs system is rather important.

The goal of this study was to reveal the contribu-
tion of direct optical transitions to radiative recombi-
nation at 77–450 K in epilayers of In1 – xGaxAs solid
solutions (0 ≤ x ≤ 0.16) and p–n-structures on their
basis, which were LPE-grown on (111)InAs substrates.

2. OBJECTS OF THE STUDY
AND EXPERIMENTAL PROCEDURE

InGaAs/InAs heterostructures, LPE-grown on
(111)p-InAs substrates, were studied. To fabricate p–n
junctions, the melt was doped with Mn in the concen-
tration range 10–3–10–4. Doping with manganese,
which has a lower diffusion rate and vapor pressure as
compared with conventional acceptors in III–V com-

asub aepi
1063-7826/01/3512- $21.00 © 21369
pounds such as Zn and Cd, allowed fine control over the
doping level and the position of the p–n junction in
the structure. The activation energy of the Mn level
in In1 – xGaxAs solid solution (0 ≤ x ≤ 0.2) is about
20 meV and increases with a further rise in x [3]. Epil-
ayers of the n-type were nominally undoped and had car-
rier densities in the range n ≈ 1–2 × 1017 cm–3; the hole
density in p-layers was 1016–1017 cm–3. The thickness of
the InGaAs layer was 5–10 µm. The band gap gradient
across the epilayer thickness was negligible [1].

Photoluminescence (PL) spectra were recorded at
T = 77 K in the reflection configuration (with radiation
excited and detected at the surface of a solid solution
layer). An LPI-14 semiconductor laser (λ = 0.8 µm,
Ppulse ≈ 50 W) was used for excitation. For electrolumi-
nescence (EL) studies, ~100-µm-thick LED chips were
mounted, p-substrate down, onto TO-18 packages, and
voltage was applied to the LEDs through a U-shaped
gold contact on the chip surface near the cathode (see
Fig. 1 in [4]), which ensured the absence of current
lines near the inactive p-InAs surface.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 presents PL spectra of n-type In0.95Ga0.05As
and In0.84Ga0.16As epilayers at 77 K. The peak position
and the short-wavelength wings of the spectra are well
described in terms of the model of direct interband tran-
sitions, spherical constant-energy surfaces, and ther-
malized minority carriers (dashed line) [5]:

(1)

I E( ) Eg 1
me

mh

------+ 
  E+

2

E
me

mh

------ E
kT
------– 

 exp≈

× E ζ–
kT

------------ 
 exp 1+ 

 
1–

,
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where E is the electron energy reckoned from the con-
duction band bottom, me = 0.03m0 and mh = 0.4m0 are
the electron and heavy hole masses, and ζ = 30 meV is
the Fermi level for electrons at n = (1–2) × 1017 cm–3.
The Eg value obtained from spectrum processing corre-
lates well with the interpolation Eg(x) = 0.42 + 0.63x +
0.45x2 [6].

Figure 2 shows EL spectra of LEDs based on p–n
junctions in In1 – 0.95Ga0.05As in the temperature range
77–450 K. Owing to the high electron mobility, radia-
tive recombination takes place in the p-region of the
p−n junction, so the spectra were processed in terms of
the model of direct electronic transitions from the con-
duction band to the manganese acceptor level. The
short-wavelength wings of the spectral lines are
described by the dependence I ∝  exp(–hν/kT), which is
typical of direct transitions. The spectral half-width
increases with temperature from 20 meV at 77 K to

460

420

380

340

300
100 200 300 400

Temperature, K

Energy, meV

1
2

Fig. 3. Temperature dependences of (1) EL spectral peak energy
hνmax and (2) hνmax – kT/2 for an InAs/In1 – 0.95Ga0.05As
LED.
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Fig. 1. PL spectra of (1) n-In1 – 0.95Ga0.05As and
(2) In0.84Ga0.16As epilayers. T = 77 K.
40 meV at 450 K. For optical transitions with wave vec-
tor conservation from the conduction band to an accep-
tor level, the transition energy must be lower than the
EL peak energy (hνmax) by kT/2, and its temperature
dependence must follow that of the band gap [by virtue
of (1)]. Temperature dependences of hνmax and hνmax –
kT/2 are presented in Fig. 3. Indeed, the slope of the
dependence, d(hνmax – kT/2)/dT = 3.8 × 10–4 eV/K, vir-
tually coincides with the temperature variation of the
band gap in InAs, the closest analogue of the solid
solution: (dEg/dT = 3.8 × 10–4 eV/K [7]). The EL inten-
sity falls by a factor of 70 with temperature increasing
from 77 to 300 K, which is comparable with the
decrease in the intensity of luminescence from the
binary InAs compound [9].

Figure 4 shows peak energies of the EL spectra of
In1 – xGaxAs layers for the compositions x = 0.054, 0.06,
0.12, and 0.16 (77, 295 K). With temperature increasing

1.0

0.5

0
300 350 400 450 500

Energy, meV

Intensity, arb. units

21 3 4 5

Fig. 2. EL spectra of InAs/In1 – 0.95Ga0.05As LED. Temper-
ature: (1) 450, (2) 370, (3) 295, (4) 160, and (5) 77 K.
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Fig. 4. PL spectral peak energy of n-In1 – xGaxAs epilayers
with x: (1) 0.054, (2) 0.06, (3) 0.12, and (4) 0.16, (5) Eg,
(6) hν – kT/2 (x = 0.12).
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from 77 to 295 K, the EL peaks are shifted by the same
amount, and the slope of the hν – kT/2 dependence
(Fig. 4, straight line 6) coincides with that of the tem-
perature dependence of the InAs band gap (Fig. 4,
straight line 5).

Figure 5 shows the emission–current characteristic
and the emission spectrum of a p-InAs/In0.95Ga0.05As
LED (λmax = 3.3 µm) at room temperature. The power
obtained in the linear portion of the light–current curve
(up to ~1 A) corresponds to external and internal quan-
tum efficiencies of 0.08 and ~6%, respectively.

4. CONCLUSION

The coincidence between the calculated and experi-
mental PL spectra of n-type InGa0.05As and InGa0.16As

1.5
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0 1 2 3 4 5 6 7 8
Current, A

Power, mW

3.0 3.5 4.0
Wavelength, µm

Fig. 5. Light–current characteristic and (insert) emission
spectrum of InAs/In0.95Ga0.05As LED. T = 295 K. Pulse
width 5 µs, frequency 500 Hz.
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epilayers (77 K), the equal slopes of the temperature
dependences of the transition energy and band gap in
In0.95Ga0.05As LEDs (77–450 K) and in In1 – xGaxAs
LEDs (x = 0.054, 0.06, 0.12, 0.16) (77, 295 K), and the
high internal quantum efficiency of luminescence
indicate that the mechanism of radiative transitions in
In1 – xGaxAs solid solutions obeys the wave vector con-
servation law and remains unchanged in the composi-
tion range 0 ≤ x ≤ 0.16 at 77–450 K.
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ELECTRONIC AND OPTICAL PROPERTIES
OF SEMICONDUCTORS

                  
Effect of Structural Imperfection on the Spectrum
of Deep Levels in 6H-SiC
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M. P. Shcheglov, and M. V. Pavlenko
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Abstract—Spectra of deep centers in a lightly doped 6H-SiC substrate having regions with different degrees
of structural perfection were investigated. It is found that the concentrations of the majority of deep centers are
independent of the dislocation density in a given region of the sample. The obtained results and published data
lead to the conclusion that the concentration of silicon vacancies is independent of the degree of the structural
perfection of 6H-SiC. © 2001 MAIK “Nauka/Interperiodica”.
One of the main factors hindering the large-scale
manufacture of semiconductor devices on SiC sub-
strates grown by the modified Lely method is the insuf-
ficiently high quality of this material. The advances of
recent years substantially reduced the density of the
most undesirable structural defects with respect to
device applications, that is, micropipes [1, 2]. Presum-
ably, it will be possible in the near future to lower the
content of micropipes to such an extent that their effect
on the characteristics of SiC devices will become neg-
ligible. Investigations now aimed at lowering the dislo-
cation density are in the forefront. It was shown in [3]
that, at a dislocation density *103 over the working
area of a device, the breakdown voltage decreases and
reverse currents increase. At the same time, the problem
of the influence exerted by dislocations on the type and
concentration of deep centers in SiC remains poorly
studied even though deep centers can strongly affect the
lifetime of minority carriers and their diffusion length,
transistor gain, etc.

The aim of this study was to analyze the spectrum of
deep centers in relation to the degree of structural per-
fection of 6H-SiC substrates.

Lightly doped substrates grown by the modified
Lely method were selected for measurements. The
structural perfection of the substrates was assessed by
X-ray topography and X-ray diffraction analysis. Topo-
graphs obtained by the back reflection method were
used to distinguish regions with strongly different
degrees of structural perfection in the substrates [4].

Figure 1 shows a topograph of such a sample [( )
reflection, CuKα radiation)]. The topograph reveals a non-
uniform distribution of structural defects over the sample
area and demonstrates regions with uniform distribution
of basal dislocations with a density of <105 cm–2 and
highly imperfect regions characterized by pronounced
misorientations, the formation of dislocation bound-
aries, and the presence of a great number of pores.

101.15
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Schottky diodes were formed by magnetron sputter-
ing of Ni on the wafer surface (∅  ≈ 600 µm) (Fig. 2).
X-ray diffraction patterns characterizing the local dis-
ordering of the sample structure were recorded at the
sites of Schottky diodes. The measurements were made
with Schottky diodes formed in areas with highly dif-
ferent degrees of structural perfection. The half-widths
of rocking curves (ω) were measured in a double-crys-
tal arrangement for the (00012) reflection in CuKα radi-
ation. The scatter of the half-widths ranged from 11″ to
70″, which is in good agreement with the topographic
data (Fig. 1).

Fig. 1. X-ray topograph of 6H-SiC sample. ( )
reflection, CuKα radiation.

101.15
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Table 1.  Parameters of observed deep levels

Type of center Reference Energy position
Ec – E, eV

Electron capture
cross section σ, cm2

Concentration,
1015 cm–3

[8] 0.28 >2.4 × 10–15

[8] 0.2 >5.5 × 10–15

X1 [*] 0.305 10–12 0.1–2

X2 [*] 0.206 4 × 10–14 0.1–1.6

E1 [5] 0.403 2 × 10–13 1.7–3

E2 [5] 0.455 2 × 10–13 1.3–2.5

Z1/Z2 [5] 0.65 4 × 10–15 0.7

R [7] 1.2 2 × 10–15 3

* This study.

E1
0/+

E2
0/+
The DLTS measurements were performed using the
so-called current DLTS (i-DLTS), since the series resis-
tance of the sample was too high below room tempera-
ture. The DLTS spectrum revealed five kinds of deep
centers, three of which are well known from the litera-
ture: E1/E2 [5] (or S center [6, 7]), Z1/Z2 (Ec – 0.65 eV)
[5], and R [Ec – (1.1–1.2) eV] [6, 7], the other two cen-
ters, X1 and X2, are new. It is noteworthy that the param-

eters of these two centers are close to those of the 

and  centers observed in [8]. According to the
model proposed in [8], these levels correspond to the
donor states of two negative-U centers, whose acceptor
states are the known centers E1/E2. The authors of [8]

also mentioned that the signal from the  and 
centers only appeared at the filling pulse duration of t &
300 ns and also upon illumination of the sample with
470 nm light before the filling pulse. Without additional
pulsed illumination and at t * 100 µs, the DLTS signal

from the  and  centers disappeared, with a
peak corresponding to the E0 center (Ec – 0.2 eV, σ ≈
1.2 × 10–18 cm2) appearing instead. No illumination was
used in our experiments, and the filling pulse duration
was t ≈ 1 ms. Thus, there is no way of maintaining that
the X1 and X2 centers observed in this study and the

 and  centers described in [8] are identical.

The parameters of all the observed centers and the
scatter of their concentrations over the sample area are
presented in Table 1.

The concentrations of E1/E2, X1, and X2 centers and
also the densities Nd – Na in Schottky diodes with dif-
ferent degrees of crystal lattice imperfection (ω) are
presented in Table 2. As follows from the obtained data,
there is virtually no dependence of the concentration of
the E1/E2, R, and Z1/Z2 centers and Nd – Na on the degree
of structural perfection, whereas for the concentration
of the X1 and X2 centers we have a nonmonotonic

E1
0/+

E2
0/+

E2
0/+ E2

0/+

E2
0/+ E1

0/+

E1
0/+ E2

0/+
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dependence on ω, with these concentrations varying
dramatically with ω (see Table 2). It should be noted
that these variations, having the form of abrupt
changes, occurred in antiphase; i.e., we observed a
maximum in the concentration of the X1 center and a
minimum in that of the X2 center at ω ≈ 20″–22″, and,
contrariwise, a minimum in [X1] and maximum in [X2]
at 17″ and 53″.

Apparently, the varied degree of crystal structure
imperfection may affect the concentrations of silicon

4

8

6

2

7

3

1

9

5

1 mm

Fig. 2. Map of the arrangement of Schottky diodes pro-
jected onto an X-ray topographic image. Circles show loca-
tions of Schottky diodes on the wafer. The numbers of
Schottky diodes in the map correspond to those in Table 2.
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Table 2.  Concentrations of X1, X2, E1/E2 centers and Nd – Na values in relation to ω

Schottky diode 
no. (see Fig. 2) ω

Nd – Na ,
1015 cm–3

 Deep center concentration, 1015 cm–3

7 11″ 7.45 – 2 2.1 1.7

2 17″ 6.6 ≈0.2 1.3 1.8 1.3

8 17″ 8.23 ≈0.5 1.85 2.6 1.9

4 20″ 11.6 1.2 ≈0.1 2.1 2.2

6 22″ 8.83 1.6 0.8 2.7 2

9 28″ 6.6 – 1.4 1.7 1.3

3 53″ 8.3 ≈0.1 1.5 3 2.5

NX1
NX2

NE1
NE2
and carbon vacancies, VSi and VC. It is known from ESR
data that the structure of the Z1/Z2 and R centers is a
VSi + VC divacancy [9–11], and that of the E1/E2 center,
a complex of silicon vacancies [12]. Since the concen-
tration of carbon vacancies is several times that of sili-
con vacancies [13], the key factor in the formation of all
three centers is the concentration of VSi. The fact that
the concentration of the given centers was virtually the
same at all points of the sample indicates that the VSi
concentration depends only slightly on structural
defects.

Accounting for the observed variations of the con-
centrations of the X1 and X2 centers with increasing
half-width ω is presently difficult because of the lack of
any data on the possible structure of these centers.

Thus, two new types of centers have been observed
in 6H-SiC, X1 (Ec – 0.3 eV) and X2 (Ec – 0.2 eV), and
their concentrations heavily depend on the structural
perfection of a crystal. For other deep centers—R,
Z1/Z2, and E1/E2—that are more characteristic of
6H-SiC, there is virtually no dependence of this kind.
Taking into account the published data on the structure
of these centers, we may assume that changes in the dis-
location density in 6H-SiC have no effect on the con-
centration of silicon vacancies in this material.

It is of practical importance that the concentration of
deep centers that are most typical of 6H-SiC is indepen-
dent of the structural quality of the material, since this
enables a better substantiated comparison of results
obtained in studying deep centers in different samples
(or in regions with different degrees of structural per-
fection within the same sample).
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Abstract—The results obtained in measuring the Schottky barrier height  for a chromium contact with 8H-,
6H-, 15R-, 27R- and 4H-SiC silicon carbide polytypes with n-type conduction are analyzed in terms of a simple

model. It is shown that the  value is proportional to the concentration of silicon vacancies in the polytypes.

The results of  measurements for palladium and platinum contacts to silicon carbide polytypes are dis-
cussed. © 2001 MAIK “Nauka/Interperiodica”.
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1. The question of how the Schottky barrier height

 can be calculated for a metal–semiconductor con-
tact still remains a topical problem in the theory of
semiconductors despite many years of investigations in
this field [1]. Of indubitable interest in this connection
are the surface-barrier structures based on silicon car-
bide (see, e.g., [2]). SiC crystals are primarily of inter-
est in that they form a great number of polytypes differ-
ing from one another only in the ratio of the number of
hexagonal and cubic sites, which can be characterized
by the degree of hexagonality D [3]. The Φb values for
various SiC polytypes in contact with one and the same
metal are different, which was convincingly demon-
strated in [4] for the example of the Cr–SiC system.

Basically, the purely cubic SiC modification (3C)
differs from the purely hexagonal modification (2H)
only in the arrangement of third neighbors. Since most
of the properties of a solid are determined by the inter-
action with nearest (at most, second-nearest) neighbors,
the polytypism of silicon carbide must affect its proper-
ties only in the crystallographic sense, i.e., it must
determine the number of irreducible tensor elements
characterizing a given physical quantity. It was, how-
ever, demonstrated in [4] that the Schottky barrier
height Φb at the Cr–SiC interface is directly propor-
tional to the degree of hexagonality D. Since crystallog-
raphy bears no relation to this issue, the dependence of
Φb on D can only be accounted for using the long
known fact that the concentration of carbon (VC) and
silicon (VSi) vacancies in silicon carbide exerts a strong,
if not decisive, influence on its polytypism [3–6].

To account for the pattern discovered in [4], this study
relies upon the model originally suggested in [7, 8] and
modified in [9].

Φb
n
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2. In terms of the model [7–9], a semiconductor in
contact with a metal is characterized by a surface defect
state |d〉  whose energy Ed lies within the band gap. The
interaction of the level |d〉  with the metal can be
described by the Hamiltonian

(1)

Here εk is the energy of electrons in the metal, V is the
matrix element of hybridization of a metallic |k〉  and a

defect |d〉  states,  is the operator of electron creation
in the state |k〉 , and d+ is the operator of electron cre-
ation in the state |d〉 . On the assumption that the level of
the localized defect state |d〉  is overlapped with the wide
conduction band of the metal, its occupation number nd

can be readily found to be

(2)

where Γ is the half-width of the defect quasi-level, and
EF is the Fermi level. The electron tunneling between
the metal and defects at the contact gives rise to a poten-
tial barrier

(3)

where 2λ is the thickness of the dipole layer at the con-
tact, Nd is the surface concentration of defect states, and
qd is the charge localized in the |d〉  state, i.e., qd = –nd if
the state |d〉  was unoccupied before the contact forma-
tion and qd = 1 – nd if it was occupied (in the first case,
electrons pass from the metal to the empty defect level,
and, in the second, they go from the defect into the
metal).

H εkck
+ck Eidi

+di V ck
+d h.c.+( ).

k

∑+ +
k

∑=

ck
+

nd π 1– Ed EF–( )/Γ[ ] ,tan
1–

=

∆φ 4πe2λ Ndqq,–=
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The Fermi level position with respect to the valence
band top is given by

(4)

where χ is the electron affinity, Eg is the band gap, and
φm is the metal work function. The Schottky barrier
height is EF for p-type semiconductors and (Eg – EF) for
the n-type.

3. The results obtained in [4] will be analyzed using
the following approach. We assume that the Fermi level
EF is pinned at the defect level Ed. Then, it follows from
(2) that nd = 0.5 and the state |d〉  is originally (before the
contact with metal) unoccupied. The presence of such a
level, related to a silicon vacancy, has been confirmed
by calculation [10]. Thus, qd = –0.5 in expression (3).

Now we take from [4] an experimental  value equal
in terms of the employed model to

(5)

(the superscript indicates the conduction type of SiC).
Then we subtract (φm – χ) from this experimental value.
The electron affinities for SiC polytypes are unfortu-
nately unavailable. Different authors use different χ
values lying within the range from 4 to 4.4 eV (see, e.g.,
[11, 12]). In what follows, we assume for all polytypes
that χ = 4.4 eV (here we introduce a certain arbitrari-
ness due to the lack of appropriate experimental data).
The work function of chromium φm = 4.58 eV [13] (we
use values for polycrystals). Using the above values, we
find Nd (see table). The calculated results seem to be
quite reasonable. First, the Fermi level is found to lie
higher than the midgap, as assumed in [4]. Second, the

/Nd ratio remains approximately the same for all of
the polytypes considered. Thus, we are forced to admit
that, for the problem in question, the model d defects

EF χ Eg φm– ∆φ,–+=

Φb
n

Φb
n φm χ– ∆φ+=

NSi
s

Input data and results of calculation

SiC polytype 8H 6H 15R 27R 4H

, eV 0.85 1.15 1.15 1.25 1.50

, 1013 cm–2 4.48 5.43 6.30 7.11 8.11

Nd, 1013 cm–2 2.46 3.58 3.57 3.94 4.86

/Nd 1.82 1.52 1.76 1.80 1.67

/Nd, eV cm2 0.35 0.32 0.32 0.32 0.31

EF/Eg 0.70 0.62 0.62 0.57 0.54

Note: Eg values for all polytypes except 27R were taken from [4],

and for the 27R polytype, from [14];  was taken from [4];

the surface concentrations of silicon vacancies, , were

calculated using data reported in [6] for the bulk material.
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correspond to Si vacancies in silicon carbide (the fact

that /Nd < 1 is not surprising, since, as noted in [4],
the presence of a thin SiO2 layer at the contact interface
lowers the density of surface states). Hence, it follows
that silicon vacancies are primarily responsible for the
different heights of Schottky barriers in different SiC
polytypes. Moreover, it follows from the calculation

that  ∝  Nd and, consequently,  ∝  . Unfortu-
nately, it is impossible to relate, within our approach,
the Schottky barrier height to the degree of hexagonal-
ity D and thereby substantiate theoretically the linear

dependence of  on D observed in [4]. It should, how-

ever, be mentioned that D is proportional to  [3, 6].

In order to verify the results obtained above, let us
analyze the data of [15] where palladium and platinum
contacts to 4H-, 6H-, and 15R-SiC were studied. Since
the work functions of Pd and Pt are, respectively, 4.80
and 5.32 eV, then, taking Nd values from the table, we
obtain the following results. For palladium contacts to

6H-, 15R-, and 4H-SiC, we have  = 1.37, 1.37, and
1.72 eV, respectively. Current–voltage measurements
give, respectively, 1.27, 1.22, and 1.56 eV; virtually the
same values are yielded by ballistic electron-emission
spectroscopy [15]. For platinum contacts to 6H- and

4H-SiC, calculation gives  = 1.89 and 2.24 eV,
whereas current–voltage measurements yield 1.26 and
1.48 eV, and ballistics, 1.34 and 1.58 eV [15]. The
agreement for palladium should be considered satisfac-
tory, whereas, in the case of platinum, our results
exceed the experimental values by a factor of 1.5.
Among the possible reasons for the discrepancy may be
both the different (for platinum and chromium) concen-
trations of defect states, Nd, and, possibly, the lowered
(by some impurities) effective work function of plati-
num.

Thus, we could relate, using a simple model, the

Schottky barrier height  at the interface between a
metal and a silicon carbide polytype to the concentra-
tion of silicon vacancies and, as a result, obtain a satis-

factory calculated  value for the Pd–SiC contact.

To conclude, we note that an alternative approach to
the problem of contact between silicon polytypes and
various metals, based on the adsorption concept, was
formulated in [16, 17], where the barrier height was
related to electronegativity. The obtained relationship
seems to be rather interesting, since already in [3] the
direct proportionality of the effective charge of silicon
atoms to the degree of hexagonality D was established
empirically. On the other hand, it follows from calcula-
tions made in [18] for a defect-free crystal that the ion-
icities of different SiC polytypes differ by less than
0.1%. Consequently, the electronegativity, effective
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charge, and ionicity are presumably related to the poly-
type imperfection. We are going to study this issue fur-
ther using the approach developed in [1, 16, 17, 19].
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Abstract—We suggest a scenario for the formation of quantum dots during Ostwald ripening of three-dimen-
sional islands grown heteroepitaxially in the Stranski–Krastanow mode. We demonstrate that the size-distribu-
tion function narrows down and the variance decreases noticeably if the growth proceeds through dislocation
diffusion followed by the detachment of dislocations from island bases. Plausible reasons for termination of the
Ostwald ripening of the islands are discussed. © 2001 MAIK “Nauka/Interperiodica”.
Quantum dots (QDs) are heterostructures in which
charge carriers are spatially confined in all three dimen-
sions. As a result, the energy separation between elec-
tron levels far exceeds the thermal energy [1–3]. This
very important property and the real possibility of tun-
ing the energy spectrum by changing the geometric size
and shape of QDs are crucial factors in their device
application. QD-based light-emitting diodes and lasers
are expected to be developed in the near future. How-
ever, QDs are difficult to prepare, and this hinders their
widespread use.

One of the most common methods of QD prepara-
tion is heteroepitaxial growth in the Stranski–Krast-
anow mode: initially, the growth proceeds in the layer-
by-layer [two-dimensional (2D)] mode, and then 3D
islands form on the substrate covered with a wetting
layer of the deposited material [4–6]. The change in the
growth characteristics is explained by the fact that, as
the layer thickness increases, the elastic-strain energy
in lattice-mismatched systems tends to decrease via the
formation of nanostructures in the form of isolated
islands (the Ostwald ripening). On the other hand, as
the wetting layer attains the critical thickness, plastic
deformation can occur via the introduction of matrix
dislocations, which also lowers the strain energy.
Within thermodynamic approximation, the above-men-
tioned ways for strain relaxation in the wetting layers
are often considered to be mutually exclusive, since
completely formed QDs are strained, dislocation-free,
coherent islands. Actual QDs apparently form as a
result of a complex self-organization process, involving
both equilibrium and nonequilibrium kinetic processes
and their combination [2].

As the islands grow, the strain energy increases
owing to the lattice mismatch between the islands and
the wetting layer. Therefore, further strain relaxation
may proceed by elastic interaction between strain fields
of the islands and the matrix dislocations: the disloca-
tions are captured and pinned near island bases. Thus,
under conditions of surface diffusion, the rather slow
1063-7826/01/3512- $21.00 © 21378
process of the Ostwald ripening gives way to the faster
process of the island growth controlled by dislocation
diffusion. The growth rate of the islands growing via
dislocation diffusion exceeds that of as yet unrelaxed
islands, which grow via surface diffusion. Because of
the difference in the growth rate, many of the growing
islands begin to dissolve, since the critical radius rk
increases to the value corresponding to the greater,
relaxed islands. As a result, the spread of particle radii
about a mean value (i.e., the variance) decreases, and,
consequently, the island-size distribution narrows
down, which has been observed experimentally [7–9].

The heteroepitaxial nanostructures are nonequilib-
rium systems; therefore, they are described in the
kinetic approximation. It is repeatedly emphasized
[10–13] that the Ostwald ripening theory most ade-
quately describes late stages of the island growth. In the
context of this theory [14, 15], we shall determine the
function of the island-size distribution. To simplify cal-
culations, we presume that the islands are disk-shaped
with constant height h and various radii r. Under
steady-state conditions, the islands grow (or dissolve)
owing to the diffusion flux of the material along the dis-
location grooves, which form when the dislocations
crop out at the surface of the wetting layer. We shall
presume that the number of dislocation lines which ter-
minate at the island base, Z, is the same for all islands
and is constant in time. Such a mechanism of growth
(dissolution) is possible if the matter flux due to dislo-
cation diffusion, j, is much greater than the flux due to
surface diffusion; i.e., if the following inequality holds:

(1)

Here,  is the coefficient of diffusion along the dis-
location grooves, Ds is the coefficient of surface diffu-
sion, (dC/dR)R = r is the gradient of concentration of the
deposited material at the island boundary, Z is the num-
ber of dislocations fixed at the island base, and d is the
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diameter of the dislocation groove (d = 2  and
b2 ≤ q ≤ 60b2, where q is the cross-section area of the
dislocation groove, and b is the Burgers vector). Ine-
quality (1) imposes a restriction on the size of the
islands growing by the mechanism under consideration.
From inequality (1), it follows that

(2)

The growth rate of an isolated island can be deter-
mined from the condition

(3)

where the flux of the material j is given by the left-hand
side of inequality (1), and vm is the volume of an ada-
tom. Following Vengrenovich [16], we obtain

(4)

where A = , rc is the critical radius, k

is the Boltzmann constant, T is the temperature, σ is the
specific surface energy, C∞ is the equilibrium concen-
tration at the island boundary, and l is the so-called
screening distance [C(R) = 〈C〉|R = lr, where l = 2 or 3].
The adatom concentration at the distance R from the

center of the island C(R) = ln  + C', where

〈C〉  is the average concentration of atoms on the sub-
strate, and C' is the concentration on the island surface.

Equation (4) allows us to determine the maximum
radius of the islands growing via the dislocation-related
mechanism, rg. According to Vengrenovitch [17], the
following condition should be met:

(5)

From Eq. (5), we obtain

(6)

Henceforth,  ≡ .

Integrating Eq. (4) for r = rg, we determine, taking
formula (6) into account, the time dependences of rg

and rc:
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The function of the island-size distribution is writ-
ten as [17]

(9)

where g(u) is the distribution of the islands by relative

sizes u = . The quantity ϕ(rg), appearing in (9), can

be determined from the law of conservation of the
island-condensate mass M

(10)

where κ = πhρ, and ρ is the density of the island mate-
rial. Substituting (9) into (10), we obtain

(11)

where Q = .

To determine g(u), we use the continuity equation

(12)

Inserting values of f(r, t) and  into Eq. (12) and going
from differentiation with respect to r and t to differen-
tiation with respect to u, we can perform the separation
of variables appearing in Eq. (12). Then, Eq. (12) takes
the form

(13)

Here, we take into account that  = ϑg ,  = ,

 = – , ϑ  =  = u – 1, and ϑg = ϑ|u = 1 = .

Integrating Eq. (13), we obtain

(14)

In Fig. 1, we compare the size distributions calcu-
lated for various mechanisms of growth during Ostwald

ripening. Curve 1 [g1(u) = u(1 – u)–4exp ] cor-

responds to the island growth controlled by kinetic
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processes at the boundary [16]. Curve 2 [g2(u) = u2(1 –

u)–28/9(u + 2)–17/9exp ] was calculated on the

assumption of surface diffusion [16]. Curve 3 corre-
sponds to the distribution (14). The values of the vari-
ance D = 〈u2〉  – 〈u〉2 are D1 = 0.0254, D2 = 0.0199, and
D3 = 0.0127, respectively. Thus, distribution (14)
(curve 3) is the narrowest and has the smallest value for
the variance. Curves 1 and 2 correspond to the distribu-
tions modified for the surface, which were obtained
previously by Wagner [15] and Lifshits and Slezov
[14], respectively.

The ripening of the islands under the conditions of
dislocation-related diffusion, as well as surface diffu-
sion, is, apparently, a fast process resulting in the for-
mation of faceted QDs at the final stage. Therefore, at
the considered stage of Ostwald ripening, the system
still has high strain energy. During the ripening, this
energy decreases further owing to changes in the lattice
constant of the island material, and this results in the
decrease in the lattice mismatch between the island and
the wetting layer [13]. The island lattice adjusts to the
lattice of the wetting layer. In turn, the decrease in the
strain energy leads to the weakening of the bond
between the dislocations and the island. The disloca-
tions start to break away from their pinning sites. Since
the adjustment of the island lattice proceeds slowly, the
strain relaxation at this stage is also a slow process.
This means that the dislocations detach sequentially
rather than simultaneously. Now, we cannot consider

2/3
1 u–
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 

1.0

0.8

0.6

0.4

0.2

0 0.2 0.4 0.6 0.8 1.0

3

2

1

u

gn(u)

Fig. 1. Size distributions calculated for various mechanisms
of the island growth during the Ostwald ripening: the
growth controlled by (1) kinetic processes at the boundary,
(2) surface diffusion, and (3) dislocation diffusion.
the number of dislocations Z pinned at the island base
as being constant. Assuming that

(15)

we can write the rate of the growth (dissolution) of an
isolated island as

(16)

where A1 = , Z0 is the initial num-

ber of dislocations, and d is the diameter of the disloca-
tion groove.

Repeating the foregoing calculations, we obtain
from Eq. (16)

(17)

(18)

(19)

In this case, the distribution function takes the form

(20)
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Fig. 2. Size distributions described by (3) formula (14) and
(4) formula (20). The inset shows Gaussian distributions of
particles by sizes; curves 1–4 correspond to the four above-
mentioned growth mechanisms.
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where a ≅  1.65063, b ≅  0.34937, c ≅  2.42332, α ≅  2.6,
β ≅  1.46, and γ ≅  1.47.

Figure 2 presents graphical representations of distri-
butions (14) and (20). The inset shows the island-size
distributions G(u) for various growth mechanisms;
these distributions were assumed to be Gaussian. The
values of the mean particle size and the variance are the
following: 〈u1〉  = 0.3692 and D1 = 0.0254 for curve 1,
〈u2〉  = 0.711 and D2 = 0.0199 for curve 2, 〈u3〉  = 0.8091
and D3 = 0.0127 for curve 3, and 〈u4〉  = 0.8644 and
D4 = 0.0081 for curve 4. We can see that the detachment
of the dislocations from the island perimeter during
strain relaxation results in further narrowing of the size
distribution. In addition, in transferring to the disloca-
tion-related growth mechanism, the most probable size
u' corresponding to the maximum of the g(u) function
increases, as does the most probable particle size r' =
u'rg. For example, u' = 0.57 and r' = 0.57rg for n = 1,
u' = 0.81 and r' = 0.81rg for n = 2, u' = 0.89 and r' =
0.89rg for n = 3, and u' = 0.93 and r' = 0.93rg for n = 4.
As u' increases, g(u') increases, which means that the
density of the islands of the most probable size
increases.

This growth mechanism is possible if the mass flux
to the island along the dislocations still exceeds the flux
due to surface diffusion; i.e., in view of (15),

(21)

Whence it follows that

(22)

If condition (22) is violated, in addition to the flow
due to dislocation diffusion, we should also take into
account the flow of the material due to surface diffu-
sion.

At this stage, strain relaxation ultimately results in
the complete detachment of the dislocations from the
island perimeters followed by the take-up of these dis-
locations by the substrate. As a result, coherent, dislo-
cation-free islands form. They are slightly strained,
because the lattices of the islands and the wetting layer
are not completely matched.

However, prior to the dislocation detachment, facets
of the ripening islands start to develop. Along with the
change in the lattice constant of the island material, this
faceting leads to an additional decrease in the strain
energy of the island condensate on the surface of the
wetting layer. By the time when all dislocations will
have broken away, all islands will have become faceted.
Thus, QDs are coherent, slightly strained, dislocation-
free faceted islands. As the facets develop, the rate of
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the island growth should decrease noticeably, as in the
case of metal alloys subjected to dispersion hardening
[18]. If the islands are faceted with quasi-equilibrium
facets, then the size distribution is stable, and the
supersaturation with adatoms is less than the effective
value [19] required for the formation of nuclei and for
their joining the island facets. Indeed, experimental
size distributions often have a fixed density. This
means that, at the final stage of the ripening, island
growth slows down, and the island facets are quasi-
equilibrium.

As found experimentally [20, 21], 3D islands can
have, and as a rule do have, a shape that is more com-
plex than a cylindrical one. It is also known that strain
in the wetting layer and in the QDs depends heavily on
the substrate thickness [22] and the distance to the wet-
ting layer/substrate interface [23], respectively. Our
scenario does not take into account these factors and,
from this point of view, gives only a qualitative descrip-
tion.
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Abstract—Time-resolved photoluminescence (PL) spectra have been measured at 90–300 K in the visible
spectral range for porous nanocrystalline silicon films fabricated by laser deposition. The energy and time
ranges in which the spectra were taken were 1.4–3.2 eV and 50 ns–10 µs, respectively. The correlation between
PL characteristics (intensity, emission spectrum, relaxation times and their temperature dependence), structure,
and dielectric properties (size and shape of Si nanocrystals, oxide phase of their coatings, porosity of films) has
been studied. A model of photoluminescence is adopted, in which the absorption and emission of photons occur
in quantum-size nanocrystals, and in which kinetically coupled subsystems of electron–hole pairs and excitons
are involved in the radiative recombination. Possible mechanisms of the exciton Auger recombination in low-
dimensional silicon structures are proposed. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Nanocrystalline silicon (nc-Si) with high-yield pho-
toluminescence (PL) in the visible spectral range at
room temperature is, at least, a two-phase nanocompos-
ite, where silicon nanocrystals (NC) (with a size satis-
fying conditions for quantum confinement) are located
in a matrix, most frequently consisting of silicon oxide,
including the porous SiOx (porous silicon, por-Si). Start-
ing from the works by Canham and co-authors [1, 2], the
relation of the slow PL band in por-Si with radiative
exciton annihilation has been considered repeatedly
(see, e.g., [3, 4]). In the works by Keldysh with co-
authors [5], it was shown that excitons have large bind-
ing energies in low-dimensional structures, because the
former are embedded in a medium with a dielectric
constant ε2 that is lower than ε1 in NC (ε2 < ε1) (the
dielectric enhancement effect). The relation of the slow
component of the red PL in por-Si with the low-dimen-
sional phase Si:O:H at the NC/SiOx interface [6] and
with electronic states induced by the Si=O bonds for
small-size NC (d < 3 nm) is discussed in the literature
[7]. A model taking into account the modification of
quantum states in NC by the surface potential have
been considered [8]. There is also no agreement regard-
ing the nature of the fast component of PL and recom-
bination mechanisms responsible for the blue PL. This
luminescence is usually traced back to silicon oxide
defects [2, 9], but the interband recombination in NC is
also discussed [10]. The combined character of the
mechanism of visible PL in nc-Si, depending on struc-
ture features and PL measurement conditions, is dis-
cussed in many papers [2, 6–10].

The objective of this study was to ascertain the visi-
ble-PL mechanism in the nc-Si films obtained using
1063-7826/01/3512- $21.00 © 21383
laser-induced evaporation. To this end, we analyzed
interrelations between characteristics of the time-
resolved visible PL (intensity, radiation spectrum,
relaxation times and their temperature dependence) in
the 90–300 K temperature range and structural proper-
ties (size and shape of the silicon NC, oxide phase of
their coating, and film porosity). In addition, exciton
mechanisms of radiative and nonradiative recombina-
tion in nc-Si quantum structures and exciton Auger
recombination mechanisms are discussed. Finally, a PL
model in which both photon absorption and emission
occur in quantum-size Si NC is considered in order to
explain the obtained experimental data. Kinetically
coupled subsystems of electron–hole pairs and excitons
take part in recombination. It is believed that the exci-
ton recombination contribution is large and the PL
characteristics are related to the recombination of exci-
tons localized in Si NC, since the exciton ground state
binding energies in small NC can reach 1 eV. In addi-
tion, the nonradiative recombination in the case under
consideration is assumed to be determined by the exci-
ton Auger recombination. The high intensity of the nc-
Si PL in comparison with the bulk crystal silicon (c-Si)
results not only from enhancement of the radiative
recombination channel, but also from suppression of
the nonradiative one. The PL relaxation times lying in
the 50 ns–1 ms range, observed at 90–300 K, are shown
to be determined by the nonradiative times. The
enhancement of the PL intensity, the longer time of its
relaxation, and the red shift of the PL spectrum,
observed upon oxidation of nc-Si, are related to the
dielectric enhancement effect and to the more effective
suppression of the nonradiative surface recombination
channels in larger Si NCs. It is shown that a character-
istic feature of the spectra of the fast PL component
001 MAIK “Nauka/Interperiodica”
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(with characteristic time τ < 50 ns) is their wide energy
range from 1.4 to 3.2 eV and the presence of three
bands: a central- and two side-bands (low- and high-
energy ones). It is assumed that the high-energy (blue)
band emission may be related not only with the inter-
band recombination (between quantum levels), but also
with the SiOx matrix defects, whereas phonon-assisted
transitions also contribute to the low-energy (red) band.

2. MEASUREMENT TECHNIQUE AND SAMPLES

The specific features of our experiment are the fol-
lowing: First, the PL properties of a wide variety of nc-
Si samples, from silicon oxide films enriched in silicon
to por-Si via intermediate structures containing Si NCs
of various sizes in an SiOx matrix of various porosity
and content. Second, the time-resolved PL method was
used. PL excitation was carried out using nitrogen laser
radiation (wavelength λ = 337 nm, pulse duration τp =
8 ns), the signal was detected in the photon counting
regime. The PL spectra of films were measured during
the excitation pulse action. The leading edges of the
strobe (duration 250 ns) and the laser pulse were
aligned, thus obtaining the PL spectrum at t < 250 ns;
then the strobe was shifted relative to the laser pulse in
order to measure times less than 50 ns. Subsequent PL
spectra were measured with the strobe delay of 250 ns.
When the por-Si PL spectra were measured, both the
strobe duration and its delay time were increased.

Three types of nc-Si samples served as the objects of
the study: samples of the first and second kinds, i.e.,
films fabricated by pulse laser c-Si evaporation in vac-
uum; and, for comparison, samples of the third type,
i.e., conventional por-Si layers formed by stain chemi-
cal etching (type 3a) [11, 12] and by electrochemical
(type 3b) etching of c-Si. Films of the first type were
deposited from the forward beam of particles of the ero-
sion jet onto a substrate remote from the target in the
direction of the normal. Films of the second type were
deposited from the reverse beam of particles onto a sub-
strate located at the target plane [14]. Sputtering was
carried out by radiation from a YAG:Nd3+-laser work-
ing in the Q-switched mode with the wavelength λ =
1.06 µm, pulse energy 0.2 J, pulse duration τp = 10 ns,
and pulse repetition frequency 25 Hz. In the first case,
c-Si was sputtered in an oxygen atmosphere; the pres-
sure in the chamber was varied within the range 1.5 ×
10–2–20 Pa. In the second case, c-Si was sputtered in an
inert gas atmosphere, helium or argon, at a pressure of
about 65 and 6.5 Pa, respectively.

3. RESULTS OF TIME-RESOLVED 
PHOTOLUMINESCENCE MEASUREMENTS

IN nc-Si

The analysis of the interrelation between character-
istics of the time-resolved PL and sample structure fea-
tures has shown that the PL properties of samples of the
first and third type represent two limiting cases. The
first of these is the property of structures with NC Si in
the form of quantum dots (QD) in the SiOx matrix (x =
1–2) with minimum porosity (p ≈ 1–2%). The PL was
characterized only by the fast component (τ < 50 ns),
and the emission spectrum was in the energy range hν =
1.6–3.2 eV. The PL intensity IPL grew with a decrease
in NC size d, and the emission peak shifted into the blue
region of the spectrum [13]. The second limiting case
consists of properties of por-Si (type 3b samples are
most characteristic) and structures with the Si NC in the
form of quantum wires in the matrix of a very porous
SiOx phase (p ≈ 70–85%). Along with the fast compo-
nent, a slow one with relaxation times up to a few mil-
liseconds was present in the PL. The slow component
was dominant, and its spectrum was shifted to lower
energies (Fig. 1a). Properties of samples of the second
type, which are Si NC QDs in a matrix of medium
porosity, are intermediate between the above-men-
tioned limiting cases. Freshly fabricated samples of the
second type were characterized by a PL that was more
intensive than samples of the first type, but only the fast
component was also present in this case. The PL spec-
trum shifted to the blue region with increasing NC size
(Fig. 1b).

The slow PL component (τ > 250 ns) appeared at
T ≈ 150 K, and its intensity increased with decreasing
temperature (Fig. 1c). For samples of the second kind,
as distinct from those of the first one, the slow PL com-
ponent contribution increased, relaxation times reached
the microsecond scale, and the spectrum shifted into
the low-energy range upon oxidation (both in aging in
open air and as a result of thermal treatment) (Fig. 1d).
For all samples of the second kind, only the shape of the
spectrum of the fast component changed with a temper-
ature increase from 90 to 300 K, and its low-energy
intensity increased with increasing temperature (Fig. 1e).
The spectra of the fast PL component (τ < 250 ns) are
not simple: they can be decomposed into three Gauss-
ian bands (central- and side-bands) (Fig. 1b). The low-
energy band maximum spectral position hardly
changes upon aging in air, but its intensity visibly
changes. The central and high-energy peaks are shifted
into the red range of the spectrum. The further increase
of the observation time (t > 250 ns) leads to a dramatic
decrease in the intensity of the high-energy band, the
central peak is slightly shifted to lower energies, and
the PL spectrum shape is described by the single Gaus-
sian function (Figs. 1c, 1d).

A well-defined correlation between the PL intensity
increase and the increase of its relaxation time under
the action of various technological factors (temperature
or thermal treatment time) was observed both for por-Si
and for oxidized films of the second kind. The PL relax-
ation times increased with decreasing measurement
temperature. The PL quantum yield for film structures
reached a few percent at 300 K. The PL relaxation
curves had the form of stretched exponentials similar to
those characteristic of por-Si [2, 6, 12].
SEMICONDUCTORS      Vol. 35      No. 12      2001



        

KINETICS OF EXCITON PHOTOLUMINESCENCE 1385

                                                                        
2.42.22.01.81.6
20

15

10

5

0

20

40

60
I P

L
, a

rb
. u

ni
ts

St
ro

be
 n

um
be

r

hν, eV

(‡)
40

30

20

10

0

I P
L
, a

rb
. u

ni
ts

45
40
35
30
25

IPL, arb. units

2 4 6 8
x, mm

1

2 3

1

2

3

1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2
hν, eV

(b)

25

20

15

10

5

0

IPL, arb. units

1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2
hν, eV

4

3

2

1

1—90 K
2—100 K
3—120 K
4—150 K

(c)

1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2
hν, eV

25

20

15

10

5

0

4 3 2 1

IPL, arb. units
(d)

1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2
hν, eV

0

5

10

15

20

25

IPL, arb. units

90 K
100 K
120 K
150 K
190 K
220 K
300 K

(e)

Fig. 1. Time-resolved PL spectra: (a) por-Si (maximum times,τ ≈ 100 µs); (b–e) samples of the second kind. (b) Freshly fabricated
samples with NC size d1 > d2 > d3 for 1–3 (τ < 50 ns); a decomposition of curve 3 into three Gaussian functions is presented; inset:
the PL intensity dependence on the distance x from the sputtering point. (c) Freshly fabricated sample, measured at 90–150 K (τ =
250–500 ns). (d) (1) Freshly fabricated sample, (2) sample aged in air, (3) that annealed at 900 K, and (4) that annealed at 1300 K;
measurement temperature 90 K; PL is measured as an integral over slow components. (e) Freshly fabricated sample; measurement
temperature 90–300 K (τ < 250 ns).
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4. EXCITON MECHANISMS OF VISIBLE 
LUMINESCENCE

According to nonequilibrium thermodynamics, the
following relation between the exciton nx and electron–
hole pair n densities and the exciton binding energy Ex
is valid:

(1)

where n0 is the statistical weight of the exciton state and
kT is the thermal energy.

In the case of the uniform absorption of the inter-
band monochromatic radiation, the continuity equation
for the generation-recombination flows of electron–
hole pairs and excitons reads as follows:

(2)

where

(3)

(4)

The following notation is assumed here: τn and τx, 

and ,  and  are, respectively, total, radiative, and
nonradiative lifetimes of electron–hole pairs and exci-
tons; α is the effective absorption coefficient of the excit-
ing light with account of multiple reflections in nc-Si;
and I is the intensity of light.

In the case under consideration, the light-generated
electron–hole pairs form excitons due to the Coulomb
attraction; therefore, two kinetically coupled sub-
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Fig. 2. (1) Broadened band gap Eg [18], (2, 2') exciton bind-
ing energy Ex [17], and (3, 3') exciton transition energy Ehν
for ε2 = 1 (2, 3) and ε2 = 2 (2', 3').
systems coexist during the recombination process. The
so-called high excitation level case [15] is of particular
interest, i.e., when nx > n and the relaxation of excita-
tion proceeds mainly via the exciton subsystem. As is
seen from (1) and (2), this case is more likely the lower
the temperature and the higher Ex. This is possible only
at very low temperature in the bulk silicon because of
Ex smallness. Relation (1) must be satisfied not only for
free, but also for bound and autolocalized excitons, for
which the binding energy is usually very large (see,
e.g., [7]). The condition for a high excitation level in
Si NC is satisfied even at room temperature if Ex is large
enough.

The quantity Ex depends on the size d and the shape
of NC and on the dielectric properties of the matrix in
nanostructures. The following data on this dependence
are reported in the literature. It is established in [16]
that the static dielectric constant of the silicon nanopar-
ticles abruptly falls from 11.7 to 4 as the size decreases
from 6–2 nm to 1 nm. The Coulomb interaction in
quantum semiconductor wires is considered in [5]
within the constant effective mass approximation, and
an expression for Ex(d, ε1, ε2) is derived, which takes
into account the dielectric constants of NC and its envi-
ronment. The exciton binding energy was calculated [4,
17] for quantum wires in environments with different
dielectric constants. The calculation in [4] was carried
out using the variational method, whereas the authors
of [17] used the wave function expanded in a system of
linearly independent functions describing the longitu-
dinal (along the wire) and transverse motion of the
interacting electrons and holes. The cluster-size depen-
dence of the electronic spectrum of the Si cluster with
one Si=O bond is calculated in [7]. Results of the cal-
culation of Ex(d) function for ε2 = 1 and ε2 = 2 from [17]
are presented in Fig. 2 (curves 2 and 2'). First of all, it
follows from Fig. 2 that exciton binding energy in
quantum wires can reach 1.0 eV at ε2 = 1, which, in its
turn, indicates the essential role played by the exciton
recombination in nc-Si. In order to show how essential
the effect of the exciton binding energy on the long-
wavelength shift of the PL spectral peak is in compari-
son with the absorbed energy, Fig. 2 presents energies
of related radiative exciton transitions Ehν (curves 3, 3').
They are obtained by taking into account the broadened
band gap Eg calculated within the cluster approxima-
tion in [18]. It is noteworthy that the exciton binding
energy in QDs is larger than in quantum wires, and,
therefore, the exciton transition energy will be smaller
and its NC size dependence will be flatter, like the one
given in [7].

Let us now discuss mechanisms of radiative and
nonradiative recombination in Si NC. Since silicon is
an indirect gap semiconductor, the probabilities of
band-to-band and exciton radiative recombination
essentially increase with decreasing Si NC size [19]
because of the partial violation of the momentum con-

servation law. The values  and  become smallerτn
r τ x

r
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than 1 µs at about 3 nm (for a transition from the singlet
level). However, the exciton radiative recombination
time is much longer for the transition from the triplet
state since this transition is forbidden to a first approx-
imation [2]. Thus, it is necessary to explain also the
increase in the nonradiative-recombination time in
order to understand the nature of the PL intensive red
band with the quantum yield of about 1–10%.

As for the “bulk” and “surface” mechanisms of the
nonradiative multiphonon recombination, they cannot
be unique. The volume of a nanoparticle with a mean
diameter of 3 nm is about 10–20 cm3, and the surface
area is about 10–13 cm2. Therefore, deep local centers
participating in the multiphonon recombination are, as
a rule, in no way present in all nanoparticles. The
exception is provided by quantum wires with a large
number of dangling bonds on the surface, but the passi-
vation of these bonds reduces the surface nonradiative
recombination rate practically to zero. This occurs
when the concentration of dangling bonds is less than
1/πhd, where h is the wire length and d is its diameter.
That is why the Auger recombination becomes the main
mechanism of nonradiative recombination in silicon
nanoparticles. Nevertheless, the influence of even a
small concentration of surface states can be significant
because of the large internal surface of nc-Si.

Let us assume that the excitation level is high and
the PL in the nanostructures occurs by the exciton
mechanism. Then, according to (2), the steady state
exciton density is nx = αIτx. We will first consider the
case when the Auger recombination is due to the inter-
action of the exciton and a free electron (or hole), i.e.,

 = An, where A is a constant. Taking (1) into account
with the PL quantum yield essentially less than unity,
we then obtain

(5)

Since Ex/kT @ 1 in Si nanoparticles of the above-men-
tioned size, their Auger recombination time must be
much longer than that in bulk crystals. This implies that
the PL quantum yield in nanosize silicon structures
must be essentially higher than in the bulk silicon. In
addition, Ex and, therefore, τx depend not only on the
nanoparticle size, but also on the dielectric properties of
the environment; this explains the influence of porosity
(due to the decrease of ε2) on the τx magnitude.

The PL decay kinetics is determined in the present
case by the nx(t) dependence, which reads

(6)
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is the electron–hole pair density at the instant of time
when illumination is switched off. As is seen from (6),
the relaxation law is essentially nonexponential, and
the instantaneous recombination time increases rapidly
during the PL relaxation.

The dependence of the PL quantum yield η on illu-
mination intensity is given in this case by

(7)

and coincides with the corresponding dependence in
the case when the nonradiative recombination is gov-
erned by the interband Auger recombination. The dif-
ference between the above mechanisms consists in dis-
similar dependence of the relaxation times on excita-
tion intensity. For example, in the case of the exciton
Auger recombination, the relaxation time is propor-
tional to I–1/3, while in the case of the interband Auger
recombination, it is proportional to I–2/3.
Let us now consider the case when the exciton Auger
recombination occurs as a result of the inelastic interac-

tion of two excitons. In this case,  = Bnx, where B is
a constant, and the relaxation law at high excitation lev-
els has the following hyperbolic character:

(8)

where nx(0) = (αI/B)1/2 is the exciton density at the
instant when the illumination is turned off.

In this case, the dependence of the η value on illu-
mination intensity is determined by the relation

(9)

The various relaxation functions derived above and
the intensity dependence of the PL at different nonradi-
ative exciton recombination mechanisms can be used
for the analysis of the experimental dependences of the
PL in nc-Si.

5. DISCUSSION OF EXPERIMENTAL RESULTS. 
MECHANISMS OF VISIBLE LUMINESCENCE

IN FILMS UNDER STUDY

The increase observed on the freshly fabricated
films of the PL intensity and the spectrum peak shift
with the decrease of the NC size indicate a manifesta-
tion of size quantization in NC. The complexity of the
PL spectra, the presence of bands with different kinet-
ics, and the large width of the bands (Fig. 1b, 1c) indi-
cate not only the scatter of the NC sizes, but also the
occurrence of several recombination mechanisms.

It is known from the literature (see, e.g., [2, 4, 6, 20])
that radiative recombination in the oxidized nc-Si pro-
ceeds via various channels including, along with the
singlet and triplet exciton transitions, transitions
between quantum levels in NC with the participation of
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I
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electron–hole pairs, with the PL relaxation times
decreasing with increasing emission energy. These are
as long as a few milliseconds for the triplet red band,
from a few hundred picoseconds up to a few hundred
nanoseconds for the blue band, and up to a few hundred
microseconds for the red band in the case of band-to-
band recombination. Another channel of recombination
is related to defects of the oxide layer [9, 10, 20]. For
example, its blue band, with a peak at hν = 2.7 eV, has
characteristic times of about a few nanoseconds [20];
the characteristic times for the other bands are in the
range from a few nanoseconds to a few microseconds
[10].

The “fastest” spectra observed by us during the
action of the laser pulse, i.e., the ones characterized by
times of about a few tens of nanoseconds, lie in a very
wide range of energies hν = 1.4–3.2 eV and comprise
three bands (Fig. 1e). The “slowest” spectra with char-
acteristic times approaching a few microseconds could
be described by one Gaussian function at the energy
range hν = 1.4 (1.6)–2.8 eV (Fig. 1d). It is reasonable
to assume that the fast blue band is due not only to the
band-to-band recombination in the smallest NC, but,
possibly, also to the recombination on local levels
related to defects in SiO2. The band in the energy range
hν = 1.4 (1.6)–2.8 eV is determined by kinetically cou-
pled subsystems of electron–hole pairs and excitons.
The increase of the fast PL component intensity at the
low-energy range with the temperature increasing from
90 to 300 K (Fig. 1e) is traced back to the contribution
of the phonon-assisted radiative transitions.

Since the quantum yield of all studied samples does
not exceed a few percent, and we observed a correlated
change of the PL intensity and of its relaxation time at
T > 150 K, the measured PL time is governed by the
nonradiative recombination at the studied temperature
range.

The presence of only the fast PL component with
small intensity in freshly grown films can be explained
by the prevalence of the fast surface nonradiative
recombination channel. In reality, the NC/SiOx inter-
face is characterized in these films by a high nonunifor-
mity of the oxygen deposition and, unlike the perfect
c-Si/SiO2 interface, contains a large amount of surface
defects. According to the experiment, the absence of
pores in the films of the first type, as distinct from those
of the second type, gives no way of changing the
recombination properties of the NC/SiOx interface by
means of oxidation.

A different situation takes place for the porous
films of the second type. First of all, the exciton bind-
ing energy increases due to oxidation since the dielec-
tric constant of SiO2 is less than the one for c-Si.
Therefore, the exciton radiative recombination proba-
bility increases. The exciton transition energy decreases
(the red shift of the spectrum). The enhanced diffusion
of oxygen through pores favors the passivation of the
dangling bonds of Si atoms and a decrease in the num-
ber of surface nonradiative levels. The number of these
states is greater in larger NC, compared with smaller
ones, and, therefore, the suppression of the surface non-
radiative channel manifests itself more effectively in
their PL and, thus, in a longer wavelength range of the
PL spectrum. This is an additional factor leading to the
red shift of the PL spectra due to oxidation (Fig. 1d) and
to the essential PL intensity increase. It is noteworthy
that the radiation energy observed for the long-wave-
length bands fall within the range of calculated energies
for exciton transitions (Fig. 2). The experimental
results on the increase of the PL relaxation times are a
convincing manifestation of exciton recombination.

The nonradiative recombination mechanism related
to the drain of carriers from NC in tunneling through
potential barriers [21] is hindered upon oxidation, when
the oxide layer thickness increases. The size scatter and
the barrier height determine the piecewise-exponential
shape of the PL relaxation function. This nonradiative-
recombination mechanism also accounts for the
observed relaxation times reaching a few milliseconds
in por-Si, but it is inconsistent with observed tempera-
ture dependence of relaxation times. Similarly large
times of nonradiative recombination and the nonexpo-
nential character of the PL relaxation are characteristic
for the exciton Auger recombination considered above.
In this case, the nonradiative recombination is deter-
mined by the exciton energy transfer to a free electron
(hole). The experimentally observed dependences of τx
and Ex on the NC size and shape and on the dielectric
environment point to this mechanism of exciton Auger
recombination.

The mainly excitonic nature of the visible PL in the
porous nc-Si films under study is indicated by the pos-
sibility of a consistent explanation, in terms of this
mechanism, of the whole set of observed features of
radiative and nonradiative recombination and their
dependence on fabrication and measurement condi-
tions.

6. CONCLUSION

Thus, the results of the study of films fabricated by
laser-induced evaporation are explained within the
framework of the model that assumes quantum confine-
ment in Si NC. It is proposed that both the absorption
of photons and the emission responsible for the visible
PL occur in NC. Both excitons and electron–hole pairs
participate in recombination upon excitation of elec-
tron–hole pairs by photons with an energy correspond-
ing to band-to-band absorption in Si NC. The porosity
of the films ensures the dielectric enhancement effect
and determines large exciton binding energies, which,
in turn, leads to the dominant role of the PL exciton
mechanism. The high efficiency of the visible PL is due
to the suppression of the surface nonradiative recombi-
nation channel and to the large times of exciton Auger
recombination.
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Renormalization of Energy Spectrum of Quantum Dots 
under Vibrational Resonance Conditions
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Abstract—The problem of modification of the energy spectrum of electronic and phonon excitations in semicon-
ductor quantum dots (QDs) under conditions of vibrational resonance is considered. Analytical expressions for the
energy of polaron-like states in QDs in the form of a sphere or rectangular parallelepiped, taking into account the
size dependence of the electron–phonon interaction, are derived. Experimental data on renormalization of the low-
est exciton states in QDs based on CuCl in a NaCl matrix have been obtained with the use of two-photon secondary
emission resonance spectroscopy. Comparison with the calculated results demonstrates quantitative agreement
indicating the adequacy of the employed theoretical model. It is established that the vibrational resonance strongly
modifies the energy spectrum of small QDs. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The effects of renormalization of the energy spec-
trum of electron and phonon excitations due to the elec-
tron–phonon interaction in bulk semiconductors are
well known. The corresponding theoretical models
using “hybrid electron–phonon” or “polaron-like”
states as eigenfunctions of the system are also widely
known [1]; they predict an appreciable modification of
spectra under vibrational resonance (VR) conditions,
i.e., at an optical phonon energy equal to the energy gap
between the electronic states. However, the direct
experimental observation of the predicted renormaliza-
tion effects is practically absent. This is quite natural,
since such resonance can be observed in bulk materials
only in exceptional cases, e.g., in the presence of a
strong magnetic field [1]. The discrete energy spectrum
of semiconductor nanocrystals or quantum dots (QDs)
[2] makes them unique objects for studying the VR,
especially in a system with a broad size distribution of
QDs. In this case, as a result of the size dependence of
the electronic state energy, a pair of levels can always
be found for which the VR condition is satisfied. By
varying the phonon energy, one can successively excite
QDs so that the energy gap between this pair of levels
changes continuously in the VR range. This feature of
the QD ensemble was noticed in [3, 4], where a
Fröhlich-type interaction in spherical QDs was studied
both experimentally and theoretically. A modification
of the spectra can be experimentally observed in the
resonance optical excitation of the renormalized states,
i.e., under double resonance conditions. In this case, the
same excited state of a QD is coupled to the ground
state via electron–photon interaction and to another
excited state via electron–phonon interaction.
1063-7826/01/3512- $21.00 © 21390
The resonance fluorescence and luminescence, for
which the spectral position of bands is determined by
the QD electronic spectrum, are of particular interest
for observing the VR. For the secondary emission to be
reliably detected, optical transitions into absorbing and
emitting states must be resolved in the dipole approxi-
mation and the homogeneous broadening of the reso-
nance levels must not be too large. The latter assumes
that low-temperature experiments are to be carried out
when only the higher level in a pair of electron levels
resonantly coupled via the electron–phonon interaction
is essentially modified. It is this state that must be
excited as a result of the interband optical transition.
The main part of the secondary emission is induced by
interband transitions from a lower QD excited state as
a result of the fast interband relaxation. Thus, the VR
will reveal itself most distinctly in luminescence spec-
tra formed by the two lowest size-quantization levels
for which the homogeneous optical transition line
width is the narrowest. Since these states have opposite
“parities,” two-photon excitation should be used
because all optical transitions are dipole-allowed in this
case [5].

One of the first attempts to observe the modification
of the exciton and phonon spectra in QDs was made
when one-photon-excited luminescence was studied in
spherical CuCl QDs grown in a glass matrix [3]. How-
ever, the experimental data gave no way of making reli-
able estimates because of low spectral resolution. The
statement concerning the presence of hybrid exciton–
phonon states [3] was based, first of all, on an increase
of the luminescence intensity in the VR range. In
describing the effect, the authors of [3] restricted them-
selves to a general definition of the problem. Degener-
acy lifting in the system “exciton + phonon” for a pair
of the lowest CuCl QD exciton states in the NaCl
001 MAIK “Nauka/Interperiodica”
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matrix was observed in the two-photon-excited lumi-
nescence spectra [6]. However, the authors of [6] failed
to provide a satisfactory explanation of the observed
features and the problem remained unsolved. Numeri-
cal calculation of the energy renormalization of a
totally symmetric optical phonon, induced by VR
between exciton states of the same parities, was carried
out in [7] for spherical CuCl QDs. The results were
used to account for the longitudinal optical phonon
(LO) energy decrease observed in one-photon-excita-
tion luminescence spectra and in persistent hole-burn-
ing spectra. However, rather arbitrary simplifying
assumptions of an unclear physical nature were made in
these calculations.

In this study, the problem of the QD energy spec-
trum modification under the VR conditions is solved by
the method of direct diagonalization of the electron–
phonon (exciton–phonon) Hamiltonian. Analytical
expressions for energies of the polaron-like states in
QDs, in the forms of a rectangular parallelepiped and a
sphere with sizes both larger and smaller than the Bohr
radius of the exciton in a bulk material, were obtained
using this approach. In solving this problem, matrix
elements of the LO phonon interaction with electrons
and excitons in rectangular QDs were calculated for the
first time. The theoretical calculations are compared
with the experimental data on the modification of the
energy spectrum of the rectangular CuCl QDs in the
NaCl matrix under conditions of VR between the low-
est exciton states, obtained from spectra of the two-pho-
ton-excited (TPE) luminescence and resonance fluores-
cence at 2 K. The model proposed by us is shown to
describe quantitatively the VR-induced renormalization
of the exciton and phonon energy spectra in QDs.

2. VIBRATIONAL RESONANCE
IN QUANTUM DOTS

For describing VR, let us use the electron–phonon
Hamiltonian in the secondary quantization representa-
tion

(1)

where

(2)

are the Hamiltonians of noninteracting electrons (exci-
tons) and phonons, and

(3)

is the operator of interaction between them. In Eqs. (2)

and (3),  and an are electron (exciton) creation and

annihilation operators for the state with energy En; 
and bp are creation and annihilation operators for

H He H ph He ph, ,+ +=

He Enan
+an, H ph

n

∑ "Ωp bp
+bp 1/2+( )

p

∑= =

He ph, Vn1 n2,
p( ) bp Vn2 n1,

p( )*bp
++( )an1

+ an2

n1 n2 p, ,
∑=

an
+

bp
+
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phonons with the energy "Ωp, belonging to the p-mode.
Under the VR conditions (e.g., at  –  ≈ "Ωp),

mixing of electron (exciton) and phonon states occurs
and the related wave functions cannot be represented in
the form of a simple product of electronic and vibra-
tional states. In this case, polaron-like states appear in
QDs, which are eigenfunctions of the total Hamilto-
nian (1) of the system “electrons + phonons.” Diago-
nalization of the Hamiltonian (1) cannot be carried out
exactly in the general case; therefore, we shall use sim-
plifying assumptions, which have a clear physical
nature. First of all, we take into account only LO
phonons coupled with the electronic subsystem via the
Fröhlich interaction, since it is the most effective in
semiconductor compounds (I–VII, II–VI, and III–V)
used for fabrication of QDs which are now being stud-
ied extensively. We further use the zero-temperature
approximation and assume that the interaction satis-

fies the inequality /"Ωp < 1; i.e., it is not too

strong. This allows us to restrict ourselves to the zero-
and single-phonon basis of the unperturbed Hamilto-
nian He + Hph:

(4)

where

(5)

and |0〉ph and |0〉e are vacuum states of the vibrational
and electronic subsystems.

If the electron (exciton) energy level difference E2 – E1
is near the longitudinal optical phonon energy "ΩLO,
then zero-approximation states can be taken in the
expansion of the total Hamiltonian wave functions,
except for those with an energy not differing too greatly
from E2. Wave functions of the latter are linear combi-
nations of the almost degenerate states

(6)

Using basis (6), a set of linear homogeneous equations

for coefficients  can be easily obtained; i.e., we
have a standard eigenvalue problem that can be analyt-
ically solved only for k ≤ 4. However, as will be illus-
trated by concrete examples below, of particular inter-
est is the case of interaction with a single vibrational
mode (k = 2), for which

(7)

En2
En1

Vn1 n2,
p( )

n; 0| 〉 En| 〉 0| 〉 ph, n; p| 〉 En| 〉 "Ωp| 〉 ,= =

En| 〉 an
+ 0| 〉e, "Ωp| 〉 bp

+ 0| 〉 ph,= =

%k| 〉 c1
k( ) 2; 0| 〉 c2

k( ) 1; 1| 〉 … cp 1+
k( ) 1; p| 〉 ,+ ++=

k 1 2 … p 1.+, , ,=

cl
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%1 2,
1
2
--- E2 E1 "Ω1 δ±+ +( ),=

%1 2,| 〉 c1 2, 2; 0| 〉 c2 1, 1; 1| 〉 ,±=
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where 

(8)

(9)

It follows from (7) that at the exact resonance E2 – E1 =
"Ω1 the degeneracy of |2; 0〉  and |1; 1〉  states is totally
lifted by the electron–phonon interaction so that the

energy level splitting equals 2| |. The lower-energy
state E1 remains unchanged despite resonant coupling
to E2.

For simplicity, we take into account only one con-
duction (c) band and one valence (h) band for descrip-
tion of the semiconductor material and assume the
depth of the potential well for electrons and holes to be
infinite. Let us consider a QD in the form of a sphere
with radius R and a rectangular parallelepiped with the
edge lengths Li(i = x, y, z). In the case when the Bohr
radius Rex of the bulk exciton is larger than the QD char-

acteristic size  = {R or max(Li/2)}, i.e., in the “strong
confinement mode,” the size-quantization energy levels
and the envelopes of electron and hole wave functions
are given by

(10)

(11)

(12)

(13)

where mc and mh are, respectively, electron and hole
effective masses; Eg is the band gap; ξnl is the nth root
of the equation jl(x) = 0; jl(x) and Ylm(θ, ϕ) are, respec-
tively, the spherical Bessel function and the spherical
harmonic; l and m are the angular momentum and its
component; knl = ξnl/R; n = (nx, ny, nz);  = πni/Li; and

kn = ( , , ) is the vector with length kn =

π( /  + /  + / )1/2. Applying the method
developed in [8], matrix elements of the Fröhlich
interaction (3) of electrons and holes with LO phonons

c1 E2 E1– "Ω1– δ+( )/∆, c2 2V2 1,
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1( ) 2

+[ ]
1/2

,=

δ E2 E1– "Ω1–( )2 4 V2 1,
1( ) 2

+[ ]
1/2

.=

V2 1,
1( )

R̃

Enlm
c "

2knl
2

2mc

------------, Enlm
h Eg

"
2knl

2

2mh

------------,+= =

ψnlm
c h( ) x( ) 2

R3
-----

jl knlx( )
jl 1+ ξnl( )
---------------------Ylm θ ϕ,( ),=

En
c "

2kn
2

2mc

----------, En
h Eg

"
2kn

2

2mh

----------,+= =

ψn
c h( ) x( ) 8

LxLyLz

----------------- knx
x kny

y knz
z,sinsinsin=

kni

knx
kny

knz

nx
2 Lx

2 ny
2 Ly

2 nz
2 Lz

2

in a spherical or rectangular QD can be easily calcu-
lated; i.e.,

(14)

(15)

(16)

(17)

(18)

(19)

where  are the Clebsch–Gordon coefficients; ε∞

and ε0 are, respectively, the high- and low-frequency
dielectric constants of the semiconductor; "ΩLO is the
energy of the limiting LO phonon; and quantum num-
bers with indices 1 and 2 stand for the electron (hole)
states, whereas quantities without indices are related to
the phonon mode. Expressions (14)–(19) indicate that
the size dependence of the Fröhlich electron–phonon
interaction in scaling transformations is given by the

expression ∝ .
The selection rules contained in the above matrix

elements restrict the number of phonon modes binding
the pair of electronic states. However, the number of the
remaining modes is too large for obtaining an analytical
solution to the eigenvalue problem for polaron-like
states that appear under VR conditions. For example,
for spherical QDs, the selection rules are determined by
the rules of the vector addition of angular momenta and
are contained in the combination of the Clebsch–Gor-
don coefficients (14). At the same time, any restriction
on the optical-phonon principal quantum number n
stemming from the problem symmetry is absent. For
rectangular QDs, the selection rules are determined by
the functions Gi (19) and reduce to the requirement that
the sum of quantum numbers n2i + n1i + ni (i = x, y, z)
should be odd. Calculation of the electron–phonon
interaction matrix elements with the use of (14)–(19)
shows that, in the most interesting case for the descrip-
tion of the experimental data of VR between lowest
electron (exciton) states, the coupling of one phonon
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mode to these states is an order of magnitude stronger
than that for other modes. The physical nature of this
restriction can be easily understood with the example of
rectangular QDs if the nature of the Gi functions is con-
sidered. These result from integration of the related
spatial parts of the electron and phonon wave functions
along the QD edge. For sufficiently large lengths, such
integrals can be approximated by Kronecker deltas or
even by Dirac delta functions expressing mathemati-
cally the wave vector conservation law. Thus, Gi func-
tions are discrete analogues of the Kronecker delta and
have a sharp peak at some values of the phonon quantum
numbers ni. In particular, Gi functions are maximum for
the phonon mode n = (2, 1, 1) connecting the two lowest
electronic states n1 = (1, 1, 1) and n2 = (2, 1, 1); they

asymptotically fall as  with increasing ni. A similar
analysis can also be carried out for spherical QDs. It is
this feature that allows us to restrict ourselves to the sin-
gle-mode approximation for the electron–phonon inter-
action in describing the VR.

The strong confinement in QDs occurs in semicon-
ductors with a large exciton Bohr radius Rex. These con-
ditions are satisfied, e.g., for III–V compounds, in
which Rex ≈ 10 nm. However, VR is only possible in the
valence band since the effective electron mass is very
small in these materials. Estimates show that this is also
true for QDs based on II–VI semiconductor compounds
(CdSe, CdS, etc.). Results of the calculation of the
energy %1, 2 in accordance with (7), for the case when
the VR with LO-phonon occurs for a pair of the lowest
hole states, are presented in Fig. 1 in order to illustrate
the size-dependence of the energy spectrum renormal-
ization in spherical and cubic QDs. The related matrix
element of the electron–phonon interaction is given in
the insert as a function of the characteristic size of a
QD. The following values of InP parameters [9] were
used in the calculations: ε0 = 12.61, ε∞ = 9.61, "ΩLO =
43.3 meV, mc = 0.079m0, mh = 0.65m0 and Rex = 10.3 nm,
where m0 is the free electron mass. Energies E1 + "Ω1
and E2 crossing for a QD with a size corresponding to
the exact VR are shown also in Fig. 1. At the same time,
the renormalized energies %1 and %2 do not cross. Such
behavior of the energy spectra is named anticrossing.

Under the weak-confinement conditions (Rex < ),
the QD optical spectra near the fundamental edge are
determined by the Wannier exciton states, which are to
be classified using six, instead of three, quantum num-
bers for the electron (hole) states. Three quantum num-
bers are related to the translation motion of the exciton
as a whole, and three numbers describe the relative
motion of the electron and hole in the exciton. The fol-
lowing expressions for the size-quantization energy
levels and the envelopes of exciton wave functions in
spherical and rectangular QDs are usually applied for

ni
3–

R̃
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analytical calculations in the case of weak confine-
ment [4]:

(20)

(21)

Here, the primed quantum numbers describe the rela-

tive motion; Ry = µe2/2 "2 is the exciton Rydberg;
M = mc + mh; µ = mcmh/M; ψnlm(x) and ψn(x) are defined
by (11) and (13), respectively; and Ψn'l'm'(X) are the
hydrogen-like wave functions of Wannier excitons. The
Fröhlich-type electron–phonon interaction in spheri-
cal QDs was studied by two of the authors previously
[4, 10]. Matrix elements of this interaction in rectangu-
lar QDs are given by

(22)
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Fig. 1. InP QDs in the strong confinement mode: dependence
of the polaron-like state energy %1, 2 on QD size (R, L) for the
VR of a pair of lowest hole states with the LO phonon. Solid
and dash-dot lines refer, respectively, to spherical QDs of
radius R and cubic QDs with edge L. Dotted lines show the
size dependence of the |2; 0〉  and |1; 1〉  states. Insert: matrix
element of electron–phonon interaction as a function of the
characteristic linear size of QD.
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where fn and Gi coincide with (18) and (19),

(23)

Fn'l'(X) is the radial hydrogen-like wave function, ρh =
mh/M, and ρc = mc/M. Of particular interest for applica-
tions is the Fröhlich interaction of excitons in the
ground state of the relative motion of an electron and a
hole n' = 1, l' = 0, m' = 0. Matrix elements of the exci-
ton–phonon interaction in spherical and rectangular
QDs are then appreciably simplified and differ from the
strong-confinement expressions (14) and (17) only by
the additional factor

(24)

where  = (ρc(h)Rexk)2, k = knl for spherical and k =
kn for rectangular QDs. The presence of this factor is
extremely important since it is sensitive to the energy-
band parameters of the semiconductor (electron and
hole effective masses) and affects the size dependence
of the interaction. In particular, if the effective masses
are equal, this part of the interaction vanishes. If kRex ! 1,

then B(k) = k2 (mh – mc)/2M and the matrix elements

are, therefore, proportional to .
Since the exciton–phonon interaction rapidly

decreases with increasing QD size, a semiconductor
material with not-too-high Rex should be chosen to
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Fig. 2. CuCl QDs in the weak confinement mode: depen-
dence of the polaron-like state energy %1, 2 on QD size for the
VR of a pair of lowest exciton states with the LO phonon.
Solid and dash-dot lines refer, respectively, to spherical QD
of radius R and cubic QD with edge L. Dotted lines show the
size dependence of the |2; 0〉  and |1; 1〉  states. Insert: matrix
element of exciton–phonon interaction as a function of the
characteristic linear size of QD.
observe VR in the weak confinement mode. CuCl QDs
(ε0 = 5.95, ε∞ = 4.84, "ΩLO = 25.6 meV, mc = 0.5m0,
mh = 1.6m0, and Rex = 0.7 nm [3]) are the most suitable
in this regard. The results of the calculation of the
energy spectrum renormalization for spherical and
cubic CuCl QDs in the case of VR between two lowest
exciton states are presented in Fig. 2. The insert shows
the size dependence of the exciton–phonon interaction
matrix element. It is seen that anticrossing also takes
place for VR in the weak confinement mode.

3. EXPERIMENT

In order to study the QD energy spectrum renormal-
ization induced by VR between low-energy exciton
states, we obtained and analyzed spectra of the two-
photon-excited emission (TPE) in the inhomoge-
neously broadened ensemble of CuCl QDs in the NaCl
matrix. The crystal matrix was used since the QD lumi-
nescence bands are narrower in it, compared with glass
matrices, and this allowed us to measure more precisely
the spectral positions of these bands. At the same time,
the exciton parameters in CuCl QDs in the NaCl matrix
are sufficiently well known [11–13]. It has been estab-
lished that CuCl nanocrystals have a cubic shape [11,
12] or even that of a rectangular parallelepiped [13],
rather than a spherical one. It has been reliably estab-
lished that the size dependence of the lower exciton
states [13] is well described by expression (21).

The CuCl-doped NaCl crystal was grown by the
transverse Bridgman method and annealed at a temper-
ature suitable for the growing of CuCl nanocrystals.
The sample had a QD mean size of about 2.4 nm and
was characterized by wide size scatter. The one-photon
absorption spectrum taken on this sample at the temper-
ature of 2 K is depicted in Fig. 3a. The oscillating fine
structure modulating the absorption band is related to a
layer-by-layer increase of the nanocrystal size [11].
A range of energy gap values between the lowest (111)
and next in energy (211) exciton states is located in the
bulk CuCl LO phonon range and can be scanned in a
single sample without essential loss of the signal inten-
sity. Henceforth, we denote the exciton states by the
translation motion quantum numbers (see the preceding
section).

The TPE spectra were excited by the pulse radiation
of a tunable titanium-sapphire laser pumped by the sec-
ond harmonic radiation of an Q-switched Nd3+:YAG
laser. The linearly polarized excitation radiation had the
following parameters: pulse duration, 100 ns; repetition
frequency, 1 kHz; pulse power, 3 kW; and spectral
width, 1 meV. The radiation was focused by means of a
lens with a focal length of 60 mm onto a sample placed
in superfluid helium. The secondary emission was col-
lected in the forward direction, spectrally analyzed with
a monochromator (0.25 m) with a single diffraction
grating (1200 grooves/mm), and detected by a liquid-
nitrogen-cooled CCD-camera in the spectral range of
the doubled incident-photon energy. The overall spec-
SEMICONDUCTORS      Vol. 35      No. 12      2001
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tral resolution of the experiment equaled 1.5 meV. The
excitation radiation passed through the sample was
absorbed by a filter based on a saturated aqueous
CuSO4 solution. The TPE intensity was quadratic with
respect to the exciting radiation intensity, which con-
firmed the two-photon character of the exciton genera-
tion. The spectra were corrected for the absorption of
emitted light, since the optical density of the sample
changed rapidly in the spectral range being studied.

The QD-size-selective excitation of spectra makes it
possible to test the energy structure of QDs of various
sizes by changing the incident photon energy. A dia-
gram illustrating the formation of a spectrum of sec-
ondary emission from a QD ensemble with a wide size
distribution is presented in Fig. 4. The incident radia-
tion with photon energy "ω simultaneously generates
excitons in the lowest energy state of the QDs of an
appropriate size and in high-energy states of larger QDs,

1.5

1.0

0.5

0

Optical density

3.20 3.22 3.24 3.26 3.28 3.30
Energy, eV

Eex

(a)

4

2

0
0 20 40 60

(b) 1
2RF

×4

×2

3.2982

3.2860

3.2720

3.2609

3.2522

3.2459

3.2408

Intensity, arb. units

E – ERF, meV

Fig. 3. (a) One-photon absorption spectrum of CuCl QDs
grown in the NaCl crystal; sample thickness 0.3 mm, tem-
perature 2 K; Eex is the exciton energy in the bulk. (b) TPE
secondary emission spectra of CuCl QDs grown in the NaCl
matrix for different excitation energies (doubled photon
energies are given in eV). Abscissa: Stokes shift E – ERF of
the TPE secondary emission energy relative to the reso-
nance fluorescence band RF. (1, 2) Bands under analysis.
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satisfying the equation 2"ω = En; 000, where En; 000 is
defined by (21). The secondary emission spectra are
then formed due to the annihilation of the exciton in the
lowest energy state (111), both excited directly by light
(Fig. 3b, band RF) and populated due to intraband
relaxation from the high-energy states. Analysis of the
dependence of band energies on the incident photon
energy, using (21), allows us to obtain data on the QD
energy structure. This analysis is commonly performed
using the dependence of the energy gap (Stokes shift)
between the RF band and other bands, E – ERF, on the
energy shift of the lowest exciton state, E111 – Eex,
induced by a spatial confinement where Eex = Eg – Ry is
the exciton energy in the bulk material. It is clear that,
in the case of size-selective excitation, E111 = 2"ω. An
example of such an approach to determining the exci-
ton spectrum of the spherical CuCl QDs in the glass
matrix can be found in [14]. Here, we restrict ourselves
to the analysis of the bands related to 211 and 111 + LO
states upon the excitation of QDs in the range of VR
between the two lowest exciton levels (Fig. 4). As
shown above, the degeneracy of 211 and 111 + LO
states is lifted in the case of VR, which is manifested as
the anticrossing effect.

A representative set of TPE secondary emission
spectra corresponding to excitation with different pho-
ton energies is shown in Fig. 3b. The symbols 1 and 2
denote the bands under analysis. It is seen that the spec-

Exciton state energy

222 221
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vibrational
resonance

Sp
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um

1/L20
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Fig. 4. Diagram illustrating the formation of a TPE second-
ary emission spectrum for the example of an ensemble of
cubic QDs with wide size distribution upon excitation with
radiation with doubled photon energy 2"ω. L is the cube
edge length, Eex is the exciton energy in the bulk. Solid lines
show the size dependence of the lower exciton state ener-
gies (for designations, see text), dashed line represents the
“exciton + LO phonon” state. Wavy lines show channels of
intraband relaxation of excitons from excited into ground
state. The VR region between the lowest and next in energy
exciton states is marked.
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tra essentially depend on the excitation energy. The
dependences of the Stokes shifts of these bands on
2"ω – Eex, clearly demonstrating anticrossing in the VR
range, are presented in Fig. 5.

4. DISCUSSION

We have compared the experimental data with the
calculations, carried out within the framework of the
model developed by us, of the VR between the lowest
exciton states in QDs having a rectangular parallelepi-
ped shape (21). The best agreement between theory
and experiment (Fig. 5) is achieved for the parallelepi-
ped with two equal edges, Ly and Lz, and the third, Lx, α
times longer. In this case, the polaron-like state ener-
gies are described by (7)–(9), in which the lowest exci-
ton energies have the following form:

(25)

the matrix element of exciton–phonon interaction,

 = B(k211), where  and B(k211) are
defined by expressions (17) and (24), respectively. It
can be seen from Fig. 5 that the results of the calcula-
tion of the Stokes shifts of the bands under consider-
ation are in agreement with experimental data at α =
1.45, which was found by the least-squares method.

Our model also describes similar experimental data
obtained in [6], which differ from ours only by the
slope of the asymptotic 211 (see Fig. 5). Excellent
agreement between calculation and experiment occurs
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Fig. 5. Stokes shift of the TPE secondary emission bands
on 2"ω – Eex, demonstrating anticrossing of the 211 and
111 + LO states in VR between 211 and 111 states in CuCl
QDs. Circle diameter corresponds to experimental errors in
determining the band energies. Dotted lines show the ener-
gies of the corresponding states in the absence of exciton–
phonon interaction; solid lines represent calculation results
for QDs in the shape of a rectangular parallelepiped.
at α = 1.55. This means that CuCl nanocrystals in the
cited work had a rectangular parallelepiped shape with
a long edge somewhat larger than that in our case. This
is quite natural since the conditions of sample prepara-
tion were different.

It is noteworthy that, in accordance with the selection
rules, the phonon with quantum number 211 is involved
in the VR. The energy of this phonon (24 meV), used in
calculations, was determined from the Stokes shift of
the 111 + LO band, measured in the limit of small
2"ω – Eex. Detailed analysis shows that far from the
resonance, at large 2"ω – Eex corresponding to the exci-
tation of small QDs, the energy of the polaron-like state
tends towards the asymptotic value E111 + "Ω211 at a
much slower rate than that in the case of small 2"ω –
Eex. Such behavior is related to the strong size-depen-
dence of the electron–phonon interaction (see the insert
of Fig. 2). This dependence implies that the effect of the
VR on the energy spectrum is important for small QDs
even far from the VR. The exciton–phonon interaction

becomes proportional to  with increasing QD size,
and the influence of VR on the energy spectra can be

neglected at large .

5. CONCLUSION

In conclusion, we formulate the main results of this
study.

The problem of the renormalization of the semicon-
ductor QD energy spectrum, induced by VR, was
solved. Analytical expressions have been obtained for
energies of the polaron-like states in spherical and rect-
angular QDs in the cases of weak and strong confine-
ment. Expressions for the matrix elements of the inter-
action of LO-phonons with electrons and excitons are
derived for rectangular QDs.

Renormalization of the QD energy spectrum under
conditions of VR between the lowest exciton states is
studied experimentally for the example of rectangular
CuCl QDs in the NaCl matrix at 2 K by means of TPE
resonance spectroscopy of secondary emission.

Quantitative agreement of the calculation results
with experimental data demonstrated the adequacy of
the model developed by us for energy spectrum modifi-
cation in semiconductor QDs under VR conditions.
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Abstract—Scanning tunneling spectroscopy was used to study a-C:H and a-C:(H, Cu) films under atmospheric
conditions; these films were formed on semiconductor (Si) and metallic (Cr/Si) substrates using dc magnetron
sputtering of graphite or graphite/copper targets. The local density of electron states was determined from nor-
malized differential tunneling conductance with the aim of probing the individual sp2-phase clusters. The well-
defined valence-band edge and the varying (i.e., dependent on the scanning coordinate) shape of the distribution
of the density of electron states within the conduction band are characteristic of the a-C:H films; also, the largest
experimental value of the band gap in these films is ~ 3 eV; finally, the tendency towards the stable position of
the Fermi level at a level of ~ 1 eV above the valence-band top is observed in a-C:H films. The a-C:(H, Cu)
films are homogeneous with respect to the local density of electron states, which is accounted for by the forma-
tion of a homogeneous surface layer in the course of growth. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Various modifications of amorphous carbon, includ-
ing amorphous hydrogenated carbon (a-C:H), continue
to attract attention as promising materials for numerous
applications. The possibility of using carbon films in
electronics (for example, for the development of single-
electron transistors [1] or cold cathodes for displays
[2]) has been discussed more and more actively. The
microstructure and nanostructure of the above materi-
als should be studied in order to efficiently solve appli-
cation-oriented problems.

Previously [3] (see also the later publications [4–6]),
amorphous carbon has been considered as an inhomo-
geneous medium that includes the fragments of two
phases, i.e., atoms with tetragonal and trigonal coordi-
nation, which feature the sp3 and sp2 hybridization of
atomic orbitals, respectively. The volume ratio of the
phases depends on the methods and conditions of the
film growth. For the sp3 phase, the electron energy
bands (the filled and empty ones) are formed by the σ
and σ* states, with the HOMO–LUMO gap being equal
to ~ 5 eV. For the sp2 phase, there are bands of the π and
π* states (occupied and unoccupied) in addition to the
σ and σ* bands with an even smaller energy gap; the π
and π* bands are located close to the Fermi level and
control the electronic properties (such as electrical con-
ductivity or optical absorption) of these materials.

The presence of atoms in the sp2 configuration and
the resulting emergence of the electronic π and π*
1063-7826/01/3512- $21.00 © 21398
states represent specific features that distinguish amor-
phous carbon from other amorphous materials of
Group IV, in particular, amorphous silicon. As a result,
the model applied to amorphous silicon is found to be
inapplicable to amorphous carbon. According to this
model, tetrahedral coordination inherent in the crystal-
line analogue is preserved in amorphous material,
whereas the positional disordering of atoms is
accounted for in terms of the tails in the density of
states in the band gap [7]. Therefore, the model of a
two-phase mesoscopic medium, consisting of a system
of sp2 graphite or graphite-like clusters, has recently
been used more and more frequently in order to inter-
pret the experimental data on amorphous carbon; these
clusters are assumed to be either embedded into the sp3

phase or connected to each other by the sp3 bridges. The
model of graphite clusters has been used to interpret the
results of various experiments, for example, those
involving Raman scattering [6, 8] or the optical-absorp-
tion edge [9] in a-C:H. According to this cluster-based
model, the observed electronic effects should include
the additive contributions of individual clusters; how-
ever, these contributions are supposed to be nonsepara-
ble in macroscopic experiments, in which case the den-
sity of electron states manifests itself as a spatially inte-
grated characteristic.

At the same time, it is well known that experimental
data on the local density of states (DoS) in the vicinity
of the Fermi level can be obtained using scanning tun-
neling spectroscopy (STS). In this method, the density
001 MAIK “Nauka/Interperiodica”
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of both occupied and unoccupied states (in the valence
and conduction bands) is probed; the band gap can be
determined as well [10]. STS has been used recently to
study amorphous carbon (a-C) films [11, 12]. However,
only tetrahedral a-C (ta-C) films were studied; some of
the films were doped with nitrogen. From the stand-
point of the practical implementation of a-C films, the
issue concerning the electron-state spectrum as a spa-
tially varying characteristic (in particular, in the a-C:H
films) is of special interest; this issue has not been con-
sidered thus far.

In this paper, we report the results of using STS to
study films of undoped a-C:H and a-C:H doped with
copper [a-C:(H, Cu)]. Similar a-C:H films have been
studied previously using various methods; in a number
of studies, as mentioned above, the model of graphite
(graphite-like) clusters was employed to interpret the
results. We included a-C:(H, Cu) films in our studies in
connection with recent interest in the modification of
a-C using metals (embedment of metallic clusters in
carbon). On the basis of previous experiments, it was
concluded that copper can be partially incorporated
into a carbon network in the form of individual atoms
and, thus, can dope (intercalate) the graphite cluster. If
the copper concentration is high, Cu can precipitate in
the form of metallic drops; i.e., it can form its own sys-
tem of nanoclusters [13–16]. The objective of this study
was to measure the local DoS in a-C:H and a-C:(H, Cu)
films by scanning their surface in order to assess to
what extent the local DoS, measured on a scale of tens–
hundreds of nanometers, varies from point to point.

2. EXPERIMENTAL

The a-C:H films were obtained by the dc magnetron
sputtering of a graphite target in an argon–hydrogen
plasma (80%Ar + 20%H2). In order to obtain the
a-C:(H, Cu) films, we covered the graphite target with
copper plates. Substrates for deposition of the films
were transferred to the sputtering chamber after they
had been heated to 200°C. Residual pressure in the
chamber was 10–6 Torr. The films were deposited in the
operating-gas flow under a pressure of 10–2 Torr and
with an ion-current density of 10–1 A/cm2; the negative
self-bias at the substrate was no higher than 10 V.
According to our preliminary studies [17], the ratio
between atomic concentrations of copper and hydrogen
in the a-C:(H, Cu) films was [Cu]/[C] = 0.3–0.4 under
the employed technological conditions of sputtering.

The a-C:H and a-C:(H, Cu) films with a thickness
in the range of 70–130 nm were deposited on sub-
strates of two types: (1) chemically polished wafers of
silicon of the brand KEF-1 (n-Si:P, ρ = 1 Ω cm) with
a ~ 1.5-µm-thick heavily doped surface layer (phos-
phorus was diffused from the surface; the electron con-
centration in the layer was ~ 1021 cm–3); and (2) chem-
ically polished wafers of silicon of the brand KDB-20
(p-Si:B, ρ = 20 Ω cm) with a ~ 200-nm-thick Cr layer
SEMICONDUCTORS      Vol. 35      No. 12      2001
deposited by high-frequency ion–plasma sputtering (in
this case, the actual substrate for the deposited film was
the Cr layer). The different types of substrates, i.e.,
semiconducting (Si) and metallic (Cr), were chosen
from considerations of the possible effect of the sub-
strate properties on the structure of the films.

The tunneling current–voltage (I–V) characteris-
tics I(V) were measured under atmospheric conditions
using a scanning tunneling microscope; the bias volt-
age V applied to the gap between the probe and the
sample ranged from –2.5 to +2.5 V, with positive volt-
ages corresponding to a positive potential of the sam-
ple. A tungsten tip, fabricated using electrochemical
etching, was used as the probe. The functional capabil-
ities of the tunneling microscope employed have been
described elsewhere (see, for example, [18]).

The measurements were performed under condi-
tions of a constant tip–surface gap that corresponded to
the current of I0 = 1 nA at a bias voltage of +2.5 V (the
reference current). We found from preliminary mea-
surements of the tunneling I–V characteristics at vari-
ous reference currents in the range of I0 = 0.5–4.0 nA
(for different gaps) that the shape of I–V characteristics
and the general behavior of the derivative dI/dV  are
independent of the gap. However, in connection with
the fact that the current fluctuations amounted to
~0.002 nA (this corresponded to the accuracy of set-
ting the current), measurements at large gaps were
found to be insufficiently precise; therefore, all the
measurements were performed at the reference cur-
rent of I0 = 1 nA.

We measured the I–V characteristics 25 times at
each point under scanning conditions with the step
ranging from 15 to 300 Å; the scanned sites were cho-
sen within different areas of the film surface. The I–V
characteristic was averaged over 25 measurements and
was additionally smoothed using a Fourier filter; the
normalized differential conductance (dI /dV )/(I /V )
was then calculated. In order to eliminate the zero-
point anomaly in (dI /dV )/(I /V ), a small quantity was
added to I /V . According to [10], the dependence of
(dI/dV)/(I/V) on the bias voltage is representative of
the distribution of the density of electron states over the
energy E = eV (e is the elementary charge); V = 0 cor-
responds to the Fermi level (EF), negative bias voltages
correspond to occupied states (E < EF), and positive
bias voltages correspond to unoccupied states (E > EF).

3. RESULTS AND DISCUSSION

The obtained dependences of (dI/dV)/(I/V) on the
bias voltage V for the a-C:H films on the Si substrate
are shown in Fig. 1. Two of the most differing curves
were chosen from numerous measured dependences in
order to illustrate most clearly the range of variations in
the spectrum of electron states. In both cases, the edges
of occupied states (conventionally, in the valence band)
and of unoccupied states (conventionally, in the con-
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duction band) are clearly observed; these edges are
approximated by the straight lines in Fig. 1. The cutoffs
at the voltage axis at a level of (dI/dV)/(I/V) = 0 (the zero
tunneling current) make it possible to determine the band
gap Eg: Eg = 1.45 eV for curve 1, and Eg = 0.5 eV for
curve 2. In other measurements, we obtained intermedi-
ate or identical values of Eg; i.e., 0.5 eV & Eg & 1.5 eV.
The data represented in Fig. 1 were obtained under
scanning conditions with a step of ~300 Å; we note that
alternation of curves of the 1 and 2 types was observed
for this scanning step. Approximating curves to the
right and left of the Fermi level have the same slope;
i.e., the energy distributions of electron states for E < EF
and for E > EF are identical. As can be seen from Fig. 1,
curves 1 and 2 differ not only in Eg, but also in the fact
that the Fermi level EF is located symmetrically in ref-
erence to the band edges for curve 2, whereas EF is
shifted to the conduction-band edge for curve 1. Thus,
the spectrum of electron states varies substantially in
the course of scanning. If we rely on the concepts of the
previous model [3], the compact clusters consisting of
hexagonal (of the graphite type) rings may be formed
with high probability in the a-C films; in this case, the
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Fig. 1. Normalized differential conductance as a function of
the bias voltage; the dependences were derived from the
averaged tunneling current–voltage characteristics mea-
sured for a-C:H films on the Si substrate. Curves 1 and 2
represent typical dependences that illustrate the range of
variations in the local density of electron states at the film
surface.
experimental curves of the local DoS may be consid-
ered as the characteristics of individual clusters of this
type. However, a more thorough analysis shows that
such a simplified model is inconsistent with experimen-
tal results. We now dwell in more detail on experimen-
tal spectra.

First, the lower boundary of the experimental values
of Eg (Eg ≈ 0.5 eV) is too small a value compared to the
optical band gap in the a-C:H films (see [3]). The value
of Eg = 1.92 eV has been reported previously [19] for
films grown similarly. At the same time, the value of
Eg ≈ 0.5 eV is in the range of band gaps characteristic
of nonhydrogenated a-C. In the context of the model of
sp2 clusters, the value of Eg ≈ 0.5 eV implies the exist-
ence of large clusters that consist of dozens of hexago-
nal rings, which are considered as characteristic of a-C
and as unlikely for a-C:H [3].

Second, the density of the π and π* states in the
compact sp2 clusters should be symmetric in reference
to the Fermi level. In fact, it follows from curve 2 in
Fig. 1 that the edges of the bands of occupied and unoc-
cupied states are symmetric with respect both to the
general form of these edges and to their location rela-
tive to the Fermi level. The pattern is also symmetric for
curve 1 (the same slope of the left- and right-hand por-
tions of the approximating curves) if we consider the
form of the band edges; however, in this case, the Fermi
level is located closer to the unoccupied-state band than
to the occupied-state band. We note that a shift of the
Fermi level to the conduction band has been observed
previously [11, 12], however, only as a result of doping
of the a-C films.

Third, as was assumed previously [3], individual
hexagonal clusters with an energy gap between the
bands of the π and π* states equal to ~ 5 eV should have
the highest probability of being formed. As was men-
tioned above, values of Eg larger than 1.5 eV were not
obtained in our experiments. However, a detailed anal-
ysis of the experimental data makes it possible to
reduce this discrepancy. The point is that, although we
are dealing with the local DoS, the measurements are
actually performed over a finite film area comparable to
the grain size; thus, individual rings may simply remain
undetected. At the same time, when measuring a num-
ber of I−V characteristics, disruptions of tunneling cur-
rent occur occasionally; it is because of this fact that the
averaged I–V characteristics were reported above. It is
quite probable that the disruptions are related to insta-
bility of the current channels and to switching between
these channels (switching from one cluster to another in
the course of measurements). If we consider a set of
individual (unaveraged) I–V characteristics, we find
among them those whose transformation into normal-
ized differential conductance yields a band gap as large
as 3 eV. One of such curves is shown in Fig. 2.

It is noteworthy that pronounced oscillations are
observed in the range of both positive and negative bias
voltages in the curves shown in Fig. 1; these oscilla-
SEMICONDUCTORS      Vol. 35      No. 12      2001
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tions are regular and are not eliminated by smoothing.
As shown previously [10], such oscillations are charac-
teristic of amorphous carbon with a high concentration
of atoms in the sp2 configuration; these oscillations
were identified phenomenologically [10] with the
localized π states. In the context of the cluster model,
such states may be attributed, for example, to dangling
bonds at the surface (at the outer shell) of graphite clus-
ters or to local distortions of the carbon rings.

The results obtained for a a-C:H film on the Cr/Si
substrate are shown in Fig. 3. Here, as in Fig. 1, two
typical dependences (dI/dV)/(I/V) = f(V) are shown. It
can be seen that these dependences differ markedly
from those shown in Fig. 1 for the films deposited on
the Si substrate: they are asymmetric; in addition, we
observe a sharp cutoff of (dI/dV)/(I/V) in the region of
negative bias voltages and a slow increase for positive
bias voltages. The difference between the curves in
Figs. 1 and 3 indicates that the structure of films grown
under identical conditions depends heavily on the sub-
strate material. We have shown previously [18] that the
substrate material affects the properties deposited on
the quartz and silicon substrates. We have observed
[18] differences in the growth rate and in the refractive
index of the films; however, these differences have not
been great. By comparing the curves in Figs. 1 and 3,
we may conclude that the use of metallic coating as the
substrate affects the film structure. It is not quite clear
so far which factor plays the determining role—the dis-
tribution of potentials in the growth chamber when a
metallic substrate is used, the chemical nature of the
metal, or the structural characteristics of the metal
coating.

Examination of the data in Fig. 3 and identification
of the curves with the DoS hardly gives us any indica-
tion of the band gap at all. A sharp edge in the region of
negative bias voltages can apparently be identified with
the valence-band edge. It is noteworthy that the Fermi
level (EF) position in reference to the valence-band
edge for this film (an a-C:H film on the Cr/Si substrate)
remains almost unchanged at various points of the
scanned surface and is close to EF deduced from curve 1
in Fig. 1 and from Fig. 2; i.e., it is close to EF for an
a-C:H film on the Si substrate, in which case the widest
band gap is observed. The conduction-band edge does
not manifest itself explicitly; only a gradual, almost lin-
ear increase in the DoS from the Fermi level (curve 1)
or an increase with a step at V ≈ 0 (curve 2) are
observed.

In spite of differences in the representative spectra
shown in Figs. 1–3, we can detect a number of special
features common to the a-C:H films. As a rule, a drastic
change in the value of (dI/dV)/(I/V) is distinguished in
the curves in the region of negative bias voltages (E <
EF); this change can be identified with the valence-band
edge. Moreover, the intersection of the approximating
straight line with the line, (dI/dV)/(I/V) = 0, yields
almost the same values of the cutoff voltage (about –1 V)
SEMICONDUCTORS      Vol. 35      No. 12      2001
for most of the curves. This means that there is a dis-
tinct tendency towards a stable position of the Fermi
level at an energy of ~ 1 eV above the valence-band
edge. The shape of the spectra in the region of positive
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Fig. 2. Normalized differential conductance as a function of
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current–voltage characteristic (without averaging) for an
a-C:H film on the Si substrate.
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bias voltages (E > EF) is more changeable; on the one
hand, the shape of the (dI/dV)/(I/V) = f(V) curves var-
ies appreciably if the scanning step is equal to 300 Å,
whereas, on the other hand, this shape is different for
the films deposited onto dissimilar substrates. Appar-
ently, we may assume that the “true” edge of the
valence band (the band of delocalized states) is distin-
guishable in Fig. 2. This assumption is based on the fol-
lowing two circumstances: (i) the density of electron
states changes rapidly from the value close to zero, and
(ii) the band gap determined in this case has the largest
value determined from all experiments (Eg ≈ 3 eV). In
other spectra, the valence-band edge is diffuse, which
may be naturally related to the localized states that are
distributed in energy, with the spectrum depending on
the coordinate of scanning. Apparently, curve 2 in Fig. 1
represents the situation where a broad spectrum of
localized stated emerges not only in the vicinity of the
conduction band but also near the valence band.

In Fig. 4, we show the dependences (dI/dV)/(I/V) =
f(V) for two a-C:(H, Cu) films grown on the Si and
Cr/Si substrates using the same technological process.
The results of the measurements for these films differed
radically from those for the a-C:H films; specifically,
the I–V characteristics were reproduced with a high
accuracy in the course of multiple measurements. The
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Fig. 4. Normalized differential conductance as a function of
the bias voltage; the dependences were derived from the
averaged tunneling current–voltage characteristics for the
a-C:(H, Cu) films on the (a) Si and (b) Cr/Si substrates.
shape of the (dI/dV)/(I/V) = f(V) curves also differs
from that of the curves considered previously for
a-C:H: the spectra for a-C:(H, Cu) are smoother and do
not feature any oscillations.

We have previously measured the macroscopic elec-
trical conductivity in the films of the same type on the
silicon and quartz substrates; the results have been
interpreted using a high-resistivity matrix model that
contains the conducting clusters composed of either
graphite (or graphite-like material) or copper (if the
copper concentration is high) [20]. Based on these data,
we expected that scanning of the film surface would
lead to radically different tunneling I–V characteristics
related to the clusters of dissimilar types. However, in
both cases (i.e., for the films on the Si and Cr/Si sub-
strates), we failed to observe the aforementioned differ-
ences.

The bands of unoccupied and occupied states con-
centrated in the vicinity of the Fermi level (as in the
case of the bands in graphite) are observed in the
spectrum of the a-C:(H, Cu) film on the Si substrate
(Fig. 4a). Notwithstanding the fact that the shape of the
spectra varies somewhat with the coordinate of scan-
ning, it is impossible to find the regions with a nonzero
band gap. According to the measurements of the tunnel-
ing I−V characteristics, it turns out that the a-C:(H, Cu)
films appear more homogeneous compared to the
a-C:H films. At first glance, this contradicts the previ-
ous data [21] on similar a-C:(H, Cu) films; these data
indicate that bulk structural inhomogeneities oriented
from the substrate to the surface are present in these
films. The absence of the effect of these inhomogene-
ities in the measured spectra of the density of electron
states suggests that a homogeneous surface layer is
formed in the course of growth of the carbon film with
the involvement of copper; this layer differs in its struc-
ture from the bulk, and it is this layer that is probed in
the method of tunneling spectroscopy.

Even more smoothed dependences are observed for
a a-C:(H, Cu) film on the Cr/Si substrate (Fig. 4b);
these dependences are well reproduced at any scanned
area and feature a small amplitude of variation in the
value of (dI/dV)/(I/V). Obviously, in the situation
under consideration, copper plays an even more impor-
tant role in the formation of the structure of the film (or
the surface layer) than in the case of a-C:(H, Cu) film
on the silicon substrate.

4. CONCLUSION

Thus, we may advance the following conclusions on
the basis of the data obtained by using scanning tunnel-
ing spectroscopy to study the a-C:H and a-C:(H, Cu)
films produced by dc magnetron sputtering.

(i) Consistent with the results of our previous stud-
ies, we ascertained that the properties of a-C:H and
a-C:(H, Cu) films depend heavily on the substrate
material [semiconducting (Si) or metallic (Cr)]. In our
SEMICONDUCTORS      Vol. 35      No. 12      2001
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experiments, this manifests itself in the density of elec-
tron states.

(ii) The local density of electron states in the a-C:H
films varies appreciably on the nanometer scale. Diver-
sity in the shapes of electron spectra may be considered
as a manifestation of the variability in the material’s
structure components represented by the clusters of
carbon atoms in the sp2 configuration. Each spectrum is
related to an individual cluster.

(iii) The general pattern of the local density of elec-
tron states in the a-C:H films is as follows. The valence-
band edge (a sharp change in the density of electron
states in the region of E < EF) manifests itself in the
majority of the obtained spectra. For E > EF, the energy
dependences of the density of electron states have vari-
ous shapes; however, these dependences are repre-
sented by a broad smooth distribution, without sharp
changes in the form of a step or jump, which may be
interpreted as the conduction-band edge. It is not often
that one encounters spectra in which both the valence-
and conduction-band edges can be clearly detected.
The band gap determined from such spectra is the wid-
est and amounts to ~ 3 eV. Another special feature fol-
lowing from experimental spectra consists in the pro-
nounced tendency towards a stable position of the
Fermi level at ~ 1 eV above the valence-band top.

(iv) In the measurements of the local density of elec-
tron states, the a-C:(H, Cu) films appear homogeneous,
in contrast to the a-C:H films; i.e., clusters in the film
structure are not observed (we refer to both the Cu
drops and the clusters similar to those observed in
a-C:H). Thus, copper is conducive to the formation of a
homogeneous structure; presumably, copper acts as a
dopant or intercalating agent for the graphite compo-
nent of the film material. It is likely that a homogeneous
surface layer (of the graphitized type) is formed when
the film is grown on a silicon substrate; the effect of
copper is even more pronounced in this layer if the film
is grown on a metallic substrate.
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Abstract—Our earlier reports concerning the fabrication by liquid-phase epitaxy and investigation of
InAsSbP/InAsSb/InAsSbP double heterostructure lasers emitting at 3–4 µm are reviewed. The dependences of
spectral characteristics and the spatial distribution of the laser emission on temperature and current are dis-
cussed. Lasing modes are shifted by 0.5–1.0 cm–1 to longer wavelengths with increasing temperature. The tun-
ing of the lasing modes by means of current is very fast (10–8–10–12 s). With increasing current, the modes are
shifted to shorter wavelengths by 50–60 Å at 77 K. The maximum mode shift of 104 Å (10 cm–1) is observed
at 62 K. The spectral line width of the laser is as narrow as 10 MHz. Abnormally narrow directional patterns in
the p–n junction plane are observed in some cases in the spatial distribution of laser emission. The current tun-
ing of lasers, due to nonlinear optical effects, has been modeled mathematically in good agreement with the
experiment. Transmittance spectra of OCS, NH3, H2O, CH3Cl, and N2O gases were recorded using current-
tuned lasers. © 2001 MAIK “Nauka/Interperiodica”.
1 1. INTRODUCTION

The first part of the review [1] was concerned with
investigations aimed at attaining the low threshold-cur-
rent density and high limiting temperature of lasing.
The present, second part discusses studies of the coher-
ent emission itself from the standpoint of the possible
application of lasers fabricated by the authors in high-
resolution spectroscopy. The following problems were
addressed:

(i) obtaining single-mode lasing in a single longitu-
dinal spatial mode;

(ii) study of the spatial distribution of laser emis-
sion;

(iii) tuning of the laser wavelength by means of cur-
rent and temperature;

(iv) measurement of the spectral line width;
(v) application of the lasers in high-resolution spec-

troscopy.

2. LASER DIODES

Details of the laser fabrication technique were
reported in [1]. InAsSb/InAsSbP lasers were fabricated
by means of LPE on (100)InAs substrates doped with
Zn to a free carrier density of ~5 × 1018 cm–3. The
n-type active region was nominally undoped and had an
electron concentration of (1–4) × 1016 cm–3. The n- and
p-type InAsSbP confinement layers were doped to

1 See [1].
1063-7826/01/3512- $21.00 © 21404
(3−5) × 1018 cm–3 and (1–2) × 1018 cm–3, respectively.
The thickness of the active region and confinement lay-
ers was (0.5–3) and (2–3) µm, respectively. The laser
design was based on a double heterostructure (DHS).

The lasers under study emit in the spectral range λ =
3–4 µm. The emission wavelength λ depends on the
cavity length L. Figure 1 shows how λ grows with cav-
ity length [2]. As is seen, the λ(L) dependence is linear
in a wide range of cavity lengths (200–800 µm). The
sharp drop in the wavelength at small L (L < 200 µm),
typical of quantum-confinement lasers, results from
gain leveling-off [3]. As already noted in [1], it may be
assumed that the coherent emission of these lasers
results from carrier recombination in quantum-size
wells at one of the interfaces of the structure. With
increasing L, the inter-mode distance ∆λ decreases as
∆λ = λ2/2Ln*, where n* is the refractive index of the

3.4

3.3

3.2

3.1
200 400 600 800

L, µm

λ, µm

Fig. 1. Coherent emission wavelength λ vs. cavity length L
at T = 77 K.
001 MAIK “Nauka/Interperiodica”
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cavity, and, therefore, the number of modes in long-
cavity lasers is greater.

Let us now consider laser tuning by varying first the
temperature and then the driving current.

3. TEMPERATURE TUNING OF LASER 
EMISSION SPECTRUM

Temperature variation is the most obvious external
factor capable of shifting a spectral mode. The temper-
ature dependence of the spontaneous emission spec-
trum is due to a decrease in the band gap with increas-
ing temperature and the resulting shift of the gain spec-
trum to longer wavelengths, as well as its broadening.
Lasing modes correspond to cavity frequencies and are
shifted due to temperature variation of the refractive
index and cavity length.

In [2], the temperature tuning of the emission spec-
trum was studied in DHS lasers with a 60-µm-wide
stripe and a ~350-µm-long cavity. The band diagram of
these lasers is presented in Fig. 2a. For studying the
temperature dependence, the lasers driven with current
pulses of > 300-µs width exhibited, at T = 77 K, single-
mode operation near the threshold current Ith (Fig. 2b).
Commonly, lasing occurs at the peak of the spontane-
ous-emission band. Figure 2c shows that the intensity
of radiation passed through an external Fabry–Pérot
interferometer varies with time by the sine law. The
mode is stable during the current pulse, with the mode
wavelength changing by 0.5–1.0 cm–1 to smaller wave
numbers ν, owing to active region heating. The wave-
length grows virtually linearly with increasing temper-
ature, dλ/dT ≈ 0.002 µm/K. For the lasers under study,
the estimated line width of coherent emission was
0.005 cm–1 [4].

When these lasers were used as components of an
automated laser spectrometer [4], transmission spectra
of methane and ethylene were recorded with a resolu-
tion of no worse than 0.005 cm–1.

Thus, the temperature-tuned InAsSbP/InAsSb/InAsSbP
lasers emitting at λ = 3.2–3.4 µm, fabricated and stud-
ied in our works, can be used in high resolution molec-
ular spectroscopy. However, the tuning of lasers by
means of current is more promising owing to its faster
speed and wider spectral range. The following section
presents the results obtained in our studies of how the
spectral characteristics of our lasers depend on current.

4. TUNING OF LASER EMISSION SPECTRUM
BY MEANS OF CURRENT

4.1. General Concepts

The tuning of the laser emission spectrum by current
is enabled by the optical nonlinearity of the semicon-
ductor medium; in particular, by nonlinear refraction,
i.e., the dependence of the refractive index in the laser’s
active region, n, on the emission intensity (F) and free
carrier concentration (N). The free carrier concentration
SEMICONDUCTORS      Vol. 35      No. 12      2001
is, in its turn, affected by the emission intensity. This
fact is well known [5]. The effect of free carriers on the
refractive index has been taken into account from the
theory of the semiconductor laser [6, 7]. It has been
observed that, in the case of superluminescence, the
longitudinal mode frequencies in a planar GaAs cavity
are shifted steadily with increasing driving current [5].
This shift is opposite in sign to the temperature effect.
The n(N) dependence is stronger in narrower gap com-
pounds, like InAs and InSb, compared with GaAs. The
variation of the refractive index with the concentration
of induced carriers in an InAs1 – xSbx solid solution was
calculated theoretically by Paskov [8]. The dispersion
of ∆n at the band gap edge was calculated for carrier
densities of 1015–1018 cm–3 at room temperature. How-
ever, lasers emitting in the 3–4 µm range usually oper-
ate at lower temperatures. We related the variation of
the refractive index to that of the absorption coefficient
by the following simplified formula

(1)

where Fi is the Fermi level position in the conduction
band, Ni is the electron concentration on reaching the
population inversion, c is the speed of light in vacuum,
αi is the refractive index in undoped unexcited material
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Fig. 2. (a) Laser structure and layer-by-layer profile of the
band gap Eg; (b) laser emission spectrum at T = 77 K;
(c) oscillograms of laser emission passed through (1) air
and (2) Fabry–Pérot cavity. Starting temperature 80 K.
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of the active region at "ω = Eg + Fi, ω is the angular fre-
quency, and Eg is the band gap. The coefficient B, equal
to about 1.15, takes into account band gap narrowing
with increasing nonequilibrium carrier density, as well
as the influence of some simplifications. Plasma oscilla-
tions and other effects raise the overall dn/dN value by an
additional 15%. At T = 77 K, dn/dN ≈ 0.3 × 10–18 cm3 and
decreases nearly hyperbolically with increasing tem-
perature.

The tuning of spectra by current is, to some extent,
observed in any 3–4 µm laser, but experimental studies
of this effect have not been reported yet.

To elucidate the physical mechanisms of laser tun-
ing by current, we investigated, along with the tuning
itself, dependences of the spatial distribution of emis-
sion on current (Section 4.2) and the effect of current on
single-mode lasing characteristics (Section 4.3).

4.2. Dependence of the Spatial Distribution of Laser 
Emission (Spatial Oscillations) on Current

The spatial distribution of emission depends on the
geometrical characteristics of a laser. We studied lasers
with a stripe width of 10–13, 18–20, and ~40 µm. Com-
monly, the cavity length was chosen as optimal for the
threshold current (225–350 µm). The dependence of
the directional pattern on cavity length was studied at
L = 125–2000 µm. At currents close to the threshold
value [9] and stripe width of < 13 µm, only the longitu-
dinal spatial mode is generated, with its contour in good
agreement with calculations for the cosine distribution
of the magnitude of the electromagnetic wave vector E
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Fig. 3. FWHM of directional pattern, ∆θ, vs. current I (1) in
the p–n junction plane and (2) in the plane perpendicular to
the p–n junction plane. V12192-1 laser.
at the output mirror of the cavity. The calculation was
made using the following simplified formula

(2)

where θ is the emission detection angle, λ is the emis-
sion wavelength, and b is the stripe width.

At a stripe width of 18–20 µm and a driving current
close to the threshold value, a single longitudinal mode
is generated in some lasers, but, more frequent, the
superposition of the longitudinal mode and a first-order
transverse mode is observed. For the first-order trans-
verse mode, the angular distribution of intensity was
calculated at a sine distribution of the magnitude of the
light wave vector E, using the relation

(3)

Some of the lasers with an 18- to 20-µm-wide stripe
demonstrated a directional pattern with two peaks; the
angular distance between these was ~11°, whereas for
the first transverse spatial mode it should be ~20°.

For lasers with an ~40-µm-wide stripe, second-
order transverse modes were observed. The F(θ)depen-
dence was calculated for the second-order transverse
mode using the formula

(4)

In the plane perpendicular to the p–n junction plane,
no structure was observed in the directional pattern. In
this region, the beam divergence is defined by the dif-
fraction on the slit, the active region being about 1 µm
thick. The study of the spatial distribution of emission
in relation to L demonstrated that the directional pattern
both in the p–n junction plane and in a plane perpendic-
ular to it becomes narrower with increasing L. For
example, with L growing from 150 to 2000 µm, the full
width at half-maximum (FWHM) of the directional
pattern (∆θ) decreases from 28.18° to 6° in the p–n
junction plane, and from 83° to 40° in the perpendicular
plane. It was assumed that the narrowing of the direc-
tional pattern with increasing L may be a consequence
of the collimator action of the long cavity.

The dependences of the directional pattern on cur-
rent were measured for the same groups of stripes. Fig-
ure 3 shows ∆θ(I) in the p–n junction plane (curve 1)
and in the perpendicular plane (curve 2) for the narrow-
est stripes (b = 10 µm, L = 225 µm, Ith = 12 mA at 77 K,
V12192-1 laser) [10]. At currents smaller than the
threshold value, ∆θ in the p–n junction plane decreases
rapidly from 50° to 20° with increasing current, owing
to the growing share of the stimulated emission. As
already mentioned, ∆θ corresponds near the threshold
to the F(θ) dependence (2) with a cosine distribution of
the E vector at the output mirror of the cavity. ∆θ reaches
its minimum value of ~17° at currents of (2–2.5)Ith. In
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this case, F(θ) cannot be described by formula (2). In
all likelihood, the distribution of the E vector across the
beam width ceases to be cosine in this range of currents
and becomes nearly uniform. This is possibly the result
of the fact that the contribution of the surface recombi-
nation diminishes with increasing current, and the
injection density at the stripe edges grows to a greater
extent than that at the center. For the uniform distribu-
tion of E, the theoretical curve is calculated using the
formula

(5)

However, the uniform distribution of the electric vector
of the light wave at the output mirror of the cavity is
impossible since the wave amplitude at the stripe edge
must be virtually zero owing to the great difference
between the refractive indices of crystal and air. More-
over, the amplitude cannot change stepwise with the
coordinate. Therefore, the question of beam broadening
with increasing current in narrow-stripe lasers has
remained open. With the current increasing further, the
directional pattern broadens. This may occur as a result
of light beam narrowing because of the strong lateral
optical confinement caused by an increase in the den-
sity of nonequilibrium carriers at the stripe edges and
its decrease in the middle of a stripe. The rise in carrier
concentration leads to a decrease in the refractive index.
If the refractive index at the stripe edges decreases by
more than (λ/2b)2, then lateral optical confinement aris-
ing within the stripe makes narrower the light beam in
the p–n junction plane. For the laser in question, the
narrowing of the light beam in the p–n junction plane
was estimated to be about 2 µm at a current I = 4.65Ith.
In the perpendicular plane, the light beam broadens at
currents I > 3.55Ith, owing to its penetration into the
wide-band-gap regions, which leads to a narrower
directional pattern. For narrow-stripe (b ≈ 10 µm)
lasers, the directional pattern varies with current as a
result of variation of the longitudinal mode half-width,
which is defined by the distribution of the electric vec-
tor of the light wave at the output mirror of the cavity.
At the same time, for wider-stripe lasers, the structure
of the spatial distribution of emission changes with
increasing current. In lasers with an 18–20-µm-wide
stripe, exhibiting a single longitudinal mode at currents
near the threshold, the mode was split in two with
increasing current. If the directional pattern at a near-
threshold current has two peaks at an angular distance
smaller than that observed for the first transverse mode,
then the depth of the dip between the peaks decreases
with increasing current (Fig. 4), with the angular posi-
tion of the peaks hardly changing [11]. For lasers with
a 40-µm-wide stripe and a 3-µm-thick active region, the
directional pattern is single-lobed, with a narrow peak
and broadened base, over the entire range of currents
[12]. As stated above, at currents near the threshold
(I/Ith = 1.2), ∆θ ≈ 23°, and the directional pattern peak

F θ( ) αsin
α

-----------
2

.≈
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is pointed. The lobe becomes narrower with increasing
current. For example, ∆θ ≈ 9° at I/Ith = 1.44, and the
directional pattern peak becomes even more pointed
(Fig. 5). In the plane perpendicular to the p–n junction
plane, ∆θ ≈ 63°, which is close to the value given by the
relation ∆θ = λ/d, where d is the active region thickness.

The existence of unusual directional patterns of
emission from lasers with different stripe widths shows
that a new approach to laser beam formation and inves-
tigations of the near- and far-field distributions of the
emission is required.
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Fig. 4. Directional pattern in the p–n junction plane of
V1109-3-39 laser at different excesses of current I over the
threshold Ith, I/Ith: (1) 1.14 and (2) 1.8.
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Fig. 5. Directional pattern of laser emission (1) in the p–n
junction plane and (2) in the perpendicular plane. Current
I/Ith = 1.44, T = 77 K, V1109-1-15 laser.
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Our calculations are based on the assumption that
the laser waveguide is a nonlinear optical medium. The
constant of electromagnetic wave propagation averaged
over the cavity length  is quadratic in the electromag-
netic wave amplitude owing to the approximately qua-
dratic increase in the current density toward the mesa
structure edges. This was shown by calculations [13]
made by the method of conformal transformations, w =
sinz, for a finite stripe width (~16 µm) substantially
smaller than the substrate width (~500 µm). The solu-
tion is valid when the substrate resistance exceeds the
differential resistance of the p–n junction, which only
happens in lasing. The injection at the stripe edges
exceeds that in the middle of the stripe only in the case
of lasing, when the relative excess of the injection den-
sity above the threshold i = (Gτ – Nth)/(Nth – N0) (here
Gτ is the density of the nonequilibrium carrier injec-
tion; Nth and N0 are the nonequilibrium carrier densities
at, respectively, the generation and inversion thresh-
olds) depends on coordinate y across the stripe width as

(6)

where i0 is the injection density in the middle of the
stripe, b is the stripe width, and k = (c/2h) is the coeffi-
cient depending on the ratio of the substrate width (c)
to its thickness (h) and equal to k ≈ 1.5 for our lasers.
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Fig. 6. Directional patterns of laser emission in the p–n junc-
tion plane for different combinations of beams of spatial
oscillations: (1) single beam, (2) two antiphase beams with
equal light wave amplitudes, (3) two antiphase beams with
light wave amplitudes differing by a factor of 2, and (4) two
in-phase beams with equal light wave amplitudes.
Such a k value gives a ratio between the current densi-
ties at the edges and in the middle of the stripe of ~2.5.
If we assume that multiple spatial modes are generated,
and, therefore, the emission intensity becomes nearly
uniform across the stripe width and is determined by
the injection in its middle, i0, then, at negligible charge
spreading in the active region, the Helmholtz wave
equation is reduced to the equation of a linear harmonic
oscillator [13]

(7)

where δε0 is the change in the dielectric constant on
raising the excitation level from the inversion threshold
to the lasing threshold, and εth is the dielectric constant
at the lasing threshold. A solution to this equation can
be described in the form of eigenfunctions. The integers
in each of these define the order of the transverse mode.

Therefore, under the adopted conditions, a laser
beam can theoretically oscillate within the cavity as a
single light beam. The general solution to the
Schrödinger equation for a linear harmonic oscillator is
a minimized wave packet oscillating around the origin
of coordinates at the center of the stripe. It is worth not-
ing that the obtained solution is valid for currents that
ensure wave localization through an increase in the car-
rier density at the stripe edges with increasing current.
The minimum stripe width necessary to confine the
wave to our structures is evaluated to be 9 µm [13]. The
linearity of the differential equation describing the
oscillating beam allows for its summation with another
beam having a different phase and amplitude. Figure 6
presents calculated [11] directional patterns of laser
emission in the p–n junction plane for a single oscillat-
ing beam, two antiphase oscillating beams with equal
light wave amplitudes, two antiphase oscillating beams
with light wave amplitudes differing by a factor of 2,
and two in-phase oscillating beams with equal light
wave amplitudes. A time-dependent distribution of the
light wave at the cavity mirror was considered. To
obtain the averaged distribution, integration over time
is necessary. As seen in Fig. 6, a single beam (curve 1)
and two in-phase beams (curve 4) give a single-lobed
directional pattern. For the case of two beams, the lobe
half-width is 1.7 times less than that for a single beam.
Antiphase beams (curves 2 and 3) form a double-lobed
directional pattern, with a dip at θ = 0. The depth of the
dip decreases with increasing difference between the
light wave amplitudes of the beams.

For a laser with a 10-µm-wide stripe at currents
exceeding the threshold by a factor of 2.0–2.5, the sin-
gle-lobed directional pattern is similar in shape and
half-width with that calculated for the case of two in-
phase beams. The second beam favors narrowing of the
directional pattern and decreases the half-width of the
intensity distribution at the cavity mirror, which makes
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this situation the most probable in narrow cavities. The
double-lobed experimental directional pattern of a laser
with an 18-µm-wide stripe is similar in shape and angu-
lar distance between the two peaks to the directional
pattern for the case of two antiphase beams. The depth
of the dip at the center of the experimental curve corre-
sponds to a 2–3-fold difference between the light wave
amplitudes of the antiphase oscillating beams [11]. The
experimental directional pattern obtained for lasers
with a 40-µm-wide stripe is consistent with that calcu-
lated on the assumption of two in-phase beams, but
with account taken of the existence of the second-order
spatial modes in the cavity of the laser with a wide
stripe [12]. Figure 7 shows calculated directional pat-
terns in the p–n junction plane of a laser with a 40-µm-
wide stripe for the case of beams with equal light wave
amplitudes and dependence of the refractive index on a
coordinate identical to that reported in [13]. Curve 1
corresponds to a radiation beam whose center of grav-
ity is shifted from the center of the stripe to the coordi-
nate of the first transverse mode. Curves 2 and 3 corre-
spond to beams oscillating between the extreme max-
ima of the second and third transverse modes,
respectively. The experimental directional pattern is
quite consistent with the calculated curve 2, in accor-
dance with the fact that the second-order transverse
mode is observed in lasers with a 40-µm-wide stripe in
the case of a single light beam propagation [9]. Side
wings appear in the directional pattern of wide-stripe
lasers, but their intensity is low.

Thus, all the anomalous experimental directional
patterns can be accounted for in terms of spatial light
beam oscillations in the laser cavity; this may be either
a single light beam, or a sum of two beams, in-phase or
antiphase, with equal or different light wave ampli-
tudes. These theoretical conclusions were arrived at
with account taken of the increase in the nonequilib-
rium carrier density from the middle of the laser stripe
toward its edges and the corresponding decrease in the
dielectric constant due to the increase in this direction
of the injection density and a decrease in the emission
intensity.

4.3. Study of Single-Mode Operation
in Relation to Current

Let us now discuss how the single-mode operation
of our lasers depends on current [14–18]. We have
determined the temperature and current ranges in
which the emission is single-mode.

Single-mode lasing may be accidental, occurring in
a situation when the amount of crystal defects in antin-
odes of emission of one of the modes is lower than that
in antinodes of other modes. However, single-mode
operation has its specific features. The principal condi-
tion for single-mode lasing is that the spectral positions
of the modes and the gain spectrum shift with current in
the same way. The photon energy of the emission
mode hνL changes with the nonequilibrium carrier
SEMICONDUCTORS      Vol. 35      No. 12      2001
density mainly owing to a variation in the refractive
index n:

(8)

According to [16], the photon energy in the gain spec-
trum peak (hνm) obeys the relation

(9)

where Fth and Nth are the quasi-Fermi level position in
the conduction band and the electron density at the las-
ing threshold, respectively; ∆Eg is the band gap narrow-
ing under injection, related to the nonequilibrium car-
rier density by ∆Eg ~ N1/6.

According to (9), the magnitude and sign of
dhνm/dN at a given temperature is defined by the rela-
tion between Fth and ∆Eg (at T = const), with ∆Eg > 0.
In the semiconductor of the active region of the lasers
under study, the effective electron mass is small com-
pared with the hole mass, with the result that |Fth| >
|∆Eg|, and, therefore, dhνm/dN > 0. The opposite sign
can also be obtained in a mechanically strained active
region. Hence, the magnitude and the sign of dhνm/dN
can be controlled by means of internal mechanical
stresses. In the unstrained laser structures under study,
|∆Eg| < Fth, ∆Eg < 0, and dn/dN < 0. The derivatives
dhνm/dN and dhνL/dN are positive.
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In the single-mode lasers, the nearest neighbors of
the emission mode are suppressed. In [19], the suppres-
sion of modes was ascribed to scattering on electron
density waves occurring in a range of photon energies
that is significantly narrower than the inter-mode dis-
tances, and, therefore, this is probably not the principal
factor. We have shown that taking into account the pho-
ton momentum yields a significantly wider range of
suppression [20]. The photon momentum makes the
radiative transitions indirect. The energies of carriers
involved in transitions become dependent on the angle
between the photon and carrier momentum vectors.
The time of carrier re-orientation via elastic scattering
is 10–13 s. Consequently, a single laser mode reduces the
carrier concentration in a rather wide range of energies,
which define the depletion range. The modes in which
carriers from this energy range might be involved are
suppressed.

The photon momentum pp was defined in [21] as

(10)

For our lasers, pp = 0.67 × 10–22 (g cm)/s. For nearly
orthogonal directions, when the carrier momentum
magnitude remains unchanged in a transition, the elec-
tron momentum magnitude kn0 = 4.18 × 10–22 (g cm/s).
The depletion range in the conduction band ∆En is
given by

(11)

where mn and mp are the effective electron and hole
masses, respectively. The widths of the depletion range
are nearly equal in the valence and conduction bands,
the allowed bands being close to spherical for the ener-
gies in question. The boundaries of the frequency sup-
pression band are defined by the suppression in the
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valence band, because mn ! mp. The long-wavelength
edge was calculated as the photon energy

(12)

The short-wavelength edge of the suppression band
corresponds to the photon energy

(13)

As can be seen from (12) and (13), hνp+ – hν > hν – hνp–,
i.e., the suppression range is wider on the short-wave-
length side of the mode, compared with the long-wave-
length side. Our estimates for the lasers under study are
hνp+ – hν = 1.77 meV and hν – hνp– = 1.26 meV. At the
same time, the intermode distance is 0.5 meV. Thus, the
suppression of neighboring modes, because of the pres-
ence of the photon momentum, extends to three and
two inter-mode intervals on the short- and long-wave-
length sides of the generated mode, respectively. The
modes immediately adjacent to the principal mode are
suppressed to the greatest extent, because the depletion
range in the valence band is involved in their generation
to a greater extent than that of distant modes. The
depletion range in the conduction band yields a sup-
pression range that is narrower than the inter-mode dis-
tance and, therefore, not involved in the suppression of
neighboring modes. Transverse spatial modes and the
corresponding frequency modes are suppressed in
lasers with a tapered waveguide appearing as a result of
an increase in the injection density across the cavity
width from its center to its edges, low emission inten-
sity at the edges, and weak spreading of carriers across
the active region. In the course of the spatial oscilla-
tions discussed above, the light beam moves from one
edge to the other through the center with lowered gain
and changes the gain spectrum, which maintains the
arising oscillations; i.e., the beam oscillations are self-
sustaining.

Figure 8 presents one of the experimental light–cur-
rent characteristics for the single-mode operation of a
laser with b = 10 µm, L = 225 µm, and Ith = 12 mA
(V12192-1 laser) at 77 K [14]. The fraction of the dom-
inant mode in the overall emission of all the spectral
modes (Fmax/ ) was measured at various currents.

As is seen, the Fmax/  ratio is current-dependent
and varies between 0.8 and ~1 in the range of currents
I/Ith = 1.5–3. At I = IthFmax/  ~ 0.3. At high currents,

I/Ith > 3.5, Fmax/  is independent of current and
equal to ~0.45. Single-mode lasing has been studied in
relation to current and temperature for a V12191 laser
with a 16-µm-wide stripe and a 375-µm-long cavity
[16]. The operation was single-mode at currents
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exceeding the threshold value by 10 to 200–300% in
the temperature range T = 12–90 K.

4.4. Fast Tuning of Laser Emission Wavelength
by Current

Let us consider the tuning of our lasers by current.
The variation of the emission wavelength is defined by
the variation of the constant of electromagnetic wave
propagation along the stripe ( ), characterizing the
velocity of the laser emission propagation along the
stripe and having a value intermediate between the
dielectric constant at the stripe edge and at its center.
The variation of ∆λ is related to that of (∆ ) by

(14)

The nonequilibrium carrier density may signifi-
cantly exceed the threshold value at the stripe edges,
where the laser emission intensity is zero because the
wave nodes are located here; consequently, only spon-
taneous recombination occurs at the stripe edges. Far
from the edges, the carrier density may be even lower
than the threshold value owing to the high rate of stim-
ulated recombination. Therefore, the dielectric constant
decreases toward the stripe edges in an operating laser.
The higher the injection uniformity, the stronger is this
effect and the weaker is the carrier spreading over the
p–n junction area.

As shown in [5], self-focusing is due to the depen-
dence of the dielectric constant ε on the electromag-
netic wave amplitude. This is associated with the non-
linearity of the laser’s optical medium. However,
dependence of ε on current has not been revealed. We
considered a mathematical model for lasers in which
the current density is the same over the area and in
which no spreading occurs; i.e., the injection is uni-
form. With account taken of the dependence of the
dielectric constant on the nonequilibrium carrier den-
sity and the assumed time-independent densities of
nonequilibrium carriers and photons, the Helmholtz
wave equation takes the form

(15)

where u is the electromagnetic wave amplitude; εi is the
dielectric constant at the inversion threshold; i is the rel-
ative excess of current over the threshold; D =
hω8π/bτn2; β is the differential gain; τ is the lifetime of
nonequilibrium carriers; δε0 = 2n(dn/dN)(Nth – N0); n is
the refractive index of the active medium; and Nth and
N0 are the carrier densities at the lasing and inversion
thresholds, respectively. The variation of  leads to
changes in the emission wavelength (14). It is worth
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noting that, in contrast to Eq. (7.4) from [5], Eq. (15)
includes the quantity i in its third term. Since  depends
on u2, Eq. (15) reflects the nonlinearity of the laser’s
optical medium.

The existence of the inflection point in the U = f(y)
curve makes it possible to express, in accordance with
Eq. (15),  in terms of the wave amplitude U1 at this
point:

(16)

It follows from this relation that at i ! 1 and /D ! 1

the inequality  < εth holds, where εth = εi + δε0 and
δε0 < 0. The value of  decreases sublinearly with
increasing i. In this case, the wavelength of our lasers

decreases by δλ– ≈ 4.5 Å. At i @ 1, when /D > 1, the

emission self-focusing results in  > εth and grows with
increasing current i. These two portions of the (i)
dependence must be connected by a smooth curve with
a positive derivative. The increase in λ can only be
observed in lasers with a wide (20 µm) stripe, in which
emission self-focusing occurs, with ∆λ+ exceeding |∆λ–|
severalfold.

If the injection is not uniform [13] (the stripe is
much narrower than the substrate, b = 16 µm, and c =
500 µm), the excess of the injection density over the
threshold of i depends on the coordinate across the
stripe width y as (6), and the wave equation takes the
form (7); i.e., the light beam in the crystal oscillates,
then the constant of the electromagnetic wave propaga-
tion along the cavity, , depends on the quantum num-
ber n on i0 and, consequently, on current:

(17)

The propagation constant  decreases sublinearly
with increasing current and gradually levels off. The
maximum decrease in the wave packet propagation
constant with i0 increasing from 0 to ∞ is estimated for
our lasers to be ∆εmax = 0.032. The calculated maximum
decrease in wavelength, owing to the nonuniform
inflow of current into the stripe from the substrate, is
estimated to be ∆λmax = 41 Å for our lasers.

To evaluate the speed of current tuning, it is neces-
sary to keep in mind that the dielectric constant depends
on the density of nonequilibrium carriers, which, in
turn, is defined by the rates of stimulated and spontane-
ous recombination. The influence of the spontaneous
recombination is due to the fact that the carrier density
grows to a greater extent at the stripe edges than it
decreases at the center. This is the main reason for the
enhancement of spontaneous emission with increasing
current above the threshold. In fact, the above-threshold
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rise in the carrier density is at least three times weaker
than the below-threshold one. Consequently, the lasing
wavelength is affected to a lesser extent by spontaneous
recombination than by stimulated recombination. The
photon lifetime in the cavity is ~10–12 s, and the carrier
lifetime in the case of spontaneous recombination is
~10–8 s. Presumably, the current tuning takes some
intermediate time.

Let us consider experimental data on the tuning of
our lasers by current.

Different driving modes were used: short pulses of
20–40 µs with the period-to-pulse duration ratio of 100,
square pulses with the period-to-pulse duration ratio of
2 and a repetition frequency of 36–80 Hz, direct cur-
rent, and direct current with a saw-tooth component
added [22, 23]. In the last case, the direct current was
set equal to the threshold current. The frequency of
the saw-tooth component was in the range from 102 to
104 Hz. With the laser driven by saw-tooth pulses, the
coherent emission leaving the laser was passed through
an external Fabry–Pérot resonator, fabricated from a
47-mm-thick silicon plate that served as the amplitude-
frequency discriminator. Further, the optical signal was
passed through a monochromator, detected with an
InSb photodiode, and amplified by a differential ampli-
fier with a response time of 0.2 µs. A laser wavelength
resolution of 2 × 10–2 Å was achieved by turning the sil-
icon Fabry–Pérot resonator to change its length. The
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Fig. 9. (a) Variation of the laser emission wavelength ∆λ
and (b) variation of the directional pattern half-width ∆θ vs.
driving current to threshold current ratio I/Ith for lasers with
stripe width: (1) 16 and (2) 20 µm.
spectra were recorded with a DMR-2 monochromator
as the dispersing instrument. The measurements were
taken in the temperature range 12–92 K.

Experimental studies of our lasers have shown that
the spectral modes of emission shift mainly to shorter
wavelengths with increasing current. However, several
lasers with a 20-µm-wide stripe exhibited a short-wave-
length shift at currents near the threshold and a long-
wavelength shift at currents of (1.5–2)Ith. The range of
the long-wavelength shift was several times wider than
that of the short-wavelength shift (Fig. 9a). The long-
wavelength shift was accompanied by emission self-
focusing manifested in the expansion of the directional
pattern, caused by diffraction on the slit corresponding
to the light beam width at the cavity mirror in the p–n
junction plane (Fig. 9b). Such a dependence ∆λ(I) stems
from the (i) dependence expressed by formula (16),
derived for lasers with uniform injection and negligible
charge spreading across the stripe width. For most of
the lasers, a small long-wavelength shift was observed
at small above-threshold currents, but a short-wave-
length shift appeared with the further increase of cur-
rent.

We studied coherent emission spectra with different
types of driving current: direct current, short 0.04-ms
pulses with a period-to-pulse duration ratio of 100,
saw-tooth pulses with repetition frequencies of 102 to
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104 Hz, and square pulses with a period-to-pulse dura-
tion ratio of 2 and a repetition frequency of 36 Hz [13].
The measurements were done at 77 K. The laser stripe
width was 16 µm, and the substrates were 500 µm wide.
The λ(I) dependences behave similarly at different
kinds of injection (Fig. 10). At low currents, a shift to
longer wavelengths is observed by a value no less than
10 Å. At low currents, the emission is concentrated in a
single longitudinal spatial mode. Nonequilibrium carri-
ers at the center of the active region “burn out” under
these conditions, and their density decreases somewhat.
This increases the electromagnetic wave propagation
constant. With the current increasing further, the spec-
tral mode shifts smoothly to shorter wavelengths, this
shift greatly exceeding the preceding long-wavelength
shift. The maximum short-wavelength shift was ~50 Å.
The experimentally obtained λ(I) dependence qualita-
tively correlates with the theoretical (i) dependence
for lasers with nonuniform injection over the stripe
width, which is caused by a voltage drop in the sub-
strate bulk [Eq. (17)]. The experimental ∆λmax is 22%
higher than the theoretical value. A possible reason for
this is that not all modes of all orders are generated in
our samples, but the longitudinal and first transverse
modes are preferentially generated, which additionally
increases the carrier density at the stripe edges. Taking
this factor into account may give an increase in ∆λmax
by 30%. At high currents, 3Ith, the slope of λ(I)
decreases, the spectrum ceases to be single-mode, and,
at I > 4Ith, the wavelength becomes independent of cur-
rent. This behavior of λ(I) also follows from the theo-
retical dependence (i) (17). Modes with a wavelength
shorter than that of the dominant mode, appearing at
I > Ith, shift with current in the same manner as the dom-
inant mode (Fig. 10). The strongest emission wave-
length tuning to shorter-wavelengths was observed at
the same currents where the transverse modes appear.
The coincidence of the spectral characteristics for dif-
ferent types of injection indicates that the active region
is not heated by current and that the current tuning is
fast, as assumed in theory [24].

The tuning of narrow-stripe (10 µm) lasers with low
(~12 mA) threshold current was studied. Experimental
data are presented for a laser whose light–current char-
acteristic in single-mode operation is shown in Fig. 8.
The dominant mode wavelength, directional patterns in
the plane of the p–n junction and in the perpendicular
plane, and also the relative integral emission intensity
were studied as functions of the driving current (Fig. 11)
[14]. The lasers were driven with square pulses. In these
lasers, the wavelength is shifted by current only to
shorter-wavelengths but at different rates in different
I/Ith ranges; the total mode shift with current was ~55 Å
at an intermode distance of ~60 Å (Fig. 11a). There are
four current ranges differing in the rate of the mode
shift. Special attention was drawn to the fact that, for
currents between 1.5Ith and 2.8Ith when the operation is
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ε
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single-mode, Fmax/  lies within 0.8–1, and the total

mode shift with current is ~2.5 Å. In this range of cur-
rents, the directional pattern width ∆θ ~ 17°. As already
shown, such a narrow directional pattern may be due to
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the superposition of two light beams with equal light
wave amplitudes oscillating in-phase. Probably, the
spectral characteristics are also defined by these oscil-
lations. In the first range, between Ith and 1.5 Ith, the
shift rate is the highest. The total mode shift is ~30 Å,
and the emission is not purely single-mode, Fmax/
being 0.3–0.8 (Fig. 9). The directional pattern narrows
in the p–n junction plane and gets wider in the perpen-
dicular plane. The integral emission intensity grows
superlinearly with increasing current. Presumably, a
single light beam oscillates in this current range. In the
third range of currents, between 2.5Ith and 3.5Ith, the
mode strongly shifts again to shorter wavelengths
(~20 Å). In this range, the single-mode operation is dis-
rupted; Fmax/  changes from 1 to 0.5. The direc-
tional pattern in the p–n junction plane broadens some-
what (Fig. 11b, curve 1), and that in the perpendicular
plane remains almost unchanged (Fig. 11b, curve 2). In
the fourth range of currents, the emission wavelength
does not change with increasing current, which may be
due to the leveling-off of the electromagnetic wave
propagation constant  as a function of current, in
accordance with (17). The light beam in the p–n junc-
tion plane gets narrower, and that in the plane perpen-
dicular to the p–n-junction plane broadens and pene-
trates into the confinement regions; this causes narrow-
ing of the directional pattern in the perpendicular plane
and decreases the integral emission intensity.

The temperature dependence of laser-mode current
tuning was studied in [16, 18] for lasers with 16-µm-
wide stripes and a 375-µm-long cavity and driven by
square pulses at temperatures of 12–90 K. As stated
above, the emission was single-mode in this tempera-
ture range. At 77 K, the modes shifted by ~60 Å to a
shorter-wavelength, which, for this laser, constituted
approximately two intermode distances. The laser
emission was single-mode over the entire tuning
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Fig. 12. Wave number of laser modes vs. driving current at
laser temperature of (1) 77 and (2) 62 K.
range. The maximum shift of the spectral mode by
current (10 cm–1, 104 Å) was obtained at 62 K. Figure
12 presents the emission wave number as a function of
current at 62 and 77 K [18]. At the boundaries of the
temperature interval studied, the tuning range is half the
maximal value.

The dependence of the laser emission spectrum on
current was studied for lasers with a wider stripe
(40 µm). The increase in the stripe width from 10–20
to 40 µm did not impair the spectral characteristics of
the laser. The 24-Å shift of the wavelength with current
at an intermode distance of 62 Å (V1109-1-15 laser) is
the average value for InAsSb/InAsSbP heterostructure
lasers with a stripe width of 10–20 µm.

4.5. Emission Line Width in Tunable Diode Lasers

In high-precision studies of vibration-rotational
spectra of gas molecules, the spectral width of the
emission line is the principal characteristic of lasers.
The emission line width was studied in current-tuned
InAsSbP/InAsSb/InAsSbP heterostructure lasers [25,
26]. The lasers were driven with direct current modu-
lated by a saw-tooth current in the current range of Ith to
5Ith at temperatures of 12–100 K. The emission of a
mode was directed into a cell filled with gas or into a
reference cavity. The detected signal was fed into a dif-
ferentiating RC-filter and a digital oscilloscope. Fig-
ure 13 shows the oscillogram of a laser emission signal
transmitted through a cell with CH3Cl (curve 1) and the
time derivative of this signal (curve 2). The rate of vari-
ation with time, τ(ν'), of the emission wave number ν'
of a laser driven with saw-tooth current was determined
from the time interval between two signal minima cor-
responding to the known absorption lines of CH3Cl.
When separate absorption lines were used, the rate ν'
was determined from natural frequencies of the refer-
ence cavity. The linear average of the derivative UR and
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its rms deviation 〈Uµ〉  from the mean value were
recorded by the second channel of the oscilloscope.
These quantities were measured at the inflection points
of the I curve, where they are at a maximum, and aver-
aged. The half-width of the emission lines was found
using the relation

(18)

The experimental emission line half-widths ∆f
depend on the driving current I (Fig. 14). The line
half-width is the narrowest at some current I = Imin.
∆f increases steeply with current at I > Imin and gradu-
ally at Imin = (3–4)Ith. In the described laser, ∆f is within
32–18 MHz. In multimode lasers, the half-widths of
several simultaneously generated modes differ by no
more than 20%. At a temperature deviation of ±10 K
from the optimal temperature, when the tuning range is
the widest, the half-width of the emission line changes
in the same direction as the absolute temperature (at a
fixed I – Ith difference).

Along with experimental points, Fig. 14 presents
two theoretical curves (dashed and solid). The dashed
line is plotted for a V12191-3 laser, using the formula
derived by Henry [27] for the half-width of the semi-
conductor laser emission line

(19)

where R is the average rate of spontaneous emission, αn

is the ratio of variations of the real and imaginary parts
of the refractive coefficient, and P is the number of pho-
tons in the cavity. Henry’s theory assumes that the aver-
age density of nonequilibrium carriers N becomes cur-
rent-independent after the threshold value Nth is
achieved. In this case, R, αn, and ∆f are defined by the
variation of the number of photons in the cavity P, and
∆f is due to fluctuations of spontaneous emission into
the mode, in agreement with the Schawlow–Tawnes
theory [28]. A hyperbolic decrease in ∆f with increasing
I – Ith has been observed experimentally [29]. In tunable
lasers, the nonequilibrium carrier density grows with
current. In this case, the emission line half-width is
defined by fluctuations of the natural frequencies of the
cavity, which arise from the fluctuation of the number
of carriers inside it, with the corresponding variation of
the refractive index.

In the absence of lasing, the probability function for
the natural frequencies of the cavity has a width

(20)

where V is the cavity volume, and δN is the excess of
the nonequilibrium carrier density over the threshold
value attributed to the deviation δf of the lasing fre-
quency from its value at the threshold current,

(21)

∆f 2cτν ' Uµ〈 〉 /UR.=

∆f R 1 αn
2
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∆ f 0 2
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dN
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2
V
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δN
δf
f
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dn/dN–( )
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In the case of lasing, the probability function becomes
narrower by a factor equal to the factor by which the
carrier lifetime decreases (from τ0 to τp). The emission
line width is given by

(22)

At a fixed injection rate and gain under the conditions
of bimolecular recombination typical of lasers, we use
the rate equation for N to obtain

(23)

where N0 is the nonequilibrium carrier density at the
population inversion threshold for the mode in ques-
tion, and N0/Nth = 0.75–0.80. The solid curve in Fig. 14
represents ∆f calculated using Eqs. (20)–(23) for n =
3.6, dn/dN = 0.25 × 10–18 cm3, and Nth = 9.4 × 1016 cm–3,
which is in good agreement with experimental data.
When the emission line width and its dependence on
current are governed by fluctuations of the cavity’s nat-
ural frequencies, arising from fluctuations of the num-
ber of carriers in it, the emission line width is inversely
proportional to the square root of the active region vol-
ume. This fact allows us to depress the emission line
width by making the cavity wider. An emission line
half-width of 10 MHz was achieved in lasers with a
100-µm-wide cavity [26]. This linewidth is 15–50 times
smaller than the width of absorption lines of gases. The

∆f ∆ f 0

τ p

τ0
-----.=

τ0

τ p

----- 1
I/I th( ) 1 δN /N th+( )2–

2 1 N0/N th–( ) 1 δN /N th+( )
-----------------------------------------------------------------+ ,=

35
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∆f, MHz

OCS
CH3Cl

Fig. 14. Points: experimental laser line half-widths ∆f vs.
current, obtained with V12191-3 laser using the absorption
lines of CH3Cl and OCS gases; curves: theoretical depen-
dences of ∆f on current, calculated on the assumption of
current-independent nonequilibrium carrier density (dashed
line) or that increasing with current (solid line).
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Fig. 15. Transmission spectra of OCS, NH3, H2O, and CH3Cl gases recorded with laser beam scanning.
laser emission was single-mode in the temperature
range 60–80 K, with the wave number tunable in the
range 2–4 cm–1. The achievement of single-mode, nar-
row-line emission from wide-cavity lasers demon-
strates the high perfection of LPE-grown epitaxial lay-
ers and, owing to their high power and narrow emission
line, makes lasers of this kind promising for spectro-
scopic applications. Our tunable lasers have been used
to measure the absorption lines of quite a number of
gases: N2O [18], CH3Cl [16, 18, 25, 26], H2O [16, 18],
OSC [16, 26], NH3 [16]. Figure 15 shows the transmis-
sion spectra of OSC, NH3, H2O, and CH3Cl.

5. CONCLUSION

Thus, we have fabricated and studied
InAsSbP /InAsSb/InAsSbP double heterostructure
lasers emitting at 3–4 µm. The laser spectrum can be
tuned by varying the temperature and current. The
emission wavelength increases with temperature
almost linearly, dλ/dT ≈ 0.002 µm/K. The mode wave-
length changes by 0.5–1.0 cm–1 owing to the heating of
the active region. The transmission spectra of methane
and ethylene have been recorded using the lasers. The
time of laser tuning by current is 10–8–10–12 s; i.e., it is
virtually instantaneous. The operation is single-mode
in the range of currents I/Ith = 1.15–3 at temperatures of
12–90 K. The mode shift at T = 77 K is 50–60 Å, the
maximum mode shift of 104 Å (10 cm–1) being
achieved at 62 K. An abnormally narrow directional
pattern of emission in the p–n junction plane was
observed in some of the lasers. The experimental data
have been analyzed theoretically for lasers with a non-
equilibrium carrier density that increases across the
stripe from its center to its edges, with negligible
spreading of carriers in the p–n junction plane. It is
shown that, in such a laser, the light beam oscillates
across the stripe width from one stripe edge to the other
SEMICONDUCTORS      Vol. 35      No. 12      2001
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and back. This effect gives rise to a tapered waveguide
and results in the electromagnetic wave propagation
constant becoming dependent on the relative excess of
current over the threshold and on the squared amplitude
of the electromagnetic wave. This reflects the nonlin-
earity of the laser’s optical medium and allows tuning
of the laser spectrum. The emission line width
(FWHM) and its dependence on current have been
studied. A line width of 10 MHz was attained in a laser
with a wide (100 µm) cavity. The spectral line width is
governed by fluctuations of the natural frequencies of
the cavity, arising from fluctuations of the nonequilib-
rium carrier density. The lasers have been used for the
scanning of OSC, NH3, CH3Cl, H2O, and N2O gas
media.
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