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#### Abstract

Dirac monopoles embedded in $S U(N)$ gauge theory with the $\theta$ term are considered. For $\theta=4 \pi M$ (where $M$ is half-integer and integer for $N=2$ and $N>2$, respectively), these monopoles acquire an $S U(N)$ charge due to the $\theta$ term and become dyons. They belong to various (but not any) irreducible representations of the $S U(N)$ group. The admissible representations are listed. Their minimum dimension increases with $N$. The basic result of the study is the representation of the partition function of any $S U(N)$ model involving the $\theta$ term and complemented by singular gauge fields corresponding to the indicated monopoles in the form of a vacuum average of the product of Wilson loops viewed along the world lines of the monopoles. This vacuum average must be calculated in the corresponding model without the $\theta$ term. © 2002 MAIK "Nauka/Interperiodica".
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The concept of monopole proposed by Dirac [1] was originally associated with singular field configurations in electrodynamics, which have a magnetic charge due to the presence of a singularity. The self-energy of Dirac monopoles in $U(1)$ gauge theory diverges, which hinders their physical interpretation.

In non-Abelian gauge theories, monopoles first appear as solutions of the classical equations of motion in a model involving the scalar product from the adjoint representation of the gauge group [2]. These objects are referred to as t'Hooft-Polyakov monopoles and are associated with the regular configurations of the gauge field that carry finite energy. Nevertheless, t'HooftPolyakov monopoles retain many properties of Dirac monopoles that are primarily related to the quantization of the magnetic charge.

More recently, similar objects were found in many models (see, e.g., [3]). Quantum objects corresponding to these solutions to the classical equations of motion are topological defects, i.e., topologically nontrivial field configurations. In a particular case of a topological defect whose position is time-independent, the solution to the classical equations of motion, which are considered in the space with "cut" trajectory of the monopole and topologically nontrivial boundary conditions, reproduces the classical monopole solution. In this way, Dirac monopoles arise from the topological defects of the $U(1)$ gauge theory [4], and t'Hooft-Polyakov monopoles arise from the topological defects of the Georgi-Glashow model. In what follows, both the solution to the classical equations of motion and the corresponding topological defect will be referred to as monopole. We note that two-dimensional objects can
be considered similarly. In particular, Abrikosov-Nielsen-Olesen strings correspond to quantum topological defects of the Abelian Higgs model [5].

According to topological concepts, classical monopole solutions are absent in pure $S U(N)$ gauge theory. However, in view of analysis of the confinement mechanism in Abelian projections of gluodynamics and phenomena in the model of electroweak interactions at finite temperature, interest in topological objects of other models that are embedded in non-Abelian gauge theory arose recently [6]. We note that embedded monopoles, in contrast to "true" monopoles, are unstable in most cases [6, 7]. Nevertheless, their relation to dynamics is very substantial. In particular, their behavior in lattice electroweak theory at finite temperature is associated with the nature of electroweak phase transition [8]. After the fixation of the Abelian projection in gluodynamics, monopoles corresponding to the $U(1)^{N-1}$ residual symmetry group [9] are responsible for confinement [10]. We note that there are fundamentally different methods of embedding Abelian monopoles in a non-Abelian model. The distinction is in the method used to extract Abelian variables from $S U(N)$ fields.

More than 20 years ago, considering a model with an additional scalar field in the semiclassical approximation, Witten showed that t'Hooft-Polyakov monopoles in gauge theory with the $\theta$ term become dyons [11].

In this study, the effect of the $\theta$ term on the dynamics of quantum monopoles is analyzed for pure $S U(N)$ gauge theory by considering a direct generalization of the Dirac construction to $S U(N)$ gauge theory. Objects arising in such a way are Dirac monopoles correspond-
ing to the factors of the $U(1)^{N-1}$ group that are definitely embedded in $\operatorname{SU}(N)$ gauge theory. The problems of their possible instability and divergence of self-energy are beyond the scope of this study. (Some remarks on these problems are discussed in the conclusion of this work.)

It is shown that monopoles thus defined are charged with respect to the $S U(N)$ group and belong to its various irreducible representations. It is remarkable that the $\theta$ term is "seen" only in that part of this construction which imparts the $S U(N)$ charge to monopoles. The topological part associated with the behavior of fields at infinity and proportional to the integer number of instantons vanishes in the partition function for those $\theta$ values for which the $\theta$ term imparts an integer $S U(N)$ charge to monopoles. More exactly, the partition function of any theory including the $\theta$ term and configurations corresponding to the constructed monopoles (and not including other singular gauge fields) is equal in the theory without the $\theta$ term to the vacuum average of the product of Wilson loops corresponding to monopole lines. Wilson loops are considered in those irreducible $S U(N)$-group representations whose Young tableaus are uniquely determined by the form of the corresponding singularities of the field along the world lines of monopoles.

In this study, the definition of embedded monopoles will differ from the definition of monopoles with even $Q_{m}$ [12]. The latter monopoles can be treated as arising under the application of a certain singular gauge transformation. As will be seen below, this is not the case for the gauge-field singularities considered here.

Dirac monopoles in four-dimensional $U(1)$ gauge theory (treated as topological defects) are defined as follows [4]. Let $A_{i}$ be the gauge field that has strength $F_{i j}$ and can have a singularity along surface $\Sigma$ whose boundary is the world line of a Dirac monopole. The field strength is determined by the expression

$$
\begin{equation*}
i \int_{s} F_{\mu v}(y) d x^{\mu} d x^{v}=\exp \left(i \int_{\partial s} A d x_{i}\right)-1, \tag{1}
\end{equation*}
$$

where $s$ is an infinitesimal area and the translation operator is defined along the boundary of this area $(y \in \partial s)$. At points where $A$ is regular, $F_{i j}=\partial_{[i} A_{j]}$, whereas this expression along surface $\Sigma$ is distorted by the subtraction of the singularity corresponding to the Dirac string. In a certain gauge, the field corresponding to the world line of the monopole $j$ and its Dirac string $\Sigma$ is represented as $A^{i}=\bar{A}^{i}+A_{s}^{i}[\Sigma]$, where $\bar{A}$ is the regular part of the gauge field and

$$
\begin{equation*}
A_{s}^{i}=\frac{1}{2} \epsilon^{i j k l} \Delta^{-1} \partial^{j} \Omega^{k l} 2 \pi . \tag{2}
\end{equation*}
$$

Here,

$$
\Omega^{i j}(x)=\int_{\Sigma} \epsilon_{\alpha \beta} \frac{\partial z^{i}(\tau)}{\partial \tau_{\alpha}} \frac{\partial z^{j}(\sigma)}{\partial \tau_{\beta}} \delta(x-z(\tau)) d^{2} \tau,
$$

where the points $z$ of integration surface $\Sigma$ are parameterized by the variable $\tau_{\alpha}, \alpha=1,2: z=z(\tau)$.

The field strength corresponding to this field configuration is equal to $F^{i j}=\partial^{[i} A^{j]}-\pi \epsilon^{i j k l} \Omega^{k l}$. The singularity of $\partial_{[i} A_{j]}$ along $\Sigma$ cancels with the term involving $\Omega$. Thus, the strength is singular only along the boundary of this surface.

Such singular gauge fields satisfy the identity

$$
\begin{equation*}
\partial^{i}(* F)^{i k}=2 \pi \mathscr{I}^{k} \tag{3}
\end{equation*}
$$

where

$$
\left({ }^{*} F\right)^{i k}=\frac{1}{2} \epsilon^{i k l m} F^{l m}, \quad \mathscr{I}^{k}=\int_{j} \frac{d z^{k}}{d s} \delta(x-z(s)) d s
$$

(The points $z(s)$ of the monopole world line $j$ are parameterized by variable s.) Expression (3) shows that the indicated singular configurations are actually Dirac monopoles, because $\mathscr{I}$ is the magnetic current and $* F$ is the tensor dual to the field strength.

For generalizing this construction to the $S U(N)$ theory, we begin with the generalization of identity (3) to the non-Abelian case. We consider $S U(N)$ gauge theory in the 4-dimensional Euclidean space and denote the gauge field as $A_{i}=A_{i}^{b} T_{b} \in \operatorname{su}(N)$, where the generators $T_{b}\left(b=1, \ldots, N^{2}-1\right)$ of the $s u(N)$ algebra are normalized by the condition $\operatorname{Tr} T_{b}^{2}=1$. The strength $R_{i j}$ of regular fields $A$ is equal to $\partial_{[i} A_{j]}+i\left[A_{i}, A_{j}\right]$. Similar to the Abelian case, the definition of the strength of a field involving a singularity along a certain two-dimensional surface is based on the expression $i \int_{s} R_{\mu \mathrm{v}}(y) d x^{\mu} d x^{\nu}=$ $\operatorname{Pexp}\left(i \int_{\partial s} A_{i} d x_{i}\right)-1$, where $s$ is the infinitesimal area and the translation operator is defined along the boundary of this area.

Regular fields satisfy the Bianchi identity $\partial^{i}(* R)^{i k}+$ $i\left[A^{i},\left({ }^{*} R\right)^{i k}\right]=0$, where $\left({ }^{*} R\right)^{i k}=\frac{1}{2} \epsilon^{i k l m} R^{l m}$, which is similar to the Abelian identity $\partial^{i}(* F)^{i k}=0$. It can be modified to the form involving the monopole current in the case, where fields are singular and the definition of the gauge-field strength is appropriately modified.

Thus, our aim is to find field- $A$ configurations whose strength satisfies the anomalous Bianchi identity

$$
\begin{equation*}
\partial^{i}(* R)^{i k}+i\left[A^{i},(* R)^{i k}\right]=2 \pi \mathscr{I}^{k} \mathbf{n} \tag{4}
\end{equation*}
$$

where the matrix $\mathbf{n}$ is an element of the $S U(N)$ algebra and transformed under the gauge transformations $g$ as $\mathbf{n} \longrightarrow g \mathbf{n} g^{+}$. If $j$ has no self-intersections, one can always choose a gauge in which $\mathbf{n}$ is a Cartan element. Therefore, monopoles determined by Eq. (4) are Abelian. They must correspond to the $U(1)^{N-1}$-group factors, whose generators are Cartan elements of the $S U(N)$ algebra, and must be, therefore, Dirac monopoles embedded in $S U(N)$ gauge theory.

Below, we present the construction of such objects. Similar to $U(1)$ monopoles, they arise under the assumption that the gauge field can be singular along surface $\Sigma$, whereas the field strength $R$ can be singular only along the boundary $j$ (the world line of the monopole) of this surface. Both $j$ and $\Sigma$ are supposed to be smooth and free of self-intersections.

Let $S_{1}$ be an infinitesimal circle that has radius $r$ and intersects $\Sigma$. This circle lies in the plane orthogonal to $\Sigma$ and intersects $\Sigma$ at the center of the circle. Gauge transformations can reduce fields along all such circles to the diagonal form

$$
\begin{equation*}
A^{i} s^{i}=\mathbf{A n}, \tag{5}
\end{equation*}
$$

where $\mathbf{A} \in R$ and $\mathbf{n}$ is the diagonal matrix, both these quantities being independent of their positions in $S_{1}$, and $s^{i}$ are the components of unit vector directed along $S_{1}$. The regularity of the field strength in $\Sigma$ leads to the condition $\operatorname{Pexp}\left(i \int_{S 1} A^{i} d x^{i}\right)=1$, which is satisfied if the field $A$ behaves as

$$
\begin{equation*}
\mathbf{A} \sim 1 / r \tag{6}
\end{equation*}
$$

for $r \longrightarrow 0$. In this case, the diagonal elements $n_{i}$ of matrix $\mathbf{n}$ must be integer.

We consider field configurations such that the field in other directions is regular in $\Sigma$. Surface $\Sigma$ generally consists of several parts, each corresponding to its own $\mathbf{n}$. We can write the symbolic equality $\Sigma=\sum_{\mathbf{n}} \Sigma_{\mathbf{n}}$.

Let us consider the plane $(i j)$ such that $(i)$ and $(j)$ are directed along $S_{1}$ and $\Sigma$, respectively. Then the requirement for the regularity of $R$ leads to the equation

$$
\begin{equation*}
\left[A_{k}, \mathbf{n}\right]=0 \tag{7}
\end{equation*}
$$

on $\Sigma$. Equation (7) shows that fields are effectively Abelian along $\Sigma$. In what follows, we will assume that this requirement extends to the $\Sigma$ boundary. This additional requirement is very stringent. Due to it, the commutator cannot contain any singularity that could cancel the monopole singularity corresponding to the monopole in the Abelian part of field strength and leading to the anomalous Bianchi identity given by Eq. (4).

We arrive at the definition of singular gauge field corresponding a $U(1)^{N-1}$ topological defect embedded
in $S U(N)$ theory. Similar to the $U(1)$ case, this field can be represented in the form

$$
\begin{equation*}
A^{i}=\bar{A}^{i}+\sum_{\mathbf{n}} A_{s}^{i}\left[\Sigma_{\mathbf{n}}\right] \mathbf{n}, \tag{8}
\end{equation*}
$$

where the gauge is fixed so that Eq. (5) is valid, $\bar{A}$ is the regular part of the gauge field, and $A_{s}\left(\Sigma_{\mathbf{n}}\right)$ is given by Eq. (2).

The monopoles under consideration are determined by Eq. (8) and additional condition (7) in a gauge where fields in all infinitesimal circles intersecting surface $\Sigma$ are diagonal. A direct check shows that such configurations cannot be obtained from regular fields by any gauge transformations including singular ones.

Taking Eq. (7) into account, we can represent the field strength corresponding to such a field configuration in the form

$$
\begin{equation*}
R^{i j}=\partial^{[i} A^{j]}+i\left[A^{i}, A^{j}\right]-\pi \epsilon^{i j k l} \Omega^{k l} \mathbf{n} . \tag{9}
\end{equation*}
$$

Similar to the Abelian case, the singularity $\partial_{[i} A_{j]}+i\left[A_{i}\right.$, $A_{j}$ ] along $\Sigma$ cancels with the term involving $\Omega$. A direct calculation shows that the singular gauge fields given by Eq. (8) satisfy Bianchi identity (4).

Now, we can consider the effect of the $\theta$ term on the dynamics of the monopoles constructed above. We have

$$
\begin{gather*}
Q=\frac{1}{32 \pi^{2}} \int d^{4} x \epsilon_{\mu \nu \rho \sigma} \operatorname{Tr} R_{\mu \nu} R_{\rho \sigma} \\
=\frac{1}{16 \pi^{2}} d^{4} x \operatorname{Tr} G^{*} G-\frac{1}{4 \pi} \int_{\Sigma} d^{2} \tau \operatorname{Tr} G_{i j} \mathbf{n} t_{i j}, \tag{10}
\end{gather*}
$$

where

$$
G_{i j}=\partial_{[i} A_{j]}+i\left[A_{i}, A_{j}\right], \quad t^{i j}=\epsilon_{\alpha \beta} \frac{\partial z^{i}(\tau)}{\partial \tau_{\alpha}} \frac{\partial z^{j}(\sigma)}{\partial \tau_{\beta}} .
$$

Using Eq. (7), we obtain $\operatorname{Tr}\left[A_{i}, A_{j}\right] \mathbf{n}=0$. Therefore,

$$
\begin{equation*}
Q=\frac{1}{16 \pi^{2}} \int d^{4} x \operatorname{Tr} G^{*} G-\frac{1}{4 \pi} \int_{j} d x_{i} \operatorname{Tr} A_{i} \mathbf{n} . \tag{11}
\end{equation*}
$$

A thorough analysis of the regularization of the first term in Eq. (11) indicates that it depends only on $A$ values at infinity. Assuming that the field strength vanishes at infinity, we conclude that this term is nothing else but the integer number of instantons. Thus,

$$
\begin{equation*}
\exp (4 \pi M i Q)=\exp \left(-i \sum_{n} \int_{j_{\mathbf{n}}} d x_{i} M \operatorname{Tr} A_{i}^{g[A, \Sigma]} \mathbf{n}\right) \tag{12}
\end{equation*}
$$

for integer and half-integer $M$, where $g[A, \Sigma]$ is the transformation modifying $A$ to Eq. (5) along $\Sigma$.

We consider an arbitrary $S U(N)$ model with regular fields and artificially supplement it with the monopole singularities indicated above. In this case, the partition function of the theory with added monopole singularities in the presence of the $\theta$ term can be expressed as a vacuum average of $\exp (i \theta Q)$ in the corresponding $S U(N)$ theory without $\theta$ term. For $\theta=4 \pi M$, we obtain

$$
\begin{gather*}
Z=\langle\exp (4 \pi M i Q)\rangle \\
=\left\langle\Pi_{\mathbf{n}} \exp \left(-i \int_{j_{\mathbf{n}}} d x_{i} M \operatorname{Tr} A_{i}^{g[A, \Sigma]} \mathbf{n}\right)\right\rangle \tag{13}
\end{gather*}
$$

Below, we will use the following Abelian representation for the world line [13]:

$$
\begin{equation*}
\mathbf{W}_{[q]}[j]=\int D g \exp \left(i \int_{j} d x_{i} \operatorname{Tr}\left[A^{g}\right]_{i} \mathcal{H} \mathscr{H}^{[q]}\right) . \tag{14}
\end{equation*}
$$

Here, $\mathscr{H}^{q}=\sum_{i} m_{i} \mathbf{H}_{\mathbf{i}}$, where $m_{i}$ is the highest weight of the corresponding representation and $\mathbf{H}_{\mathbf{i}}$ is the definitely normalized basis of the Cartan elements of $S U(N)$ algebra. The Wilson loop $\mathbf{W}_{q}[j]$ is considered in the irreducible representation of the $S U(N)$ group. The space of this representation consists of tensors $\Psi_{i_{1} i_{2} \ldots i_{r}}$, whose symmetry with respect to the index permutation is determined by a set of integers (describing the Young tableau) $q_{i}(i=1, \ldots, N-1)\left(\sum_{i} q_{i}=r, q_{i} \geq 0\right)$.

A direct calculation yields nonzero elements of the diagonal matrix $\mathscr{H}^{q}$ in the form $\left(q_{N}=0\right)$

$$
\begin{equation*}
\mathscr{H}_{i i}^{q}=q_{i}-\frac{1}{N} \sum_{k} q_{k} \quad(i=1, \ldots, N) \tag{15}
\end{equation*}
$$

We can introduce the correspondence between any matrix $\mathbf{n}=\operatorname{diag}\left(n_{1}, \ldots, n_{N}\right)$ defined in the world line of the monopole and the $S U(N)$-group representation as follows. Let the elements $n_{i}$ be ordered such that $n_{N} \geq$ $n_{N-1} \geq \ldots \geq n_{1}$. The corresponding representation of the group is determined by the set of numbers

$$
\begin{equation*}
q_{i}(\mathbf{n})=M\left(n_{N}-n_{i}\right) \tag{16}
\end{equation*}
$$

This representation is denoted as $[q(\mathbf{n})]$. In this case, $\mathscr{H}^{[q(\mathbf{n})]}$ coincides with $-M \mathbf{n}$ except for the permutation of elements. As a result,

$$
\begin{equation*}
Z=\langle\exp (4 \pi i M Q)\rangle=\left\langle\Pi_{\mathbf{n}} \mathbf{W}_{[q(\mathbf{n})]}\left[j_{\mathbf{n}}\right]\right\rangle \tag{17}
\end{equation*}
$$

where the monopole world line $j_{\mathbf{n}}$ carries matrix $\mathbf{n}$. For $q$ to be an integer, $M$ must generally be an integer. However, $\sigma_{3}$ is the only Cartan element in the $S U(2)$ group. Therefore, $q=M \operatorname{Tr}\left(\mathbf{n} \sigma_{3}\right)$ is an integer for any half-integer $M$. For this reason, we consider here $\theta=4 \pi M$, where $M$ is a half-integer and integer for $N=2$ and $N>2$, respectively.

Expression (17) indicates that monopoles become dyons. An interesting feature of this expression is that the topological term does not enter into the partition function. The only meaning of this term in this case is that monopoles become charged with respect to the gauge group.

Expression (17) can include only certain representations that are determined by sets $\left(q_{1}, \ldots, q_{N-1}\right)$ such that $\sum_{i} q_{i}=N M L$, where $L$ is an integer. In particular, the complete set of irreducible representations of the $S U(2)$ group is admissible for $N=2$ and $M=1 / 2$. The lowest admissible representations for $N=3$ and $M=1$ are $(3,0),(2,1),(6,0),(5,1),(4,2), \ldots$. The lowest admissible symmetric representation for the $S U(5)$ group is $(5,0,0,0)$.

Thus, our analysis of Dirac monopoles embedded in the $S U(N)$ gauge theory with the $\theta$ term has demonstrated that these monopoles are dyons. It was shown that the partition function of the theory with artificially introduced Abelian monopole singularities can be expressed as a vacuum average of Wilson loops corresponding to the world lines of monopoles, which is determined in theory without the $\theta$ term. This expression involves an infinite set of irreducible representations of the gauge group. An interesting feature of the theory is that the topological term does not enter into the partition function. Another surprising result is that the lowest dimension of representations thus appearing increases with $N$.

As was mentioned above, we treated monopole singularities as external ones and artificially introduced them into the functional integral. At the current level of understanding, we cannot consider these objects as arising dynamically, because (similar to the case of the Dirac monopole) we did not determine a model where the corresponding singularity of the gauge field led to the finite action. Moreover, arguments presented in [12] indicates that such configurations can be unstable. However, we note that many properties of unreal (from the standpoint of Abelian theories) Dirac monopoles proved to be inherent in objects with finite energy, namely, in t'Hooft-Polyakov monopoles arising in a more complex model. Similarly, the properties of the above-analyzed Dirac monopoles embedded in $S U(N)$ theory with the $\theta$ term can likely be inherent in realistic objects of a certain more complex physical model.
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#### Abstract

An arbitrary polarization state of a single-mode biphoton is considered. The operationalistic criterion is formulated for the orthogonality of these states. It can be used to separate a biphoton with an arbitrary degree of polarization from a set of biphotons orthogonal to it. This is necessary for the implementation of quantum cryptography protocol based on the three-level systems. The experimental test of this criterion amounts to the observation of the anticorrelation effect for a biphoton with an arbitrary polarization state. © 2002 MAIK "Nauka/Interperiodica".
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In recent years, considerable interest has been shown in multilevel systems with dimensionality higher than two, because they provide a way for more dense data recording, as compared to the traditional two-level systems. This is particularly important for quantum cryptography, because it enables one to increase the data-exchange rate [1] and enhance security against eavesdropping attacks of a certain class [2]. However, the transition to higher-dimensionality systems inevitably gives rise to experimental difficulties associated with the implementation and the adequate measurement of parameters. The solution of these problems requires the design of a data output device, error-correction protocols, repeaters, and other quantum communication devices. After the two-level system, the three-level system is the simplest. Its state in quantum information is called "qutrit" by analogy with qubit. The wave function of an arbitrary three-level system can be written as

$$
\begin{equation*}
\Psi=c_{1}|1\rangle+c_{2}|2\rangle+c_{3}|3\rangle, \tag{1}
\end{equation*}
$$

where $|1\rangle,|2\rangle$, and $|3\rangle$ are the orthogonal basis states. The complex coefficients $c_{i}$ are called the amplitudes of basis states $|i\rangle$ and related to each other by the normalization condition

$$
\begin{equation*}
\sum_{i=1}^{3}\left|c_{i}\right|^{2}=1 \tag{2}
\end{equation*}
$$

At present, the use of qutrits in quantum information is not an exotic thing. For example, the authors of [3] have proposed a quantum cryptography protocol based on the three-level systems, and the interferometric method of preparing multilevel systems was considered in [1]. The theoretical analysis of state restoration from the
measured quantities was carried out for an arbitrary multilevel system in [4].

Biphoton fields have been used in many experiments of quantum optics practically since its inception. These fields are fluxes of photon pairs strongly correlated in coordinate and time of their creation. In the great majority of experiments, spontaneous parametric down-conversion (SPDC) is used as a source of biphoton field. It will be shown below that, in the case where a photon pair is emitted into the same spatial and frequency mode, the state polarization characteristics of the biphoton allow it to be considered as a qutrit [5]. The use of single-mode biphotons as qutrits in quantum communication protocols, e.g., in quantum cryptography poses the problem of separating a certain biphoton from the subset of biphotons with polarizations orthogonal to the polarization of the former. In this work, the operationalistic biphoton orthogonality condition is formulated for an arbitrary degree of polarization, and the experimental scheme is proposed that allows unambiguous separation of a certain biphoton polarization state from a set of states orthogonal to it. This is a fundamental problem, and its solution can be used, e.g., in the practical implementation of quantum cryptography protocol for the three-level systems.

Biphotons and qutrits. The use of the polarization states of single-mode biphotons for data recording was proposed in [5], and the polarization characteristics of these fields were discussed in [6, 7]. A pure polarization state of a biphoton in the collinear frequency-degenerate regime can be written as [5]

$$
\begin{equation*}
|\Psi\rangle=c_{1}|2,0\rangle+c_{2}|1,1\rangle+c_{3}|0,2\rangle . \tag{3}
\end{equation*}
$$

Here, $|n, m\rangle$ denote the state with $n$ photons in the horizontal $(H)$ polarization mode and $m$ photons in the vertical $(V) \operatorname{mode}(n+m=2)$ and $c_{i}=\left|c_{i}\right| \exp \left(i \phi_{i}\right)$ is the


Fig. 1. Scheme of a nonlinear three-arm Mach-Zehnder interferometer. Nonlinear crystals oriented so as to produce the appropriate state are placed in each of the arms. By introducing (with the use of mirrors) phase difference between the states, one can change the phases of coefficients $c_{i}$ in the desired way and, by varying the pump power, one can change their amplitudes in a desired way. Mirrors are denoted by $M 1, M 2$, and $M 3$.
complex amplitude of the probability of finding biphoton in the corresponding state. The states $|2,0\rangle,|1,1\rangle$, and $|0,2\rangle$ constitute the orthogonal basis set in so-called $H V$ representation. By analogy with Eq. (1), this state can be used for the ternary information coding. To visualize the polarization states of a biphoton light, it is convenient to use the Poincaré sphere [7]. One can show that state vector (3) can be represented as

$$
\begin{equation*}
|\Psi\rangle=\frac{a^{\dagger}(\vartheta, \varphi) a^{\dagger}\left(\vartheta^{\prime}, \varphi^{\prime}\right)|\mathrm{vac}\rangle}{\| a^{\dagger}(\vartheta, \varphi) a^{\dagger}\left(\vartheta^{\prime}, \varphi^{\prime}\right)|\mathrm{vac}\rangle \|} \tag{3a}
\end{equation*}
$$

where $a^{\dagger}(\vartheta, \varphi)$ and $a^{\dagger}\left(\vartheta^{\prime}, \varphi^{\prime}\right)$ are the operators of photon creation and annihilation in an arbitrary polarization mode, e.g.,

$$
a^{\dagger}(\vartheta, \varphi)=\cos \frac{\vartheta}{2} a_{H}^{\dagger}+e^{i \varphi} \sin \frac{\vartheta}{2} a_{V}^{\dagger}
$$

where $a_{H, V}^{\dagger}$ are the operators of photon creation in the linear polarization modes $H$ and $V$, and $\varphi, \varphi^{\prime} \in[0,2 \pi]$ and $\vartheta, \vartheta^{\prime} \in[0, \pi]$ are, respectively, the azimuthal and polar angles on the Poincaré sphere. In this case,

$$
\begin{gathered}
\varphi, \varphi^{\prime}=\frac{\varphi_{3}}{2} \pm \frac{1}{2} \arccos \left[\frac{\left|c_{2}\right|^{2}}{2\left|c_{1}\right|\left|c_{3}\right|}\right. \\
-\sqrt{1+\frac{\left|c_{2}\right|^{4}}{4\left|c_{1}\right|^{2}\left|c_{3}\right|^{2}}-\frac{\left|c_{2}\right|^{2}}{\left|c_{1}\right|\left|c_{3}\right|} \cos \left(2 \varphi_{2}-\varphi_{3}\right)} \\
\theta, \theta^{\prime}=\arccos \left\{\left[\left|c_{1}\right|^{2}-\left|c_{3}\right|^{2}\right.\right. \\
\left. \pm 2 \sqrt{\left[\left|c_{2}\right|^{2}-\left|c_{1}\right|\left|c_{3}\right| \cos \left(2 \varphi-\phi_{3}\right)\right]^{2}-\left|c_{1}\right|^{2}\left|c_{3}\right|^{2}}\right] \\
\left.\times\left[1+\left|c_{2}\right|^{2}-2\left|c_{1}\right|\left|c_{3}\right| \cos \left(2 \varphi-\phi_{3}\right)\right]^{-1}\right\}
\end{gathered}
$$

where the unprimed and primed quantities relate, respectively, to the first and the second photon of the


Fig. 2. Scheme for measuring arbitrary polarization state of a biphoton field. NPBS is the nonpolarizing beam splitter, $W P$ is a set of wave plates, $P$ is the analyzer, $D$ is a singlephoton detector, and $C C$ is the coincidence counting scheme.
pair. It is also convenient to introduce the degree of biphoton polarization. This quantity was calculated in [6] and, in the new representation, takes the form

$$
P=\frac{2 \cos (\alpha / 2)}{1+\cos ^{2}(\alpha / 2)}
$$

where $\alpha$ is the angle at which the pair of points mapping biphoton onto the Poincaré sphere is seen from its center.

The generation of a biphoton field in an arbitrary polarization state with given coefficients $c_{i}$ can be accomplished in a three-arm interferometer of the Mach-Zehnder type with three nonlinear crystals. Each of them produces one of the basis states in the corresponding arm to prepare a linear superposition of type (3) at the output. The amplitudes and phases of the complex coefficients $c_{i}$ can be varied in a desired way in each of the arms (Fig. 1). In particular, all states used in the quantum cryptography protocol proposed in [3] can be prepared in the interferometer of this type.

To adequately measure the polarization characteristics of single-mode biphoton fields, the Braun-Twiss scheme is used with arbitrary polarizing filters in the arms (Fig. 2). Each filter includes a polarization transformer and a linear polarization analyzer to separate a certain polarization state. Upon measuring a certain set of fourth-order field moments in this scheme, one can determine the real and imaginary parts of coefficients $c_{i}$ by varying the transformer characteristics. For some pure states $|\Psi\rangle$ this was done in [8]. However, this scheme can be used to measure an arbitrary polarization state of biphoton field in the $H V$ basis. We will refer to the measuring scheme as "tuned" to the particular polarization biphoton state (3a) if the polarization state with parameters $(\vartheta, \varphi)$ is separated in one channel and the state with parameters $\left(\vartheta^{\prime}, \varphi^{\prime}\right)$ in the other.

Orthogonality of single-mode biphotons. Assume that the polarization states corresponding to modes $a_{1}$ and $b_{2}$ (letters denote the polarization states and index denotes the spatial mode) are separated in channels 1 and 2 of a device illustrated in Fig. 2. Let us write the orthogonality condition for a certain input state $\left|\Psi_{c d}\right\rangle$ and the state $\left|\Psi_{a b}\right\rangle$ to which the detector device is tuned. Let

$$
\left|\Psi_{a b}\right\rangle=\frac{a^{\dagger} b^{\dagger}|\mathrm{vac}\rangle}{\| a^{\dagger} b^{\dagger}|\mathrm{vac}\rangle \|}, \quad\left|\Psi_{c d}\right\rangle=\frac{c^{\dagger} d^{\dagger}|\mathrm{vac}\rangle}{\| c^{\dagger} d^{\dagger}|\mathrm{vac}\rangle \|},
$$

where $a^{\dagger}, b^{\dagger}, c^{\dagger}$, and $d^{\dagger}$ are the creation operators for the polarization modes $a, b, c$, and $d$, respectively. We emphasize that, in the general case, the modes $a, b, c$, and $d$ are not mutually orthogonal. The condition for the orthogonality of the input biphoton and the biphoton to which the device is tuned has the form

$$
\left\langle\Psi_{a b} \mid \Psi_{c d}\right\rangle=0
$$

or, equivalently,

$$
\begin{equation*}
\langle\mathrm{vac}| a b c^{\dagger} d^{\dagger}|\mathrm{vac}\rangle=0 \tag{4}
\end{equation*}
$$

Since the creation and annihilation operators before and after a $50 \%$ beam splitter are related to each other as $a^{\dagger}=\frac{1}{\sqrt{2}}\left(a_{1}^{\dagger}+i a_{2}^{\dagger}\right)$, Eq. (4) can be rewritten as $\langle\operatorname{vac}|\left(a_{1}-i a_{2}\right)\left(b_{1}-i b_{2}\right)\left(c_{1}^{\dagger}+i c_{2}^{\dagger}\right)\left(d_{1}^{\dagger}+i d_{2}^{\dagger}\right)|\operatorname{vac}\rangle=0$.

Neglecting the terms $\langle\operatorname{vac}| a_{i} b_{i} c_{i}^{\dagger} d_{i}^{\dagger}|\mathrm{vac}\rangle$, which are equal to zero according to Eq. (4), and the terms of the form $\langle\mathrm{vac}| a_{i} b_{i} c_{j}^{\dagger} d_{j}^{\dagger}|\mathrm{vac}\rangle$, which are also equal to zero because they correspond to the creation of a photon pair in the mode $j$ and annihilation of a photon pair in the mode $i$, etc., one gets

$$
\begin{gather*}
\langle\operatorname{vac}| a_{1} b_{2}\left(c_{1}^{\dagger} d_{2}^{\dagger}+c_{2}^{\dagger} d_{1}^{\dagger}\right) \\
+a_{2} b_{1}\left(c_{1}^{\dagger} d_{2}^{\dagger}+c_{2}^{\dagger} d_{1}^{\dagger}\right)|\mathrm{vac}\rangle=0 \tag{6}
\end{gather*}
$$

Note that

$$
\begin{aligned}
& \langle\operatorname{vac}| a_{1} b_{2}\left(c_{1}^{\dagger} d_{2}^{\dagger}+c_{2}^{\dagger} d_{1}^{\dagger}\right)|\mathrm{vac}\rangle \\
= & \left\langle\mid a_{1} c_{1}^{\dagger}\right\rangle\left\langle\mid b_{2} d_{2}^{\dagger}\right\rangle+\left\langle\mid a_{1} d_{1}^{\dagger}\right\rangle\left\langle\mid b_{2} c_{2}^{\dagger}\right\rangle \\
= & \left\langle\mid a c^{\dagger}\right\rangle\left\langle\mid b d^{\dagger}\right\rangle+\left\langle\mid a d^{\dagger}\right\rangle\left\langle\mid b c^{\dagger}\right\rangle \\
& \langle\operatorname{vac}| a_{2} b_{1}\left(c_{1}^{\dagger} d_{2}^{\dagger}+c_{2}^{\dagger} d_{1}^{\dagger}\right)|\mathrm{vac}\rangle \\
= & \left\langle\mid a_{2} c_{2}^{\dagger}\right\rangle\left\langle\mid b_{1} d_{1}^{\dagger}\right\rangle+\left\langle\mid a_{2} d_{2}^{\dagger}\right\rangle\left\langle\mid b_{1} c_{1}^{\dagger}\right\rangle \\
= & \left\langle\mid a c^{\dagger}\right\rangle\left\langle\mid b d^{\dagger}\right\rangle+\left\langle\mid a d^{\dagger}\right\rangle\left\langle\mid b c^{\dagger}\right\rangle
\end{aligned}
$$

i.e., the mean values of both terms in Eq. (6) are equal, because they differ only in the spatial indices and, hence,

$$
\begin{equation*}
\langle\operatorname{vac}| a_{1} b_{2}\left(c_{1}^{\dagger} d_{2}^{\dagger}+c_{2}^{\dagger} d_{1}^{\dagger}\right)|\mathrm{vac}\rangle=0 \tag{7}
\end{equation*}
$$

Note that the state vectors of the form $a_{i} b_{j} c_{i}^{\dagger} d_{j}^{\dagger}|\mathrm{vac}\rangle$ in Eq. (7) contain two creation and two annihilation operators; hence, their sum is a vacuum state multiplied by a numerical factor. It follows from Eq. (7) that this factor is zero. Therefore, the orthogonality condition for the biphotons $\left|\Psi_{a b}\right\rangle$ and $\left|\Psi_{c d}\right\rangle$ finally takes the form

$$
\begin{equation*}
a_{1} b_{2}\left(c_{1}^{\dagger} d_{2}^{\dagger}+c_{2}^{\dagger} d_{1}^{\dagger}\right)|\mathrm{vac}\rangle=0 \tag{8}
\end{equation*}
$$

After the beam splitter, the input state $\left|\Psi_{c d}\right\rangle$ becomes

$$
\begin{gathered}
\left|\Psi_{c d}^{\prime}\right\rangle=\frac{i}{2 \| c^{+} d^{+}|\mathrm{vac}\rangle \|} \\
\times\left\{c_{1}^{\dagger} d_{2}^{\dagger}+d_{1}^{\dagger} c_{2}^{\dagger}+c_{1}^{\dagger} d_{1}^{\dagger}+c_{2}^{\dagger} d_{2}^{\dagger}\right\}|\mathrm{vac}\rangle
\end{gathered}
$$

The last two terms make no contribution to the coincidences, because they correspond to the situation where both photons are led to the same photodetector. For this reason, the coincidence counting rate is determined by the second-order correlation function

$$
\begin{gather*}
G^{(2)}=\frac{1}{4 \| c^{+} d^{+}|\mathrm{vac}\rangle \|^{2}}  \tag{9}\\
\times\langle\operatorname{vac}|\left\{c_{1} d_{2}+d_{1} c_{2}\right\} a_{1}^{\dagger} b_{2}^{\dagger} a_{1} b_{2}\left\{c_{1}^{\dagger} d_{2}^{\dagger}-d_{1}^{\dagger} c_{2}^{\dagger}\right\}|\mathrm{vac}\rangle
\end{gather*}
$$

The absence of photocount coincidences for detectors $D_{1}$ and $D_{2}$ is equivalent to the zero value of the correlator in Eq. (9). The condition for the absence of coincidences can be written as
$\langle\operatorname{vac}|\left\{c_{1} d_{2}+d_{1} c_{2}\right\} a_{1}^{\dagger} b_{2}^{\dagger} a_{1} b_{2}\left\{c_{1}^{\dagger} d_{2}^{\dagger}+d_{1}^{\dagger} c_{2}^{\dagger}\right\}|\mathrm{vac}\rangle=0$,
which is equivalent to condition (8).
Therefore, the condition for the orthogonality of two biphotons is equivalent to the condition for the absence of coincidences in the scheme in Fig. 2, provided that one biphoton is fed into the input, while the device is tuned to the second biphoton. This procedure can be regarded as the projection of one polarization state onto the other, with the number of photocount coincidences playing the role of an observable quantity. In the case that the second state is orthogonal to the initial state, the coincidence counting rate should drop to the level of accidental coincidences. It should also be noted that the rate of single photocounts in both detectors will be, generally, nonzero upon changing the characteristics of polarization transformers, e.g., upon analyzer rotation. In this case, the character of changing the number of single photocounts takes the form of interference pattern with the visibility equal to the degree of polarization of a measured biphoton [9].

The experimental data [5] presented in the table illustrate the biphoton orthogonality criterion. For example, if the recording scheme is tuned to the $|H, V\rangle$ state, while the input state is $|R, L\rangle$ (a pair of right- and

Experimental dependence of the coincidence counting rate on the input polarization state of a biphoton and the state to which the device is tuned

| Input <br> state | Degree <br> of polari- <br> zation, $P$ | Detected <br> state | Degree <br> of polari- <br> zation, $P$ | Coincidence <br> counting rate <br> $\left(\mathrm{s}^{-1}\right)$ |
| :--- | :---: | :---: | :---: | :---: |
| $\|H, V\rangle$ | 0 | $\|H, V\rangle$ | 0 | $4.0 \pm 0.4$ |
| $\|R, L\rangle$ | 0 | $\|H, V\rangle$ | 0 | $0.5 \pm 0.25$ |
| $\|D, \bar{D}\rangle$ | 0 | $\|H, V\rangle$ | 0 | $0.25 \pm 0.1$ |
| $\|H, V\rangle$ | 0 | $\|D, \bar{D}\rangle$ | 0 | $0.25 \pm 0.1$ |
| $\|D, \bar{D}\rangle$ | 0 | $\|D, \bar{D}\rangle$ | 0 | $3.8 \pm 0.4$ |
| $\|H, V\rangle$ | 0 | $\|H, H\rangle$ | 1 | $0.15 \pm 0.05$ |
| $\|D, \bar{D}\rangle$ | 0 | $\|H, H\rangle$ | 1 | $1.9 \pm 0.2$ |

Note: The following notation is used for the polarization modes: $H$ is the horizontal direction of mode polarization; $V$ is the vertical direction; $D, \bar{D}$ is the linear polarization with angles of $+45^{\circ}$ and $-45^{\circ}$ to the vertical direction; and $R$ and $L$ are the right- and left-hand circular polarizations, respectively.
left-hand circularly polarized photons) or $|D \bar{D}\rangle$ (a pair of photons linearly polarized at $\pm 45^{\circ}$ ) is orthogonal to it, the coincidence counting rate is an order of magnitude lower than for the same input state $|H, V\rangle$. Likewise, a low coincidence counting rate is observed in the case where the input state is $|H, V\rangle$, while the device is tuned to the orthogonal state $|H, H\rangle$. At the same time, if the device is tuned to the $|H, H\rangle$ state and $|D \bar{D}\rangle$ is the input state, whose projection onto the $|H, H\rangle$ equals $1 / \sqrt{2}$, the coincidence counting rate is half as high as for the case where the device is tuned to the input state.

Thus, the biphoton orthogonality criterion suggested in this work allows one to unambiguously separate a biphoton in an arbitrary polarization state from a set of biphotons orthogonal to it. The experimental test of this criterion amounts to the observation of anticorrelation $[10,11]$ for an arbitrary biphoton polarization state, in contrast to works [10, 11], where the directions of photon polarization in a pair were identical, or work [12], where they were mutually orthogonal.

In practice, this criterion can be used for the implementation of a quantum cryptography protocol [3]. The possibility of unambiguously separating the desired biphoton polarization state from a set of states orthog-
onal to it allows a certain logical value used in the secret key to be assigned to this biphoton with assurance. Nevertheless, this scheme is not free from losses. For instance, both photons in a pair may be led into the same arm after beam splitter and, hence, may make no contribution to the coincidences. These processes alone halve the amount of useful information. Another loss source appears because, despite the fact that the suggested scheme filters out only one biphoton $\left|\Psi_{c d}\right\rangle=$ $c^{\dagger} d^{\dagger}|\mathrm{vac}\rangle / \| c^{\dagger} d^{\dagger}|\mathrm{vac}\rangle / \mid$ from a set of biphotons orthogonal to it, the probability that this biphoton will make no contribution at the output is nonzero even if the detectors are ideal. This may occur if a photon in mode $c$ is led to the arm tuned to mode $d$, and vice versa. Clearly, since the modes $c$ and $d$ are generally different, each of these photons may not be detected separately and, as a result, no coincidence will occur.
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#### Abstract

The exact solution is obtained for a propagator describing x-ray propagation through a refractive parabolic medium. Such a medium arises in compound many-element refractive x-ray lenses that are used in synchrotron radiation sources. The solution obtained allows one to analyze such lenses in detail to predict their operation in particular applications (beam focusing, microobject imaging, and Fourier transform). © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 41.50.+h; 07.85.Qe; 42.79.Bh; 42.30.-d

For a hundred years after the discovery of x-ray radiation, it was thought that refractive lenses could not be used for focusing hard x-rays because, at least, of two reasons. First, the refractive index for electromagnetic radiation with energy $E$ ranging from 10 to 50 keV differs only slightly from unity. Second, the absorption coefficient for this radiation is nonzero. When writing the complex refractive index in the form $n=1-\delta+i \beta$, one has, e.g., for aluminum at $E=25 \mathrm{keV} \delta=8.643 \times$ $10^{-7}$ and $\beta=1.747 \times 10^{-9}$.

This problem was solved in 1996 [1] with the use of compound lenses, i.e., lenses composed of a large number of relatively thin elements. It proved to be quite fortunate that the x-ray phase velocity in a material is higher than the velocity of light in free space. For this reason, the focusing lens was taken to be biconcave and the thickness of a material in the central part of the lens was smaller than the absorption length. To date, many publications have been devoted to various methods of fabricating compound refractive x-ray lenses. Among them, of primary interest are lenses with circular aperture and parabolic profile. Elements of these prisms are obtained by pressing out parabolic profile in aluminum plates (see, e.g., [2]) or plates of organic materials (see, e.g., [3]). Each element focuses a parallel beam into the point at distance $F_{1}=R / 2 \delta$, where $R$ is the radius of curvature of the parabolic profile (see figure). In this case, the focal length of a block with $N$ elements is $F \approx F_{1} / N$. Let, e.g., $F_{1}=100 \mathrm{~m}$. The focal length of a block with 100 elements will be 1 m , which is quite appropriate for the experiments at synchrotron radiation stations.

A lens containing 1000 or more elements can rather easily be fabricated. The length $L=N p$ of the compound lens increases with the number $N$ of elements, while the focal length $F$ decreases. Clearly, the focal length in the case $L \ll F$ can be estimated from the formula $F \approx R / 2 N \delta$ for a thin lens. However, in this case
the linear corrections in the small parameter $L / F$ may be quite appreciable when imaging microobjects with extreme resolution. The theoretical analysis of the operation of a compound lens with length $L$ comparable to the focal length $F$ was performed only in the geometrical optics approximation (see, e.g., [4]), which is, clearly, insufficient for the estimation of focal spot size and for the analysis of image transfer using this lens.

A complete solution to the problem of radiation transfer through a long compound lens must have the form of an integral relationship of the Kirchhoff integral type. In this case, the problem amounts to determining the kernel of integral transformation (propagator) by solving the Maxwell equation with initial condition in the form of the Dirac delta function. It is shown in this work that, under certain conditions, this problem has an exact solution; i.e., the propagator can be calculated analytically in a form close to the Gaussian function with complex parameters, for which one can write the exact recurrence formulas. It is assumed that the synchrotron radiation (SR) is preliminarily monochromatized and has a rather high degree of spatial coherence. These conditions are fulfilled, e.g., in the thirdgeneration SR sources [5].


[^0]We choose the optical axis along the $z$ axis (figure) and represent the general solution to the Maxwell equation as $E(x, y, z)=\exp (i k z) A_{t}(x, y, z)$, where $k=\omega / c$ is the wave number in vacuum. The function $A_{t}(x, y, z)$ describes the transfer, along the $z$ axis, of the transverse dependence of the wave field. Since the radiation is hard and interacts weakly with a material, one can use, with a high accuracy, the paraxial approximation, i.e., ignore the second derivative of $A_{t}$ with respect to the coordinate $z$, as compared to the first derivative. As a result, one arrives at the parabolic equation for the function $A_{t}(x, y, z)$

$$
\begin{equation*}
\frac{d A_{t}}{d z}=-i k \eta s(x, y, z) A_{t}+\frac{i}{2 k}\left(\frac{d^{2} A_{t}}{d x^{2}}+\frac{d^{2} A_{t}}{d y^{2}}\right) \tag{1}
\end{equation*}
$$

where $\eta=1-n=\delta-i \beta=\delta(1-i \gamma)$. In the radiationtransfer problem, the wave field at the entrance surface of the lens is a given function $A_{t}(x, y, 0)=A_{0}(x, y)$, where the coordinate $z$ is measured from the outset of the lens. In the compound lens, the function $s(x, y, z)$ is unity in the regions inside the material and zero outside it (figure).

In what follows, I consider only the case where the thickness $p$ of an individual element of a compound lens is smaller than the characteristic scale of changing the transverse dependence of the wave field. In other words, the thin-lens approximation is assumed to be fulfilled for an individual element. This is always true for a compound lens with many elements. This restriction can be used for averaging the function $s(x, y, z)$ over its period and replacing it by a function depending only on the transverse coordinates:

$$
\begin{equation*}
\bar{s}(x, y)=\frac{d}{p}+\frac{x^{2}}{p R}+\frac{y^{2}}{p R} \tag{2}
\end{equation*}
$$

This dependence is valid only inside the lens geometrical aperture with diameter $a=2[R(p-d)]^{1 / 2}$ (figure). However, the effective operation area (effective aperture) of the lens is determined by the x-ray absorption in its material and is almost always smaller than the geometrical aperture. Because of this, one can formally assume that dependence (2) holds everywhere over the region of transverse plane $(X, Y)$ considered.

Let us represent the initial wave field as a Fourier integral

$$
\begin{equation*}
A_{0}(x, y)=\int \frac{d q_{x} d q_{y}}{(2 \pi)^{2}} \exp \left(i q_{x} x+i q_{y} y\right) \tilde{A}_{0}\left(q_{x}, q_{y}\right) \tag{3}
\end{equation*}
$$

and consider the solution $\tilde{P}_{t}\left(x, y, q_{x}, q_{y}, z\right)$ with the initial function in the form of plane wave $\tilde{P}_{t}\left(x, y, q_{x}, q_{y}, 0\right)=$ $\exp \left(i q_{x} x+i q_{y} y\right)$. The solution can be represented as the
product $\tilde{P}_{t}=\exp (-i k \eta[d / p] z) \tilde{P}\left(x, q_{x}, z\right) \tilde{P}\left(y, q_{y}, z\right)$, with the partial function $\tilde{P}(x, q, z)$ satisfying the equation

$$
\begin{gather*}
\frac{d \tilde{P}}{d z}=-i \frac{k \eta}{p R} x^{2} \tilde{P}+\frac{i}{2 k} \frac{d^{2} \tilde{P}}{d x^{2}}  \tag{4}\\
\tilde{P}(x, q, 0)=\exp (i q x)
\end{gather*}
$$

This equation coincides formally with the Schrödinger equation for a particle in a parabolic potential. Nevertheless, the expansion in terms of the stationary states will not be considered in this work.

Taking into account the character of the initial function, it is reasonable to seek a solution in the form of a Gaussian function with complex coefficients

$$
\begin{gather*}
\tilde{P}(x, q, z)=\exp \left(i a_{0}(z)+i a_{1}(z) x+i a_{2}(z) x^{2}\right)  \tag{5}\\
a_{0}(0)=a_{2}(0)=0, \quad a_{1}(0)=q
\end{gather*}
$$

Inserting Eq. (5) into Eq. (4) and equating the coefficients of the terms for the same $x$ powers, one arrives at the system of ordinary differential equations

$$
\begin{gather*}
\frac{d a_{0}}{d z}=\frac{i}{k} a_{2}-\frac{1}{2 k} a_{1}^{2}  \tag{6}\\
\frac{d a_{1}}{d z}=-\frac{2}{k} a_{1} a_{2}, \quad \frac{d a_{2}}{d z}=-\frac{k \eta}{p R}-\frac{2}{k} a_{2}^{2}
\end{gather*}
$$

This system has an analytic solution for any initial condition. It can be written as

$$
\begin{gather*}
a_{2}(z)=a_{2}(0) \frac{\tan \left(\alpha-z / z_{c}\right)}{\tan (\alpha)} \\
a_{1}(z)=a_{1}(0) \frac{\cos (\alpha)}{\cos \left(\alpha-z / z_{c}\right)} \\
a_{0}(z)=a_{0}(0)-\frac{i}{2} \ln \left(\frac{\cos (\alpha)}{\cos \left(\alpha-z / z_{c}\right)}\right)  \tag{7}\\
\\
-\frac{a_{1}^{2}(0) z_{c} \tan \left(z / z_{c}\right)}{2 k\left[1+\tan \alpha \tan \left(z / z_{c}\right)\right]} \\
\tan \alpha=
\end{gather*}
$$

The validity of this solution can be checked by direct substitution. Using initial conditions (5) and recurrence relations (7), one gets for the function $\tilde{P}(x, q, z)$
$\tilde{P}(x, q, z)=\exp \left(-i \frac{k t_{z}}{2 z_{c}} x^{2}\right) c_{z}^{-1 / 2} \exp \left(i \frac{x}{c_{z}} q-i \frac{z_{c} t_{z}}{2 k} q^{2}\right)$.
Hereinafter, the notation $s_{z}=\sin \left(z / z_{c}\right), c_{z}=\cos \left(z / z_{c}\right)$, and $t_{z}=\tan \left(z / z_{c}\right)$ is used.

Let us represent the general solution to the problem (for an arbitrary initial function) in the form of integral

$$
\begin{equation*}
A_{t}(x, y, z)=\int \frac{d q_{x} d q_{y}}{(2 \pi)^{2}} \tilde{P}_{t}\left(x, y, q_{x}, q_{y}, z\right) \tilde{A}_{0}\left(q_{x}, q_{y}\right) \tag{9}
\end{equation*}
$$

Substituting the expression for $\tilde{A}_{0}\left(q_{x}, q_{y}\right)$ in the form of the inverse Fourier transform and integrating with respect to $q_{x}$ and $q_{y}$, one obtains the desired integral transformation for a compound x-ray lens with the parabolic profile

$$
\begin{equation*}
A_{t}(x, y, z)=\int d x^{\prime} d y^{\prime} P_{t}\left(x, y, x^{\prime}, y^{\prime}, z\right) A_{t}\left(x^{\prime}, y^{\prime}, 0\right), \tag{10}
\end{equation*}
$$

whose propagator is factorized

$$
\begin{gather*}
P_{t}\left(x, y, x^{\prime}, y^{\prime}, z\right)  \tag{11}\\
=\exp (-i k \eta[d / p] z) P\left(x, x^{\prime}, z\right) P\left(y, y^{\prime}, z\right)
\end{gather*}
$$

and the partial propagator is determined by the expression

$$
\begin{gather*}
P\left(x, x^{\prime}, z\right)=\exp \left(-i \frac{\pi t_{z}}{\lambda z_{c}} x^{2}\right) \\
\times \frac{1}{\left(i \lambda z_{c} s_{z}\right)^{1 / 2}} \exp \left(i \pi \frac{\left(x-x^{\prime} c_{z}\right)^{2}}{\lambda z_{c} s_{z} c_{z}}\right) . \tag{12}
\end{gather*}
$$

Here, $\lambda=2 \pi / k$ is the x -ray wavelength.
This expression is the main result of the work. One can readily verify that this function transforms to the Dirac delta function $\delta\left(x-x^{\prime}\right)$ at $z=0$. Evidently, integral (10) must transform to the Kirchhoff integral in the limit $|\eta| \longrightarrow 0$. Indeed, after passing to the limit $\left|z_{c}\right| \longrightarrow \infty$ in Eq. (12), one obtains the following expression for the transverse part of the spherical wave in the paraxial approximation:

$$
\begin{align*}
& P\left(x, x^{\prime}, z\right)_{\mid \overrightarrow{|l|} \rightarrow 0} P_{K}\left(x-x^{\prime}, z\right) \\
& =\frac{1}{(i \lambda z)^{1 / 2}} \exp \left(i \pi \frac{\left(x-x^{\prime}\right)^{2}}{\lambda z}\right) . \tag{13}
\end{align*}
$$

The expression for the propagator in a more complex problem of radiation transfer in air at a distance of $r_{o}$ before the lens, through a lens of length $L$, and at a distance of $r_{i}$ in air after the lens can be written as a convolution

$$
\begin{gather*}
G\left(x, x^{\prime}, r_{o}, L, r_{i}\right) \\
=\int d x_{2} d x_{1} P_{K}\left(x-x_{2}, r_{i}\right) P\left(x_{2}, x_{1}, L\right) P_{K}\left(x_{1}-x^{\prime}, r_{o}\right) \tag{14}
\end{gather*}
$$

Note that the integrals in Eq. (14) are calculated analytically to give an analytic expression for the propagator $G$. However, the same result can be obtained by the method developed above, namely, by triply using recurrence relations (7), with the limiting transition $|\eta| \longrightarrow 0$
being used for air. The method of recurrence relations (7) is particularly suitable in the development of algorithms for computer simulation of imaging formation using a lens. Although this computer program was developed by us, the analysis of particular results is beyond the scope or this brief communication. Moreover, this method can also be applied to a system of lenses with different parameters.

Below, main features following from Eq. (12) for the operation of a compound refractive lens are considered. Taking into account that $\gamma=\beta / \delta \ll 1$, the complex parameter $z_{c}$ can be written as $z_{c}=\left(p F_{1}\right)^{1 / 2}(1+i \gamma / 2)$. At $L \ll\left(p F_{1}\right)^{1 / 2}$, one can retain only the leading terms in the sine and cosine expansions to obtain the following expression for the propagator in the thin-lens limit:

$$
\begin{gather*}
P_{0}\left(x, x^{\prime}, L\right)=\exp \left(-i \pi \frac{x^{2}}{\lambda F}[1-i \gamma]\right) P_{K}\left(x-x^{\prime}, L\right),  \tag{15}\\
F=\frac{F_{1}}{N}=\frac{R}{2 N \delta} .
\end{gather*}
$$

Note that the above-mentioned domain of applicability of this approximation can be written as $L \ll F$. Due to x-ray absorption, the plane wave, after passing through the lens, acquires the Gaussian shape, for which the intensity distribution halfwidth is $a_{\gamma}=0.664(\lambda F / \gamma)^{1 / 2}$. This value can be considered as the lens effective aperture. The expression including the terms on the order of $\left(L / z_{c}\right)^{3}$ can easily be written to obtain the corrections on the order of $L / F$ to the focal length in the thin-lens approximation.

For $L=L_{0}=\left(p F_{1}\right)^{1 / 2} \pi / 2$ and taking into account that $s_{z}=1$ and $c_{z}=i \gamma \pi / 4$, one obtains, in the linear approximation in $\gamma$, the following expression for the propagator:

$$
\begin{gather*}
P\left(x, x^{\prime}\right)=\frac{1}{\left(i \lambda z_{c}\right)^{1 / 2}} \\
\times \exp \left[-i \frac{2 \pi}{\lambda z_{c}} x x^{\prime}-\gamma \frac{\pi^{2}}{4 \lambda z_{c}}\left(x^{2}+x^{\prime 2}\right)\right] \tag{16}
\end{gather*}
$$

From this expression, it follows that, when passing through this lens, the wave is modulated by a Gaussian function because of the absorption in lens and then turns to its Fourier transform. In particular, at the lens output, a plane wave has a Gaussian intensity distribution with the halfwidth $s_{\gamma}=0.47\left(\lambda L_{0} \gamma\right)^{1 / 2}$, and the focal length is $L_{0}$. The quantity $s_{\gamma}$ gives the focal spot diameter, whereas the lens effective aperture in this case is $a_{\gamma}=0.846\left(\lambda L_{0} / \gamma\right)^{1 / 2}$. If the absorption is ignored, the propagator will be equal to delta function $\delta\left(x+x^{\prime}\right)$ for $L=2 L_{0} ;$ i.e., the wave field is restored in the inverted form. Clearly, the lens will have the same properties for
$L=3 L_{0}, 4 L_{0}$, and so on. However, the absorption diminishes the lens working region with increasing $L$.

In conclusion, let us estimate the parameters of the system. Consider a compound aluminum lens for photon energies of 25 keV . Let $p=1 \mathrm{~mm}$ and $R=0.2 \mathrm{~mm}$ [2]. One has in this case $\gamma=2.02 \times 10^{-3}, F_{1}=116 \mathrm{~m}$, and $L_{0}=53.4 \mathrm{~cm}$. Therefore, the critical size of the compound lens is achieved when 534 elements are used. Evidently, $L_{0}$ is the minimal attainable focal length for a given radius of curvature of the parabolic surfaces. The focal spot diameter in this case is $s_{\gamma}=0.11 \mu \mathrm{~m}$, and the effective aperture is $a_{\gamma}=97 \mu \mathrm{~m}$. Smaller focal length can be obtained by a gradual decrease in the radius of curvature of the surfaces in individual elements.
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#### Abstract

We propose a mechanism for the effective transformation of dilaton-field energy in field stars into relativisticplasma energy and radiation. The mechanism suggests initial transformation of the energy of an inhomogeneous dilaton field into electric-field energy followed by its dissipation into relativistic-plasma energy. The process is similar to the propagation of a relativistic detonation wave through a dilaton stellar atmosphere. © 2002 MAIK "Nauka/Interperiodica". PACS numbers: 97.10.Cv; 97.10.Ex; 04.40.Dg; 95.30.Gv; 95.30.Qd


(1) Boson stars formed by various types of scalar fields in their own gravitational field are extensively studied in modern theoretical astrophysics [1]. In the relativistic and nonrelativistic cases, the energy density of such fields can be very high, and the problem of transformation of this energy into radiation naturally arises. One such mechanism was proposed by Tkachev [2]. He considered a model for the generation of radiation by axion fields based on an analogy with the mechanism of laser radiation. Here, we propose an alternative mechanism which uses the dilaton-field energy.

Among the models of boson stars, the models of self-gravitating structures with dilaton fields are known [3]. The nature of these fields allows them to directly interact with electromagnetic fields. The corresponding system of equations admits solitonlike solutions for a longitudinal electrodilaton wave. It was shown that such a soliton could travel through an inhomogeneous dilaton stellar atmosphere formed by its own gravitational field. Passing from a region of high dilaton-field energy density to a region of lower energy density, such a soliton can appreciably increase the electric-field energy. According to the models of such field stars, the energy difference can be significant. The maximum electric-field strength can reach a critical value for the production of electron-positron pairs or can result in substantial Joule heating of the plasma that already exists in the dilaton field. It is important to note that in regions without electromagnetic fields, the dilaton field does not interact with quasi-neutral plasma. This model was demonstrated with simple analytic and semianalytic solutions. The realization of this mechanism in nature can give rise to impulsive energy release in the form of intense plasma heating and radiation in a regime similar to the detonation-wave mechanism. Processes of this kind are being intensively studied (see, e.g., [4] for a review). Note that the motion of this soliton is assumed to be relativistic, and the gravitational field of the boson star is assumed to be weak. Therefore,
the motion of an electrodilaton soliton with dissipation may be considered in terms of special relativity. We assume that an inhomogeneous dilaton-field energy distribution has already been produced by gravity and that only this distribution is important in the problem under consideration.
(2) The Lagrangian of a dilaton-electromagnetic field is given by [5]

$$
\begin{equation*}
L=2 \Phi_{, i} \Phi^{i}-\left(F_{l m} F^{l m}\right) e^{-2 \alpha \Phi} \tag{1}
\end{equation*}
$$

where $\Phi$ is the dilaton-field potential, $F_{l m}$ is the electro-magnetic-field tensor, and $\alpha$ is the coupling constant. Equations for $\Phi$ and $F_{i k}$ can be derived from (1):

$$
\begin{gather*}
{\left[e^{-2 \alpha \Phi} F^{i k}\right]_{; k}=0,}  \tag{2}\\
\Phi_{; i}^{; i}=-\frac{\alpha}{2} e^{-2 \alpha \Phi}\left(F_{l m} F^{l m}\right) . \tag{3}
\end{gather*}
$$

Let us consider a plane electrodilaton wave which propagates along the $x$ axis and has only the longitudinal component $F^{10}=E_{x}=E$ by using these equations. Equation (2) yields

$$
\begin{equation*}
\left(e^{-2 \alpha \Phi} E\right)_{, \tau}=0 ; \quad\left(e^{-2 \alpha \Phi} E\right)_{, x}=0 \tag{4}
\end{equation*}
$$

whence we can determine the constant of motion

$$
\begin{equation*}
e^{-2 \alpha \Phi} E=E_{0}=\text { const. } \tag{5}
\end{equation*}
$$

The quadratic field combination

$$
\begin{equation*}
I=F_{l m} F^{l m}=-2 E^{2} \tag{6}
\end{equation*}
$$

is negative in all special-relativity frames of reference.
The other field equation (3) takes the form

$$
\begin{equation*}
\frac{\partial^{2} \Phi}{\partial \tau^{2}}-\frac{\partial^{2} \Phi}{\partial x^{2}}=\alpha E_{0}^{2} e^{2 \alpha \Phi} \tag{7}
\end{equation*}
$$

or, introducing the new variables $2 \alpha E_{0} x \longrightarrow x$ and $2 \alpha E_{0} \tau \longrightarrow \tau$ and the function $\psi=2 \alpha \Phi$, we obtain

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial \tau^{2}}-\frac{\partial^{2} \psi}{\partial x^{2}}=e^{\psi} / 2 \tag{8}
\end{equation*}
$$

This is one of the forms of the Liouville equation [6]. There is a general class of solutions for this equation that contains two arbitrary functions $f_{1}(x-\tau)$ and $f_{2}(x+\tau)$ :

$$
\begin{equation*}
\psi=\ln \left[\frac{16 f_{1}^{\prime}(x-\tau) f_{2}^{\prime}(x+\tau)}{\cosh ^{2}\left[f_{1}(x-\tau)+f_{2}(x+\tau)\right]}\right] \tag{9}
\end{equation*}
$$

The primes denote the derivatives with respect to the arguments of the functions.

The solution for a steady-state soliton traveling with velocity $u$ follows from the general solution with the arbitrary functions

$$
\begin{align*}
& f_{1}(x-\tau)=\gamma(x-\tau), \quad \gamma \equiv \frac{1+u}{4 \sqrt{1-u^{2}}},  \tag{10}\\
& f_{2}(x+\tau)=\beta(x+\tau), \quad \beta \equiv \frac{1-u}{4 \sqrt{1-u^{2}}} . \tag{11}
\end{align*}
$$

It has the form

$$
\begin{align*}
\psi & =-2 \ln \cosh \left(\frac{x-u \tau}{2 \sqrt{1-u^{2}}}\right)  \tag{12}\\
E & =E_{0} / \cosh ^{2}\left(\frac{x-u \tau}{2 \sqrt{1-u^{2}}}\right)
\end{align*}
$$

To analyze the soliton evolution on an inhomogeneous dilaton background, we choose arbitrary functions in the form

$$
\begin{gather*}
f_{1}=\gamma(x-\tau)+\ln \cosh \mu(\tau-x)  \tag{13}\\
f_{2}=\beta(x+\tau) \tag{14}
\end{gather*}
$$

where $\gamma$ and $\beta$ are determined by the initial wave velocity from Eqs. (10) and (11) and $\mu$ is an arbitrary constant. The electric-field profile then takes the form

$$
\begin{gather*}
E / E_{0}=16 \beta[\gamma+\mu \tanh \mu(\tau-x)] / \cosh ^{2} Q  \tag{15}\\
Q=[(\gamma+\beta) x-(\gamma-\beta) \tau+\ln \cosh \mu(\tau-x)]
\end{gather*}
$$

The profile of this wave is shown in Fig. 1. The numerator in Eq. (15) slowly changes compared to the denominator. It thus follows that the electric soliton reaches its maximum at a given $\tau$ near zero of the cosh argument. Since the soliton velocity $u<1$, the argument of the tangent is always positive in this range. The numerator in Eq. (15) and, hence, the electric field grows with time. This growth ceases as soon as $\tanh [\mu(\tau-x)]$ reaches its asymptotic value equal to 1 (see Fig. 1 for illustra-


Fig. 1. The growth of the electric soliton in a wave with various asymptotic dilaton-field energy densities ahead of and behind the wave. Solution (15) with $u=1 / \sqrt{3}$ and $\mu=\gamma$ is shown at various times $\tau$. The energy densities, in units of $E_{0}^{2}$, are 7.4 and 0.2 ahead of and behind the soliton, respectively. At large $\tau$, the solution transforms into a steady-state soliton.
tion). If an infinitely increasing function is substituted for $\tanh [\mu(\tau-x)]$ in Eq. (15), then the electric field will also continue to grow infinitely.
(3) A substantial accumulation of electric-field energy as the wave travels in plasma can result in fast heating of the latter. It is important to make sure that this heating is powered by the dilaton-field energy. To this end, let us consider the above wave traveling in plasma. As was pointed out above, the quasi-neutral plasma outside the region of $E$ localization does not interact with the dilaton field. A current is generated in the electric-field region in plasma and the complete system of equations now takes the form

$$
\begin{gather*}
\frac{\partial \rho}{\partial t}+\frac{\partial j}{\partial x}=0, \quad \frac{\partial}{\partial x}\left(e^{-2 \alpha \Phi} E\right)=4 \pi \rho \\
\frac{\partial^{2} \Phi}{\partial t^{2}}-\frac{\partial^{2} \Phi}{\partial x^{2}}=\alpha e^{-2 \alpha \Phi} E^{2} \tag{16}
\end{gather*}
$$

where $\rho$ is the charge density and $j$ is the conduction current. To further simplify the problem, we assume that the plasma conductivity $\sigma$ is constant and that $j=$ $\sigma E$. We seek a solution in the form of a steady-state wave that depends on the argument $\xi=x-u t$. Choosing $E_{c}$ and $\rho_{0}$ as the characteristic electric-field strength and charge density, respectively, we introduce the following dimensionless quantities:

$$
\begin{align*}
& e=E / E_{c}, \quad \Psi=2 \alpha \Phi, \quad \delta=\rho / \rho_{0} \\
& \eta=\frac{2 \alpha E_{c}}{\sqrt{1-u^{2}}} \xi, \quad \zeta=\frac{2 \pi \sigma \sqrt{1-u^{2}}}{u E_{c}} \tag{17}
\end{align*}
$$



Fig. 2. An electro-dilaton soliton with dissipation. The dimensionless conductivity $\zeta$ and the constant $C$ in Eq. (19) were chosen to ensure the total transformation of dilatonfield energy into plasma thermal energy behind the soliton ( $p \longrightarrow 0$ ).

The system of equations (16) then takes the form

$$
\begin{gather*}
\frac{d^{2} \Psi}{d \eta^{2}}=-\frac{1}{2} e^{-\Psi} e^{2}, \quad \frac{d}{d \eta}(\zeta e-\delta)=0  \tag{18}\\
\frac{d}{d \eta}\left(e^{-\Psi} e\right)=\delta
\end{gather*}
$$

This system has the first integral

$$
\begin{equation*}
\frac{p}{2 \zeta}+\frac{1}{4 \zeta^{2}} \ln (1-2 \zeta p)=\frac{1}{2} e^{\Psi}+C \tag{19}
\end{equation*}
$$

where $p=d \Psi / d \eta$ and $C$ is the integration constant. Its analysis allows the transformation of dilaton-field energy into plasma thermal energy to be traced. As in the nondissipative case (see (12)), $\Psi \longrightarrow-\infty$ ahead of and behind this soliton and the corresponding asymptotic values of $p$ follow from Eq. (19) for $e^{\Psi} \longrightarrow 0$. In these regions, the dilaton-field energy density is determined only by the derivatives of the dilaton potential; i.e., it is proportional to $p^{2}$.

When dissipation is switched off ( $\zeta \longrightarrow 0$ ), it follows from Eq. (19) that the asymptotic values of $p$ are equal in magnitude. This equality implies that the asymptotic values of the dilaton-field energy density ahead of and behind the soliton are equal. Otherwise, the transformation of dilaton-field energy into electric energy and back into dilaton energy would be reversible. In the presence of dissipation $(\zeta \neq 0)$, the asymptotic value of $p$ ahead of the soliton is larger than its value behind the soliton, implying energy losses through dissipation. Figure 2 shows our numerical
solution to the system of equations (18), which confirms the above analysis. The conductivity $\zeta$ was chosen in such a way that all of the dilaton-field energy transformed into thermal energy. Note that the wave carries a finite charge. If this solution is assumed to evolve from a quasi-neutral system, then the corresponding negative charge should be assumed to remain outside the soliton-like solution.
(4) A more complex dissipation mechanism, in particular, the production of electron-positron pairs in an intense field $E$, can be considered in terms of this model. However, it was first necessary to demonstrate the very fact of the transformation of dilaton-field energy into plasma thermal energy using a simple example.

The realization of this mechanism greatly depends on the experimental confirmation of the direct interaction between the dilaton and electromagnetic fields in Lagrangian (1). We are grateful to the referee who pointed to the paper by Chiba and Kohri [7], in which this problem was addressed. However, note the following. If the dilaton charge $h^{2} e^{2 b \Phi}$ is substituted in Lagrangian (1) for the electromagnetic field, then all of the above conclusions regarding the increase in the energy of the soliton as it moves in an inhomogeneous field remain valid. This concentrated dilaton-field energy can be transferred through a different channel when the dilaton interaction with other fields is included. Radiation can be generated, for example, by the mechanism from [2].

We thank H. Kleinert and H.J. Schmidt with whom we formulated the original problem [8]. We are grateful to A. Starobinsky and V. Usov for the discussion of the model. This study was supported by the ISTC Project no. KR-677.
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#### Abstract

The evolution of longitudinal-and-transverse acoustic pulses propagating along an external magnetic field through a system of resonant paramagnetic impurities with effective spin $S=1 / 2$ is studied theoretically. It is shown that, when the group velocities of longitudinal and transverse waves are equal and the impurity concentration is sufficiently small, the initial system of equations is reduced to new evolution equations, which are integrable within the framework of the inverse scattering problem approach. These equations qualitatively describe the new coherent dynamics of acoustic pulses. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 62.65.+k; 72.55.+s; 43.35.Rw

Nonlinear coherent optical phenomena associated with soliton and other self-similar solutions [1] were thoroughly studied analytically within the framework of integrable models [2]. When elastic waves propagate through a paramagnetic crystal, solitonlike pulses can form as a result of the effects associated with anharmonic oscillations and dispersion [3], as well as due to the effect of nonlinear coherent interaction of acoustic waves with paramagnetic impurities in the medium, in the conditions of a self-induced acoustic transparency [4, 5].

The evolution of an acoustic pulse in a crystal with paramagnetic impurities has a number of distinctive features making it qualitatively different from the lightwave dynamics in the medium. For example, such features are associated with the fact that the sound wave in a crystal may be of a longitudinal-and-transverse type. The self-induced acoustic transparency was observed at low temperatures in crystal samples with paramagnetic impurities [6]. In other experiments [7, 8], this effect was observed in $\mathrm{Fe}^{2+}$ impurities in MgO and $\mathrm{LiNbO}_{3}$ crystal matrices.

The theory of self-induced acoustic transparency for a transverse pulse propagating in the direction parallel to magnetic field in a spin system with $S=1 / 2$ was developed, e.g., in [4, 5]. In this theory, the equations describing the acoustic-pulse dynamics under a number of simplifying assumptions were reduced to both nonintegrable and well-known simple integrable models.

The main purpose of this paper is the study of the new acoustic-pulse dynamics with allowance for significant changes in the transverse and longitudinal field components. For this purpose, a new general integrable model that describes the one-dimensional dynamics of
pulses propagating in a crystal with paramagnetic impurities with spin $S=1 / 2$ is proposed.

Let us derive the equations describing the dynamics of a longitudinal-and-transverse wave in a crystal with paramagnetic impurities (cf. [5]). We assume that a homogeneous static external magnetic field $\mathbf{B}$ is directed along the $z$ axis. The contribution of the Zeeman interaction of the magnetic moment $\hat{\mu}^{(a)}$ located at point $a$ to the general Hamiltonian is $\hat{H}_{a}=-\hat{\mu}^{(a)} \mathbf{B}$. The components $\hat{\mu}^{(a)}$ are expressed through the spin components $\mathbf{S}^{(a)}\left(\mathbf{r}_{a}\right)$, where $\mathbf{r}_{a}$ is the radius vector of the $a$ th spin:

$$
\hat{\mu}_{j}^{(a)}=-\sum_{k} \mu_{B} g_{j k} \hat{S}_{k}^{(a)}
$$

Here, $\mu_{B}$ is the Bohr magneton and $g_{j k}$ are the components of the Landé tensor.

Assume that the $x, y$, and $z$ coordinate axes directed along the principal axes of the Landé tensor coincide with the crystal symmetry axes. Then, in the unstrained unperturbed medium, the Landé tensor is diagonal: $g_{j k}=g_{j k}^{(0)}=g_{j j} \delta_{j k}$, where $\delta_{j k}$ is the delta function. To describe the crystal strain caused by the acoustic wave, we introduce linear corrections to the Landé tensor:

$$
\begin{equation*}
g_{j k}=g_{j k}^{(0)}+\sum_{p, q}\left(\frac{\partial g_{j k}}{\partial \mathscr{E}_{p q}}\right)_{0} \mathscr{E}_{p q}+\ldots \tag{1}
\end{equation*}
$$

where $\mathscr{E}$ is the elastic strain tensor of the crystal at the point where the spin is located. The derivatives are taken at the point where the strain is zero. The strain
tensor components are expressed through the components of the displacement vector $\mathbf{U}=\left(U_{x}, U_{y}, U_{z}\right)$ :

$$
\mathscr{E}_{p q}=\frac{1}{2}\left(\frac{\partial U_{p}}{\partial x_{q}}+\frac{\partial U_{q}}{\partial x_{p}}\right)
$$

The spin-phonon interaction is described by the Hamiltonian involving the first-order terms of the expansion in $\mathscr{E}_{p q}$ powers. We consider the evolution of the field along the $z$ axis parallel to the vector $\mathbf{B}$. In this case, the symmetry transformations include the mirror reflections about the planes $x=0, y=0$, and $z=0$. With allowance for these conditions, the expressions for $\hat{H}_{s}$ and $\hat{H}_{\text {int }}$ take the form

$$
\begin{gather*}
\hat{H}_{s}=\int n \hbar \omega_{B} S_{z} d^{3} \mathbf{r}  \tag{2}\\
\left\langle\hat{H}_{\mathrm{int}}\right\rangle=\int \sum_{\gamma} \frac{n \hbar \omega_{B}}{g} f_{\gamma} \mathscr{E}_{\gamma z} S_{\gamma} d^{3} \mathbf{r} \tag{3}
\end{gather*}
$$

Hereafter, $\gamma$ sequentially represents $x, y$, and $z ; S_{\gamma}=$ $\operatorname{Tr}\left\{\hat{s}_{\gamma}, \hat{\rho}\right\}$, where $\hat{\rho}$ is the density matrix and $\hat{s}_{\gamma}$ are the Pauli matrices; $\omega_{B}=g \mu_{B} B / \hbar$ is the frequency of Zeeman splitting of the Kramers doublet, where $g=g_{x x}=g_{y y}=$ $g_{z z} ; n(\mathbf{r})=\sum_{j} \delta\left(\mathbf{r}-\mathbf{r}_{j}\right)$ is the concentration of paramagnetic impurities; the integrals are taken over the crystal volume; and $f_{\gamma}=\partial g_{z z} / \partial \mathscr{E}_{\gamma z}$ are the spin-phonon coupling constants [8].

Without regard for anharmonicity, under the aforementioned symmetry conditions the acoustic-field dynamics in the crystal can be described by the Hamiltonian

$$
\begin{equation*}
\hat{H}_{a}=\frac{1}{2} \int\left\{\frac{p_{x}^{2}+p_{y}^{2}+p_{z}^{2}}{n_{0}}+\sum_{\gamma} \lambda_{\gamma}\left(\frac{\partial U_{\gamma}}{\partial z}\right)^{2}\right\} d^{3} \mathbf{r} \tag{4}
\end{equation*}
$$

where $n_{0}$ is the average density of the crystal, $p_{j}(j=x$, $y, z)$ are the momentum density components caused by the dynamic displacements, and $\lambda_{\gamma}$ are the elements of the elastic constant tensor of the crystal [9]. The number of phonons is assumed to be large, so that the classical description of the acoustic field dynamics is valid.

The equations describing the evolution of the effective spin and the acoustic field have the form

$$
\begin{gather*}
i \hbar \frac{\partial \hat{\rho}}{\partial t}=[\hat{H}, \hat{\rho}]  \tag{5}\\
\frac{\partial \mathbf{U}}{\partial t}=\frac{\partial H}{\partial \mathbf{p}}, \quad \frac{\partial \mathbf{p}}{\partial t}=-\frac{\partial H}{\partial \mathbf{U}} \tag{6}
\end{gather*}
$$

Here, $H=H_{a}+\left\langle\hat{H}_{\text {int }}\right\rangle$. The interaction between the spin and the field of an elastic pulse is described by the classical Hamilton equations for a continuous medium.

Using Eqs. (2)-(6), we obtain a system of evolution equations for $\mathscr{E}_{\gamma z}$ :

$$
\begin{equation*}
\frac{\partial^{2} \mathscr{C}_{\gamma z}}{\partial t^{2}}-v_{\gamma}^{2} \frac{\partial^{2} \mathscr{C}_{\gamma z}}{\partial z^{2}}=\frac{n G_{\gamma}}{n_{0}} \frac{\partial^{2} S_{\gamma}}{\partial z^{2}} \tag{7}
\end{equation*}
$$

Here, $G_{\gamma}=\hbar \omega_{B} f_{\gamma} / g, v_{\gamma}=\sqrt{\lambda_{\gamma} / n_{0}}$,

$$
\begin{align*}
\frac{\partial S_{x}}{\partial t} & =-\left(\omega_{B}+\frac{G_{z} \mathscr{E}_{z z}}{\hbar}\right) S_{y}+\frac{G_{y} \mathscr{E}_{y z}}{\hbar} S_{z}  \tag{8}\\
\frac{\partial S_{y}}{\partial t} & =\left(\omega_{B}+\frac{G_{z} \mathscr{E}_{z z}}{\hbar}\right) S_{x}-\frac{G_{x} \mathscr{E}_{x z}}{\hbar} S_{z}  \tag{9}\\
\frac{\partial S_{z}}{\partial t} & =\frac{1}{\hbar}\left(G_{x} \mathscr{E}_{x z} S_{y}-G_{y} \mathscr{E}_{y z} S_{x}\right) \tag{10}
\end{align*}
$$

Let us obtain the most general integrable reduction of the basic system of equations (7)-(10) without considering losses. Assume that the phase velocities of waves are equal: $v_{x}=v_{y}=v_{z}=v$. This situation takes place in elastically isotropic crystals, such as alkali metal halides with central interaction forces between the atoms [10].

The reduction must describe the dynamics of acoustic pulses with durations on the order of $\pi \omega_{B}^{-1}$ or smaller. With this condition, the slow envelope approximation does not apply.

In real media, the concentration of paramagnetic impurities can often be considered as small. Then, it is possible to apply the unidirectional propagation approximation similar to that used in [11] for deriving the reduced Maxwell-Bloch equations for a two-level optical medium. In this case, we can write the following formal approximate equality: $\partial_{z} \approx-v^{-1} \partial_{t}+O(\epsilon)$, where $\epsilon$ is a perturbation. The normalized impurity concentration is of the same order of smallness as the derivative $\partial_{\tilde{\chi}}=\partial_{z}+v^{-1} \partial_{t}$ of the acoustic field amplitudes. The derivative with respect to $z$ on the right-hand sides of Eqs. (7) can be replaced by $v^{-1} \partial_{t}$ with an accuracy of $O\left(\epsilon^{2}\right)$.

If the propagation of acoustic pulses is unidirectional, system (7) is reduced to the form

$$
\begin{equation*}
\frac{\partial \mathscr{C}_{\gamma}}{\partial \tilde{\chi}}=\frac{n G_{\gamma}}{2 v^{2} n_{0}} \frac{\partial S_{\gamma}}{\partial t} \tag{11}
\end{equation*}
$$

From Eqs. (8)-(11), we derive the relation

$$
\begin{equation*}
\mathscr{E}_{x z}^{2}+\mathscr{E}_{y z}^{2}+\left(\mathscr{E}_{z z}+\frac{\omega_{B} \hbar}{G_{z}}\right)^{2}=I_{0}^{2}(t) \tag{12}
\end{equation*}
$$

Here, the real function $I_{0}(t)$ is determined by the boundary conditions. With allowance for Eq. (12), new
integrable system of equations (8)-(11) can be represented as

$$
\begin{equation*}
\frac{\partial}{\partial \vartheta} \mathbf{S}=[\mathbf{F}, \mathbf{S}], \quad \frac{\partial}{\partial \chi} \mathbf{F}=\frac{\partial}{\partial \vartheta} \hat{J} \mathbf{S} . \tag{13}
\end{equation*}
$$

Here, $F_{x}=G_{x} \mathscr{E}_{x z} I_{0}^{1}, F_{y}=G_{y} \mathscr{E}_{y z} I_{0}^{1}$, and $F_{z}=\left(G_{z} \mathscr{C}_{z z}+\right.$ $\left.\hbar \omega_{B}\right) I_{0}^{1}$ are the components of the vector $\mathbf{F} ; S_{\gamma}$ are the components of the vector $\mathbf{S} ; \hat{J}=\operatorname{diag}(1, a, b)$, where $a=f_{y}^{2} / f_{x}^{2}$ and $b=f_{z}^{2} / f_{x}^{2} ; \vartheta=\int_{0}^{t} I_{0}\left(t^{\prime}\right) d t^{\prime} ;$ and $\vartheta=$ $\tilde{\chi} n G_{x}^{2}\left(2 \hbar n_{0} v^{2}\right)^{-1}$.

System (13) can be represented as the condition that the following linear systems of equations are compatible:

$$
\begin{align*}
& \partial_{\vartheta} \Phi=\left(\begin{array}{cc}
-i \lambda F_{z} & \gamma_{0} F_{x}+\gamma_{1} F_{y} \\
\tilde{\gamma}_{0} F_{x}+\tilde{\gamma}_{1} F_{y} & i \lambda F_{z}
\end{array}\right) \Phi,  \tag{14}\\
& \partial_{\chi} \Phi=\left(\begin{array}{cc}
i \eta \lambda S_{z} & \beta_{0} S_{x}+\beta_{1} S_{y} \\
\tilde{\beta}_{0} S_{x}+\tilde{\beta}_{1} S_{y} & -i \eta \lambda S_{z}
\end{array}\right) \Phi . \tag{15}
\end{align*}
$$

Here,

$$
\begin{gathered}
\gamma_{0}=\frac{1}{4}\left[\sqrt{\frac{b}{a}} \mu-2 \sqrt{\frac{a}{b}}(b-1)+\sqrt{\frac{b}{a}}(a-1)\right], \\
\tilde{\gamma}_{0}=-\frac{1}{4}\left[\sqrt{\frac{b}{a}} \mu-\sqrt{\frac{b}{a}}(a-1)\right], \\
\tilde{\gamma}_{1}=i \frac{\sqrt{b}\left[(a-1)^{2}-\mu^{2}\right]}{16 \sqrt{a} a \lambda}, \\
\gamma_{1}=i \frac{(a+\mu-1)\left[2(b-1) \sqrt{\frac{a}{b}}-\sqrt{\frac{b}{a}}(a+\mu-1)\right]}{16 a \lambda}, \\
\tilde{\beta}_{1}=i \frac{\sqrt{\frac{b}{a}}\left[(a-1)^{2}-\mu^{2}\right]}{8 \lambda(1+a-\mu)}, \quad \tilde{\beta}_{0}=\frac{\sqrt{a b}(a-\mu-1)}{2(1+a-\mu)}, \\
\left.\beta_{1}=-i \frac{(a+\mu-1)\left[2(b-1) \sqrt{\frac{a}{b}}+a \sqrt{\frac{b}{a}}(a+\mu-1)\right.}{8 \lambda(1+a-\mu)}(a+\mu-1)\right] \\
\frac{b}{a}
\end{gathered},
$$

and $\eta=(1+a+\mu)\left[2\left(4 \lambda^{2}-1\right)\right]^{-1}, \mu=$ $\sqrt{16 a \lambda^{2}+(1-a)^{2}}$.

As reductions, system (13) has new integrable systems of equations corresponding to $a \neq 1, b=1$ and to $a=1, b \neq 1$. For $a=1$ and $b=1$, system (13) formally coincides with the model of a symmetric chiral field on the $O_{3}$ group [2]. It should be emphasized that system (13) cannot be reduced to an integrable model of an asymmetric chiral field [12]. Since system (13) is difficult to analyze, we proceed with considering its simple though nontrivial reduction.

Let the $z$ axis be a fourfold symmetry axis; i.e., consider the case $a=1, b \neq 0$. For $a=1$, system (13) has the following Lax representation:

$$
\begin{gather*}
\partial_{\tau} \Phi=\left(\begin{array}{cc}
-i \lambda F_{3} & (\lambda+\beta) E \\
-\lambda E^{*} & i \lambda F_{3}
\end{array}\right) \Phi \equiv \hat{L} \Phi,  \tag{16}\\
\partial_{\chi} \Phi \\
=\frac{1}{(2 \lambda-1)}\left(\begin{array}{cc}
-i \lambda S_{z} & -\sqrt{b}(\lambda+\beta) S \\
\sqrt{b} \lambda S^{*} & i \lambda S_{z}
\end{array}\right) \Phi \equiv \hat{A} \Phi . \tag{17}
\end{gather*}
$$

Here, $\lambda$ is the spectral parameter, $\tau=\vartheta \sqrt{b}, E=F_{x}-i F_{y}$, $F_{z}=\sqrt{b} F_{3}, S=S_{x}-i S_{y}$, and $\beta=(1-b) / 2 \sqrt{b}$.

We solve the problem on the entire axis for $E(\tau) \longrightarrow 0$ and $\tau \longrightarrow \pm \infty$ under the assumption that, at the initial and final instants, the spin system is in the stable ground state: $S_{z}(\tau, \chi)=-1, S(\tau, \chi)=0$, and $\tau \longrightarrow \pm \infty$. We assume that the acoustic pulse $E(\tau, 0)$ introduced in the crystal has an area sufficiently large for the soliton formation.

Spectral problem (16) differs in its symmetry properties from previously investigated similar problems associated with solving the integrable Heisenberg and Landau-Lifshits equations [13] or the Raman scattering and four-wave mixing equations [14]. Therefore, it is necessary to develop an apparatus for the inverse problem method, as applied to this model with allowance for its specificity.

The solutions to spectral problem (16) possess the following involution:

$$
\Phi=\hat{M} \Phi(\lambda *) * \hat{M}^{-1}, \quad \hat{M}=\left(\begin{array}{cc}
0 & (\lambda+\beta) / \lambda  \tag{18}\\
-1 & 0
\end{array}\right) .
$$

In view of Eqs. (18), the Jost functions $\Psi^{ \pm}$, being the solutions to problem (16) with the asymptotic behavior

$$
\begin{equation*}
\Psi^{ \pm}=\exp \left(-i \lambda \sigma_{3} \tau\right), \quad \tau \longrightarrow \pm \infty, \tag{19}
\end{equation*}
$$

can be represented in the form

$$
\Psi^{ \pm}=\left(\begin{array}{cc}
\psi_{1}^{ \pm}-\psi_{2}^{ \pm * \lambda+\beta} \\
\psi_{2}^{ \pm} & \psi_{1}^{ \pm *}
\end{array}\right)
$$

These solutions are related to the scattering matrix $\hat{T}$ :

$$
\Psi^{-}=\Psi^{+} \hat{T}, \quad \hat{T}=\left(\begin{array}{cc}
a^{*} & b(\lambda+\beta) / \lambda  \tag{20}\\
-b^{*} & a
\end{array}\right)
$$

The Jost functions have standard analytic properties (see, e.g., $[15]$ ); $a(\lambda)$ is holomorphic in the upper halfplane of $\lambda$, where its zero values correspond to soliton solutions.

Represent the Jost functions in the form

$$
\begin{gather*}
\Psi^{+}(\tau)=e^{-i \lambda \sigma_{3} \tau} \\
+\int_{\tau}^{\infty}\left(\begin{array}{cc}
\lambda K_{1}(\tau, s) & (\lambda+\beta) K_{2}(\tau, s) \\
-\lambda K_{2}^{*}(\tau, s) & \lambda K_{1}^{*}(\tau, s)
\end{array}\right) e^{-i \lambda \sigma_{3} s} d s \tag{21}
\end{gather*}
$$

Substituting the components of these functions from Eq. (21) into Eqs. (18) and integrating the resulting equations with respect to $\lambda$ from $-\infty$ to $\infty$ with the weighting function $e^{-i \lambda y}(2 \pi \lambda)^{-1}$, we obtain the Marchenko equations for the right end of the axis $(y \geq \tau)$ :

$$
\begin{gather*}
K_{2}^{*}(\tau, y)=F_{0}(\tau+y)+i \int_{\tau}^{\infty} K_{1}(\tau, s) \partial_{y} F_{0}(s+y) d s  \tag{22}\\
K_{1}^{*}(\tau, y)=-\int_{\tau}^{\infty} K_{2}(\tau, s)\left(\beta+i \partial_{y}\right) F_{0}(s+y) d s \tag{23}
\end{gather*}
$$

Here,

$$
\begin{equation*}
F_{0}(y)=\int_{\mathscr{C}} \frac{b}{a}(\chi) \frac{1}{2 \pi \lambda} e^{-i \lambda y} d \lambda \tag{24}
\end{equation*}
$$

where $\mathscr{C}$ is a contour including the real axis and passing above all poles in the upper complex half-plane.

From Eqs. (21) and (16), we obtain the relation

$$
\begin{equation*}
K_{2}(\tau, \tau)\left[1+F_{3}(\tau)\right]=E^{*}(\tau)\left[1-i K_{1}(\tau, \tau)\right] \tag{25}
\end{equation*}
$$

Using Eq. (25) and the condition $F_{3}+E E^{*}=1$, we obtain the relation between the potential $E$ and the kernels $K_{1,2}$ :

$$
=\frac{E(\tau)}{\left[1+i K_{1}^{*}(\tau, \tau)\right]\left[1-i K_{1}(\tau, \tau)\right]+\left|K_{2}(\tau, \tau)\right|^{2}} .
$$

Let us find a single-soliton solution associated with a single eigenvalue $\lambda$. Represent the kernel $F$ corresponding to the eigenvalue $\lambda$ in the form

$$
\begin{equation*}
F_{0}(y)=C_{0}(\chi) \exp (-i \lambda y) \tag{27}
\end{equation*}
$$

where $C_{0}=-i b(\chi ; \lambda) /\left(\left.\lambda \partial_{\eta} a(\chi ; \eta)\right|_{\eta=\lambda}\right)$.

The dependence of the scattering data on $\chi$ is determined by the formula [15]

$$
\begin{gather*}
\partial_{\chi} \hat{T}=-\hat{T} e^{-i \sigma_{3} \lambda \tau} \hat{A}(\tau=-\infty, \chi) e^{i \sigma_{3} \lambda \tau} \\
+e^{-i \sigma_{3} \lambda \tau} \hat{A}(\tau=\infty, \chi) e^{i \sigma_{3} \lambda \tau} \hat{T} \tag{28}
\end{gather*}
$$

For the chosen initial and boundary conditions corresponding to the soliton dynamics, Eq. (28) yields

$$
\begin{equation*}
\frac{b(\lambda)}{\left.\partial_{\eta} a(\eta)\right|_{\eta=\lambda}}(\chi)=-S_{0} \exp \left(\frac{-2 i \chi \lambda}{2 \lambda-1}\right), \tag{29}
\end{equation*}
$$

where $S_{0}$ is a constant. For simplicity, we set $\xi=0$. Using Eqs. (26)-(29), we obtain a single-soliton solution for the model under consideration with $\lambda=i \eta$ :

$$
\begin{gather*}
E(\tau, \chi) \\
=\frac{2 S_{0} \eta^{-1} \mu(\tau, \chi)\left[1-\gamma_{1}|\mu(\tau, \chi)|^{2}\right] e^{i \phi_{s}}}{1+|\mu(\tau, \chi)|^{2}\left[\left|S_{0}\right|^{2} \eta^{-2}-\gamma_{1}-\gamma_{1}^{*}\right]+|\mu(\tau, \chi)|^{4}\left|\gamma_{1}\right|^{2}} \tag{30}
\end{gather*}
$$

where

$$
\begin{gathered}
\mu(\tau, \chi)=\exp \left(2 \tau \eta-\frac{4 \eta \chi}{1+4 \eta^{2}}+\frac{4 i \eta^{2} \chi}{1+4 \eta^{2}}\right) \\
\phi_{s}=\arg \left[\frac{1+\gamma_{1}^{*}|\mu(\tau, \chi)|^{2}}{1+\gamma_{1}|\mu(\tau, \chi)|^{2}}\right], \quad \gamma_{1}=\frac{\left|S_{0}\right|^{2}\left(\eta^{2}+i \eta \beta\right)}{4 \eta^{4}}
\end{gathered}
$$

and the $y$ and $x$ components of the transverse field have different signs at any instant of time. The soliton solution describes intense energy transfer between all components of the acoustic field with allowance made for relation (12). From solution (30), it also follows that the asymmetry associated with the deviation of $b$ from unity gives rise to a nonlinear addition to the soliton phase $\phi_{s}$. This addition describes a nonlinear rotation of the polarization of a transverse field.

In the general case, apart from the soliton solutions, it is necessary to take into account solutions of other types, such as radiation solutions associated with the continuous spectrum of problem (16). For example, for a small initial acoustic pulse $|E| \ll 1$ and $S_{z}(0, \chi)=1$, soliton solutions do not exist, and the field dynamics are associated with the continuous spectrum of problem (16) alone. Consider some estimates for the medium parameters and the power of soliton acoustic pulses that can be generated in a medium of this kind. As an example, we consider a MgO crystal with $\mathrm{Fe}^{2+}$ paramagnetic impurities at the temperature $T=4 \mathrm{~K}$. Let the magnetic field be such that $\omega_{B}=10^{12} \mathrm{~s}^{-1}$. In this case, the condition $\tau_{p} \sim \omega^{-1}$ is valid for pulse durations of $\sim 100 \mathrm{ps}$. The condition $\omega_{B}=10^{12} \mathrm{~s}^{-1}$ corresponds to magnetic field strengths attainable in laboratory conditions. For the parameters of the medium, we have [6] $G_{\gamma} \sim 10^{-13} \mathrm{Erg}$, $n \sim 10^{19} \mathrm{~cm}^{-3}, n_{0} \sim 3-4 \mathrm{~g} / \mathrm{cm}^{3}, v \approx 5-10 \times 10^{5} \mathrm{~cm} / \mathrm{s}$, and
$\lambda_{\gamma} \approx 5-10 \times 10^{11} \mathrm{dyn} / \mathrm{cm}^{2}$. In these conditions, the intensity of the soliton signal may reach $I \sim 10^{6} \mathrm{~W} / \mathrm{cm}^{2}$.

System (13) describes the complex dynamics of three field components and can be used to describe new physical phenomena, including a strong interaction of several fields. For example, consider the phenomenon of electromagnetically induced transparency (EIT) [16], which was observed in multilevel optical systems. In the presence of a strongly varying linear dispersion, the EIT leads to a considerable decrease in the group velocity of light in the medium down to values that may be comparable with or smaller than the velocity of sound in this medium. Such a decrease in the group velocities of light was observed experimentally in crystals with implanted rare-earth ions and in other media. A decrease in the resonance absorption, along with the strong linear dispersion, suggests new mechanisms of the resonance interaction of light with acoustic waves. In [17], it was stated that, owing to the strong linear dispersion associated with the EIT, the phase matching between electromagnetic and acoustic waves is possible in a dielectric optical waveguide with implanted three-level ions. In [18], the interaction of an electromagnetic field with acoustic phonons was described using a Hamiltonian similar to that used above for describing the coupling between the spin states and acoustic phonons. A resonant optical medium can be modeled by an effective two-level medium. The pondermotive force related to the local density variations in the optical medium makes a contribution to the acous-tic-field dynamics, and the expression for this contribution corresponds to the right-hand sides of Eqs. (7). In such a scheme, it is necessary to take into account not only the transverse electromagnetic field, but also the longitudinal acoustic field, whose contribution to the dynamics of optical medium manifests itself as a nonlinear phase modulation. With a model analogous to model (13), it is possible to study the Brillouin scattering processes for picosecond acoustic pulses.

In closing, it should be noted that the new integrable model (13) can also be used in the theory of gravitation.
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#### Abstract

The statistics of the jumplike plastic deformation of a $\mathrm{Cu}-\mathrm{Be}$ alloy under the conditions of a low-temperature unstable plastic flow is studied experimentally. At a high strain rate, the parameters of the load jumps are found to be related by power laws, which corresponds to a scale-invariant behavior. A comparison with the data obtained for another mechanism of plastic instability, namely, the Portevin-Le Chatelier effect, points to the existence of universal laws governing the dynamics of a dislocation ensemble in the conditions of plastic instability. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 62.20.Fe; 46.35.+z; 81.05.Bx; 05.65.+b

The plastic flow of a solid is an example of a nonlinear dynamical phenomenon that occurs in an extended dissipative system represented by an ensemble of defects in a crystal structure. The dynamics of such systems obeys unified laws and, in particular, exhibit selforganization at different scale levels in space and/or time [1]. Therefore, studies of the plastic flow from the viewpoint of the self-organization of the dislocation motion, i.e., the motion of the main plasticity carriers, have attracted considerable interest in the last few years [2,3]. In some cases, collective processes in a dislocation ensemble manifest themselves at the macroscopic level in the form of jumplike deformation curves reflecting the complex evolution of the flow stress [3, 4]. The corresponding self-organization in time is accompanied by a spatial self-organization, namely, by the localization of the plastic flow in the deformation bands, which may be stationary or may propagate along the crystal in the form of solitary waves [3]. Such a complex space-time behavior suggests that the jumplike deformation curves be analyzed in terms of the theory of dynamical systems.

Recent studies (see, e.g., [5-9]) of the deformation curves by the methods of statistical, dynamical, and multifractal analyses have revealed complex correlations between the plastic processes that occur in the course of the jumplike plastic deformation of alloys as a result of the dynamic interaction of dislocations with impurity atoms, i.e., in the conditions of the PortevinLe Chatelier effect [3]. It was found that, at low strain rates, the character of flow corresponds to a dynamic chaos [10], while, at higher strain rates, a transition to self-organized criticality takes place [11]. At the same time, the plastic instability can be of a different microscopic origin, which makes it possible to study both universal and unique dynamic manifestations of physically different mechanisms. In this paper, we study the statistics of the low-temperature instability for the jum-
plike plastic deformation of $\mathrm{Cu}-\mathrm{Be}$ polycrystalline specimens exhibiting a great number of load jumps at liquid helium temperatures.

The typical experimental technique used for such investigations includes the tension (compression) of a specimen at a constant strain rate $\dot{\varepsilon}_{a}$ with the load applied to the specimen being the measured quantity (in some sense, this technique is opposite to the conventional physical experiment in which the external action is preset and the response of the system is measured). The deformation with a given strain rate $\dot{\varepsilon}_{a}$ is a result of the plastic deformation of the specimen with a rate $\dot{\varepsilon}$ and the elastic deformation of the specimen-loading machine system with a rate $\dot{\sigma} / M$ (where $\sigma$ is the mechanical stress and $M$ is the rigidity of the system): $\dot{\varepsilon}_{a}=\dot{\varepsilon}+\dot{\sigma} / M$. This relation explains the jumplike character of the deformation in an unstable plastic flow: a dislocation avalanche leads to the relation $\dot{\varepsilon} \geqslant \dot{\varepsilon}_{a}$, and the load applied to the specimen drastically jumps because of the elastic response of the machine; in its turn, this jump leads to the termination of the avalanche process and to the repetition of the load increase cycle and appearance of instability.

Polycrystalline specimens 0.5 mm in diameter and 30 mm in length were cut out of a wire made of an alloy with the composition $\mathrm{Cu}-12$ at. \% Be-0.2 at. \% Co. The specimens were subjected to tension at $4.2 \mathrm{~K}(M \approx$ $6.2 \times 10^{6} \mathrm{~N} / \mathrm{m}$ ) in their initial state or after their homogenization by annealing at $800^{\circ} \mathrm{C}$ with a subsequent quenching. The strain rate was varied in the range $\dot{\varepsilon}_{a}=$ $2.7 \times 10^{-6}-5.4 \times 10^{-2} \mathrm{~s}^{-1}$. The stress-time curves $\sigma(t)$ ( $t$ is time) were recorded in a digital form with a frequency of $5-50 \mathrm{~Hz}$. The microstructural state of the crystals changes with deformation, which is reflected by a change in the rate of strain hardening (Fig. 1).

Therefore, the statistical samples were accumulated at the stage of steady-state jumplike plastic deformation ( $\varepsilon \geq 5-10 \%$ ), and the amplitude of load jumps was normalized to the running average (the details of the experimental technique can be found in $[8,12]$ ).

Although the microstructural state and the shape of the stress-time curves cannot be exactly the same for different specimens, the experimental results allow us to determine some common features. At low strain rates, the jumplike stress-time curves have a regular character (see Fig. 1), which manifests itself in the existence of a definite scale of load jumps. Correspondingly, the histograms of the amplitude and duration distributions of the jumps have a peaked form. As the strain rate increases, the distributions become asymmetric: the position of the maximum gradually moves toward the ordinate axis (the probability of small load jumps increases), and at strain rates higher than $\sim 10^{-3} \mathrm{~s}^{-1}$, the histograms are described by monotonically decreasing functions.

The normalized probability density functions obtained for the amplitudes $\delta$ and durations $\tau$ of load jumps at high strain rates for annealed specimens are adequately described by the power laws $n_{\delta} \sim \delta^{-x}$ and $n_{\tau} \sim \tau^{-y}$ (Fig. 2a). Hence, the quantities $\delta$ and $\tau$ are related as $\delta \sim \tau^{h}$ (Fig. 2b), where $h$ characterizes the singularity of the stress-time curve at the instant of jump (in the case $h<1$, a jump with the duration $\tau \longrightarrow 0$ has a finite magnitude). For different specimens, the exponents were found to vary within $1-1.5$, and the set of exponents for each specimen satisfied the relation $y=$ $h(x-1)+1$ (see, e.g., caption to Fig. 2) that follows from simple scaling considerations [13]. The absence of the characteristic scale of deformation processes, which manifests itself in the power-law statistics, points to the possibility of self-organized critical dynamics of the dislocation system. Deviations from the power laws are observed at the edges of the ranges within which the characteristics of the load jumps vary. Presumably, these deviations can be attributed to the lack of statistics for rare large jumps and to the limited sensitivity of measurements. Note that the approximation of the dependence for the durations in Fig. 2a is less convincing than that for the amplitudes. Generally speaking, even in the numerical modeling of the dynamics of self-organized criticality, the distributions of $\tau$ exhibit a more noticeable scatter [11]. In the experiment, this is due to the lower accuracy of the $\tau$ measurements. An independent verification of the assumption about the self-organized criticality can be provided by the behavior of the energy spectrum of the stresstime curve. According to [13], if the condition $2 / h+x \leq 3$ is satisfied, the low-frequency part of the spectrum is described by the dependence $S(f) \sim 1 / f^{2}$, which agrees well with the experimental observations. Therefore, despite the scatter of data and the narrow range of argu-


Fig. 1. Stress-time curve obtained for an annealed $\mathrm{Cu}-\mathrm{Be}$ specimen ( $\dot{\varepsilon}_{a}=2.7 \times 10^{-4} \mathrm{~s}^{-1}$ and $T=4.2 \mathrm{~K}$ ).


Fig. 2. (a) Normalized probability density functions for the (1) amplitudes $\delta$ and (2) durations $\tau$ of stress jumps at $\dot{\varepsilon}_{a}=$ $2.7 \times 10^{-3} \mathrm{~s}^{-1}$ and (b) the relation between the parameters of stress jumps (the data are averaged for close values of $\tau$ ). The corresponding estimates of the exponents are $x \approx 1.2$, $y \approx 1.4$, and $h \approx 1.3$ (notation is given in the text).
ment variations in the experimental dependences, the assumption about the self-organized criticality seems to be quite plausible.

One more characteristic feature is associated with the effect of the microstructural state of the crystals. The transition from the histograms with a maximum to monotonic distributions is observed for all specimens; however, in the case of annealed crystals, it occurs at smaller values of $\dot{\varepsilon}_{a}$. By contrast, the monotonic distributions obtained for the initial specimens noticeably deviate from the power laws even for the highest strain rates (see [12]). Since the annealing leads to the relaxation of internal stresses and to crystal softening, this observation agrees well with the fact that, at the initial deformation stage ( $\varepsilon \leq 5 \%$ ) in the annealed crystals, the asymmetry of distributions is greater than is observed after the strain hardening.

Thus, at certain conditions, the curve statistics obtained for the jumplike plastic deformation of $\mathrm{Cu}-\mathrm{Be}$ exhibits a scale invariance, giving evidence of the selforganization of the dislocation dynamics. The comparison with the data for the Portevin-Le Chatelier effect showed that the types of distributions and the transitions between them upon varying experimental conditions are qualitatively similar for the two mechanisms of plastic instability [7-9]. This result points to the existence of general laws that govern the instability dynamics. However, the manifestation of the scaleinvariant behavior depends on the material and microstructure of the specimens and on the deformation conditions. Therefore, it is of interest to consider the experimental data from the viewpoint of similarity of and difference between the physical mechanisms responsible for the analogous statistical properties of the jumplike plastic deformations. In fact, the scale symmetry is often associated with a universal behavior for which the scaling factors are determined by the fundamental properties of the system and, specifically, by its dimension and symmetry and by the form of the nonlinear dynamical law.

The dislocation glide is discontinuous: it consists of the motion and arrests at localized obstacles. In the case of a thermally activated dislocation motion, the dependence $\sigma(\dot{\varepsilon})$ observed at a constant temperature is a monotonically increasing function, because the dislocation waiting time at obstacles is inversely proportional to the strain rate, $t_{w} \sim 1 / \dot{\varepsilon}$, and decreases with increasing $\sigma$. In alloys, an additional resistance to plastic flow may be caused by the diffusion of impurity atoms toward immobile dislocations. This component of $\sigma$ decreases with increasing $\dot{\varepsilon}$ because of a decrease in the number of impurity atoms that have an opportunity to reach a dislocation. Because of the competition between these two contributions, the dependence $\sigma(\dot{\varepsilon})$ becomes $N$-shaped with a negative slope in some interval of $\dot{\varepsilon}$. If the strain rate $\dot{\varepsilon}_{a}$ provided by the loading machine corresponds to this interval, an instability similar to relaxation oscillations takes place, as, e.g., in the Gunn effect in a medium with a negative differential conductivity [14]. These concepts lie at the basis of the
models of the Portevin-Le Chatelier effect. The lowtemperature jumplike plastic deformation observed in a number of materials, including pure substances, has a different microscopic origin. The theoretically best understood mechanism is the mechanism of thermomechanical instability caused by the relation between the strain rate and the heat release. Namely, at liquid helium temperatures, the energy dissipation that accompanies the dislocation motion may cause considerable local heating in the strained crystal. Since the heating contributes to the activation of dislocations, an avalanche process may take place. An alternative hypotheses was also discussed in the literature, such as, e.g., the nonthermic mechanism based on the concept that the dislocation pile-ups mechanically break through the obstacles. However, these hypotheses were not adequately treated theoretically. From the experiments, it was found that the low-temperature instability is also associated with the $N$-like sensitivity of the flow stress to the strain rate [15] (this also follows from the thermal hypothesis [16]). Therefore, despite the difference in the microscopic nature, the plastic instability mechanisms under consideration can be associated with the same type of nonlinearity typical of the excited media.

In the ideal case of a homogeneous deformation, the instability of the relaxation oscillation type should correspond to periodic load jumps with the same amplitude and duration. The complex behavior of real specimens is caused by the inhomogeneity of plastic flow. Therefore, along with the $N$-shaped response function, the character of the spatial correlation between local strains in the specimen is of fundamental significance. In the case of the Portevin-Le Chatelier effect, the correlation is mainly determined by the elastic stresses associated with the field of elastic strains compensating the incompatibility between the plastic strains in the inhomogeneous flow [7, 8]. Presumably, this mechanism also manifests itself in the low-temperature deformation, because the effect produced by the annealing of specimens on the experimental histograms points to the important role of plastic relaxation of internal stresses. At the same time, it is evident that, at low temperatures, the formation of spatial scales strongly depends on the heat transfer processes. Along with other features of the conditions for dislocation motion and multiplication at low temperatures, this factor may be responsible for the difference in the spatial patterns of the strain localization. For example, at a low strain rate, each load jump observed in the conditions of the Portevin-Le Chatelier effect is usually associated with the formation of a single deformation band (the elastic stresses provide the correlation only at small distances because of the exponential dependence of the plastic strain rate on stress). By contrast, at low temperature, a multiple shear generation is observed in different parts of the specimen.

A possible explanation of the experimental results lies in the consideration of the competition between the characteristic length and time scales, which are deter-
mined by the properties of material and by the deformation conditions [9]. The arguments presented here are of a general character and combine different mechanisms of spatial correlation. When the plastic instability occurs in some part of the crystal, the strain rate in this region (deformation band) becomes higher than in the rest of the crystal and, hence, gives rise to a strain gradient. At a low $\dot{\varepsilon}_{a}$, the inhomogeneity considerably decreases within the time interval between successive load jumps, so that the correlation between them is insignificant and their parameters are distributed near the average ones, which approximately correspond to the relaxation oscillations. At high strain rates, the time between the jumps is insufficient for the relaxation of the strain gradients (remind that $\dot{\varepsilon}_{a}$ was varied within several orders of magnitude). As a result, the correlation length increases and the stress is always close to the critical value for the initiation of a plastic burst at some point, which is typical of the self-organized criticality. This can lead to a repeated formation of new bands and a hierarchical distribution of the load jump parameters without any characteristic scale. Note that, in the case of the Portevin-Le Chatelier effect, an increase in the strain rate is accompanied by the transition from the localization to the propagation of the deformation bands along the crystal [3]. This agrees well with the assumption that the correlation length increases. For the low-temperature deformation, such data are as yet not available. The similarity of the shape (see [7, 17]) and statistics of the stress-time curves obtained for both instability mechanisms is indirect evidence in favor of the possible propagation of the deformation bands in the low-temperature deformation conditions.

Thus, the data obtained from this study characterize the plastically strained crystal as a system in which complex dynamical regimes are possible, and the transitions between these regimes can be controlled by varying the experimental conditions. More definite conclusions concerning the universal properties of plastic instability can presumably be obtained by applying the methods of dynamical and multifractal analyses used earlier for analyzing the Portevin-Le

Chatelier effect [9]. The results of such investigations will be reported elsewhere.
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#### Abstract

The electrical resistance and the thermoelectric power in the $a b$ plane of a weakly oxygen-doped $\mathrm{La}_{2} \mathrm{CuO}_{4+x}$ crystal ( $0.001<x<0.007$ ) and its static magnetic susceptibility were studied in the vicinity of antiferromagnetic transition. The electrical resistance and the thermoelectric power behave anomalously near the Néel temperature, indicating that the transport is strongly affected by the establishment of long-range antiferromagnetic order. Analysis of the obtained data allows the conclusion to be drawn that the doping gives rise to a conduction band as a result of the overlap between the wave functions of deep impurity states that are strongly renormalized due to the correlation and polaron effects. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 74.25.Fy; 74.72.Dn

Antiferromagnetic ordering of copper spins in the dielectric phase and spin fluctuations in the metallic state are universal features of the cuprate high- $T_{c}$ superconductors. For an understanding of the nature of the superconducting state, it is important to know how strong is the interaction of charge carriers with the copper spin subsystem. However, no direct experimental data have been obtained thus far on the interaction of charge carriers in the $\mathrm{CuO}_{2}$ plane with copper spins. In [1], the deviation from the linear temperature dependence of the resistivity $\rho_{a b}(T)$ in the $a b$ plane of the metallic phase of high- $T_{c}$ superconductors was considered as a manifestation of the charge spin scattering upon opening a pseudogap in the spectrum of magnetic excitations. It has now become clear [2] that the pseudogap effects primarily relate to the electronic spectrum, so that the separation of charge and spin degrees of freedom in the $x-T$ domain of existence of the pseudogap is not a trivial problem, because the initial states are renormalized in the presence of a high hole concentration in $\mathrm{CuO}_{2}$.

Clearly, the influence of the magnetic subsystem on the transport properties manifests itself most strongly in the vicinity of the Néel temperature $\left(T_{N}\right)$, where changes in the spin lattice are the strongest. The surprising thing is that, despite the numerous measurements of electrical resistance along the $\mathrm{CuO}_{2}$ planes in various single-crystal high- $T_{c}$ superconductors $\left(\mathrm{La}_{2} \mathrm{CuO}_{4+x}\right.$ [3], $\mathrm{La}_{2-y} \mathrm{Sr}_{y} \mathrm{CuO}_{4}$ [4], $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6+x}$ [5], and $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{ErCu}_{2} \mathrm{O}_{8}$ [6]), no anomalies were observed for $\rho_{a b}(T)$ near $T_{N}$ in the appropriate temperature and concentration regions. An important question then arises as to whether the absence of the manifestations of spin ordering in the electrical resistance is evidence of
a weak interaction between the charge carriers and copper spins (in particular, charge carriers may have zero spin or the conduction may occur beyond the $\mathrm{CuO}_{2}$ planes) or it is an experimental artifact.

This work is devoted to the solution of this question. The temperature dependence of $\rho_{a b}(T)$ was measured near the $T_{N}$ temperatures of $\mathrm{La}_{2} \mathrm{CuO}_{4+x}$ single crystals. It is known [7] that $\rho_{a b}(T)$ shows only a weak inflection caused by a change in the conductivity activation energy. For this reason, our measurements of $\rho_{a b}(T)$ were sufficiently accurate for the local conductivity activation energy $E_{a b}(T)=d \ln \left(\rho_{a b}(T)\right) / d T$ to be determined. Together with the electrical resistance in the $a b$ plane, the thermoelectric power $\alpha_{a b}(T)$ was also measured to separated the contributions to $\rho_{a b}(T)$ from changes in the electronic spectrum and from the scattering mechanism. The $\mathrm{La}_{2} \mathrm{CuO}_{4+x}$ system was chosen for our measurements not only because it is the simplest system among the high- $T_{c}$ superconducting cuprates [3] but also because $T_{N}$ for this system can be determined rather easily from the maximum of magnetic susceptibility [8] due to the hidden weak ferromagnetism of these systems.

Sample quality is highly important for measuring transport properties, because the presence of uncontrolled impurities and defects or the inhomogeneous dopant distribution may shunt the effect. We used highquality $\mathrm{La}_{2} \mathrm{CuO}_{4+x}$ single crystals grown under quasiequilibrium conditions from a solution in melt [9]. The sample orientation and the oxygen content were monitored by single-crystal diffractometry [8]. The results presented in this work were obtained for the samples cut from the same $\mathrm{La}_{2} \mathrm{CuO}_{4+x}$ single crystal. Note that the room-temperature resistivity of the samples with


Fig. 1. (a) Electrical resistance $\rho_{a b}(T)$, activation energy $E(T)$, and (b) thermoelectric power $\alpha_{a b}(T)$ in the $a b$ plane of the sample with $T_{N}=318 \mathrm{~K}$ and $x \approx 0.0011$.
$x<0.001$ was higher than $10 \mathrm{~m} \Omega \mathrm{~cm}$. On the one hand, this restricted measurements of transport properties at a low doping level but, on the other hand, indicated the high quality of the crystals used. Measurements of the transport properties were carried out by the standard contact dc methods [10]. Ohmic contacts were obtained by firing silver paste into the samples with a characteristic size of $3 \times 1 \times 0.5 \mathrm{~mm}$.

The doping with oxygen was performed by annealing at an oxygen partial pressure from $2 \times 10^{-5}$ to 1 atm and temperatures < 950 K to avoid the formation of oxygen vacancies [11], which irreversibly deteriorate crystal. The following relation was found between the oxygen content in the samples and the oxygen pressure in annealing: $x \cong 7 p^{1 / 6}$, where $p$ is the oxygen pressure in atm. As shown in [11], this dependence is evidence that the degree of oxidation of the extra-stoichiometric oxygen in $\mathrm{La}_{2} \mathrm{CuO}_{4+x}$ is two; i.e., one excessive oxygen atom creates two holes in the $\mathrm{CuO}_{2}$ plane.

Our measurements showed that, as regards the transport properties, the domain of existence of the antiferromagnetic phase in $\mathrm{La}_{2} \mathrm{CuO}_{4+x}$ can conventionally be divided into three regions of oxygen concentration: the "dielectric" region at $0 \leq x \leq 0.0015$ and $T_{N}$ > 310 K , the "semiconductor" region at $0.0015<x<$ 0.006 and $240 \mathrm{~K}<T_{N}<310 \mathrm{~K}$, and the "electronic decay" region at $0.006<x<0.012$ and $T_{N}<240 \mathrm{~K}$. In this work, only the dielectric (Fig. 1) and semiconductor (Figs. 2, 3) regions are considered, because the microscopic decay in the third region occurs above $T_{N}$, and the observed effects require separate consideration. The dependences of $\rho_{a b}, E_{a b}$, and $\alpha_{a b}$ on the average dis-


Fig. 2. (a) Electrical resistance $\rho_{a b}(T)$, activation energy $E(T)$, and (b) thermoelectric power $\alpha_{a b}(T)$ in the $a b$ plane of the sample with $T_{N}=300 \mathrm{~K}$ and $x \approx 0.0015$.
tance $D(x) \approx 3.8 /(2 x)^{1 / 2} \AA$ between the impurity centers in the $a b$ plane at $T=370 \mathrm{~K}$ are shown in Fig. 4.

When characterizing the behavior of transport properties of $\mathrm{La}_{2} \mathrm{CuO}_{4+x}$ in the dielectric region, the following should be taken into account. At temperatures higher than $T_{N}$ (Figs. 1a, 4a), the activation energy $E_{a b} \approx$ 0.5 eV is high, nearly constant, and depends exponen-


Fig. 3. (a) Electrical resistance $\rho_{a b}(T)$, activation energy $E(T)$, and (b) thermoelectric power $\alpha_{a b}(T)$ in the $a b$ plane of the sample with $T_{N}=275 \mathrm{~K}$ and $x \approx 0.0025$. A hysteretic "peak" caused by the electronic decay processes is seen for $E(T)$ near 240 K . The hysteresis is not seen on the scale used in this figure.


Fig. 4. (a) Electrical resistance $\rho_{a b}$, resistivity activation energy $E$, and (b) thermoelectric power $\alpha_{a b}$ at $T=370 \mathrm{~K}$ as functions of the average distance $D(x)$ between impurity centers in the $a b$ plane.
tially on the distance between the impurity centers (Fig. 4a); i.e., one can write

$$
\begin{equation*}
\rho_{a b}(x, T) \sim \exp \left(A D(x)+E_{a b} / k T\right) \tag{1}
\end{equation*}
$$

where $A$ is a constant. Taking into account the high activation energy and the metallic behavior of thermoelectric power (Fig. 1b), one can state that such a behavior of electrical resistance is typical of the nonadiabatic high-temperature hopping of small polarons between nearest neighbors [12]. In this case, $A=2 / a$, where $a$ is the characteristic localization radius of a charge carrier. Indeed, using Eq. (1) and the obtained data (Fig. 4a), we can estimate the carrier localization radius at $a \sim$ $1 \AA$. By the term "polaron" one should mean a hole bonded to an acceptor (extra-stoichiometric oxygen), as it follows from the exponential dependence of resistivity on $D(x)$ (Fig. 4a). At the same time, according to [12], $E \approx W_{p} / 2$, where $W_{p}$ is the polarization energy, which can be estimated as

$$
\begin{equation*}
W_{p}=\frac{e^{2}}{2 \varepsilon_{p} a}, \tag{2}
\end{equation*}
$$

where $1 / \varepsilon_{p}=1 / \varepsilon_{\infty}-1 / \varepsilon_{0}$ is the difference of the inverse optical and static dielectric constants and $e$ is the elementary charge. According to [3], $1 / \varepsilon_{p} \approx 1 / 6$ at $x \approx 0$. At small $x, W_{p}$ in our samples reaches a value of $\approx 1 \mathrm{eV}$, which is consistent, according to Eq. (2), with the smallness of the charge localization radius.

At the Néel temperature, the resistivity curve is bent due to a decrease in the activation energy $E_{a b}(T)$ in the antiferromagnetic phase (Fig. 1a). It is conceivable that this is an indication that the radius of localized states
increases, according to Eq. (2), by several times upon the ordering of copper spins.

The thermoelectric power $\alpha_{a b}(T)$ changes linearly with temperature at $T<250 \mathrm{~K}$ and $T>350 \mathrm{~K}$ in the dielectric region and decreases by approximately $120 \mu \mathrm{~V} / \mathrm{K}$ near the $T_{N}$ temperature (Fig. 1b). Such a behavior can be explained by the polaron hopping transport [12] in the presence of charge-carrier interaction with a magnetic lattice. For the polaron transport, a contribution from the polaron kinetic energy to the thermoelectric power is ignored, so that the thermoelectric power can be written in the thermodynamic approximation [10] as a change in the entropy upon the transfer of charge $-e$ :

$$
\begin{equation*}
e \alpha_{a b}(T)=\Delta S_{c}+\Delta S_{s}+\Delta S_{o} \tag{3}
\end{equation*}
$$

where $\Delta S_{c}, \Delta S_{s}$, and $\Delta S_{o}$ are changes in the configurational, spin, and orbital entropies, respectively. The spin and orbital contributions $\Delta S_{d} / e=\Delta S_{d} / e=k / e \ln 2 \approx$ $60 \mu \mathrm{~V} / \mathrm{K}$ disappear upon the three-dimensional ordering of the $\mathrm{Cu}^{2+}$ spins below $T_{N}$ [13], if the spin-spin and spin-orbit interactions are taken into account. We observed this not only in the dielectric (Fig. 1b) but also in the semiconductor (Figs. 2b, 3b) regions. The contribution of $\Delta S_{c}$ to $\alpha_{a b}(T)$ changes with temperature almost linearly in the regime of nearest-neighbor hopping between impurity centers [12, 14] for a broad, compared to the temperature range used, energy distribution of acceptor levels.

As the concentration of the extra-stoichiometric oxygen increases, the dependence of the resistivity and thermoelectric power on the temperature (Figs. 2, 3) and oxygen concentration (Fig. 4) weakens. We treat the bends in the plots of thermoelectric power, resistivity, and its activation energy vs. $D(x)$ (Fig. 4) as a manifestation of the electronic transition from the dielectric to the semiconductor phase.

In the semiconductor region above $T_{N}$, the thermoelectric power is equal to $\approx 120 \mu \mathrm{~V} / \mathrm{K}$ and does not change with temperature and oxygen concentration (Figs. 2-4); i.e., the contribution to $\alpha_{a b}(T)$ comes only from $\Delta S_{s}$ and $\Delta S_{o}$. This indicates that the carrier spins remain free above $T_{N}$, despite the strong antiferromagnetic fluctuations. The lack of activation contribution to $\alpha_{a b}(T)$ allows one to state, when characterizing the kinetic properties of the semiconductor region, that transport occurs near the Fermi level and the resistivity activation energy has a purely kinetic character and is mainly determined by the polaron shift $W_{p}$. In other words, we have the polaron hopping conduction, as in the dielectric region, but the conduction is due not to small but to large polarons. Indeed, for the sample with $T_{N}=300 \mathrm{~K}$ one has $W_{p} \approx 2 E_{a b} \approx 0.1 \mathrm{eV}$ and, according to Eq. (2), $a \approx 7 \AA$; i.e., the hole localization region is larger than the lattice constant.

We assume that the charge-carrier transport in the semiconductor region proceeds through the impurity
band, although not over the free states, as in the dielectric phase, but over the occupied states. Theoretically, this process is quite realistic. Due to the strong polaron effect, the energy of Coulomb repulsion between two carriers on the same center can be strongly lowered [15], so that the upper and lower Hubbard bands overlap. In the case of low doping, when the resonant broadening is smaller than the "classical" broadening, the impurity states are localized, and conduction has the hopping character. In the Hubbard model, the density $N(E)$ of impurity states near the Fermi level $E_{F}$ is approximately symmetric about its position. Then the fact that the contribution to the thermoelectric power from the configurational entropy is not observed experimentally in the semiconductor region is easily understood. For instance, according to [12, 14], $\Delta S_{c} \sim$ $d \ln N(E) /\left.d E\right|_{E_{F}} \approx 0$, and only the term $\Delta S_{s}+\Delta S_{o}$ remains in Eq. (3).

The electrical resistance anomaly near $T_{N}$ (Fig. 2a) differs substantially from the anomaly in the dielectric region. Upon doping, it disappears as the boundary of electronic decay region is approached (Fig. 3a). The changes in the form of $E(T)$ dependence are likely caused by a change in the transport regime from the nonadiabatic hopping of small bound polarons between the free acceptor states to the hopping of large polarons between the occupied states of impurity band. Therefore, our measurements show that the resistivity anomalies near $T_{N}$ are caused by the polaron effect.

Our measurements of electrical resistance of the $\mathrm{La}_{2} \mathrm{CuO}_{4+x}$ crystals with $T_{N} \leq 310 \mathrm{~K}$ roughly correlate with the data reported in [3]. However, the conclusion drawn in [3] about the applicability of the shallowimpurity model to $\mathrm{La}_{2} \mathrm{CuO}_{4+x}$ is incompatible with our measurements of thermoelectric power and with the data on electrical resistance in the dielectric region. We believe that the deep-impurity model [16, 17], according to which the impurity conduction band is formed deep inside the charge-transfer gap $(\approx 2 \mathrm{eV})$ through the overlap of impurity wave functions strongly renormalized due to the correlation and polaron effects, is the most realistic model for the explanation of the transport properties of $\mathrm{La}_{2} \mathrm{CuO}_{4+x}$.
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#### Abstract

Quantum states of 2D electrons are studied in a periodic potential without inversion center in the presence of a magnetic field. It is shown that the energy spectrum in magnetic subbands is not symmetric about the center of magnetic Brillouin zone $E(\mathbf{k}) \neq E(-\mathbf{k})$. Singularities (phase branching points) of the electron wave function, which determine the quantization law of Hall conductivity $\sigma_{x v}$, are studied in the $\mathbf{k}$ space. It is found that a sharp change takes place in the number of points in the magnetic Brillouin zone and in the corresponding values of topological invariants determining the Hall conductivity of filled subbands. It is noted that the longitudinal conductivity of a lattice without inversion center placed in a magnetic field is not invariant with respect to a change in sign of the electric field, and a photovoltaic effect must arise in an ac electromagnetic field. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 73.20.-r; 73.43.Cd

It is known that a uniform magnetic field and a periodic potential essentially differ in the character of their action on an electron. In particular, a magnetic field forms discrete levels (Landau levels), whereas a periodic potential leads to the formation of energy bands. As a result, the spectrum of an electron moving in a magnetic field exhibits an extremely interesting and rich structure, which received the name Hofstadter butterfly [1, 2].

Magnetic quantum states of a Bloch electron were studied in detail in the tight- and weak-binding approximations for potentials $V(\mathbf{r})$ differing in symmetry (see, for example, [3, 4] and also [5-7]). A number of experimental works were also devoted to this problem [8]. In this case, however, it was always assumed that the periodic potential possess symmetry about the inversion of coordinates, that is, $V(\mathbf{r})=V(-\mathbf{r})$.

In a zero magnetic field and a periodic potential with or without an inversion center, the Bloch electron energy is invariant with respect to a change in sign of quasi-momentum $E(\mathbf{k})=E(-\mathbf{k})$. This symmetry is a consequence of the invariance of the stationary Schrödinger equation with respect to time reversal. In a magnetic field, the $t \longrightarrow-t$ symmetry is violated. Therefore, it is natural to assume that the energy of a Bloch electron moving in crystal without an inversion center in the presence of a magnetic field will not be an even function of the quasi-momentum determined in the magnetic Brillouin zone (MBZ). Because of this, it may be expected that a crystal without inversion center in the $\mathbf{k}$ space, that is, $E(\mathbf{k}) \neq E(-\mathbf{k})$, possesses unusual physical properties in a static magnetic field.

It should be noted that the symmetry of energy spectrum in the $\mathbf{k}$ space in crystals without inversion center can also be violated as a result of spin-orbit interaction. Even in zero magnetic field, the electron energy in such crystals depends on the spin orientation, and the Kramers degeneracy $E(\mathbf{k}, 1 / 2)=E(-\mathbf{k},-1 / 2)$ takes place. This fact leads to a number of observable effects, one of which is the circular photovoltaic effect in a 2 D electron gas [9]. However, such effects are always small on the Brillouin zone scale because of the smallness of spin-orbit interaction [10]. Below, we will show that the energy spectrum of magnetic subbands of a spinless particle can undergo drastic changes in the entire MBZ in the absence of inversion center in the periodic potential.

The Hamiltonian of an electron in a uniform magnetic field and in the field of a two-dimensional periodic potential will be written in the form

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}+V(x, y), \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{H}_{0}=\frac{1}{2 m^{*}}\left(\hat{\mathbf{p}}-\frac{e \mathbf{A}}{c}\right)^{2} \tag{2}
\end{equation*}
$$

is the Hamiltonian of an electron in a uniform magnetic field. Here, $c$ is the velocity of light, $e$ is the electron charge, and $m^{*}$ is the effective mass. From here on, the vector potential $\mathbf{A}$ of the magnetic field is taken in the Landau gauge $\mathbf{A}=(0, H x, 0)$, so that $\mathbf{H} \| z$. The model
periodic potential of a lattice without inversion center will be written in the form

$$
\begin{align*}
& V(x, y)=V_{1} \cos ^{2}(\pi x / a) \cos ^{2}(\pi y / a)  \tag{3}\\
& +V_{2}[\sin (2 \pi x / a)+\sin (2 \pi y / a)]
\end{align*}
$$

where $a$ is the period of the potential (see Fig. 1). Here, the parameter $V_{2}$ determines the degree of violation of the spatial inversion symmetry of lattice (3). At $V_{2}=0$, the symmetry about inversion is restored. In what follows, we will assume that amplitude $V_{1}$ is fixed.

The character and structure of the eigenstates of Hamiltonian (1) are determined by the magnetic flux through a unit cell of the lattice [11]. If this flux (measured in terms of flux quanta $\Phi_{0}$ ) is equal to a rational number

$$
\begin{equation*}
\frac{\Phi}{\Phi_{0}}=\frac{p}{q}=\frac{|e| H a^{2}}{2 \pi \hbar c}, \quad p, q \text { are integer numbers, } \tag{4}
\end{equation*}
$$

then the wave function is an eigenfunction of the magnetic translation operator and obeys the Bloch-Peierls conditions

$$
\begin{equation*}
\Psi_{\mathbf{k}}(x, y)=\Psi_{\mathbf{k}}(x+q a, y+a) e^{-i k_{x} q a} e^{-i k_{y} a} e^{-2 \pi i p y / a} . \tag{5}
\end{equation*}
$$

Here, vectors $\mathbf{a}_{\mathbf{m}}=\left\{m_{1} q a, m_{2} a\right\},\left(m_{1}, m_{2}\right.$ are integer numbers) specify the positions of sites of the so-called magnetic lattice of the crystal and $-\pi / q a \leq k_{x} \leq \pi / q a$, $\pi / a \leq k_{y} \leq \pi / a$.

If the inequalities

$$
\begin{equation*}
\hbar \omega_{c} \gg V_{1}, V_{2} ; \quad l_{H} \ll a \tag{6}
\end{equation*}
$$

are fulfilled (here, $l_{H}$ and $\omega_{c}$ are magnetic length and cyclotron frequency, respectively), the electron quantum states can be calculated within the framework of the perturbation theory, that is, without taking into account the interaction between the Landau levels. Simple estimates show that, at $a=80 \mathrm{~nm}$, condition $p / q=3$ is fulfilled in magnetic field $H \simeq 2 \times 10^{4} \mathrm{Oe}$, and conditions (6) will be true for amplitudes $V_{1}, V_{2} \approx$ 1 meV . The wave function of an electron in the $\mu \mathrm{th}$ magnetic subband obeying Eq. (5) can be expanded in oscillator functions $\varphi_{N}$ of the $N$ th Landau level [3]

$$
\begin{gather*}
\Psi_{\mathbf{k}, \mu}^{N}(x, y) \\
=\sum_{n=1}^{p} C_{n \mu}^{N}(\mathbf{k}) \sum_{l=-\infty}^{+\infty} \varphi_{N}\left[\frac{x-x_{0}-l q a-n q a l p}{l_{H}}\right]  \tag{7}\\
\times e^{i k_{y} y} e^{i k_{x}(l q a+n q a / p)} e^{2 \pi i y(l p+n) / a},
\end{gather*}
$$

where $x_{0}=c \hbar k_{y} /|e| H=k_{y} l_{H}^{2}$. Note that condition (5) will be fulfilled if the expansion coefficients in Eq. (7) obey the relationships

$$
\begin{equation*}
C_{n+p, \mu}^{N}(\mathbf{k})=C_{n \mu}^{N}(\mathbf{k}) . \tag{8}
\end{equation*}
$$



Fig. 1. Lines of constant potential values $V(x, y)$ (Eq. (3)) in a crystal lattice unit cell at $V_{2} / V_{1}=0.1$. Signs " + " and " - " correspond to the maximum and minimum of the potential.

In the representation of symmetrized linear combinations of Landau functions (7), the stationary Schröedinger equation $\hat{H} \Psi=E \Psi$ takes the form

$$
\begin{gather*}
H_{n m}^{N}(\mathbf{k}) C_{m \mu}^{N}(\mathbf{k})  \tag{9}\\
=\left[E_{N}^{0}(p / q) \delta_{n m}+V_{n m}^{N}(p / q, \mathbf{k})\right] C_{m \mu}^{N}=E_{\mu}^{N}(\mathbf{k}) C_{n \mu}^{N}(
\end{gather*}
$$

where $E_{N}^{0}=\hbar \omega_{c}(N+1 / 2)$. Matrix $V_{n m}^{N}$ of dimension ( $p \times p$ ) in Eq. (9) has the following structure:

$$
V_{n m}^{N}=\left(\begin{array}{ccccccc}
D_{1} & M_{1} & 0 & \ldots & \ldots & 0 & M_{p}^{*}  \tag{10}\\
M_{1}^{*} & D_{2} & M_{2} & 0 & \ldots & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\ldots & 0 & M_{n-1}^{*} & D_{n} & M_{n} & 0 & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
M_{p} & 0 & \ldots & \ldots & 0 & M_{p-1}^{*} & D_{p}
\end{array}\right)
$$

with diagonal elements

$$
\begin{gather*}
D_{n}=\left[\frac{V_{1}}{4} \cos \left(2 \pi n \frac{q}{p}+\frac{q k_{y} a}{p}\right)\right.  \tag{11a}\\
\left.+V_{2} \sin \left(2 \pi n \frac{q}{p}+\frac{q k_{y} a}{p}\right)\right] \exp \left(-\frac{\pi q}{2 p}\right) L_{N}^{0}\left(\frac{\pi q}{p}\right)
\end{gather*}
$$

and off-diagonal elements

$$
M_{n}=\frac{1}{2}\left[\frac{V_{1}}{4}-i V_{2}\right] \exp \left(i \frac{k_{x} q a}{p}\right) \exp \left(-\frac{\pi q}{2 p}\right) L_{N}^{0}\left(\frac{\pi q}{p}\right)
$$



Fig. 2. Isoenergetic lines $E_{1}^{1}(\mathbf{k})=$ const in the lowest magnetic subband related to the first Landau level $N=1$ at $V_{2} / V_{1}=0.1, p / q=3 / 1$.


Fig. 3. Isoenergetic lines $E_{1}^{0}(\mathbf{k})=$ const in the lowest magnetic subband of the zero Landau level $N=0$ at $\left(V_{2} / V_{1}\right)^{c r}=$ $0.051706, p / q=3 / 1$. The value of $E_{1}^{0}\left(\mathbf{k}_{0}\right)$ reaches a maximum at the point $\mathbf{k}_{0}$ at which magnetic subbands touch each other.

$$
\begin{aligned}
&+\frac{V_{1}}{8} \cos \left(2 \pi[n+1 / 2] \frac{q}{p}+\frac{q k_{y} a}{p}\right) \exp \left(i \frac{k_{x} q a}{p}\right) \\
& \times \exp \left(-\frac{\pi q}{p}\right) L_{N}^{0}\left(\frac{2 \pi q}{p}\right)
\end{aligned}
$$

where $L_{N}^{0}(\xi)$ is a Laguerre polynomial. Thus, the periodic potential leads to the splitting of Landau levels into $p$ magnetic subbands for rational values of the number of magnetic flux quanta. It should be noted that the system of Eqs. (9) determined according to Eqs. (10) and (11) is not periodic in $p / q$ with a period of 1, as it takes place for the standard Harper's equation [2].

The energy spectrum and the eigenvector components $C_{n \mu}^{N}(\mathbf{k})$ can be calculated analytically for simple rational values of $p / q$. Our calculations of energy spectrum demonstrated the absence of an inversion center in the $\mathbf{k}$ space for functions $E_{\mu}(\mathbf{k})$ assigned to different magnetic subbands. A typical arrangement of isoenergetic lines in the MBZ in the lowest of the three magnetic subbands $(p / q=3 / 1)$ split off from the first Landau level $N=1$ is shown in Fig. 2. Here, the light areas correspond to larger energy values in the subband.

It should be noted that, as the magnetic field direction is inverted $(\mathbf{H} \longrightarrow-\mathbf{H})$, the spectrum, as expected, changes in the following way:

$$
E_{\mu}(\mathbf{k}, \mathbf{H})=E_{\mu}(-\mathbf{k},-\mathbf{H})
$$

At the same time, energies

$$
\begin{aligned}
E_{\mu}\left(k_{x}, \frac{\pi}{a}\right) & =E_{\mu}\left(k_{x},-\frac{\pi}{a}\right) \\
E_{\mu}\left(\frac{\pi}{q a}, k_{y}\right) & =E_{\mu}\left(-\frac{\pi}{q a}, k_{y}\right)
\end{aligned}
$$

and the corresponding partial derivatives $\partial E / \partial k_{\alpha}(\alpha=x, y)$ are equal at the opposite boundaries of the MBZ. At the center and at the boundaries, $\partial E / \partial k_{\alpha}$ are nonzero. The structure of energy spectrum must evidently depend on parameter $V_{2}$. In particular, we found that, at a certain critical value of $V_{2}$, the energy gap separating two neighboring subbands disappears, and surfaces $E_{\mu}^{N}(\mathbf{k})$ touch each other at a certain $\mathbf{k}_{0}$ lying on the diagonal of MBZ. Figure 3 displays the plot of isoenergetic lines for the lowest magnetic subband $E_{1}^{0}(\mathbf{k})$ split off from the zero Landau level $N=0$ at $p / q=3 / 1$ and the critical value of the ratio $\left(V_{2} / V_{1}\right)^{c r}=0.051706$. With a further increase in parameter $V_{2}$, this degeneracy disappears, and the neighboring subbands remain separated by an energy gap. Below, it will be shown that at the critical value $V_{2}$, that is, at the point of gap collapse a sudden change takes place in the singularities of the eigenvector $C_{n \mu}^{N}(\mathbf{k})$ of the system of Eqs. (9) in the $\mathbf{k}$ space, as well as in the topological invariants determining the Hall conductivity of the corresponding subbands.

Coefficients $C_{n \mu}^{N}(\mathbf{k})$ can be chosen proportional to the algebraic adjunct $D_{j n}(\mathbf{k})$ of any (for example, $j$ th) row of the secular determinant of the system of Eqs. (9)
at $E=E_{\mu}(\mathbf{k})$. According to [12], the components of a normalized eigenvector can be presented in the form

$$
\begin{gather*}
C_{n}^{(j)}(\mathbf{k})=R_{n}^{(j)}(\mathbf{k}) \exp \left(i \phi_{n}^{(j)}(\mathbf{k})\right), \\
R_{n}^{(j)}(\mathbf{k})=\left(D_{n n}(\mathbf{k}) / \sum_{s=1}^{p} D_{s s}(\mathbf{k})\right)^{1 / 2}, \quad n \neq j . \tag{12}
\end{gather*}
$$

In Eqs. (12), $D_{n n}(\mathbf{k})$ is the algebraic adjunct to the matrix element [ $H_{n n}^{N}-E_{\mu}^{N}$ ], and the phase $\phi_{n}^{(j)}(\mathbf{k})$ is determined by the relationships

$$
\begin{equation*}
\cos \phi_{n}^{(j)}=\frac{\operatorname{Re} D_{j n}}{\left|D_{j n}\right|}, \quad \sin \phi_{n}^{(j)}=\frac{\operatorname{Im} D_{j n}}{\left|D_{j n}\right|}, \quad n \neq j . \tag{13}
\end{equation*}
$$

It can be shown that component $C_{j}^{(j)}(\mathbf{k})$ is a purely real function, and it vanishes at some special points $\mathbf{k}_{m}$ of the extended magnetic Brillouin zone $-\pi / q a \leq k_{x} \leq \pi / q a$, $-\pi p / q a \leq k_{y} \leq \pi p / q a$. The other components $C_{n}^{(j)}\left(\mathbf{k}_{m}\right)$ ( $n \neq j$ ) have no definite limit at $\mathbf{k} \longrightarrow \mathbf{k}_{m}$, and $\mathbf{k}_{m}$ are phase branching points for these components. Note that the notion of extended MBZ was introduced by Usov [12]. From here on, the superscript in parentheses will specify the representation number (that is, the row number), and we will omit the indices of magnetic subband $\mu$ and Landau level $N$.

The properties of the spectrum and wave functions of magnetic Bloch states in a periodic potential without an inversion center must essentially affect the transport and optical characteristics of a 2D electron gas. Below, we will consider the specific features of the quantization law of 2D Hall conductivity in crystals with broken inversion symmetry. The Hall conductivity of the fully occupied magnetic subbands separated by energy gaps was calculated in [3, 13]. In works by Novikov et al. [14], the topological nature of the singularities of eigenfunctions corresponding to magnetic subbands was discussed. Kohmoto showed that the quantized Hall conductivity of a magnetic subband is determined by the topological singularities of wave function [15], and in terms of $e^{2} / h$ units this conductivity is equal to the first Chern number taken with the opposite sign. However, Kohmoto gave no explicit equations for the calculations of conductivity. This problem was solved by Usov [12], who found interrelation between the Hall conductivity $\sigma_{x y}$ of a subband and wave-function singularities (phase branching points in the $\mathbf{k}$ space). The explicit equation for the conductivity of the $\mu \mathrm{th}$ magnetic subband corresponding to the $N$ th Landau level takes the form [12]

$$
\begin{equation*}
\sigma_{x y}=-\frac{e^{2}}{h}\left[\frac{1}{p}+\frac{q}{p} \sum_{\mathbf{k}_{m}} S\left(\mathbf{k}_{m}\right)\right] . \tag{14}
\end{equation*}
$$

This equation is a direct consequence of the Kubo formula. Integer numbers $S\left(\mathbf{k}_{m}\right)$ of a given subband deter-
mine the phase incursion $\phi_{n}^{(j)}(\mathbf{k})$ for coefficients $C_{n}^{(j)}(\mathbf{k})$ in Eq. (7) (in $2 \pi$ units) in tracing the points $\mathbf{k}_{m}$ in the negative direction (clockwise).

We performed calculations of the Hall conductivity of magnetic subbands at $p / q=3 / 1$ in the potential given by Eq. (3). To calculate the components of eigenvectors of the Hamiltonian given by Eq. (1), we selected the representation of the first row in the secular determinant of the system of Eqs. (9). Sections and singularities of function $C_{1}^{(1)}(\mathbf{k})$ in the extended MBZ for the lowest of the three magnetic subbands of the zero Landau level are given in Figs. 4a, 4b. The main computational parameters are given in the caption to the figure. The values of the ratio $V_{2} / V_{1}$ in Figs. 4 a and 4 b are, respectively, lower and higher than the critical value. The two singularities where $C_{1}^{(1)}(\mathbf{k})=0$ (see Fig. 4a) are marked with letters $A$ and $B$. When tracing each of these points along the path shown in the figure, the phases of each of the components $C_{2}^{(1)}(\mathbf{k})$ and $C_{3}^{(1)}(\mathbf{k})$ change by $+2 \pi$. Thus, $S\left(\mathbf{k}_{A}\right)=S\left(\mathbf{k}_{B}\right)=1$, and, according to Eq. (14), $\sigma_{x y}=-e^{2} / h$. The Hall conductivities of the other magnetic subbands can be calculated in a similar way. These conductivities are zero for the computational parameters indicated in Fig. 4a.

When the quantities $V_{2}$ are changed, singularities $A$ and $B$ shift in the extended Brillouin zone, and small changes in $V_{2}$ correspond to small displacements of singularities. In accordance with the topological nature of Eq. (14), the conductivity $\sigma_{x y}$ changes only at the moment of tangency (degeneracy of the spectrum at point $\mathbf{k}_{0}$ ) of the neighboring subbands. As the parameter $V_{2}$ reaches the critical value, two neighboring (in our case, lower and middle) magnetic subbands of the zero level under consideration touch each other at a certain point of the MBZ. Singularities $A$ and $B$ disappear immediately [that is, now $C_{1}^{(1)}(\mathbf{k})$ does not vanish at these points]. Note that these points do not annihilate and do not go into the boundary of the extended MBZ. Simultaneously, a new singularity appears at the point where the component $C_{1}^{(1)}(\mathbf{k})$, designated in Fig. 4 b as point $C$, vanishes. The position of the local minimum of $C_{1}^{(1)}(\mathbf{k})$ (the nucleus of singularity $C$ ) is marked with an arrow in Fig. 4a. In tracing point $C$ along the contour indicated in Fig. 4b, the phase of each of the components $C_{2}^{(1)}(\mathbf{k})$ and $C_{3}^{(1)}(\mathbf{k})$ changes by $-2 \pi$, and, as a consequence of Eq. (14), the contribution to the conductivity of the Landau level $N=0$ from the lowest magnetic subband related to this level is zero. It can be shown that a contribution to the conductivity equal to $-e^{2} / h$ will be given now by the middle magnetic subband $E_{2}(\mathbf{k})$, which touches the lowest $E_{1}(\mathbf{k})$ at the critical value $V_{2}^{c r}$. At the same time, it is evident that the


Fig. 4. Contourplots and singularities of the real function $C_{1}^{(1)}(\mathbf{k})$ in an extended MBZ for $N=0, p / q=3 / 1$ : (a) $V_{2} / V_{1}=$ 0.02 ; (b) $V_{2} / V_{1}=0.06$.
change in the amplitude of the potential $V_{1}$ at $V_{2}=0$ cannot lead to a change in the quantization law for Hall conductivity. Thus, in crystals without an inversion center, a new quantization rule is fulfilled for the Hall conductivity, and its value changes abruptly at a certain critical value of parameter $V_{2}$.

Note in conclusion that the absence of spectrum symmetry in the $\mathbf{k}$ space must lead to a number of other observable effects. Thus, it can be expected that the longitudinal conductivity $\sigma_{x x}$ will not be invariant about a change in sign of a constant electric field $E$ because of the absence of an inversion center in the $\mathbf{k}$ space. A photovoltaic effect similar to that described in [9] must arise in the situation under consideration in an ac electromagnetic field. These effects will be considered in a separate publication.
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#### Abstract

The decay times of the terahertz photoconductivity signal are studied for samples in the quantum Hall regime. The photoconductivity signal has both the longitudinal components caused by the photoinduced change in the longitudinal resistance and the transverse components due to the photoinduced transverse current. The signal kinetics are qualitatively different for samples with relatively low ( $500000 \mathrm{~cm}^{2} / \mathrm{Vs}$ and lower) and relatively high ( $900000 \mathrm{~cm}^{2} / \mathrm{Vs}$ and higher) charge-carrier mobilities. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 72.40.+w; 73.43.-f

Studies of photoconductivity and cyclotron absorption of terahertz electromagnetic radiation in twodimensional (2D) electron systems in the quantum Hall (QH) regime have attracted the attention of researchers since the time of discovery of the QH effect [1]. Twodimensional electron systems effectively interact with terahertz radiation [2-17], because the characteristic scale of energy gaps between the Landau levels in the QH regime is about 10 meV . The unique feature of the terahertz spectroscopy consists in the absence of the interband generation of electron-hole pairs, so that the radiation absorption leads to a redistribution of electrons in energy without changing the total number of electrons in the 2D electron system. This provides a possibility for the most correct study of the electron excitation processes and the subsequent electron relaxation under the QH conditions. In this paper, we present the results of studying the terahertz photoconductivity kinetics in the QH regime.

Samples used in our experiments were made on the basis of GaAs/AlGaAs heterostructures characterized by the following mobilities $\mu_{4.2 \mathrm{~K}}$ and densities $n_{s}$ of 2D electrons: structure A with $\mu_{4.2 \mathrm{~K}}=1.9 \times 10^{5} \mathrm{~cm}^{2} / \mathrm{Vs}$ and $n_{s}=3.11 \times 10^{11} \mathrm{~cm}^{-2}$; structure B with $\mu_{4.2 \mathrm{~K}}=5 \times$ $10^{5} \mathrm{~cm}^{2} / \mathrm{Vs}$ and $n_{s}=2 \times 10^{11} \mathrm{~cm}^{-2}$; structure C with $\mu_{4.2 \mathrm{~K}}=9 \times 10^{5} \mathrm{~cm}^{2} / \mathrm{Vs}$ and $n_{s}=2 \times 10^{11} \mathrm{~cm}^{-2}$; and structure D with $\mu_{4.2 \mathrm{~K}}=16 \times 10^{5} \mathrm{~cm}^{2} / \mathrm{Vs}$ and $n_{s}=3.57 \times$ $10^{11} \mathrm{~cm}^{-2}$. The structures were used to fabricate the devices in the form of Hall bridges ( $270 \mu \mathrm{~m}$ wide and

[^1]2 mm long) and in the form of meanders (with a width of $100 \mu \mathrm{~m}$ and an effective length of 60 mm , so that the resulting area of the sample was $2 \times 3 \mathrm{~mm}$ ). The terahertz radiation source was a $p$-Ge pulsed cyclotron resonance laser (pulse duration was less than $1 \mu \mathrm{~s}$ ) with a wavelength tuned by a magnetic field within 100$160 \mu \mathrm{~m}$ [18-21]. The measured signal was the voltage drop between the potential contacts induced by a terahertz radiation pulse in magnetic fields corresponding to filling factors near $v=2$. Figure 1 shows the dependence of the photoresponse (PR) of a meander-shaped sample B on magnetic field for different positions of the $p$-Ge laser line. This dependence shows the presence of two PR mechanisms. In addition to the double PR peak that is associated with the bolometric response of the system and is "fixed" to the edges of the QH plateau, a single peak whose position depends on the photon energy of laser radiation is observed. The position of this peak varies linearly with magnetic field, in compliance with the value of the cyclotron mass $m_{c}=0.067 m_{0}$ ( $m_{0}$ is the free electron mass); i.e., a cyclotron resonance peak is observed in the PR.

In the course of the experiments, it was found that samples with low and high mobilities exhibit not only different transport characteristics but also qualitatively different dynamics of the photoconductivity signal. The time dependences of the PR, which are typical of the samples made on the basis of structures A and B, are presented in Figs. 1 and 2a. We observed two PR components with different decay times. The initial rapidly decreasing (with the decay time $t=2-3 \mu \mathrm{~s}$ for the Hall bridges and $6-8 \mu \mathrm{~s}$ for the meanders) part of PR changes sign upon reverting magnetic field. This result


Fig. 1. (a) Magnetic-field dependence of the photoresponse of a meander-shaped sample (structure B) for different positions of the laser line $30 \mu \mathrm{~s}$ after the laser pulse. The maximal laser intensity $J_{\text {max }}$ corresponds to a peak power of about 1 W , the bias current is $I_{\text {bias }}=25 \mu \mathrm{~A}$ and $T=4.2 \mathrm{~K}$. For illustration, the plot also presents the dependence of the longitudinal resistance of the same sample on magnetic field in the absence of laser radiation. (b)-(e) Time dependences of the photoresponse of a meander-shaped sample (structure A): plots (b) and (c) show the dependences of the early photoresponse evolution for two opposite directions of magnetic field $B=5.9 \mathrm{~T}$ at $I_{\text {bias }}=25 \mu \mathrm{~A}$ and for the photon energy of laser radiation equal to 10.92 meV ; plots (d) and (e) present the results of numerical analysis and separation of the Hall ( $x y$ ) and longitudinal ( $x x$ ) photoresponse components from the data of plots (b) and (c).
is explained by the fact that, within the first few microseconds after the terahertz radiation pulse, the PR signal mainly results from the drift of photoexcited electrons along the Hall field of the sample; i.e., it is a current flowing in the sample in the transverse direction [20,21]. It should be stressed that the PR component induced by the transverse current contributes to the voltage drop between the potential contacts. This contribution is associated with the conductivity of 2D electron gas in the QH regime. The equation relating the current density to the electric field has the form $E_{x}=$ $\rho_{x x} j_{x}+\rho_{x y} j_{y}$, where $\rho_{x x}$ and $\rho_{x y}$ are the resistivity tensor components. From this equation, it follows that the


Fig. 2. (a) Time dependences of the cyclotron resonance photoresponse for meander-shaped samples with (a) $\mu_{4.2 \mathrm{~K}}=$ $1.9 \times 10^{5} \mathrm{~cm}^{2} / \mathrm{Vs}$ and $n_{s}=3.11 \times 10^{11} \mathrm{~cm}^{-2}$ (structure A) and (b) with $\mu_{4.2 \mathrm{~K}}=5 \times 10^{5} \mathrm{~cm}^{2} / \mathrm{Vs}$ and $n_{s}=2 \times 10^{11} \mathrm{~cm}^{-2}$ (structure C) at $T=4.2 \mathrm{~K}$ and $J_{\max }$. The values of magnetic field strength, bias current, and photon energy of laser radiation are as follows: (a) $6.17 \mathrm{~T}, 60 \mu \mathrm{~A}$, and 10.68 meV , respectively; (b) $5.25 \mathrm{~T}, 25 \mu \mathrm{~A}$, and 9.126 meV , respectively.
transverse current also makes a contribution to the longitudinal electric field.

In addition to this rapidly decreasing component, for samples A and B we observed longitudinal PR components which did not change their sign under the magnetic field reversal; these components are characterized by decay times of $280-350 \mu \mathrm{~s}$.

In both meanders (structures A and B) and Hall bars, the longitudinal PR component also contains very slow components with decay times of tens or even hundreds of milliseconds. One can assume that they are associated with the heating of crystal lattice or to the elastic deformation of the structure because of the sound pulse that accompanies the pulse of terahertz radiation and propagates in liquid helium from the laser active element.

We did not observe any substantial difference in the time constants for the structures with relatively low mobilities (samples A and B with mobilities of 190000 and $500000 \mathrm{~cm}^{2} / \mathrm{Vs}$, respectively) in the case of both meander-shaped samples and Hall bars. At the same time, the signal intensity associated with the cyclotron resonance was higher in the samples with higher mobility.

For the structures with high mobilities (C and D), we observed qualitatively different dynamics: unlike samples A and B, which exhibited dynamics similar to those shown in Fig. 2a, samples C and D produced a signal of the type shown in Fig. 2b. The signal was unstable and varied in shape from one laser pulse to the other. The samples operated not as linear devices but in the "switch" mode. An increase in the mobility was accompanied by a decrease in the QH breakdown current and a narrowing of the QH plateau. The explanation for such a behavior is known [22]: in samples with higher mobility, the dimensions of the localization regions become comparable with (or greater than) the sample width, because they can reach tens (or even hundreds) of microns. In such samples, the relaxation to the equilibrium state requires much longer time. Thus, the difference in the photoconductivity kinetics observed for samples with different mobilities can be attributed to the difference in the amplitude and correlation radius of the scattering potential and to the corresponding difference in the conduction mechanisms in the QH regime.

In closing, we note that our experiments have revealed the presence of two PR mechanisms: the bolometric and the cyclotron resonance mechanism. The effect observed by us is a result of the contributions made by the variations of both longitudinal and transverse conductivities under the terahertz radiation. The photoconductivity signal kinetics is qualitatively different for samples with low and high mobilities of charge carriers.
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#### Abstract

It is found that additional illumination by photons with energies above the band gap width in barrier layers leads to a strong (up to $40 \%$ in depth at the values of the illumination power used in this work) modulation of the light intensity elastically scattered upon resonant excitation of exciton states in quantum wells of $\mathrm{GaAs} / \mathrm{AlGaAs}$ structures. Evidently, the effect observed is associated with the redistribution of oscillator strengths of exciton transitions due to the formation of three-particle exciton complexes (trions). These complexes arise through preferred capture of nonequilibrium like charge carriers (in our case, holes). © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 73.21.Fg; 78.35.+c; 78.67.De

Light scattering arises because of static or dynamic fluctuations of the refractive index of the medium. The scattered light intensity strongly increases when the frequency of the light propagating through the medium is close to the frequency of a certain optical transition in this medium (resonant scattering [1]). Resonant Rayleigh ${ }^{1}$ scattering (RRS) upon excitations to heavy-hole exciton states in semiconductor structures with quantum wells (QW) was first observed by Hegarty et al. [2, 3] and was explained by the occurrence of lateral fluctuations of the QW width. These fluctuations lead to a spread in the energy position of exciton levels, that is, resonance frequency of exciton transitions. Resonant scattering may serve as a powerful method for studying effects associated with nonuniformities in the spatial distribution of the electron density of states of various types (localized and free excitons, impurity centers, etc.). Currently, this method is rather widely used for studying semiconductors and semiconductor-based nanostructures (see, e.g., [4, 5] and references therein).

External perturbations (magnetic or electric field, deformation of the sample, etc.) can significantly affect the electronic spectrum of a semiconductor or a semiconductor nanostructure and, respectively, affect RRS. Additional illumination of the sample by radiation with a wavelength differing from the scattered light wavelength is one of such perturbations. Much as this takes place in experiments on photoreflectance and photoabsorption [6], illumination may lead to a change in internal electric fields, to occupation of electronic states, etc. and, thus, affect the spectrum and intensity of RRS.

[^2]In the case of intrawell excitation of excitons in semiconductor structures, additional illumination by radiation with quantum energies above the band gap width in barrier layers can induce the formation or recharging of three-particle exciton complexes (trions) in QW, and the change in their concentration lead to the corresponding transformation of photoluminescence (PL) and PL excitation (PLE) spectra [7, 8]. It should be expected that the RRS spectra will also change under these conditions.

In this work, we report the detection of strong modulation of the RRS intensity upon excitation of heavyhole excitons in shallow QW of GaAs/AlGaAs structures under additional above-barrier illumination under conditions when illumination leads to the formation of trions in QW. We believe that, the main contribution to the effect observed is associated with the occurrence of an additional channel of electron-phonon interaction upon illumination, namely, with the possibility of direct (resonant) excitation of trions. As a result, RRS arises at the trion transition frequency, and the oscillator strengths of transitions to free exciton states decrease. Hence, the intensity of light scattered at these transitions decreases as well.

The structure under study contained two tunnel-isolated GaAs QW 30 and $40 \AA$ in width separated by an $\mathrm{Al}_{0.05} \mathrm{Ga}_{0.95} \mathrm{As}$ barrier $600 \AA$ in width and confined on both sides by $\mathrm{Al}_{0.05} \mathrm{Ga}_{0.95} \mathrm{As}$ barrier layers $1000 \AA$ thick. The band gap width in barrier layers $E_{\mathrm{gb}}$ was about 1.6 eV , and the depth of potential wells for electrons and holes was 45 and 30 meV , respectively. QW with such parameters must have one single-particle sizequantization level for particles of each sort, namely,
electrons, heavy holes, and light holes. However, in fact, their exciton spectrum is more complex than follows from this simple picture [9].

A titanium-sapphire laser tunable in the range 1.491.77 eV served as a source of exciting radiation. A HeNe laser was used for additional above-barrier illumination of the sample. The energy of its quanta ( 1.96 eV ) considerably exceeded $E_{\mathrm{gb}}$. The beams of both lasers were overlapped with each other and focused on the sample surface into a spot about 3 mm in diameter. The maximum radiation intensity incident on the sample was about $1 \mathrm{~W} / \mathrm{cm}^{2}$ for the Ti-sapphire laser and $10^{-2} \mathrm{~W} / \mathrm{cm}^{2}$ for the $\mathrm{He}-\mathrm{Ne}$ laser. In most of the experiments, the Tisapphire laser power was chosen in such a way that the luminescence excited by both sources was of approximately the same intensity. The exciting or illuminating laser beam was modulated by a mechanical chopper with a frequency of 1 kHz . The secondary radiation (luminescence and scattered light) was collected from the excited sample surface (that is, in reflection geometry), analyzed by an MDR-2 monochromator (relative aperture $1: 2.5$, collimator focal length 400 mm , and grating with 600 lines per mm ), and detected by a cooled photomultiplier. The photomultiplier signal was measured using a lock-in detection technique. During the measurements, the sample was in superfluid helium at a temperature of $\approx 2 \mathrm{~K}$.

The specific features of radiative recombination in the structure under study were described previously in [8]. It was found that the recombination radiation spectrum of each QW in the structure excited by the radiation of a $\mathrm{He}-\mathrm{Ne}$ laser consists of two lines: the highenergy component corresponds to exciton luminescence, and the low-energy component corresponds to trion luminescence. The luminescence spectrum of a narrow ( $30 \AA$ in width) QW of the structure is shown in Fig. 1a. At the same time, trion lines were absent in the PL spectrum in the case of resonance excitation of free heavy-hole excitons in QW by Ti-sapphire laser radiation. A region of the PLE spectrum of a narrow QW corresponding to this exciton transition is also shown in Fig. 1a. These results demonstrate that the concentration of charge carriers (electrons or holes), which form trions upon binding to excitons, is sufficiently small in the absence of sample illumination. In the case of above-barrier excitation by $\mathrm{He}-\mathrm{Ne}$ laser radiation, an excess of charge carriers of one sign or another (evidently, holes in our case) appears in the wells because of the difference in the capture efficiency of electrons and holes in QW. Thus, conditions for the formation of trions are created. In the case of simultaneous excitation of the sample by both lasers, the ratio between the intensities of the exciton and trion components of the luminescence spectrum is determined by the rates of kinetic processes (capture of charge carriers in QW, formation of excitons and trions, recombination processes) in nonequilibrium electron-hole system and


Fig. 1. (a) PL spectrum upon excitation by $\mathrm{He}-\mathrm{Ne}$ laser radiation (dashed curve) and PLE spectrum in the region of transitions to heavy-hole exciton states (solid curve) of a narrow QW of the structure. (b) Intensity of resonant Rayleigh light scattering in the absence of illumination $I_{\text {off }}$ (circles) and its change $\Delta I=I_{\text {on }}-I_{\text {off }}$ upon switching on illumination by $\mathrm{He}-\mathrm{Ne}$ laser radiation (triangles) as functions of the exciting light photon energy $\hbar \omega_{\text {exc }}$; fine solid lines are secondary emission spectra for some values of $\hbar \omega_{\text {exc }}$.
depends on the density of excitation by each of these lasers [8].

Several secondary emission spectra of a narrow QW of the structure obtained upon excitation by Ti-sapphire laser radiation with different energies of light quanta are drawn in Fig. 1b by fine lines. The peak energy position of each spectral line corresponds to the excitation quantum energy $\hbar \omega_{\mathrm{exc}}$, and its width is determined by the spectrometer spread function. That is, the contribution from the elastic scattering of the exciting light dominates in all spectra. At the values of $\hbar \omega_{\text {exc }}$ that fall in the band of resonance excitation of heavy-hole exciton photoluminescence (Fig. 1a), the secondary emission spectrum also contains a low-energy wing with an intensity considerably lower than the scattering line intensity. This is due to luminescence (at the given amplification, it is manifested substantially in the third and fourth curves at the right). The dependence of the scattered light intensity on $\hbar \omega_{\text {exc }}$ is shown by circles in


Fig. 2. Differential RRS and PL spectra for two values of the quantum energy of the exciting light.

Fig. 1b (lest the figure be overcharged, the spectra are not given for all values of $\hbar \omega_{\text {exc }}$. The resonance increase in scattering intensity is pronounced in the vicinity of the exciton transition energy. The small (less than 0.2 meV ) Stokes shift of the RRS signal maximum with respect to the maximum of the PLE spectrum gives evidence of the high quality of the structure [10]. The light scattering intensity well apart from the resonance is virtually independent of the quantum energy and is determined by nonselective (residual) scattering from the sample surface and elements of the optical system.

When switching on the additional stationary illumination of the sample by $\mathrm{He}-\mathrm{Ne}$ laser radiation, we observed a rather significant change in the scattered light intensity. The decrease in the scattered light intensity upon illumination at the maximum of the resonance curve was about $40 \%$ of the resonance amplitude at the excitation and illumination intensities used in this work. At the same time, the scattering intensity remains virtually unchanged outside the resonance region. The change in the scattered light intensity $\Delta I=I_{\text {on }}-I_{\text {off }}$ under the action of illumination is shown in Fig. 1b by triangles ( $I_{\text {off }}$ and $I_{\text {on }}$ are the intensities, respectively, without and with illumination). It is evident that the dependence of $\Delta I$ on $\hbar \omega_{\text {exc }}$ approximately repeats the dependence of $I_{\text {off }}$ less the intensity of the background nonresonant scattering.

The light-scattering experiments described above were carried out with the use of modulated exciting radiation of a Ti-sapphire laser and stationary $\mathrm{He}-\mathrm{Ne}$ illumination. In order to extract weak difference signals more reliably and accurately, that is, for the direct detection of the changes in the scattered light intensity
$\Delta I$ arising upon illumination, we used a differential technique that is commonly used in modulation spectroscopy when the illuminating rather than exciting laser beam is modulated. In this case, changes in intensity due to additional illumination will also be observed in luminescence spectra.

Figure 2 displays differential secondary emission spectra of a narrow QW measured at two values of the exciting light photon energy $\hbar \omega_{\text {exc }}=1.5757$ and 1.5732 eV . The former value is close to the energy position of the free exciton peak in the PLE spectrum, and the second one, to the maximum of the trion PL line (see Fig. 1a). It is evident in Fig. 2 that, in the case of excitation to the free exciton state (lower spectrum), the additional illumination leads to a decrease in the RRS light intensity (narrow peak) accompanied by a drop in the free exciton luminescence line intensity (both signals, RRS and PL, are negative), whereas the trion component of the PL spectrum increases (signal is positive). It was already noted that above-barrier illumination gives rise to an excess of nonequilibrium holes in QW. Excitons created upon resonance excitation are bound with these holes, forming positively charged trions. Therefore, the intensity of exciton luminescence decreases, and that of trion luminescence increases [8].

When excitation is performed in the vicinity of the peak of the trion PL line (upper curve in Fig. 2), a spike related to RRS light as well as lines of exciton and trion luminescence are observed in the differential spectrum, all the signals being positive. Note that the main contribution to the luminescence spectrum arises from direct excitation of the sample by $\mathrm{He}-\mathrm{Ne}$ illumination. As mentioned above, the equilibrium concentration of charge carriers in QW is too small in order for intrawell excitation by Ti-sapphire laser radiation could result in the formation of a notable amount of trions. On the other hand, in the case of excitation to the states with an energy lower than the free exciton energy (for example, to localized exciton states), the line of free exciton luminescence must have low intensity at low temperatures, because it can appear only as a result of thermal depletion of lower lying states (exciton delocalization).

Thus, the use of the differential technique allows us to find that the scattered light intensity can both decrease and increase upon illumination, depending on $\hbar \omega_{\text {exc }}$.

Figure 3 demonstrates a series of differential spectra obtained at various values of the quantum energy of the exciting Ti-sapphire laser. As the excitation quantum energy decreases, the amplitude of the negative signal (corresponding to the decrease in the intensity of RRS light upon additional illumination) first increases, then starts to drop and changes its sign, when the quantum energy $\hbar \omega_{\text {exc }}$ is in the energy range in which the trion luminescence line is located. The shape of the differential PL spectra at two values of $\hbar \omega_{\text {exc }}$ was described in sufficient detail and explained in the two preceding paragraphs. The results presented in Fig. 3 allow one to


Fig. 3. Dependence of differential secondary emission spectra of a narrow QW of the structure on the quantum energy of the exciting light.
follow how these spectra are transformed as $\hbar \omega_{\text {exc }}$ is changed. The spectral dependence of the amplitude of the differential RRS signal (proportional to the change in the scattered light intensity upon illumination) obtained from the data similar to those given in Fig. 3 is shown in Fig. 4. It is evident that the maximum value of the negative RRS signal more than an order of magnitude exceeds the maximum value of the positive signal.

The results presented here relate to a narrow QW. The results for a wide ( $40 \AA$ in width) QW of the structure are in a qualitative agreement with the above results and are not presented here to save room. Completing the description of experimental data, we note that the amplitude of the differential RRS signal is directly proportional to the excitation intensity, whereas its dependence on the illumination intensity exhibits more complicated nonmonotonic behavior and needs presently a more careful investigation.

Let us discuss the possible qualitative explanation of the effect observed. The scattered light intensity is characterized by the extinction coefficient $h$, which is defined as the ratio of the total intensity of light scattered in a unit volume along all the directions to the flux density of the incident light. It is proportional to the


Fig. 4. Dependence of the differential RRS signal amplitude on the quantum energy of the exciting light (black triangles). A portion of curve on a tenfold enlarged scale is shown by light triangles. For comparison, dashed curve shows the PL spectrum of a narrow QW upon excitation of the structure by $\mathrm{He}-\mathrm{Ne}$ laser radiation.
mean squared fluctuation of the permittivity $\left\langle(\delta \varepsilon)^{2}\right\rangle_{V}$ in the volume $V$ [11]

$$
\begin{equation*}
h=\left(\omega^{4} V / 6 \pi c^{4}\right)\left\langle(\delta \varepsilon)^{2}\right\rangle_{V} \tag{1}
\end{equation*}
$$

The contribution to the permittivity of the crystal from each of the electronic transitions is proportional to its oscillator strength. If fluctuations of $\varepsilon$ are due to the fluctuations of exciton transition frequencies [2], then, in the vicinity of the exciton resonance one has $(\delta \varepsilon)^{2} \propto f^{2}$, where $f$ is the oscillator strength of this transition.

Let us denote the oscillator strength of the exciton transition in the absence of illumination (that is, in the absence of charge carriers in QW ) by $f_{0}$; in this case, the oscillator strength of the trion transition equals zero. When illumination is switched on, charge carriers appear in QW. As a result, the possibility of direct resonant excitation of trions arises. Therefore, the trion transition acquires some oscillator strength $f_{\text {tr }}$ By virtue of the sum rule, the oscillator strength of the exciton transition decreases, because an additional channel of electron-photon interaction opens. Let us denote the change in the oscillator strength of the exciton transition by $\Delta f_{\mathrm{ex}}=f_{\mathrm{ex}}-f_{0}$, where $f_{\mathrm{ex}}$ is the exciton oscillator strength in the presence of illumination. As a consequence, resonant Rayleigh light scattering arises in the vicinity of the transition to trion states upon illumination. Its intensity is proportional to $h_{\mathrm{tr}} \propto f_{\mathrm{tr}}^{2}$, and the RRS intensity in the vicinity of the exciton transition
changes by the value proportional to $\Delta h_{\mathrm{ex}} \propto f_{\mathrm{ex}}^{2}-f_{0}^{2} \cong$ $2 f_{0} \Delta f_{\text {ex }}$ (at small $\Delta f_{\text {ex }}$ ). The relative change in the scattered light intensity in the vicinity of the exciton resonance $\Delta h_{\mathrm{ex}} / h_{0} \cong 2 \Delta f_{\mathrm{ex}} / f_{0}$, where $h_{0}$ is the extinction coefficient in the exciton resonance region in the absence of illumination.

From experimental data at the maximum levels of excitation and illumination (Fig. 1b), we obtain $\Delta h_{\mathrm{ex}} / h_{0} \approx-0.4$, and an estimation of the change in the oscillator strength of the exciton transition gives $\Delta f_{\text {ex }} \approx$ $-0.2 f_{0}$. Considering that the resonance frequencies and the damping coefficient for exciton and trion transitions are almost similar, we obtain from the above relationships $\Delta h_{\mathrm{ex}} / h_{\mathrm{tr}} \cong 2 f_{0} \Delta f_{\mathrm{ex} /} f_{\mathrm{tr}}^{2}$. From the differential RRS spectrum (Fig. 4), we obtain $\Delta h_{\mathrm{ex}} / h_{\mathrm{tr}} \approx-28$. From here, with the use of the above value of $\Delta f_{\mathrm{ex}}$, the estimation of $f_{\text {tr }}$ gives $f_{\text {tr }} \approx 0.12 f_{0}$.

Thus, $f_{\text {tr }}$ comprises approximately $60 \%$ of $\Delta f_{\text {ex }}$; that is, most of the oscillator strength of the exciton transition is transferred to trions. Evidently, this means that, under conditions when illumination can result in the formation of trions, the effect of redistribution of oscillator strengths of transitions in the exciton region of the spectrum considered above makes the main contribution to the strong photomodulation of the intensity of resonant Rayleigh light scattering. However, in fact, the real situation is more complicated. Thus, excess charge carriers that appear upon illumination do not fill QW uniformly and are accumulated in the regions with larger local well width. This means that the resonant photogeneration of trions can proceed only in these regions. Therefore, besides energy fluctuations of exciton transitions, fluctuations arise in the oscillator strengths that are spatially correlated with the former ones. This must also affect the scattering intensity. In addition, the nonuniformity of the charge carrier distribution in the well plane give rise to electric fields, which can change the local values of $\varepsilon$. Other effects that can lead to a change in the RRS intensity are also possible.

Thus, strong photomodulation of the resonant Rayleigh light scattering has been observed experimentally in this work in the region of exciton transitions in quantum wells under illumination of the structure by radiation with quantum energies that exceed the band-gap width in barrier layers. The effect observed has been explained by redistribution of oscillator strengths of
exciton and trion transitions due to accumulation of excess holes in wells and the possibility of direct (resonant) photogeneration of trions arising in this case. Note that an analogous effect should also be observed in the resonant light reflection spectra.
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#### Abstract

Resonant transitions predicted earlier between low-lying electron-nuclear sublevels of the $\mathrm{Tm}^{3+}$ ground state were observed at frequencies up to 700 MHz in a dielectric Van Vleck paramagnet-thulium ethylsulfate single crystal. It is shown that, due to the distortion of the 4 -electron shell of a rare-earth ion in an applied magnetic field, the parameters of electron-nuclear interaction become field-dependent. © 2002 MAIK "Nauka/Interpe- riodica".


PACS numbers: $75.10 . \mathrm{Dg} ; 76.30 . \mathrm{Kg}$; 76.60.-k

1. Van Vleck (polarization) paramagnetism is most often observed in crystals containing non-Kramers rare-earth (RE) ions, i.e., RE ions with an even number of electrons in the unfilled $4 f$ shells. The crystal electric field removes degeneracy of the ground ${ }^{2 S+1} L_{J}$ multiplet of these ions to generate Stark splitting on the order of $10-100 \mathrm{~cm}^{-1}$. In this case, the ground electronic state is a singlet or a nonmagnetic doublet, so that all magnetic properties of Van Vleck paramagnets are caused by the Zeeman splitting, which, as a rule, can be calculated using second-order perturbation theory [1, 2]. However, in rather strong magnetic fields ( $H>20 \mathrm{kOe}$ ), conditions for the applicability of the perturbation theory are broken, and a number of new physical effects arise [3]. Among them, field-induced structural phase transitions in the dielectric VV paramagnets $\mathrm{TmPO}_{4}$ [4] and $\operatorname{LiTmF}_{4}[5]$ and the appearance of coupled $4 f$-elec-tron-phonon excitations in thulium ethylsulfate crystals $\mathrm{Tm}\left(\mathrm{C}_{2} \mathrm{H}_{5} \mathrm{SO}_{4}\right)_{2} \cdot 9 \mathrm{H}_{2} \mathrm{O}$ (TmES) [6] are noteworthy. Strong magnetic fields also give rise to the coupled $4 f$-electron-nuclear states in dielectric VV paramagnets [3,7]. It should be noted that the transition frequencies between the electron-nuclear sublevels of the ground singlet in TmES crystals fall, practically, within the EPR X-band, whereas the transition probabilities are induced by the matrix elements of nuclear spin operators. In this connection, one can speak about "ultrahighfrequency" NMR in a strong magnetic field, contrary to the enhanced NMR at moderate fields [2]. It is the purpose of this work to observe and investigate ultrahighfrequency $\mathrm{Tm}^{3+}$ NMR in a TmES single crystal in magnetic fields up to 3 T .
2. Theoretical studies of the effect of strong magnetic fields on the properties of $\mathrm{Tm}^{3+}$ ion in TmES single crystals [3] amount to the diagonalization of the

Hamiltonian of an isolated RE ion (in doing so, the spin-spin interaction between the ions is, naturally, ignored, because this is a good approximation for ethylsulfates, where the separations between the RE ions are about $7 \AA$ Å)

$$
\begin{equation*}
\mathscr{H}=\mathscr{H}_{c r}+\mathscr{H}_{e Z}+\mathscr{H}_{n Z}+\mathscr{H}_{h f}, \tag{1}
\end{equation*}
$$

where the Hamiltonian of crystal electric field in the common notation is written as [8]

$$
\begin{equation*}
\mathcal{H}_{c r}=\alpha B_{20} O_{2}^{0}+\beta B_{40} O_{4}^{0}+\gamma\left(B_{60} O_{6}^{0}+B_{66} O_{6}^{6}\right) . \tag{2}
\end{equation*}
$$

The Zeeman interaction of the $4 f$ shell, the nuclear Zeeman interaction, and the hyperfine interaction (with a constant $A_{h f}$ ) have the usual form

$$
\begin{gather*}
\mathscr{H}_{e z}=g_{J} \mu_{B} \mathbf{H} \mathbf{J}, \quad \mathscr{H}_{n z}=-\gamma_{I} \hbar \mathbf{H I}, \\
\mathscr{H}_{h f}=A_{h f} \mathbf{J I} . \tag{3}
\end{gather*}
$$

The wave functions of electron-nuclear states, the transition frequencies, and the magnetic moment of the $\mathrm{Tm}^{3+}$ ion were calculated as functions of the magnitude and direction of an applied magnetic field. Further development of the theory required experimental verification of these dependences. First of all, it was necessary to observe the transitions between the ground-state electron-nuclear sublevels.
3. To measure the ${ }^{169} \mathrm{Tm}$ NMR spectra of a TmES single crystal in the frequency range from 18 to 700 MHz at a temperature of 4.2 K , a stationary bridgetype laboratory-assembled spectrometer with a matched resonant circuit was used. The static magnetic field and the perpendicular rf magnetic field were oriented in the plane perpendicular to the crystallographic axis $c$. To eliminate the effect of the demagnetizing field, the sample was shaped like a sphere of diameter 4


Fig. 1. Derivative of the ${ }^{169} \mathrm{Tm}$ NMR absorption signal in TmES. The frequency of applied rf magnetic field and the peak-to-peak width are indicated. Magnetic field is oriented perpendicular to the crystal symmetry axis $c$; temperature is 4.2 K .


Fig. 2. Field dependences of the transition frequencies between the $\mathrm{Tm}^{3+}$ ground-state electron-nuclear sublevels in TmES at liquid helium temperature: $\nabla$ are the experimental points; dotted line is for the results of the perturbation theory of boosted NMR [2]; dot-and-dash line is for the refined data given in [3, 7] for strong magnetic fields without taking into account a change in the hyperfine interaction parameters; and solid line is for the results of the theoretical calculations in this work (for details, see text).
mm . The transition frequency was determined from the absorption signal minimum upon scanning an ampli-tude-modulated magnetic field. The observed spectrum width monotonically increased with increasing static field and reached approximately 50 Oe at 30 Oe . The ratio of magnetic field to the solenoid current was calibrated against the EPR signal of a DPPH sample placed in the immediate vicinity of the sample under study.

The ${ }^{169} \mathrm{Tm}$ NMR signal in TmES at a frequency of 495 MHz is shown in Fig. 1. The measured field depen-
dence of the transition frequencies between the $\mathrm{Tm}^{3+}$ ground-state electron-nuclear sublevels in the TmES single crystal at liquid helium temperature is shown in Fig. 2 (points). Note that the observed dependence does not coincide with the one calculated in [3, 7] (Fig. 2, dot-and-dash line), where, for a more clear presentation of the changes induced by strong magnetic fields in the properties of electron-nuclear spin systems of dielectric VV paramagnets, the changes in the hyperfine field at the nucleus because of the electron-shell distortion and electron-density redistribution were ignored. Thus, we arrive at the conclusion that magnetic fields higher than 2 T distort noticeably the unfilled $4 f$ shell of the RE ion, and one should not ignore the corresponding changes in a hyperfine magnetic field at nucleus in the calculations.
4. The standard scheme for analyzing the hyperfine interaction effects for the RE elements (the quadrupole effects are disregarded because the nuclear spin of ${ }^{169} \mathrm{Tm}$ is $I=1 / 2$ ) is as follows (see, e.g., [8]). A magnetic field produced by $4 f$ electrons with orbital angular momenta $\mathbf{I}_{i}$ and spins $\mathbf{s}_{i}$

$$
\begin{gather*}
\mathbf{H}_{4 f}=-2 \mu_{B} \sum_{i \in 4 f}\left\{r_{i}^{-3}\left[\mathbf{l}_{i}-\mathbf{s}_{i}+3 \mathbf{r}_{i}\left(\mathbf{r}_{i} \mathbf{s}_{i}\right) / r_{i}^{2}\right]\right\}  \tag{4}\\
=-2 \mu_{B}\left\langle r_{i}^{-3}\right\rangle \mathbf{N}
\end{gather*}
$$

within the ground ${ }^{2 S+1} L_{J}$ multiplet, where the total angular momentum is a good quantum number, can be represented in the form

$$
\begin{equation*}
\mathbf{H}_{4 f}=-2 \mu_{B}\left\langle r_{i}^{-3}\right\rangle\langle J\|N\| J\rangle \mathbf{J}, \tag{5}
\end{equation*}
$$

where the reduced matrix elements $\langle J\|N\| J\rangle$ can easily be tabulated for different electronic $4 f^{n}$ configurations [8]. As a result, the Hamiltonian of hyperfine interaction can be written as

$$
\begin{equation*}
\mathscr{H}_{h f}=2 \mu_{B} \gamma_{I} \hbar\left\langle r_{i}^{-3}\right\rangle(\mathbf{N I})=A_{h f}(\mathbf{J I}) . \tag{6}
\end{equation*}
$$

The crystal electric field reduces rotational symmetry and distorts electronic shells of the RE ion in crystal, as compared to the free atom. As a result, the magnetic hyperfine interaction is affected [11], and the hyperfine constant $A_{h f}$ becomes anisotropic, according to the symmetry of local environment of the RE ion. For this reason, Eq. (6) is replaced by the expression

$$
\begin{equation*}
\mathscr{H}_{h f}=(\mathbf{J} \tilde{A} \mathbf{I}) . \tag{7}
\end{equation*}
$$

For RE ethylsulfates with a magnetic ground state, the principal values of hyperfine interaction tensor $\tilde{A}$, as obtained from the experimentally measured hyperfine structure of EPR line, may differ from each other more than tenfold [8]. For the VV ions, i.e., ions with a nonmagnetic ground state (e.g., the $\mathrm{Tm}^{3+}$ ion in TmES), paramagnetic resonance is unobservable, so that the principal values of hyperfine interaction tensor can be estimated only in an indirect way. Namely, one can
measure the so-called paramagnetic shift [2] by enhanced NMR at moderate fields. This shift is anisotropic and its value depends on both the hyperfine interaction magnitude and the degree of Stark wave-function mixing due to the electronic Zeeman interaction. Thereafter, one can perform numerical calculations using the explicit form of RE wave functions in crystal field. The estimates, made by us using the data of works [9] gave the following principal values of hyperfine interaction tensor for $\mathrm{Tm}^{3+}$ in axially symmetric crystal field in TmES [10]: $A_{\|} \approx-241 \mathrm{MHz}$ and $A_{\perp} \approx-388 \mathrm{MHz}$ (the estimate of $A_{h f}$ made for a free trivalent $\mathrm{Tm}^{3+}$ ion from the Tm and $\mathrm{Tm}^{2+}$ measurements gave -393.5 MHz [8]). Note that the perturbative theory developed for enhanced NMR at moderate fields [2] predicts that the tensor components of paramagnetic shift are fieldindependent, as shown in Fig. 2 by the dotted line. One can see that, at strong magnetic fields, all experimental points lie systematically below this straight line. This poses the problem of analyzing the effect of strong magnetic fields on the electron-nuclear interaction in VV paramagnets.
5. A sufficiently strong magnetic field, for which the Zeeman energy of the RE ion is comparable to the Stark splitting energies of its ground multiplet, further reduces the symmetry of the local environment. Switching on such a magnetic field can be regarded as the inclusion of a low-symmetry term in the crystalfield Hamiltonian, with the magnitude of this term depending on the magnetic field strength. It then becomes clear that the hyperfine interaction should change in a sufficiently high magnetic field. This is primarily due to the fact that the angular dependence of $4 f$ electron density changes. Indeed, the radial distortions of the crystal-field parameters [ $B_{2}^{0}$ and $B_{4}^{0}$ in Eq. (2)], which are equal, by the order of magnitude, to tens and hundreds of $\mathrm{cm}^{-1}$, change the mean value $\left\langle r_{i}^{-3}\right\rangle$ by no more than one percent [11]. The magnetic fields in the range considered correspond to the Zeeman energies on the order of a few $\mathrm{cm}^{-1}$.

To illustrate these arguments, we calculated the $\mathrm{Tm}^{3+}$ ground-state $4 f$ wave functions in a TmES crystal exposed to different magnetic fields. Figure 3 depicts the angular dependences of the $\mathrm{Tm}^{3+} 4 f$-electron density for the TmES crystals placed in an external magnetic field of 5 T aligned with the $x$ axis in the crystal symmetry plane. One can clearly see that symmetry breaks in the crystallographic plane between the $x$ and $y$ directions. Naturally, the electron-density redistribution should affect the direction and magnitude of the hyperfine magnetic field $\mathbf{H}_{h f}$ at the nucleus. In addition, it is conceivable that the appearance of electron-density anisotropy in the $x y$ plane perpendicular to the crystallographic axis $c$ induces rotation of the nearest surroundings of the VV ion and, as a result, violates the equivalency of two $\mathrm{Tm}^{3+}$ ions in a unit cell of the TmES


Fig. 3. Angular dependences of the $4 f$-electron density in the crystal electric field of TmES in the absence of magnetic field and in a magnetic field of 5 T oriented in the crystal symmetry plane.
crystal, as it can be seen from the spectra of bound $4 f$-electron-phonon states in $\operatorname{TmES}[3,6]$.

Thus, the transition frequencies between the ground-state electron-nuclear sublevels of a VV ion in strong magnetic fields should be calculated self-consistently with allowance for the magnetic-field-induced distortions in the $4 f$ shell [10]. The results of such calculations are presented in Fig. 2 by the solid line. Note also that, inasmuch as the field-induced magnetic moment of the $4 f$-electron shell depends, in principle, on temperature and, simultaneously, determines the hyperfine field at nuclei, the transition frequencies between the ground-state electron-nuclear sublevels can also show temperature dependence [10]. However, the experimental observation of this dependence necessitates substantial modification of the experimental setup.
6. In conclusion, we sum up the main results of this work. A specially designed experimental system has been used to observe the ultrahigh-frequency ${ }^{169} \mathrm{Tm}$ NMR signal in a single crystal of a dielectric VV paramagnet (thulium ethylsulfate) in the frequency range from 18 to 700 MHz in magnetic fields up to 3 T at helium temperature. The resonance signal was observed for the transitions between the $\mathrm{Tm}^{3+}$ groundstate electron-nuclear sublevels. The observed field dependence of the transition frequencies is evidence that the applied magnetic field affects the hyperfine interaction parameters. The theoretical method suggested for calculating these effects agrees satisfactorily with the experiment.
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#### Abstract

We studied the polariton dispersion relations of a periodic quantum-well structure with a period in the vicinity of half the exciton resonance wavelength, i.e., the Bragg structure. We classified polariton modes using an approximation of a large number of quantum wells. The polariton effective masses are found to be very small and equal to $10^{-3}-10^{-4}$ of the free-electron mass. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: $73.21 . \mathrm{Fg} ; 71.36 .+\mathrm{c}$; 73.20.Mf

Semiconductor structures allow engineering of the light-matter interaction. The band structure and dispersion relation of the coupled mode of exciton and photon, called a polariton, can be controlled by the structure design, thereby opening great opportunities for fundamental studies of exciton and photon physics, as well as for device applications. Recently, considerable attention has been devoted to the study of photon-matter interaction in semiconductor microcavities (MCs) [1] and photonic band-gap materials [2], i.e., structures characterized by light-wavelength size. One of the advantages of polariton-dispersion engineering is the possibility to construct a bosonic quasiparticle with extremely small effective mass $m$. In particular, due to the small density of states in such a system, a statistically degenerate gas of polaritons may arise even at high temperatures and small densities (the temperature at which a quasi-2D gas of noninteracting bosonic quasiparticles becomes statistically degenerate is $T_{0}=$ $\pi \hbar^{2} n / 2 m k_{B}$ [3]).

In this paper, we consider the system of polaritons in a periodic quantum-well ( PQW ) structure with a period close to half the exciton resonance wavelength, i.e., in a Bragg structure. In PQW structures, due to the total confinement of excitons in QWs, the propagation of polaritons through the PQW is possible only because of the electromagnetic transfer of excitation through the barrier layers; in this sense, they are Wannier-Mott excitons for in-plane motion and Frenkel excitons for motion in the growth direction [4]. Before there were any experiments, several unique properties of polaritons in PQW structures had been predicted [4-9]. Ivchenko et al. [8] made two related and significant predictions. First, in an infinite Bragg structure with $d=$ $\lambda / 2$, the normal light wave is a standing wave characterized by two wave vectors $Q= \pm \pi / d$ with a field $E(z) \propto$ $\sin (\pi z / d)$ with nodes at every QW position. This wave

[^3]does not couple to excitons, because the optical transition matrix element $\propto \int d z E(z) \Psi(z)$ is minimal and, therefore, Bragg PQW structures with a large number of QWs poorly emit and absorb resonant light in the normal direction [8]. Second, although it is a poor emitter, the Bragg structure is an excellent reflector: due to constructive interference between the light waves reflected by various QWs, the reflectivity of the Bragg structure is dramatically enhanced; in fact, in reflectivity or transmission, a set of $N$ QWs with $d=\lambda / 2$ is equivalent to a single QW (SQW) with a radiative coupling coefficient $N$ amplified times over the value for an SQW [8].

The theoretical predictions initiated intense experimental studies. A strong amplification of the reflectance in Bragg PQW structures was observed in [10]. The enhancement of the signal decay rate in the Bragg structure was observed in the degenerate four-wavemixing experiments in reflection geometry [11]. Recently, almost $100 \%$ reflectivity and the onset of a photonic band gap were observed in a Bragg PQW sample with $N=100$ QWs [12]. These experiments confirmed that the constructive interference between the light waves reflected by various QWs can be treated as a huge $(\propto N)$ enhancement of the radiative coupling coefficient [8]. Further resonant excitation studies revealed that the radiative coupling effects dominate not only the transmission, reflection, and absorption spectra but also the resonance Rayleigh scattering [13, 14].

In this paper, we study polariton-dispersion relations of high-quality Bragg and nearly Bragg PQW structures with $d \approx \lambda / 2$. In our experiments, e-h pairs are generated by continuum absorption and lose energy by incoherent processes, populating low-energy carrier and polariton states. As shown in [12], under these conditions the PL spectra of a PQW structure cannot be explained by the radiatively uncoupled incoherent emission of 100 individual QWs but are dominated by


Fig. 1. (a) The scheme showing the dispersions of polaritons in PQW structures. In the infinite periodic structures, the polariton dispersions in the PQW growth direction (dotted lines) are constructed from the photon dispersions (bold lines), their replicas (thin lines), and exciton dispersion (dotted line). The polariton branches obey Eq. (2). The transition from an infinite to finite number of QWs, $N$, corresponds to the transition from continuous $Q$ to discrete modes. For large $N$, the energies of the discrete modes (dots) fall on the continuous branch dispersions at $Q_{j}=\frac{\pi}{d} \frac{j}{N}$, $j=1, \ldots, N$ (vertical dashed line). (b) An example of inplane dispersions of polariton mode branches calculated using Eq. (2). Dotted lines represent dispersions of the exciton and standing waves of light. The polariton mode dispersions (solid lines) are formed by anticrossing dispersions of the exciton and photon.
the cooperative emission from radiatively coupled QWs, i.e., by polaritonic states. Radiative coupling of the QWs occurs without any external coherent excitation.

The non-AR-coated PQW sample (DBR28) contains $N=1008.5-\mathrm{nm}$-thick $\mathrm{In}_{0.04} \mathrm{Ga}_{0.96} \mathrm{As}$ QWs between GaAs barriers (for details, see [12]). The use of low-In-concentration QWs ensures that the background refractive indices of the well and barrier are nearly identical, thereby eliminating the photonic band gap arising from a distributed Bragg-mirror-like reflectivity. A decrease in flux with increasing radius during the growth on a rotating substrate provides an experimental way to continuously scan $d$. For cw PL studies, the excitation was provided either by an HeNe laser (excitation energy $\hbar \omega=1.96 \mathrm{eV}$ ) or by a Ti : sapphire laser. The excitation was focused to a $50-\mu \mathrm{m}$ spot. Experiments were performed in a $\mathrm{He}_{4}$ cryostat at $T=$ 1.5 K .

The theoretical analysis of the polariton mode dispersion is based on the transfer-matrix approach that describes light propagation through a multilayer structure by solving the Maxwell wave equation including the corresponding boundary condition at each interface (LDT). According to [5, 9], the eigenmodes of the selfconsistently coupled light-QW-exciton system in an infinite PQW structure obey the dispersion relation

$$
\begin{equation*}
\cos (Q d)=\cos \left(k_{z} d\right)-\frac{\Gamma_{0} k / k_{z}}{\omega_{0}-\omega-i \Gamma} \sin \left(k_{z} d\right), \tag{1}
\end{equation*}
$$

where $Q$ is the wave vector of light along the PQW growth direction reduced to the first Brillouin zone, $k=$ $\omega / \hbar c, k_{z}=\sqrt{\varepsilon_{b} k^{2}-k_{x}^{2}}, k_{x}$ is the in-plane polariton wave vector, $\omega_{0}$ is the exciton resonance energy, and $\Gamma_{0}$ and $\Gamma$ are, respectively, the radiative and nonradiative exciton damping constants in a single QW. As was shown in [9], for finite number $N$ of QWs, the eigenmodes correspond to the discretized values of the complex wave vector $Q$. For large $N$, the values of wave vector tend to become real and equally spaced, and Eq. (1) transforms to

$$
\begin{equation*}
\cos \left(Q_{j} d\right)=\cos \left(k_{z} d\right)-\frac{\Gamma_{0}\left(\omega_{0}-\omega\right) k / k_{z}}{\left(\omega_{0}-\omega\right)^{2}+\Gamma^{2}} \sin \left(k_{z} d\right) \tag{2}
\end{equation*}
$$

where $Q_{j}=\frac{\pi}{d} \frac{j}{N}, j=1, \ldots, N$. The roots of Eq. (2) $\omega=$ $\omega\left(j, k_{x}\right)$ correspond to the eigenenergies of the polariton modes. The polariton energies also tend to become real for large $N$ and, therefore, since the imaginary part of energies yields the radiative width of PQW polaritons, polariton states become stationary in the high- $N$ limit, similar to bulk polaritons [7, 9].

The origin of polariton modes in PQW structures can be understood with the schemes shown in Fig. 1. Figure 1a schematically shows the dispersion of polaritons in the PQW growth direction. For infinite $N$, the polariton dispersions are constructed from the photon dispersions, their replicas, and exciton dispersion. We concentrate below on the energy region close to the exciton resonance. Around $\omega_{0}$, there are three PQW polariton branches originating from the folded photon dispersion and exciton dispersion: the upper ( $U$ ), the middle $(M)$, and the lower (L) one. The splitting between the branches at the anticrossing point at $Q=$ $\pi / d$, proportional to the electromagnetic coupling between the photon and exciton, is small compared to $\omega_{0}$ and is exaggerated in Fig. 1a. For finite and large $N$, the energies of the discrete modes fall on the continuous branch dispersions at the momenta $Q_{j}=\frac{\pi}{d} \frac{j}{N}, j=1$, $\ldots, N$ for the $j$ th polariton mode; i.e., the continuous branch and discrete modes obey Eq. (2) with the same r.h.s. We mark the upper $j$ th mode as $U_{j}$ and so on. Figure 1a presents the case of a Bragg structure with $d=$ $\lambda / 2$, i.e., with $\omega_{0}=\pi c / d \sqrt{\varepsilon_{b}}$; the modification of the scheme for different $d$ is straightforward. An example of the in-plane dispersions for $U, M$, and $L$ polariton branches is shown in Fig. 1b. The dispersions were calculated using Eq. (2) for $d / \lambda=0.501, Q_{j}=0.99 \pi / d$, and $\Gamma_{0}=20 \mu \mathrm{eV}$. The polariton modes are formed by the anticrossing dispersions of the exciton and standing waves of light (Fig. 1b). Note that the mode $M_{N}$ is a
standing wave with a field $E(z) \propto \sin (\pi z / d)$ with nodes at every QW position $\forall d$ and $\forall k_{x}$, and its optical transition matrix element is zero.

Figure 2a shows the cw spectra of PL emitted in the direction normal to the PQW structure. Spectra are taken from different positions on the sample corresponding to different periods $d$, as labeled in Fig. 2a. Figures 2 b and 2c present the measured PL energy and intensity of polariton modes at $k_{x}=0$ corrected for the exciton energy shift due to a change in the QW thickness. The radiative mode splitting well exceeds the inhomogeneous exciton linewidth. The solid and dashed lines show positions of the eigenmodes at $k_{x}=0$ calculated using Eq. (2). The best agreement between the experiment and Eq. (2) is achieved using $\Gamma_{0}=$ $20 \mu \mathrm{eV}$ (dashed lines). The linear fit to the HWHM of reflectivity spectrum vs. $N$ gives $\Gamma_{0}=27 \mu \mathrm{eV}$ [12]. The eigenmodes calculated using Eq. (2) with $\Gamma_{0}=27 \mu \mathrm{eV}$ are also shown in Fig. 2b. All polariton modes observed in the experiment are clearly classified. This confirms that the QW number $N=100$ is large enough to validate the approximation of Eq. (2) with real and equally spaced $Q_{j}[9] .{ }^{2}$ Figure 2c shows eigenmodes (solid lines), reflection dips (triangles), and absorption peaks (squares) calculated for $N=100 \mathrm{PQW}$ using the Lorentzian excitonic susceptibility within an LDT approach [12]. Here, the absorption $A$ is defined as $A=$ $1-R-T$, where $R$ is the reflection and $T$ is the transmission. The best agreement between the experiment and the theory is achieved with $\Gamma_{0}=27 \mu \mathrm{eV}$, in agreement with [12]. As expected, PL clearly follows the absorption; thus, the results of the LDT calculations are in good agreement with the experiment.

To measure the dispersion of the PQW polariton modes, we studied angularly resolved PL following experiments in [15], where this method was applied to study the dispersion of polaritons in MCs. The dispersions of polariton modes are revealed via their PL energy vs. $k_{x}=k \sin \phi$ dependence, where $\phi$ is the external angle between the emitted photon and the direction normal to the PQW structure. The measured dispersions of polariton modes are presented in Fig. 3. The dashed lines show positions of the eigenmodes calculated using Eq. (2). Dispersions of the polariton modes numerically calculated using LDT for 100 QWs (open squares) are in good agreement with the experimental data (Fig. 3). The calculation based on Eq. (2) has no fitting parameter and uses the value of $\Gamma_{0}$ obtained from the fit to the experimental data in Fig. 2. The main result of the polariton dispersion measurements is that the polariton effective masses are very small. In particular, for the mode $M_{N-1}, m \approx 5 \times 10^{-4} m_{0}$, they are close to the

[^4]

Fig. 2. (a) PL spectra in the normal direction in the reflection geometry for the non-AR-coated $N=100$ $\mathrm{In}_{0.04} \mathrm{Ga}_{0.96} \mathrm{As} / \mathrm{GaAs}$ PQW structure under cw nonresonant excitation at 1.96 eV . Spectra are taken from different positions on the sample corresponding to different periods $d$; $T=1.5 \mathrm{~K}$. Poor emission in the normal direction at Bragg resonance, $d=\lambda / 2$, reveals the vanishing overlap between the QW excitons and the standing wave of light. (b) The measured PL energy and intensity of polariton modes vs. $d$ (grayscale map). The mode energies calculated using Eq. (2) with $\Gamma_{0}=20 \mu \mathrm{eV}\left(\Gamma_{0}=27 \mu \mathrm{eV}\right)$ are shown by dashed (solid) lines. The mode classification includes the branch $U, M$, or $L$ index and the $j=1, \ldots, N$ number (Fig. 1). The optically inactive $M_{N}$ mode is absent in the PL spectra. (c) Absorption peaks (squares), reflection dips (triangles), and eigenenergies (solid lines) calculated using LDT through a finite non-AR coated 100 QW structure. Note that the functional dependence of $A$ on the period is different for an AR-coated structure.
effective mass of microcavity polaritons. This agreement is natural, because the polariton dispersions are determined by the anticrossing dispersions of an exciton and standing waves of light both for PQWs and MCs. Note that small density-of-states effective mass $\left[1 / m=2 / \hbar^{2} \partial E / \partial\left(k^{2}\right)\right]$ is characteristic of most of the polariton modes (Fig. 3).


Fig. 3. Measured PL energy of polariton modes (solid points) in non-AR coated $N=100 \mathrm{In}_{0.04} \mathrm{Ga}_{0.96} \mathrm{As} / \mathrm{GaAs}$ PQW structure with $d=0.5025 \lambda$ vs. $k_{x}$ under cw nonresonant excitation at $1.495 \mathrm{eV} ; T=1.5 \mathrm{~K}$. Triangles correspond presumably to the PL of localized states. The mode energies calculated using Eq. (2) with $\Gamma_{0}=20 \mu \mathrm{eV}$ are shown by dashed lines. The polariton effective masses are extremely small; e.g., the quadratic fit to the mode $M_{N-1}$ dispersion at small $k_{x}$ yields $m \approx 5 \times 10^{-4} m_{0}$. The calculated absorption peaks using a Lorentzian excitonic susceptibility for the propagation through a $100-\mathrm{QW}$ non-AR coated PQW structure with $\Gamma_{0}=27 \mu \mathrm{eV}$ are shown by open squares.

We notice that the linewidth of the polariton PL from the $N=100 \mathrm{PQW}$ sample is sometimes narrower than the linewidth of exciton PL from SQWs grown under as nearly as possible identical conditions. The smallest PL linewidth, $\approx 0.15 \mathrm{meV}$, observed in $N=$

100 PQW at $d \approx 0.5025 \lambda$ is $\approx 4$ times narrower than the exciton PL linewidth in the SQWs. The effect of line narrowing due to the radiative coupling between the QWs clearly dominates over the broadening effects originating from the inhomogeneities of QW thickness, etc.
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#### Abstract

A model of a quantum computer with diagonal continuous interaction between qubits is proposed. Such a computer is controlled only by short single-qubit operations. The realization of quantum Fourier transform and simulation of the wave function of a many-particle problem with linear and quadratic potentials on this quantum computer are discussed. This method applies to a wide class of diagonal interactions and to the case, where the interactions of different qubits are different. © 2002 MAIK "Nauka/Interperiodica".


PACS numbers: 03.67.Lx

1. Quantum computing is an unprecedented test for modern physics, because it requires a level of controlling the behavior of nano-objects that has not been achieved before. Whereas the mathematical theory of quantum calculations is well developed, their physical realizations present a serious challenge to our understanding of the nature. For this reason, it is important to search for such simple realizations of quantum algorithms that are associated with simple technology problems. A computational unit-qubit-is usually represented as a certain characteristic, e.g., spin, charge, or position of some elementary particle.

Two-qubit transformations, which are of fundamental importance for quantum algorithms, are technically very difficult. To realize such a transformation, one must control the degree of entanglement of particles, which is determined by the overlap of the spatial parts of their wave functions. On the other hand, particles participating in calculations must be clearly distinguished, which is possible only if the overlap of their wave functions is sufficiently small. These requirements on the physical realization of quantum calculations are contradictory. In any case, two-qubit transformations are much more difficult than single-qubit ones.

It is reasonable to propose the following approach. Since the interaction between particles with a change in the degree of entanglement follows from the wave equation, two-qubit transformations accompany the natural time evolution of a quantum system. This system can be controlled by single-qubit transformations, which are easily inspected. Thus, calculations will be carried out through acting on the system only by singlequbit pulses, whereas two-qubit transformations will proceed in the background mode and will be uncontrolled. This is the essence of the proposed computa-
tional model with single-qubit control. This model is much more realistic than the abstract quantum computer scheme implying control through two-qubit interaction. Below, this model will be applied to simulate the behavior of a many-particle system with the quadratic interaction specified by a diagonal matrix.

The basic problem in this model with single-qubit control is that two-qubit interaction proceeds uncontrollably, in particular, with irrelevant qubits, which seriously distorts quantum algorithms. Calculations in this model require methods of correcting undesirable transformations by means of single-qubit pulses. To demonstrate the capabilities of this approach, we first apply this model to realize the quantum Fourier transform. Our basic assumption is that the Hamiltonian matrix of two-qubit interaction is diagonal. For convenience and simplicity, we first additionally assume that this interaction decreases with distance as the Yukawa potential.
2. Realization of quantum Fourier transform with single-qubit control. The quantum Fourier transform is the key subroutine in quantum computing, because it is used in many other algorithms [1-3]. Figure 1 shows the simplest scheme of functional elements for realizing this transformation. This scheme was used by Shor for fast quantum factorization [1]. Integer $a=$ $a_{0}+a_{0} 2+\ldots+a_{l-1} 2^{l-1}$ is represented by the basis state $\left|a_{0} a_{1} \ldots a_{l-1}\right\rangle=|a\rangle$. These states form an orthonormalized basis for the input states of the quantum scheme of functional elements. We arrange them from top to bottom. The same convention will be accepted for the output states of the scheme, but bits $b_{j}$ of the number $b=$ $b_{0}+b_{0} 2+\ldots+b_{l-1} 2^{l-1}$ will be arranged in the reverse order.


Fig. 1. Quantum scheme of functional elements for the inverse quantum Fourier transform with single- and twoqubit control. Circles are the Hadamard gates, and twoqubit operations have form (1).


Fig. 2. Scheme for the inverse quantum Fourier transform with continuous interaction given by Eq. (1a) and shown by the rectangles. Circles are the Hadamard gates.

This scheme realizes the inverse quantum Fourier transform in $O\left(l^{2}\right)$ steps, whereas the dimension of the transformation matrix is equal to $N=l^{2}$. However, this scheme requires two-qubit control and cannot, therefore, be realized directly in the model under consideration. Below, we demonstrate how it can be realized. Let us consider interactions of the form

$$
H=\left(\begin{array}{llll}
0 & 0 & 0 & 0  \tag{1a}\\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & \rho
\end{array}\right), \quad \rho>0,
$$

and

$$
H=\left(\begin{array}{cccc}
\rho_{1} & 0 & 0 & 0  \tag{1b}\\
0 & \rho_{2} & 0 & 0 \\
0 & 0 & \rho_{3} & 0 \\
0 & 0 & 0 & \rho_{4}
\end{array}\right)
$$

Here, $\rho$ and $\rho_{i}(i=1,2,3,4)$ have the form $\rho=\rho_{0}\left(e^{-b r} / r\right)$, where $b=$ const and $r$ is the separation between qubit particles, and $\rho_{1}+\rho_{4} \neq \rho_{2}+\rho_{3}$. We arrange $l$ qubits equidistantly in one line. Let the interaction between qubits $j$ and $k$ be specified by the Hamiltonian $H_{j, k}$ given by Eqs. (1). Such Hamiltonians arise, for example, in the Ising model for spin- $1 / 2$ particles. The required decrease in interaction with increasing distance can be achieved by putting qubits in a suitable potential well. Taking an appropriate length unit, we can have $b=1$. We first examine interaction given by Eq. (1a) and then expand the results to case (1b).
2.1. Realization of the quantum Fourier transform without regard for the phase shift. Let the quantum Fourier transform and inverse quantum Fourier transform have the form

$$
\begin{align*}
& \text { QFT: }|a\rangle \longrightarrow \frac{1}{\sqrt{N}} \sum_{b=0}^{N-1} e^{-\frac{2 \pi i a b}{N}}|b\rangle, \\
& \text { QFT }^{-1}:|a\rangle \longrightarrow \frac{1}{\sqrt{N}} \sum_{b=0}^{N-1} e^{\frac{2 \pi i a b}{N}}|b\rangle, \tag{2}
\end{align*}
$$

respectively. In this case, the inverse transform can be realized by using scheme shown in Fig. 2, where the rectangles are unitary transformations $U=e^{-i \tilde{H}}$ with $\tilde{H}=\sum_{l>j>k \geq 0} \tilde{H}_{j, k}$, where each $\tilde{H}_{j, k}$ is given by Eq. (1a) with $\rho_{0}=\pi$ and $r=j-k$. If the time unit is chosen so that the product of Plank's constant by $\rho_{0}$ is equal to $\pi$, and the length unit is chosen so that $r=j-k, U$ is such transformation of the state vector that is induced by the Hamiltonian under consideration per unit time. Here, it is assumed that single-qubit operations take negligibly short time compared to unity, so that interaction between qubit pairs cannot strongly change the phase during this time. To demonstrate that this scheme really realizes the inverse quantum Fourier transform, we apply the method for calculating amplitudes proposed by Shor in [1]. The output state corresponding to a given basis input state $|a\rangle$ is a linear combination of the basis states $|b\rangle$ with some amplitudes. All absolute values of these amplitudes are equal to $1 / \sqrt{L}$, and it is sufficient to control their phases. For simplicity, we introduce the notation $a_{j}^{\prime}=a_{l-1-j}, j=0,1, \ldots, l-1$. In the process of applying our scheme, qubit values with numbers $j$ and $k \leq j$ pass from left to right through the elements shown in Fig. 2. Following this direction, we will take four types of interactions: (i) self-interaction of $a_{j}^{\prime}$ and $a_{k}^{\prime}$ in the Hadamard operation, (ii) interaction between $a_{j}^{\prime}$ and $a_{k}^{\prime}(j>k)$, (iii) interaction between $a_{j}^{\prime}$ and $b_{k}(j>k)$, and (iv) interaction between $b_{j}$ and $b_{k}$ ( $j>k$ ) with times $0, k, j-k$, and $l-1-j$, respectively.

The resulting phase is the following sum of the contributions of these interactions:

$$
\begin{align*}
& \pi \sum_{l>j>k \geq 0} \frac{a_{j}^{\prime} a_{k} k}{2^{j-k}(j-k)}+\pi \sum_{l>j>k \geq 0} \frac{a_{j}^{\prime} b_{k}(j-k)}{2^{j-k}(j-k)}  \tag{3}\\
& +\pi \sum_{l>j \geq 0} a_{j}^{\prime} b_{j}+\pi \sum_{l>j>k \geq 0} \frac{b_{j} b_{k}(l-j-1)}{2^{j-k}(j-k)} .
\end{align*}
$$

In what follows, the first and last terms will be denoted as $A$ and $B$, respectively. Their contribution corresponds to the action of the diagonal Hamiltonians on $|a\rangle$ and $|b\rangle$, respectively. After change $j$ to $l-1-j$, the sum of the second and third terms takes the form

$$
\begin{gather*}
\pi \sum_{l-1>k+j \geq 0} \frac{a_{j} b_{k} 2^{j+k}}{2^{l-1}}+\pi \sum_{l-1 \geq j \geq 0} a_{l-1-j} b_{k} \\
=2 \pi \sum_{l>k+j \geq 0} \frac{a_{j} b_{k} 2^{j+k}}{2^{l}}  \tag{4}\\
=2 \pi S+2 \pi \sum_{l>k, j \geq 0} \frac{a_{j} b_{k} 2^{j+k}}{2^{l}}=2 \pi S+2 \pi \frac{a b}{2^{l}},
\end{gather*}
$$

where $S$ is an integer. The first term does not change its phase, and we obtain the desired result without regard for the contributions $A$ and $B$.
2.2. Correction of the phase shift. The contribution of diagonal terms $A$ and $B$ to the phase is calculated as follows. We first consider only term $A$, which consists of terms $A_{j, k}=c_{j, k} a_{j}^{\prime} a_{k}^{\prime}$, where $c_{j, k}$ depends only on $j$ and $k$ but is independent of $a$. In order to suppress all interactions except for the interaction between selected qubits, single-qubit NOT transformation will be applied several times to all qubits excepting selected qubits $j$ and $k$.

We first consider a pair of unselected qubits with numbers $p$ and $q$ such that $q>p$. Their continuous interaction during time interval $\Delta t$ provides the term $d_{p, q} \Delta t a_{p}^{\prime} a_{q}^{\prime}$ in the phase, where $d_{p, q}$ depends only on the degree of a decrease in interaction with increasing distance but is independent of $a_{p}^{\prime}$ and $a_{q}^{\prime}$. In particular, for a Yukawa-type decrease, $d_{p, q}=e^{-|q-p|}| | q-p \mid$. Then, we invert arbitrarily one (let it be $q$ ) of these two qubits by applying the NOT operation. Its state becomes $1-$ $a_{q}^{\prime}$. Then, the second interval $\Delta t$ of continuous interaction introduces term $d_{p, q} \Delta t a_{p}^{\prime}\left(1-a_{q}^{\prime}\right)$ to the phase. Finally, we recover the content of qubit $q$ by applying the second NOT operation. The resulting phase shift in these four actions is equal to $d_{p, q} \Delta t a_{p}^{\prime}$ and depends only on the content of qubit $p$.

Now, we can compensate this phase shift by one sin-gle-qubit transformation. Interaction between a pair of
qubits $p$ and $q$, one of which (let it be $p$ ) is selected and the other is unselected, can be compensated by using only single-qubit operations, namely, two NOT operations for $q$ and a certain phase shift for $p$.

Next, this method should be modified to simultaneously compensate for all effects of the unselected qubits. For this purpose, we apply the NOT operations to each such qubit with sufficiently short intervals so that the contributions from the unselected qubits to the phase cancel each other. This can be made by two methods: single-qubit operations are applied either at randomly generated times or periodically with different periods for different qubits. Let us discuss the first approach.
2.3. Compensation of the phase shift. For each unselected qubit $p$, we consider a Poisson process $\mathscr{A}_{p}$ generating times $0<t_{1}^{p}<t_{2}^{p}<\ldots<t_{m_{p}}^{p}<1$ with a certain fixed density $\lambda \gg 1$. Let all $\mathscr{A}_{p}$ be independent. Then, the NOT operations are applied to each qubit $p$ sequentially at times $t_{m}^{p}$. At time 1 , the NOT operation is applied to qubit $p$, if and only if $m_{p}$ is odd. Thus, each qubit recovers its initial state after this procedure. Interactions between the selected qubits remain unaffected. Let us calculate the contribution from a certain unselected qubit to the phase. This contribution consists of two terms corresponding to the interactions with selected and unselected qubits, respectively. We will calculate them sequentially.
(i) Since the density $\lambda$ of Poisson process $\mathscr{A}_{p}$ is high, qubit $p$ is in the state $a_{p}^{\prime}$ for about half the time and in $1-a_{p}^{\prime}$ for the remaining half. The interaction of this qubit with some selected qubit $j$ makes the contribution $\frac{1}{2} d_{p, j} a_{p}^{\prime} a_{j}^{\prime}+\frac{1}{2} d_{p, j}\left(1-a_{p}^{\prime}\right) a_{j}^{\prime}$, i.e., $\frac{1}{2} d_{p, j} a_{j}^{\prime}$.
(ii) Let us consider different unselected qubits $q \neq p$. Since the NOT operations are applied to qubits $p$ and $q$ at independent times and the density $\lambda$ is high, these qubits are in each of states $\left(a_{p}^{\prime}, a_{q}^{\prime}\right),\left(a_{p}^{\prime}, 1-a_{q}^{\prime}\right),(1-$ $\left.a_{p}^{\prime}, a_{q}^{\prime}\right)$, and $\left(1-a_{p}^{\prime}, 1-a_{q}^{\prime}\right)$ for about quarter the time. The resulting contribution is equal to $\frac{1}{4} d_{p, q}\left[a_{p}^{\prime} a_{q}^{\prime}+\right.$ $\left.a_{p}^{\prime}\left(1-a_{q}^{\prime}\right)+\left(1-a_{p}^{\prime}\right) a_{q}^{\prime}+\left(1-a_{p}^{\prime}\right)\left(1-a_{q}^{\prime}\right)\right]=\frac{1}{4} d_{p, q}$.

The total phase shift from the unselected qubits is the following sum of values from (i) and (ii) for all $p \notin\{j, k\}:$

$$
\frac{1}{2}\left[\sum_{p \notin\{j, k\}} d_{p, j} a_{j}^{\prime}+\sum_{p \notin\{j, k\}} d_{p, k} a_{k}^{\prime}\right]+\frac{1}{4} \sum_{p, q \notin\{j, k\}} d_{p, q}
$$

This shift can be compensated by single-qubit transformations, because the first two terms depend only on the values of qubits, and the remaining terms are constants.

Thus, we construct the scheme with continuous twoqubit interaction and single-qubit operations that gives phase shift $d_{j, k} a_{j}^{\prime} a_{k}^{\prime}$. Taking the time interval $\Delta t$ as a time unit in this procedure, we obtain phase shift $\Delta t d_{j, k} a_{j}^{\prime} a_{k}^{\prime}$. In order to obtain shift $-\Delta t d_{j, k} a_{j}^{\prime} a_{k}^{\prime}$, we must first apply the NOT operation to qubit $j$, carry out the above procedure, apply the NOT operation to qubit $j$, and add $-\Delta t d_{j, k} a_{k}^{\prime}$ by the single-qubit operation. Thus, we can make any addition of the form $c a_{j}^{\prime} a_{k}^{\prime}$ to the phase, where $c$ is any real number. The appropriate combination of these schemes gives the phase shift

$$
\begin{equation*}
\sum_{j, k} c_{j, k} a_{j}^{\prime} a_{k}^{\prime} \tag{5}
\end{equation*}
$$

for any $c_{j, k}$. Performing these operations before and after the inverse quantum Fourier transform in the procedure discussed in the preceding section, we compensate terms $A$ and $B$ in the phase and obtain the scheme realizing the inverse quantum Fourier transform.

Let us estimate the delay caused by the introduction of the NOT operations with a high density compared to the abstract realization of quantum algorithms on the schemes based on functional elements. We fix the time unit so that one operation in the scheme takes unit time. The NOT operation can be applied with identical short time intervals $\delta t$, i.e., at times $k \delta t$ for any integer $k$ with probability $p=1 / \lambda$, where $\lambda$ is the density of the process. We denote $M=T / \delta t$, where $T$ is the computational time. The error of phase shift caused by the possible imperfection of the random process in this model is equal to $\delta t D$, where $D$ is the variance of the sum of random variables taking values 1 and 0 with the respective probabilities $p$ and $1-p$, i.e., $O(\sqrt{M})$. Therefore, the resulting error is equal to about $T / \sqrt{M}$ and must be negligibly small. For the quantum Fourier transform, $T=O(\ln N)$, and $M=O\left(\ln ^{2} N / \epsilon\right)$ will be sufficiently large for negligibly small $\epsilon$. Thus, the method of random processes results in a delay that is slightly larger than the quadratic delay, as compared to the standard model, and this is quite admissible for fast algorithms such as quantum Fourier transform. Applying the modifications of the above method to slower quantum algorithms such as the Grover algorithm [7], one must use the method of periodic NOT operations rather than the method of random processes. In this model the NOT transformations are applied to each of qubits $j$ at times $j k \delta t$ for integer $k$, where $\delta t$ is the short time interval. In this case, we can repeat the above construction and remove undesirable phase shifts by appropriately choosing $\delta t$. This method results in a delay in the form of a factor of about $n^{2}$, as compared to the complexity of the abstract model of quantum functional schemes.
3. Possibility of using various interactions. The proposed technique is easily extended to the general
case of Hamiltonian given by Eq. (1a) with an arbitrary decrease; i.e., the phase shift of form (5) can be generated in this model, and

$$
\begin{equation*}
\sum_{l>j>k \geq 0} c_{j, k} a_{j}^{\prime} b_{k} \tag{6}
\end{equation*}
$$

for any $c_{j, k}$.
The application of interaction (1b) per unit time gives phase shift $\rho_{1}\left(1-a_{j}^{\prime}\right)\left(1-b_{k}\right)+\rho_{2}\left(1-a_{j}^{\prime}\right) b_{k}+$ $\rho_{3} a_{j}^{\prime}\left(1-b_{k}\right)+\rho_{4} a_{j}^{\prime} b_{k}$, which can be reduced to the preceding case through the linear shift, because $\rho_{1}+\rho_{4} \neq$ $\rho_{2}+\rho_{3}$.

Finally, this technique can be directly generalized to the Hamiltonians that can be diagonalized by singlequbit operations.
4. Simulation of physics by continuous interactions. We discuss now an important Feynman's idea [4] of simulating many-particle physical problems on a quantum computer. Zalka [5] and Wiesner [6] proposed the scheme implementing this idea on the basis of the Coppersmith-Deutsch-Shor (see Fig. 1) method for inverse quantum Fourier transform. The method proposed above for realizing the quantum Fourier transform with single-qubit control provides a simple way to simulate the wave function of many-particle problems with linear and quadratic potentials. The corresponding Hamiltonian for $s_{1}$ particles has the form

$$
\begin{equation*}
H=\sum_{k=1}^{s} \frac{p_{k}^{2}}{2 m_{k}}+\frac{1}{2} \sum_{j, k=1}^{s}{ }_{j, k} q_{j} q_{k} \tag{7}
\end{equation*}
$$

where $s=3 s_{1}$ is the total number of spatial coordinates $q_{k}$ determining the particle positions, $p_{k}$ are the momenta, and $v_{j, k}$ are the constants determining the interaction potentials. We will discuss the case $k=1$, because the general case is fully similar.

It is necessary to approximate the action of operation $e^{-i H t}$ on the wave function $\psi_{0}$, where $H=H_{p}+H_{q}$, $H_{p}=p^{2} / 2 m, H_{q}=V(q), p=i^{-1}(\partial / \partial q)$, and potential $V(q)$ is a real quadratic function. Without loss of generality, we can take $t=1$. A suitable approximation can be obtained in the coordinate or momentum basis of the space of state vectors, and the Hamiltonian is nondiagonal in both bases. To reduce the problem to diagonal Hamiltonians, we take short time interval $\Delta t$ and represent our time evolution operator in the approximate form

$$
\begin{equation*}
e^{-i H} \approx\left(e^{-i H_{q} \Delta t} e^{-i H_{p} \Delta t}\right)^{1 / \Delta t} \tag{8}
\end{equation*}
$$

For example, $H_{q}$ has the diagonal form in the coordinate basis. Using Fourier transform $f \longrightarrow$ $\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} e^{-i p q} f(q) d q$, which changes differentiation $\partial / \partial q$ to multiplication by $i p$, we can represent the action
of the momentum part of the operator as $e^{-i H_{p}}=$ $\mathrm{FT}^{-1} e^{-i p^{2} \Delta t / 2 m}$, where the operator in the middle is diagonal. If the Fourier transform and phase shift $-p^{2} / 2 m$ can be realized, the sequential application of such operators from Eq. (8) yields the necessary approximation.

Let the wave function $\psi(q)$ and its momentum representation $\mathrm{FT}(\psi)$ be defined in segments $(-A, A)$ and $(-B, B)$, respectively. Taking small $\Delta q$ and $\Delta p$ values, we can approximate this function through

$$
\sum_{a=0}^{2 A / \Delta q} \psi\left(q_{a}\right) \delta_{a}
$$

where $\delta_{a}(q)$ takes the values 1 and 0 on the segment $\left(q_{a}, q_{a}+\Delta q\right)$ and outside it, respectively. In this case, the Fourier transform can be approximated by the linear operator, whose action on $\delta_{a}$ yields

$$
\frac{1}{\sqrt{2 \pi}} \Delta q \sum_{b=0}^{2 B / \Delta p} e^{-i p_{b} q_{a}} \sigma_{b}(p)
$$

where $\sigma_{b}(p)$ is the one-step momentum function similar to $\delta_{a}$. Introducing new one-step coordinate and momentum functions as $d_{a}(q)=\delta_{a}(q-A)$ and $s_{b}(p)=\sigma_{b}(p-B)$, we write the Fourier transform in the form

$$
\begin{equation*}
d_{a} \longrightarrow \frac{1}{\sqrt{2 \pi}} \Delta q \sum_{b=0}^{2 B / \Delta p} e^{-i b a \Delta q \Delta p} s_{b} \tag{9}
\end{equation*}
$$

which is very similar to the quantum Fourier transform.
Let us assume that the physical space is grained in the coordinate and momentum representations with grain sizes $\Delta q$ and $\Delta p$, respectively. In this case, the particle under consideration can be located only at points $q_{a}$ or have only momenta $p_{b}$. We associate position $q_{a}$, $a=0,1, \ldots, N=2^{l}$ with the basis state $|a\rangle$ in the $l$-qubit quantum system. For simplicity, we choose the length unit so that $\Delta q=\Delta p=\sqrt{2 \pi} / \sqrt{N}$ and $A=B=\sqrt{\pi N / 2}$. In this case, Eq. (9) corresponds to the quantum Fourier transform given by Eq. (2), and the phase shift $-p^{2} \Delta t / 2 m$ from Eq. (8) corresponds to the phase shift $-\pi b^{2} \Delta t / m N$. Both operations can be realized by continuous interaction with single-qubit control, because they have the necessary form. Finally, the first of operators (8) can be realized similarly.

When simulating an ensemble of $s_{1}$ particles, we must take $s_{1}$ copies of quantum register for one particle and perform the above procedure for the united quantum memory.
5. Advantages of the quantum simulation of wave functions. The method proposed above for the quantum simulation of wave functions retains all advantages of the quantum solution proposed for Schrödinger equation in $[1,5,6]$. Namely, this method of realizing the quantum Fourier transform takes time $O\left(l^{2}\right)$ for a
given interaction between qubits. If this operator is used in the approximate form obtained by omitting exponentially small phase shifts, the corresponding modification of the proposed method takes time $O(l)$, with the constant depending on a chosen accuracy.

The main advantage of this method, as applied to the simulation of wave functions, is manifested in manyparticle problems. The wave function of a system of $s$ one-dimensional particles at a fixed time has the form $\psi\left(x_{1}, x_{2}, \ldots, x_{s}\right)$, where $x_{j}$ is the coordinate of the $j$ th particle. To store the approximation of this function with grain $\epsilon$ and arguments limited by $b$, the memory of $N^{s}$ bits is required, where $N=b / \epsilon$. At the same time, the quantum simulation method requires about $\ln N$ qubits for each particle, and the total required memory equals $s \ln N$ qubits, which is equal to almost the logarithm of classical memory.
6. The model of a quantum computer controlled by only single-qubit operations with uncontrolled continuous diagonal two-qubit interaction has been proposed. The simplicity of control is the advantage of this model. The simple method of realizing the quantum Fourier transform and simulating many-particle problems with quadratic potentials has been proposed in this model. Such a quantum computer can simulate free fields and particles, states of a set of harmonic oscillators, and the behavior of complex polyatomic molecules.

It would be important to generalize the proposed method to nondiagonal Hamiltonians. Finally, it would be interesting to select the computational quantummechanical problems, where quantum calculations with the qubit representation of wave functions could be effective. For example, such a reformulation implies the presence of a spatial grain, and the traditional fieldtheory problem of series divergence at high energies will thus be removed. This qubit reformulation generally seems to be more efficient, because it requires memory that increases linearly rather than exponentially with an increase in the number of particles, as in the convenient description of wave functions.
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